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PREFACE

Research and applied science, as we see it today, has advanced to a place
in which, instead of manipulating substances at the molecular level, we can
control them at the atomic level. This exciting operational space, where the
laws of physics shift from Newtonian to quantum, provides us with novel
discoveries, which hold the promise of future developments that, until recently,
belonged to the realm of science fiction.

Nanobiotechnology is a multidisciplinary field that covers a vast and
diverse array of technologies from engineering, physics, chemistry, and
biology. It is expected to have a dramatic infrastructural impact on both
nanotechnology and biotechnology. Its applications could potentially be
quite diverse, from building faster computers to finding cancerous tumors
that are still invisible to the human eye. As nanotechnology moves forward,
the development of a ‘nano-toolbox’ appears to be an inevitable outcome.
This toolbox will provide new technologies and instruments that will enable
molecular manipulation and fabrication via both ‘top-down’ and ‘bottom-
up’ approaches.

This book is organized into five major sections; 1. Introduction, 2. Bio-
templating, 3. Bionanoelectronics and Nanocomputing, 4. Nanomedicine,
Nanopharmaceuticals and Nanosensing, and 5. De Novo Designed Structures.

Section 1 is an introductory overview on nanobiotechnology, which
briefly describes the many aspects of this field, while addressing the reader
to relevant sources for broader information overviews.

Biological materials can serve as nanotemplates for ‘bottom-up’ fabrica-
tion. In fact, this is considered one of the most promising ‘bottom-up’
approaches, mainly due to the nearly infinite types of templates available.
This approach is demonstrated in Section 2.

The convergence of nanotechnology and biotechnology may combine
biological and man-made devices for the design and fabrication of bio-
nanoelectronics and for their use in nanocomputing. This area is addressed
in Section 3, which covers the use of biological macromolecules for electron
transfer and computation.

One of the main reasons nanobiotechnology holds so much promise is
that it operates at the biological size scale. Biological molecules (such as
enzymes, receptors, DNA), microorganisms and individual cells in our
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bodies are all nano-sized. Engineered ultrasmall particles that are made in
the exact size needed to perform specific tasks, such as drug release in par-
ticular locations in the body, drug delivery into the blood stream, or to pin-
point malfunctioning tissues (cancerous tissue, for example), are examples
of the new medical discipline termed ‘nanomedicine’. Section 4 gives a brief
look at this extensive and rapidly growing field.

The fact that nanobiotechnology embraces and attracts many different dis-
ciplines, encompassing both researchers and business leaders, has produced
many examples of bio-inspired de novo designed structures. Each scientific
group approaches the molecular level with unique skills, training, and lan-
guage, and a few examples are presented in Section 5. Cross-talk and collab-
orative research among academic disciplines, and between the researchers and
their counterparts in business, are critical to the advancement of nanobiotech-
nology and constitute the foundation for the new material generation.

Working at the molecular or atomic level allows researchers to develop
innovations that will dramatically improve our lives. The new territory of
bionanotechnology holds the promise of improving our health, our industry,
and our society in ways that may even surpass what computers and biotech-
nology have already achieved.

Ilan Levy and Oded Shoseyov
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Nanobiotechnology Overview

Oded Shoseyov and Ilan Levy

Summary
Nanobiotechnology is a multidisciplinary field that covers a vast and diverse

array of technologies coming from engineering, physics, chemistry, and biology.
It is the combination of these fields that has led to the birth of a new generation
of materials and methods of making them. The scope of applications is enormous
and every day we discover new areas of our daily lives where they can find use.
This chapter aims to provide the reader with a brief overview of nanobiotechnol-
ogy by describing different aspects and approaches in research and application of
this exciting field. It also provides a short list of recently published review arti-
cles and books on the different topics in nanobiotechnology.

Key Words: Nanobiotechnology; nanocomputing; nanoelectronics; nanofabrication;
nanomedicine; nanotechnology. 

1. INTRODUCTION TO NANOSCIENCE 
AND NANOTECHNOLOGY

The prefix nano is derived from the Greek word nanos meaning
“dwarf,” need and today it is used as a prefix describing 10–9 (one billionth) of
a measuring unit. Therefore, nanotechnology is the field of research and fabri-
cation that is on a scale of 1 to 100 nm. The primary concept was presented
on December 29, 1959, when Richard Feynman presented a lecture entitled
“There’s Plenty of Room at the Bottom” at the annual meeting of the
American Physical Society, the California Institute of Technology (this lec-
ture can be found on several web sites; see ref. 1). Back then, manipulating
single atoms or molecules was not possible because they were far too small
for available tools. Thus, his speech was completely theoretical and seem-
ingly far-fetched. He described how the laws of physics do not limit our abil-
ity to manipulate single atoms and molecules. Instead, it was our lack of the
appropriate methods for doing so. However, he correctly predicted that the

From: NanoBioTechonology: BioInspired Devices and Materials of the Future
Edited by: Oded Shoseyov and llan Levy © Humana Press Inc., Totowa, NJ
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time for the atomically precise manipulation of matter would inevitably
arrive. Today, that lecture is considered to be the first landmark of science 
at the nanolevel.

The first 30 yr or so of the nanosciences were devoted mainly to studying
and fabricating materials at the nanolevel. In those studies, much effort was
devoted to shrinking the dimension of fabricated materials. It was also a time
when the two basic fabrication approaches were defined: “bottom-up” and
“top-down.” The bottom-up approach seeks the means and tools to build
things by combining smaller components such as single molecules and atoms,
which are held together by covalent forces. Theoretically, it can be exempli-
fied by molecular assemblers, where nanomachines are programmed to build
a structure one atom or molecule at a time or by self-assembly, where these
structures are built spontaneously. The advantage of the bottom-up design is
that the covalent bonds holding a single molecule together are far stronger
than the weak interactions that hold more than one molecule together. The top-
down approach refers to the molding, carving, and fabricating of small materi-
als and components by using larger objects such as mechanical tools and
lasers, such as is used today in current photolithographic approaches in silicon
chip fabrication. Currently, techniques using both approaches are evolving,
and many applications are likely to involve combination approaches. However,
the bottom-up approach, at least theoretically, holds far more practical and
applicative future potential.

Nanoscience is therefore a multidisciplinary field that seeks to integrate
mature nanoscale technology of fields such as physics, biology, engineering,
chemistry, computer science, and material science.

2. THE “NANO”–“BIO” INTERFACE

Biosystems are governed by nanoscale processes and structures that have
been optimized over millions of years. Biologists have been operating for many
years at the molecular level, in the range of nanometers (DNA and proteins) to
micrometers (cells). A typical protein like hemoglobin has a diameter of
about 5 nm, the DNA’s double helix is about 2 nm wide, and a mitochon-
drion spans a few hundred nanometers. Therefore, the study of any subcellular
entity can be considered “nanobiology.” Furthermore, the living cell along
with its hundreds of nanomachines is considered, today, to be the ultimate
nanoscale fabrication system.

On the other hand, countless exciting questions in biology can be
addressed in new ways by exploiting the rapidly growing capabilities of
nanotechnological research approaches and tools. This research will form
and shape the foundation for our understanding of how biological systems
operate. We are exploiting nanofabrication to perform individual molecule

4 Shoseyov and Levy



analyses in biological systems, to study cellular responses to structured
interfaces, and to explore dynamic life processes at reduced dimensions. Our
research has advanced the ability to structure materials and pattern surface
chemistry at subcellular and molecular dimensions.

The groundwork of each and every biological system is nanosized molecu-
lar building blocks and machinery that cooperate to produce living entities.
These elements have ignited the imagination of nanotechnologists for many
years and it is the combination of these two disciplines (nano and biotechnology)
that has resulted in the birth of the new science of nanobiotechnology.
Nanotechnology provides the tools and technology platforms for the investiga-
tion and transformation of biological systems, and biology offers inspirational
models and bio-assembled components to nanotechnology. The difference
between “nanobiology” to “nanobiotechnology” resides in the technology part
of the term. Anything that is “man-made” falls into the technology section of
nanobiotechnology. Nearly any molecular machinery that we can think of has
its analog in biological systems and as for now, it appears that the first revolu-
tionary application of nanobiotechnology will probably be in computer science
and medicine. Nanobiotechnology will lead to the design of entirely new
classes of micro- and nanofabricated devices and machines, the inspiration for
which will be based on bio-structured machines, the use of biomolecules as
building blocks, or the use of biosystems as the fabrication machinery.

3. NANOBIOTECHNOLOGY

Unlike nonbiological systems that are fabricated top-down, biological
systems are built up from the molecular level (bottom-up). They do this via
a collection of molecular tool kits of atomic resolution that are used to fabri-
cate micro- and macrostructure architectures. Biological nanotechnology, or
nanobiotechnology, can be viewed in many ways: one way is the incorpora-
tion of nanoscale machines into biological organisms for the ultimate purpose
of improving the organism’s quality of life. To date, there are a few methods
for synthesizing nanodevices that have the potential to be used in an organ-
ism without risk of being rejected as antigens; another way is the use of biolog-
ical “tool kits” to construct nano- to microstructures. However, the broad
perspective is probably the one that will include both and will be defined as:
the engineering, construction, and manipulation of entities in the 1- to
100-nm range using biologically based approaches or for the benefit of
biological systems. The biological approaches can be either an inspired way
of mimicking biological structures or the actual use of biological building
blocks and building tools to assemble nanostructures. In a way, the first exam-
ple of a nanobiotechnology system might be the production of recombinant
proteins. Recombinant DNA technology can direct the ribosomal machinery
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to produce designed proteins both in vivo and in vitro that can serve as com-
ponents of larger molecular structures.

As already mentioned, there are two basic fabrication approaches to creating
nanostructures: bottom-up and top-down. The bottom-up approach exploits
biological structures and processes to create novel functional materials, biosen-
sors, and bioelectronics for different applications. This field encompasses many
disciplines, including material science, organic chemistry, chemical engineer-
ing, biochemistry, and molecular biology. In the top-down approach, nano-
biotechnology applies tools and processes of nano/microfabrication to build
nanostructures and nanodevices. The tools that are used often involve optical
and electron beam lithography and the processing of large materials into fine
structures with defined surface features. One of the major differences between
nanotechnology and nanobiotechnology is that in the former, the dominant
approach is top-down, whereas in the latter, it is bottom-up.

An example of the bottom-up approach is the pioneering work of two lead-
ing groups on biomolecular motor proteins (2–7). In these studies, naturally
occurring motor proteins were engineered for compatibility with artificial
interfaces to create new ways of joining proteins to synthetic nanomaterials.
Biomolecular motors can provide chemically powered movement to micro-
and nanodevices. Nanodevices utilizing motor proteins such as kinesin or
F1-ATPase can be used as nanoscale transporters, as probes for surface imag-
ing, to control the movement of target substances, and to support the controlled
assembly of nanostructures.

Structural properties that enable DNA to serve so effectively as genetic
material can also be exploited to produce target materials with predictable
three-dimensional (3D) structures in the bottom-up approach. Pioneering
work using this approach is presented in studies performed by the group of
Nadrian Seeman (8–12). He uses DNA motifs with specific, structurally
well defined, cohesive interactions involving hydrogen bonding or covalent
interactions (“sticky ends”) to produce target materials with predictable 2D
and 3D structures. The complementarity that leads to the pairing of the DNA
strands is the driving force for the complex assemblies with their branched
structures. These efforts have generated a large number of individual species,
including polyhedral catenanes, such as a cube and a truncated octahedron, a
variety of single-stranded knots, and Borromean rings. The combination of
these constructions with other chemical components is expected to contribute
to the development of nanoelectronics, nanorobotics, and smart materials.
Therefore, the organizational capabilities of structural DNA nanotechnology
are just beginning to be explored, and the field is ultimately expected to be able
to organize a variety of species in the material world.

Another fascinating example is the use of crystalline bacterial cell surface
layer (S-layers) proteins as tools in nanofabrication and nanopatterning. The



S-layer is composed of identical protein or glycoprotein subunits that self-
assemble into lattices, forming the outermost cell envelope component of
many bacteria. As a result of their high degree of structural regularity, S-layers
represent interesting model systems for studies on structural, functional, and
dynamic aspects of supramolecular structure assembly. The nano-based
approach of S-layer research was pioneered by Uwe B. Sleytr (13–16). In
one of those studies, lattices of cadmium sulfide quantum dots were synthe-
sized by using self-assembled bacterial S-layers as templates. Au and CdSe
nanoparticles were also deposited directly onto the protein lattice. Given that
the macroscopic electronic or magnetic properties of nanoparticle arrays are
influenced by interparticle distance and geometry, it should be possible to
use various natural or engineered S-layer lattices as a “tuneable” system to
obtain nanoparticle assemblies with designed properties for material science.
In the future, engineered S-layer proteins might be used as tool kits for the
positioning of proteins or nanoparticles in nanopatterned arrays. A faster
route to nanopatterns might be a top-down approach wherein S-layer 
proteins are assembled on nanolithographically structured substrates.
Metallic or semiconductor nanoparticle assemblies generated in this way
will form the basis of materials with tailored electronic or magnetic proper-
ties. Several applications have been suggested for S-layers, such as their 
use as templates for the nanoscale patterning of inorganic materials or as
immobilization matrices for biomedical applications. However, in particular,
S-layer technologies provide new approaches for biotechnology, biomimet-
ics, molecular nanotechnology, nanopatterning of surfaces, and formation 
of ordered arrays of metal clusters or nanoparticles as required for nano-
electronics.

4. REVIEWING MAJOR FIELDS IN NANOBIOTECHNOLOGY

In this section, we will very briefly review the major fields of nanobiotech-
nology. In fact, each and every one could stand by itself as a book title.
However, here we only list the different fields along with a short compilation
of recent reviews from the last 5 years published on the subject. Several
recently published books are also listed here (17–22).

4.1. Molecular Motors and Devices

A molecular machine can be defined as an assembly of a discrete number
of molecular components designed to perform mechanical movement as 
a consequence of external stimulus. The concept of molecular motors is not
new and in fact, every single cell contains several molecular motors as an inte-
gral part of its regular function. There are two basic types of natural molecular
machines: the rotary motors, such as the F1-ATPase of flagella, and the linear
motors, such as myosin. The study of these molecular motors enables the use
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and design of new molecular motors based on biomolecules or other chemical
components inspired by bio-motors (23–26).

4.2. Self-Assembled Structures (Nano-Assemblies)

Self-assembly is the spontaneous organization of individual elements into
ordered structures. Molecular self-assembly is a fabrication tool where engi-
neering principles can be applied to design structures using basic principles
adopted from naturally occuring self assemblies. Self-assembly’s greatest
advantage is that it is energetically efficient compared to direct assembly. In
recent years, considerable advances have been made in the use of peptides and
proteins as building blocks to produce a wide range of biological materials for
diverse applications (27–37).

4.3. Biomedical Application of Nanotechnology—Nanomedicine

Although major progress has been achieved in recent years, modern medi-
cine is limited by both its knowledge and its treatment tools. It is only in the
last 50 yr that medicine has started looking at diseases at the molecular level,
and today’s drugs are thus essentially single-effect molecules. The potential
impact of nanotechnology on medicine stems directly from the dimension of
the devices and materials that can interact directly with cells and tissues at
a molecular level. Applied nanobiotechnology in medicine is in its infancy.
However, the breadth of current nanomedicine research is extraordinary. It
includes three major research areas: diagnostics, pharmaceuticals, and prosthe-
sis and implants. Today, nanomedicine is one of the dominant and leading
fields of nanobiotechnology (38–51).

4.4. Biological Research at the Nanoscale

Living organisms and biomolecules are far more complex than engineered
materials. In the last few decades, research has focused on the connection
between structure, mechanical response, and biological function at the
macro- and microlevels. The introduction of research tools at the nanolevel
and nanomanipulation techniques stemming from the material world has
launched a new paradigm of biomolecular research. Nanoresearch tools are
capable of analyzing and visualizing properties of single molecules, thereby
providing the opportunity to examine bio-processes of single cells and
molecular motors (52–55).

4.5. Biomimetics, Biotemplating, and De Novo-Designed Structures

One of the central goals of nanobiotechnology is the design and creation
of novel materials on the nanoscale. Biomolecules, through their unique and
specific interaction with other biomolecules and inorganic molecules, natively
control complexed structures at the tissue and organ levels. With recent



progress in nanoscale engineering and manipulation, along with developments
in molecular biology and biomolecular structures, biomimetics and de novo-
designed structures are entering the molecular level. The promise in biomimet-
ics and biotemplating lies in the potential use of inorganic surface-specific
proteins for controlled material assembly in vivo or in vitro (56–67).

4.6. Nanocomputing

A comparison of biological systems to computers shows that both process
information that is stored in a sequence of symbols taken from an unchanging
alphabet, and both operate in a stepwise fashion. In recent years, great interest
has arisen among researchers on developing new computers inspired from
biological systems. Performing calculations employing biomolecules and
using genetic engineering technology may soon find use as a tool for compu-
tation. The greatest promise of biological computers is that they can operate
in biochemical environments (68–71).

4.7. DNA-Based Nanotechnology and Nanoelectronics

DNA-based nanotechnology is intrinsic to all of the nanotechnological
approaches mentioned thus far. An increasing number of scientists within
nanoscience are using nucleic acids as building blocks in the bottom-up fab-
rication approach in order to produce novel structures and devices. The basic
drive of this application is the well established Watson-Crick hybridization
of complementary nucleic-acid strands. This force has been shown to be
efficient in the construction of nanodevices, nanomachines, DNA-based
nanoassemblies, DNA–protein conjugated structures, and DNA-based com-
putation (72–88).

5. CURRENT STATUS AND FUTURE TRENDS

Nanobiotechnology is still in the early stages of development; however, its
development is multidirectional and fast-paced. Nanobiotechnology research
centers are being founded and funded at a high frequency, and the numbers
of papers and patent applications is also rising rapidly. In addition, the
nanobiotechnology “tool box” is being rapidly filled with new and viable
tools for bio-nanomanipulations that will speed up new applications. Finally,
an analysis of the total investment in nanobiotechnology start-ups reveals that
nearly 50% of the venture capital investments in nanotechnology is addressed
to nanobiotechnology (89).

One of the strongest driving forces in this research area is the semiconduc-
tor industry. Computer chips are rapidly shrinking according to Moore’s law,
i.e., by a factor of four every 3 yr. However, this simple shrinking law cannot
continue for much longer, and computer scientists are therefore looking for
solutions. One approach is moving to single-molecule transistors (90–93). This
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shift is critically dependent on molecular nanomanipulations to form molecu-
lar computation that will write, process, store, and read information within the
single molecule where proteins and DNA are some of the alternatives (94–99).

As medical research and diagnostics steadily progresses based on the use of
molecular biomarkers and specific therapies aimed at molecular markers and
multiplexed analysis, the necessity for molecular-level devices increases.
Technology platforms that are reliable, rapid, low-cost, portable, and that can
handle large quantities are evolving and will provide the future foundation for
personalized medicine. These new technologies are especially important in
cases of early detection, such as in cancer. Future applications of nanobiotech-
nology will probably include nanosized devices and sensors that will be
injected into, or ingested by, our bodies. These instruments could be used as
indicators for the transmission of information outside of our bodies or they
could actively perform repairs or maintenance. Nanotechnology-based plat-
forms will secure the future realization of multiple goals in biomarker analysis.
Examples for such platforms are the use of cantilevers, nanomechanical
systems (NEMS), nanoelectronics (biologically gated nanowire), and nanopar-
ticles in diagnostics imaging and therapy (100–106).

The art of nanomanipulating materials and biosystems is converging with
information technology, medicine, and computer sciences to create entirely
new science and technology platforms. These technologies will include imag-
ing diagnostics, genome pharmaceutics, biosystems on a chip, regenerative
medicine, on-line multiplexed diagnostics, and food systems. It is clear that
biology has much to offer the physical world in demonstrating how to recog-
nize, organize, functionalize, and assemble new materials and devices. In
fact, almost any device, tool, or active system known today can be either
mimicked by biological systems or constructed using techniques originating
in the bio-world. Therefore, it is plausible that in the future, biological sys-
tems will be used as building blocks for the construction of the material and
mechanical fabric of our daily lives.
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of the Porin MspA as a Nanotemplate 
and for Biosensors
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Summary
The porin MspA from Mycobacterium smegmatis has many unique properties,

one being that it is the longest and the most stable porin identified to date. It is
formed by supramolecular interaction of eight identical monomers of 184 amino
acid residues (m = 20,000 Da). With dimensions of approx 10 nm in length and a diameter
ranging from 1 nm (constriction zone) to 4.8 nm (opening of the MspA-goblet), it
is ideal for bio-nanotechnological applications. The porin possesses a hydrophobic
“docking zone,” which enables it to reconstitute not only in lipid membranes, but
also in numerous artificial (mono)membranes and hydrophobic, water-soluble polymer
layers. Furthermore, we demonstrate here the design and proof-of-principle of an
MspA porin-based biosensor for the TB-antibiotic isoniazid.

Key Words: Antibiotics; biosensor; HOPG; isoniazid; luminescence quenching;
MspA; Mycobacterium smegmatis; photoinduced electron transfer; ruthenium-
cathenane; sensitizer-relay assembly.

1. INTRODUCTION

1.1. The Mycobacterial Cell Envelope

The mycobacterial cell envelope forms an exceptionally strong barrier,
rendering mycobacteria naturally impermeable to a wide variety of anti-
microbial agents because of its unique structure (1). In Fig. 1, the various layers
of the mycobacterial cell envelope are shown schematically. The cytoplas-
mic membrane is the innermost layer of the envelope and has a thickness of
approx 4 nm. Surrounding this membrane is the “cell-wall skeleton,” a giant
macromolecule consisting of peptidoglycan (a structure of oligosaccharides
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formed from disaccharide units of N-acetylglucosamine and N-glycolyl-
muramic acid cross-linked by short peptides), arabinogalactan (a complex
branched polysaccharide) and mycolic acids (long-chain, 2-alkyl-3-hydroxy
fatty acids). Connected with the cell-wall skeleton, but not covalently
attached to it, are a large variety of other lipids. Nikaido et al. have shown
substantial evidence for the organization of the mycolic acids in a second
lipid bilayer in addition to the cytoplasmic membrane (2). Their X-ray diffrac-
tion measurements on purified mycobacterial envelopes, free of plasma
membranes (<2% contamination or less), showed a strong reflection at 4.2 Å
and a weaker, more diffuse one at 4.5 Å. These types of reflections are char-
acteristic of ordered fatty acyl chains and were interpreted as indicating the
presence of highly ordered and less ordered regions, respectively. By cen-
trifuging a sample of cell walls onto a flat surface, measurements were
obtained showing that the acyl chains were aligned perpendicular to the
planes of the walls. The nature of the mycolic acids establishes the high-
temperature phase change, which was discovered by studying purified walls
and verifying that most of the associated lipids were previously removed with
the detergent Triton X-114. Corynebacteria have a lower-temperature phase
change and their mycolic acids are much shorter than those of mycobacteria.
Chain length is another important factor, and the configuration of the double
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Fig. 1. Schematic representation of the mycobacterial cell envelope. (From ref. 6,
with permission.)



bond or cyclopropyl group proximal to the carboxyl group of the mycolate
seems to be important as well, because a higher-temperature phase change
correlates with a higher proportion of trans configuration. Some environ-
mental mycobacteria can adjust the composition of their mycolates accord-
ing to temperature, attempting to attain the required behavior of their outer
permeability barrier (3). Taking all of this into account, we conclude that
Mycobacterium smegmatis becomes less permeable to lipophilic drugs when
grown at higher temperatures.

Measurements by continuous-wave (CW)-electron paramagnetic resonance
(EPR) of lipophilic probes—spin-labeled fatty acids—“dissolved” in purified
walls or whole bacteria show that these enter only a less ordered and more
fluid region (4). This region may be that which is occupied by the alkyl chains
of the associated lipids forming the exterior half of a bilayer, or that where
these associated lipids intercalate into the part of the mycolate monolayer
where the longer of the two alkyl chains of each mycolate is present. The
insertion depth of the spin label determines the measured mobility, where the
nitroxide type spin label is in the position of the carbon atom in the fatty acids.
This effect has already been observed with conventional bilayers, but the
change of mobility with depth was different in the case of mycobacterial walls,
confirming the unusual nature of the mycobacterial outer permeability barrier.
EPR spectra using whole cells were similar to those spectra using highly puri-
fied walls, telling us that the nitroxide-labeled fatty acids entered the outer part
of the barrier only (5).

The inner leaflet of the outer membrane (OM) is composed of mycolic acids
(MA), which are covalently linked to the arabinogalactan (AG)-peptidoglycan
(PG) copolymer. The outer leaflet is formed by a variety of extractable lipids
such as trehalose-dimycolate (“cord factor”), lipo-oligosaccharides, sulfolipids,
glycopeptidolipids, phenolic glycolipids, and glycerophospholipids. The diam-
eters of the inner and outer membranes are rather poorly defined estimates from
electron microscopic images of mycobacterial cell envelopes and are drawn to
scale. Two general pathways through the mycobacterial OM exist: small and
hydrophilic compounds diffuse through water-filled protein channels, the
porins, whereas hydrophobic compounds use the lipid pathway by penetrating
the OM directly (Fig. 1).

The mycolate monolayer can be formed even though the mycolate residues
are covalently attached to the polysaccharide. This probably requires that the
cross-linked glycan strands and the arabinogalactan strands run in a direction
perpendicular to the cytoplasmic membrane (5). The mycolates occur as esters
of terminal arabinose units on the polysaccharide. The arabinosyl mycolate
units are covalently linked to the galactan backbone, which is attached to the
peptidoglycan. The whole polysaccharide is composed of sugars in their
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furanose form, giving additional flexibility to the chain and in all probability
allowing the structure to accommodate itself to the close packing of the myco-
late units through this characteristic-repeating motif (5). These observations
support the assumption that an asymmetric bilayer comprises the mycobacte-
rial outer permeability barrier, with an inner leaflet of essentially “frozen”
mycolate residues and an outer leaflet of more mobile lipids.

This outer membrane has unique properties: (1) it has a very low fluidity
and will not melt at temperatures up to 70°C, in contrast to cytoplasmic
membranes of other mesophilic organisms, which begin to disintegrate at
20°C; (2) it is thicker than all other known membranes, although it should
be noted that the widely accepted thickness of about 10 nm is a rather poorly
defined estimate from various electron microscopy pictures of mycobacteria
and does not correspond to the length of the hydrophobic domain of MspA
(3.7 nm; 7); (3) it provides a very hydrophobic cell surface, which causes the
bacteria to clump in a hydrophilic environment; and (4) its fluidity decreases
toward the periplasmatic side of the membrane in contrast to that of the OM
of Gram-negative bacteria (8).

1.2. MspA from M. smegmatis is the Prototype of a New Family
of Bacterial Porins

Hydrophilic molecules enter the mycobacteria by diffusing through channel-
forming proteins, known as porins (6). MspA is the major porin in the OM
of M. smegmatis mediating the exchange of hydrophilic solutes between the
environment and the periplasm (9). Electron microscopy and crosslinking
experiments indicated that MspA is a tetrameric protein with one central
channel of 10 nm in length with a minimum inner diameter (constriction
zone) of 1.0 nm (7). The MspA crystal structure revealed a homo-octameric
goblet-like conformation with a single channel and constitutes the first
structure of a mycobacterial OM protein (Fig. 2B) (7). MspA contains two
consecutive 16-stranded β-barrels with nonpolar outer surfaces that confirm
the very existence of an outer membrane in M. smegmatis. The length of
the two membrane-spanning and pore-forming β-barrels is 3.7 nm, and the
outer diameter of the 16-stranded β-barrel is 4.9 nm. The channel diameter
varies between 4.8 nm and 1.0 nm at the pore eyelet, which is completely
defined by two rings of aspartates. The β-sheet content is similar to that
determined earlier by circular dichroism and infrared spectroscopy (9).
This makes MspA the membrane protein with the longest membrane-
spanning domain known to date. These properties are drastically different
from those of the trimeric porins of Gram-negative bacteria and classify
MspA as the prototype of a new family of channel proteins.



1.3. The Advantages of MspA in Nanotechnology Compared 
to Other Proteins

Proteins are macromolecules with dimensions in the nanometer range and
can be tailored to specific needs by site-directed mutagenesis. Their use in
nanotechnology has been severely hampered by the problem that most
proteins lose their structural integrity in a nonnative environment, impeding
their use in most technical processes. The MspA porin from M. smegmatis
is an extremely stable protein, retaining its channel structure even after boil-
ing in 2% sodium dodecyl sulfate (SDS) or extraction with organic solvents.
This creates an extremely stable and adaptable environment and allows the
use of MspA as a template for small molecules and nanoparticles in well
defined arrangements on a nanometer scale. Ostwald processes, e.g., the
coagulation of nanoparticles to bigger particles and, finally, precipitation,
are prohibited or extremely decelerated when MspA is used as a template.
The same principles are true for using the MspA channel for specific sensor
functions. Longer template channels also allow the synthesis of longer
nanowires, extending their application potential. The hydrophobic surface of
MspA allows its assembly into biomimetic membranes. An additional useful
feature is the tendency of MspA to self-assemble into ordered structures on
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Fig. 2. Structure of MspA of Mycobacterium smegmatis. (A) Crystal structure
(side view). (B) Crystal structure (top view). (From ref. 7, with permission.)
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surfaces. This permits the synthesis of nanoarray lattices as well as nanopar-
ticles and rods in a statistic distribution, embedded by a suitable hydrophobic
surface. Furthermore, MspA is the only mycobacterial porin to date that can
be purified in milligram quantities. It is selectively extracted by boiling cells
of M. smegmatis for 30 min in a buffer containing detergents and purified by
chromatography to apparent homogeneity (10,11).

2. NANOSTRUCTURING BY DEPOSITION 
OF THE MSPA PORIN ON HIGHLY ORDERED 
PYROLYTIC GRAPHITE SURFACES

The generation of well defined nanostructures by protein or macromolecule
deposition on two-dimensional surfaces (areas of up to 1.0 × 10−4 m2) repre-
sents a considerable advantage compared to the state-of-the-art technologies.
However, as already stated, most conventional proteins lose their structural
integrity in a nonnative environment, making their use in technical processes
highly improbable. Because of its extreme stability, MspA can be used in the
following simple and straightforward procedure for the nanopatterning of
extended surface areas: MspA, dissolved in a buffer solution, can be dispersed
into droplets employing a simple sonication procedure. The formed droplets
are deposited on a highly ordered pyrolytic graphite (HOPG) surface and,
depending on the exact deposition conditions (temperature, MspA con-
centration, sonication duration and intensity, and the length of the curing pro-
cedure after deposition), various nanostructures have been obtained. These
experimental results offer a simple and straightforward approach to the nanos-
tructuring of surfaces by the deposition of protein containing buffer droplets.
At a deposition and curing temperature of 30°C, the generation of regular
nanostructures, which feature nanochannels, was unmistakably proven by
electron microscopy in combination with computer-assisted image analysis.
The formation of these highly desired nanochannels within the deposited layer
proceeds most likely by the reconstitution of biologically active MspA
nanopores (MW ≈ 160,000) within the codeposited MspA protein layer
formed by interaction of MspA monomers (MW ≈ 20,000). Three different
kinds of layer structures have been created by depositing protein/buffer
droplets on HOPG surfaces and independently analyzed by reflection electron
microscopy (REM) and transmission electron microscopy (TEM). The results
are summarized and compared in Fig. 3. It is clear that the temperature deter-
mined the formed nanostructures at the HOPG surface during the deposition
of droplets and during the curing process (the surface was allowed to [nano]
structure for at least 1 h at the chosen temperature) (12).

Only isolated proteins, and no channel structures, are observed after
depositing MspA onto HOPG and curing at T = 20°C (Fig. 3, left image).



The main diameter of the units in these images is 2.15 ± 0.40 nm. Deposition
of denatured MspA monomer results in similar structures (diameter
2.14 ± 0.70 nm), indicating that MspA deposits mainly in the form of its
monomer (MW = 20,000). Be aware that denatured MspA monomer does
not form any channels, which is in agreement with earlier findings wherein
the MspA porin loses its ability to form nanochannels once it becomes
MspA monomer (8). Upon raising the deposition and curing temperature to
T = 25°C, the MspA forms a supramolecular structure on the HOPG surface
(Fig. 3, center image). The protein layer is 4.5 ± 0.25 nm thick. Indentations
with a diameter of 9.2 ± 2.1 nm are found within the investigated structure.
The residual thickness of the protein layer at the bottom of these dead-end
channels is 1.4 ± 0.30 nm. It is evident that no open channels are present in
this supramolecular structure.

The MspA pore dimensions were determined by electron microscopy,
using negatively stained cell-wall preparations of M. smegmatis and of
purified MspA. The MspA pore has an inner and outer diameter of 2.5 and
10 nm, respectively, and a length of about 10 nm (9). In view of these
dimensions, there are two possible interpretations of the supramolecular
composition: (1) the MspA pore might be intact, but created at an angle or
perpendicular to the HOPG surface, in which case it will elude detection,
or (2) the observed indentations may have been made by larger aggregates
of interacting MspA monomers. Please note that the TEM method will not
completely show the whole configuration of these indentations. The filled
bottoms remain elusive and the thickness of the protein structure can only
be estimated. Real nanochannels possessing a diameter of 2.6 ± 0.50 nm
have been identified upon increasing the deposition and the curing temper-
ature to T = 30°C. The visible HOPG surface in the center region of the
nanochannels confirms this finding (Fig. 3, right image). The diameter of
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Fig. 3. Three types of layer structures created by depositing protein/buffer
droplets onto highly ordered pyrolytic graphite surfaces (surface plots created
by IMAGE). The extension of each image is 110 nm × 110 nm. (From ref. 12,
with permission.)



these channels concurs exceptionally with the structure of MspA showing
that the deposition procedure at T = 30°C did not denature the channel
protein. It should be noted in this regard that the Tet repressor (TetR),
which is a water-soluble DNA-binding protein and does not form channels,
could not be deposited on a carbon surface using the sonication–deposition
procedure described here. This indicated that this technique can only be
used with stable proteins (12).

3. MSPA-NANOCHANNELS GENERATED BY 
THE PORIN/POLYMER-TEMPLATE METHOD

3.1. MspA Reconstitution in a Poly-N-Isopropyl-Acrylamide
Copolymer on HOPG (13)

Biologically active MspA octamers reconstitute naturally in a strongly
hydrophobic environment. This is known from the structure of the mycobacte-
rial cell envelope. Consequently, a poly-N-isopropyl-acrylamide (PNIPAM)
copolymer was chosen to serve as the hydrophobic environment for MspA.
The phenomenon of the “lower critical solution temperature” (LCST; whereas
PNIPAM and many of its copolymers are soluble in cold water, the polymer
becomes insoluble and precipitates out of solution when the temperature is
increased) is of great value in this situation and thus PNIPAM and its copoly-
mers with acrylic acid [P(NIPAM/AA)] were chosen as the medium to work
with MspA (14). The precipitation of PNIPAM occurs according to the 
following mechanism: upon approaching the LCST, individual coils of the
macromolecule collapse and form so-called “globules” (coil-to-globule transi-
tion). During this process, the aqueous solvent is almost completely extruded
as a result of the hydrophobic interaction of the NIPAM segments, which
increases with rising temperature. Then the individual globules, having a diam-
eter of several nanometers depending on the molecular weight of the PNIPAM
(co)polymer, form clusters and precipitate out of solution. At this point, the
solution becomes turbid (“cloud-point”). If comonomers possessing acid or
base functions are present in the random PNIPAM copolymers, the occurrence
of the LCST phenomenon becomes strongly influenced by the pH. In compar-
ison to the pH, the concentration of salts or surfactants is of minor influence.
Of much greater importance, with respect to the reconstitution of MspA, than
the optical changes of a PNIPAM layer, is its remarkably increased hydropho-
bicity above the LCST. This formation of a strongly hydrophobic phase above
the LCST permits the use of a P(NIPAM95.3/AA4.7) copolymer as a template
for the reconstitution of MspA at the HOPG surface from an aqueous solution.
In the first step, P(NIPAM95.3/AA4.7) was physisorbed from aqueous solu-
tion at HOPG. After treating the polymer-coated surface with ultrapure water,
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P(NIPAM95.3AA4.7)-covered HOPG was immersed in a PSO1 buffer solu-
tion containing biologically active MspA octamers (13).

In Fig. 4, the building elements of the layer at HOPG, MspA and
P(NIPAM95.3/AA4.7), and the effect of temperature at the HOPG surface
are shown (TEM images). Note that water-soluble, but not hydrophobic,
Fe(CN)6

3− has been added in order to enhance contrast.
Figure 5 shows the graphic result from an IMAGE-analysis of the

MspA/P(NIPAM95.3/AA4.7) layer at HOPG. The nanochannels, randomly
occurring within the P(NIPAM95.3/AA4.7) layer on HOPG, are clearly dis-
cernible. Note that in the absence of MspA, no channel structures were
found, and MspA did not bind to the surface of HOPG in the absence of
physisorbed P(NIPAM95.3/AA4.7). The results from the analysis of the
nanopore diameters offer a surprising insight: there exist various types of
pores within the P(NIPAM95.3/AA4.7) layer, as it appears by the apparent
presence of four maxima in the histogram. In addition to the pores, which
are typically found with diameters of approx 3 nm, there are at least three
bigger pore structures present (13).

3.2. MspA-Reconstitution Within the Cell-Wall Skeleton 
of M. tuberculosis (13)

The cell-wall skeleton of M. tuberculosis was chosen as a hydrophobic
layer for the reconstitution of biologically active MspA octamers. This study
is of special importance for future medical applications. The aim of this first
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Fig. 4. MspA reconstitution within a P(NIPAM95.3/AA4.7) layer, physisorbed
on highly ordered pyrolytic graphite at different temperatures. The dimensions of
an image are 120 nm × 120 nm. (From ref. 13, with permission.)



and trailblazing experiment was to investigate whether MspA nanopores can
also be formed in the OM of one of its relatives, the pathogenic M. tuberculosis.
Alongside the general scientific interest in the reconstitution behavior of
mycobacterial porins, a possible therapeutic approach against tuberculosis might
arise from the incorporation of a porin, like MspA, into cell-wall fragments of
M. tuberculosis (received as part of National Institutes of Health [NIH],
National Institute of Allergy and Infectious Disease [NIAID] Contract No.
HHSN266200400091C, entitled “Tuberculosis Vaccine Testing and Research
Materials”). This experiment was based on the observation that incorporated
MspA porin increases the sensitivity of M. tuberculosis to small and
hydrophilic antibiotics (15). The result is shown in Fig. 6. The experimental
approach consisted of three steps: the cell wall of M. tuberculosis was
physisorbed at HOPG by immersion in a solution containing PS01-buffer and
2.00 mg/mL T = 310 K for at least 12 h. After washing with H2O and the
removal of most of the remaining H2O in vacuum, the first TEM image was
recorded (Fig. 6A). Figure 6B–D were obtained by treating the HOPG/
mycobacterial membrane surface with PS01-buffer containing 1.25 µg/mL
purified MspA porin at T = 310 K for 60 s, 300 s, and 3000 s (13).

The cell wall of M. tuberculosis at HOPG appears to be smooth.
Unfortunately, pore structures are not discernible using these experimental
conditions. These findings are similar to our previous findings with cell-wall
fragments of Mycobacterium bovis BCG (15). Figure 6B,C show that dramatic
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Fig. 5. Left: IMAGE analysis of MspA, embedded by P(NIPAM95.3/AA4.7) at
the surface of highly ordered pyrolytic graphite (HOPG). The nanochannels reaching
the surface of HOPG are clearly discernible. Right: size distribution of the MspA-
nanochannels at HOPG. The main diameters found are (I) 3.25 ± 0.4 nm, (II) 4.9 ±
0.5 nm, (III) 6.3 ± 0.5 nm and (IV) 7.6 ± 0.7 nm. (From ref. 13, with permission.)



changes of the surface structure occur upon contact with MspA. After a contact
time of 300 s, pore structures are clearly discernible (see Fig. 7). The presence
of MspA appears to be the only change in these systems. Thus, the subsequent
reconstitution of MspA within the cell wall of M. tuberculosis appears to be
responsible for the observed changes. After a contact time of 3000 s, the
membrane breaks down completely. This result can be regarded as experi-
mental evidence for the use of the MspA porin as a transport vector through
the outer mycobacterial membrane of M. tuberculosis.

4. PORIN-TRANSPORT ASSAY

The ability of pores to allow the diffusion of solutes can be analyzed in vitro
using the liposome swelling assay (16). However, the theoretical basis of this
assay is only poorly understood and it is not amenable to a large number of
solutes. Here, we present here the porin-transport assay (PTA) as an alternative
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Fig. 6. (A) Cell-wall fragment of Mycobacterium tuberculosis (90 nm × 90 nm). (B)
Cell-wall fragment of M. tuberculosis exposed to PS01-buffer containing 1.25 mg/mL
purified MspA porin at T = 310 K for 60 s (90 nm × 90 nm). (C) Exposure time 300 s,
conditions identical to B (90 nm × 90 nm). (D) Exposure time 3000 s, conditions iden-
tical to B and C (500 nm × 500 nm). (From ref. 13, with permission.)
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approach that would circumvent these problems. Mycobacterial cell-wall
fragments containing the pores of interest are attached to a Ru(II)-cathenane
layer on a TiO2 layer. In the analyte, various solutes are offered to the PTA.
Molecules that are able to diffuse through the pores can be detected by means
of electrochemical detection (impedance analysis) or fluorescence detection
using either fluorescent target molecules or fluorophores, which compete for
binding sites at MspA (Scheme 1). Such an assay offers the potential to
rapidly screen thousands of modifications of existing antibiotics or large
libraries in a high-throughput format to identify compounds with improved
transport efficiencies through porins of M. tuberculosis.

Fig. 7. IMAGE analysis of Fig. 6B,C (both: 90 nm × 90 nm). The appearance
of porin channels is clearly discernible. (From ref. 13, with permission.)

Scheme. 1. Right: working principle of a porin-transport assay. Left: construction
of a sensor for solutes that pass through protein pores (D: solutes [e.g. antibiotics]
diffusing through the mycobacterial channels, acting as sacrificial donors).



4.1. A Sensor Prototype for the Detection of Possible 
Antibiotics Against Mycobacteria

The fight against tuberculosis (and other pathogenic mycobacteria) critically
depends on the development of new experimental strategies and the correspon-
ding technology. It is only by identifying chemical (sub)structures, which enable
molecules to rapidly overcome the OM permeability barrier of M. tuberculosis,
for example by diffusing through mycobacterial porin channels, that novel, more
efficient TB drugs can be developed. However, the research on these so-called
enabling technologies should be performed with nonpathogenic organisms,
because of serious time constraints and the delay that protective measures against
pathogenic organisms naturally cause. Thus, our first prototype of a sensor for
prospective antibiotics that can transgress the mycobacterial membranes through
the embedded porin channels was realized using the membrane of M. smegmatis
and additional MspA isolated from the same mycobacterium.

4.2. Construction of a Porin-Based Sensor

This light-absorption sensor is built in several stages:

1. A silicium dioxide chip (2.0 × 1.0 × 0.1 cm), covered with a thin layer 
(200 µm) of indium-tin-oxide (ITO), serves as the base plate of the light-
absorption sensor.

2. A microlayer of titanium-dioxide is chemically deposited on top of the ITO
by slow hydrolysis of titanium(IV)-tetra-n-butoxide [Ti(OC4H9)4] (1.0 M in
methanol/acetone [1:1, v/v] at T = 40°C for 24 h, followed by immersion in
H2O for 1 h and drying for 24 h at 120°C in an air-atmosphere). This proce-
dure is included in the sensor preparation. The roughness of the interface
designed for the physisorption of the sensitizer-relay assembly (vide infra)
had to be increased in order to permit the detection of absorption spectra. An
REM image of the ITO surface, covered with TiO2, is shown in Fig. 8A.

3. A ruthenium(II)-cathenane (Rucath) (17,18) is used as a light-absorbing metal
complex. It combines the very suitable photophysical properties of a ruthe-
nium(II)-polypyridyl complex with a mechanically connected electron-bis-relay
of the viologen-type. Photoinduced electron transfer between the electronically
excited metal complex and the mechanically attached electron relay occurs at
a reasonable rate and quantum efficiency (kET = 2.6 × 107 s−1, Φ ≈ 0.55). In the
absence of a sacrificial donor, rapid back-electron transfer and only a transient
chemical reaction are observed (depicted in Scheme 2A).

Although the photoinduced electron transfer from the excited Ru(II)-
sensitizer proceeds with very high quantum efficiency (vide supra), a minor
fraction of this excited state deactivates by means of luminescence (Φ ≈ 0.002
at 664 nm in H2O). Within the nanosecond time window, a bis-exponential
luminescence decay pattern is observed (τ1 = 0.24 ns, [85%], τ2 = 428 ns
[15%] in H2O), which originates in the very complex motion characteristics
of the mechanically linked cathenane structure.
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Fig. 8. Three stages in sensor preparation (reflection electron microscopy images):
(A) TiO2-deposition on indium-tin-oxide. (B) Cell wall of M. smegmatis deposited
onto the ruthenium(II)-cathenanes on TiO2. (C) Cell wall of M. smegmatis after recon-
stitution of additional MspA.

Scheme. 2. D, sacrificial donor; ET, electron transfer; BET, back-electron transfer.



As becomes apparent from Table 1 and Fig. 9A, three isonicotinic acid
derivatives [1 (isoniazid),3,5] and three nicotinic derivatives (2,4,6), quench the
luminescence from the 3MLCT state of the Rucath, with very similar but only
modest efficiency. When 1–6 were employed as quencher, linear Stern-Volmer
kinetics were found (19). In Fig. 9B, one example of this linear quenching
behavior is shown. However, when N-isopropylisonicotinamide (7) and
N-isopropylnicotinamide (8) were used, distinctly nonlinear, downward-sloping
quenching curves were obtained. We estimated quenching constants on the
order of 1 × 107 M−1s−1 from the first three recorded measurements.

It is worth noting that the quenching behavior of Rucath in solution dif-
fers remarkably from its photochemical reactivity in the presence of exactly
the same molecules when embedded within a mycobacterial membrane
(discussed later). We discovered at least one reason for the observed differ-
ences between the (photoinduced) reactivity of Rucath in solution and when
bound to MspA: binding to MspA changes the photophysical properties of
the Rucath considerably, because both the chemical environment and the main
conformations of the cathenane change. As becomes apparent from Fig. 10,
the observed luminescence lifetime increases dramatically. Upon binding
within MspA, a bis-exponential luminescence decay was detected in the
ns/µs-domain {τ1 = 810 ns [82%], τ2 = 27,550 ns [27.5 µs (!), 18%]}. Note
that the shorter component increased upon binding by a factor of 3375,
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Table 1
Eight Structurally Related “Sacrificial Donors”

.

INZ, isoniazid
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Fig. 10. Single-photon-counting measurement of the luminescence decay of Rucath
(1 × 10−7 M) bound to MspA (1 × 10−6 M) in aqueous phosphate buffer (0.05 M) (λex =
460 nm, λem = 680 nm).

Fig. 9. (A) (left) Stationary quenching constants of Rucath (5.0 × 10−5 M in
acetonitrile/H2O [1/1, v/v] according to Stern-Volmer kinetics). The longest lumi-
nescence lifetime in this solvent composition has been measured at 635 ns (18%)
using single-photon counting. This value was used for the calculation of the
quenching constants summarized in Fig. 9A. (B) (right) Stern-Volmer plot of the
luminescence quenching of Rucath by nicotinohydrazide (2).

whereas the longer component increased 43 times. Because such an extreme
enhancement of the luminescence lifetime of any ruthenium(II)-polypyridyl
complex has never, to the best of our knowledge, been reported, we excluded
the possibility of luminescence arising from a 3MLCT or similar state.
Furthermore, we attributed the observed light emission to chemoluminescence



from the Rucath. Ruthenium(II)-polypyridyl complexes are well known to
exhibit the phenomenon of chemoluminescence. MspA contains four
tyrosine residues (Y48, Y66, Y82, Y177). Three of these tyrosine residues
(Y48, Y66, Y82) are exposed to the exterior of MspA. However, one tyrosine
residue (Y177) is accessible from the interior (water-filled porin channel).
Because tyrosine is the amino-acid residue possessing the lowest redox
potential, it is likely that it can participate in photoinduced electron-transfer
events. Scheme 3 summarizes the proposed electron-transfer pathways.

Unfortunately, in the presence of MspA, we have been unable to perform
the above-described quenching experiments. We could not achieve stable solu-
tions, either in acetonitrile/H2O or in a phosphate buffer (0.05 M). In all six
cases investigated, a precipitate of Rucath@MspA was formed at quencher con-
centrations of approx 1 × 10−3 M, which prevented the recording of meaningful
luminescence intensity data.

4. In Table 1, isoniazid (INZ), which is a potent drug against tuberculosis, and
seven other structurally related model compounds, are presented. All eight
molecules were employed as “sacrificial donors” in our study. In principle, each
molecule possessing an oxidation potential <1.20 V (vs SHE) can be used.
When present, the donor undergoes sacrificial oxidation by means of a thermal
electron transfer to ruthenium(III), which has been previously generated by
photoelectron transfer from ruthenium(II) to one of the mechanically linked
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Scheme. 3. Paradigm for chemoluminescence arising from Rucath bound to
MspA. (A) Photoelectrontransfer between the Ru(II)-complex and the mechanically
linked bis-viologen acceptor. (B) Thermal electron transfer from a tyrosine residue
within MspA and chemoluminescence. (C) Thermal electron transfer between the
previously reduced bis-viologen acceptor and the oxidized tyrosine-unit.



viologen acceptors. Following this electron-transfer step, the sacrificial donor
decomposes irreversibly. Note that the Rucath and the sacrificial donor have to
be in close proximity (van der Waals contact) so that the sacrificial electron-
transfer reaction can compete with the back-electron transfer (see Scheme 2B).
This sacrificial photoinduced reaction works within several minutes (t < 300 s)
for all substrates 1–8, if the donor concentration is sufficient (c = 1 × 10−3 M).
The result obtained when using N-isopropylisonicotinamide (7) as sacrificial
donor is shown in Fig. 11.

5. The next step in the design of the sensor for prospective antibiotics consists of the
deposition of patches (up to approx 1200 nm × 1200 nm) of cell wall from 
M. smegmatis on top of the layer of Rucath adsorbed to TiO2 (17,18). The deposi-
tion is achieved by immersion of the layered quartz/ITO/TiO2/cathenane-assembly
in a phosphate buffer solution (0.05 M, pH 7.0) containing 20 µg of cell wall/mL
for 24 h. An REM characterization of the obtained cell-wall-covered sensor sur-
face is shown in Fig. 8B. Relatively few porin channels, which correspond to the
natural abundance of MspA (and other mycobacterial porins) in the cell wall of
M. smegmatis, appear as black dots (approx 15 channels per 100 nm × 100 nm).
The low density of the hydrophilic porin channels, which provide the only known
pathways through the thick and hydrophobic mycobacterial membrane, is most
likely responsible for the failure of this sensing array. Irradiation of this layered
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Fig. 11. Reflectance spectra of the Rucath, physisorbed on TiO2/indium-tin-oxide,
immersed in an aqueous phosphate buffer (0.05 M, pH 7.0) containing 1 × 10−3 M of
N-isopropylisonicotinamide (compound 7) as sacrificial donor, under continuous
irradiation employing a TQ 150 light source (further explanations are provided in 
the text).



sensor assembly for 6000 s using a medium-pressure mercury lamp (TQ 150,
Heraeus) with a pyrex socket (d = 30 cm) did lead to a very small increase in
absorption in the red region of the visible spectrum (λmax ≈ 635 nm), causing a
slight decrease of the measured reflectance to R ≈ 0.985–0.99 for all sacrificial
donors 1–8. However, these spectral changes most likely originate from the ridges
between the cell-wall patches absorbed on the Rucath layer.

6. Immersion of the layered quartz/ITO/TiO2/cathenane/cell wall assembly in an
aqueous phosphate buffer (0.05 M, pH 7.0) containing 0.55 µg purified
MspA/mL for 24 h leads to the reconstitution of additional MspA within the
previously adsorbed cell wall of M. smegmatis. We estimate from REM images
(see Fig. 8C for a typical result) that the number of porin channels increases by
roughly a factor of 40 or 50 during this procedure. As it becomes apparent from
Figs. 11 and 12, these modified bacterial cell walls are able to function in lay-
ered sensor assemblies for the detection of possible candidates for therapy of
various mycobacteria. Isoniazid, which is a known antibiotic against tuberculo-
sis (20), clearly shows the best result, and reaches a reflectance of 0.928 after
3600 s of continuous irradiation (TQ 150). In Fig. 12, the normalized results
obtained with compounds 1–8 (c = 1.0 × 10−3 M in an aqueous phosphate buffer
[0.05 M, pH 7.0]), which have been administered at the exterior of the modified
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Fig. 12. Normalized visible absorption at 635 nm of the layered sensor assembly,
caused by eight structurally related “sacrificial donors” (1 × 10−3 M): (1)–(6),
dissolved in an aqueous phosphate buffer (0.05 M, pH 7.0), under continuous irra-
diation employing a TQ 150 light source (further explanations are provided in the
text). (7) (see Fig. 11) and (8) led to very similar results as (4) (6), considering the
experimental error from three repetitions (± 0.05 units).



cell wall of M. smegmatis, are summarized. Isoniazid is clearly able to cause
the steepest increase in adsorption. Its constitutional isomer (compound 2)
shows the second fastest incline. Note that this difference is not observed in the
absence of the modified mycobacterial membrane. This is a clear indication of
enhanced transgression of isoniazid (compound 1) through the employed mem-
brane. The constriction zone of MspA features two hydrophilic rings, formed
by aspartates, and two hydrophobic rings, formed by leucines and isoleucines,
which are believed to play an important role in this selectivity (7). The biomol-
ecular reasons for this behavior are the target of further investigation.

5. CONCLUSION

We demonstrate that the porin MspA from M. smegmatis can be success-
fully employed in the fields of bio-nanotechnology and medicinal chemistry.
As a result of its extraordinary stability against thermal and chemical
decomposition, the presence of a hydrophobic docking region on its exterior,
and the availability of its water-filled, hydrophilic interior, MspA is a very
versatile channel protein. MspA can be easily deposited on surfaces using
microscopic buffer-droplets, which are formed by standardized sonication
procedures. It is able to reconstitute in water-soluble hydrophobic polymer
layers [P(NIPAM/AA) copolymers] and forms microscopic “letters” and
“molds.” The geometric dimensions of MspA and the presence of a constriction
zone, which is formed by a double-ring of 2 × 8 aspartates, permit its appli-
cation in a porin-based biosensor for the anti-TB-antibiotic isoniazid. For
this purpose, a layered sensor design is chosen. A Rucath is bound within the
porin channel and a change in visible absorption due to Rucath photoreduc-
tion in the presence of isoniazid and seven related compounds is observed.
Isoniazid causes the strongest response in this sensor.
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Bionanotechnology and Bionanoscience 

of Artificial Bioassemblies

Steven S. Smith and Katarzyna Lamparska-Kupsik

Summary
Bionanotechnology is now creating an entire class of new devices that will improve

and augment existing approaches to biology and medicine. Information from physics,
chemistry, and molecular biology is being used to reassemble biological and nonbio-
logical molecules into useful and informative devices. These artificial bioassemblies
are generally built on nanoscale scaffolds. This flexible construction principle allows
them to serve as models of cellular assemblies, models of possible intermediates in
molecular evolution, reporters for studying intracellular dynamics, and tools for
detecting and tagging different cell types, including cancer cells. This chapter assesses
recent progress in this area.

Key Words: Bioassemblies; bionanotechnology; DNA methyltransferases; DNA
scaffolds; DNA tethers; nanoscale devices; nanoscale scaffolds; quantum dots.

1. INTRODUCTION

There are four general types of molecular scaffold now in use in bionan-
otechnology. In each case, the scaffold serves as a template or connector that
links functional groups in a predetermined arrangement. Crystalline organic
scaffolds, organic chains and polymers, nucleic-acid scaffolds, and protein
scaffolds comprise the set of scaffolds that have been most carefully studied.

2. QUANTUM DOTS AS SCAFFOLDS

Quantum confinement produces a number of interesting properties in small
three-dimensional (3D) clusters of atoms called quantum dots. Molecular
orbital theory permits the clusters to be viewed as single molecules. For
noble metal clusters, the Hartree-Fock level of theory permits the calculation
of HOMO-LUMO energy differences (band gaps) when the cluster contains
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fewer than 100 atoms (1). The band gap is generally inversely related to the
size of the cluster. Larger clusters ranging in size up to 10,000 atoms can be
produced by semiconductor methods. These are also amenable to electronic
structure calculations for band-gap prediction, but here the calculations rely on
the Effective Mass Approximation (2) or other semi-empirical methods (3,4).

In each case, experimental observation and molecular theory confirm
the broad absorption energies and sharp emission energies (often in the visible
spectrum) that are associated with quantum dots. Moreover, because these are
fundamentally molecular absorption and emission properties, quantum dots
are very stable to continuous excitation at high intensity. Although they can
undergo cycles of photoinduced ionization and neutralization, they are much
more stable than organic fluorophores under continuous excitation. Even so,
under prolonged excitation, quantum dots can shrink as a result of the photo-
oxidation process, causing their emission spectrum to shift to the blue (5).

To date, most applications have involved the semiconductor-based quantum
dots. These systems are intrinsically insoluble in water. Coating the dot with 
a layer of ZnS (6) is generally used to solubilize them. When the crystals are
prepared, trioctylphosphine (TOPO) (7,8) is used to terminate growth. A ZnS
coating is produced when the phosphine is exchanged in a reaction with
diethylzinc and hexamethylsilathiane. Mercaptoacetic acid is then reacted
with the surface ZnS. The resulting carboxylic acid groups solubilize the dot
and can be used to couple other moieties to the surface.

A variety of molecular probes are now being studied with quantum dots.
This has been made possible by the rich bioconjugate chemistry available for
surface linking to quantum dot scaffolds. For example, avidin-tagged chimeric
proteins have been detected with biotinylated quantum dots (9). Growth factors
(10), antibodies (11–13), and peptides (14,15) linked to quantum dots have all
been employed in detecting surface markers. In addition, fluorescent in situ
hybridization (FISH) with quantum dots linked to nucleic-acid probes has been
used to detect specific chromosomes (16) and specific genes on chromosomes
(17). In this latter application, the resistance of quantum dots to photobleach-
ing suggests that they may permit quantitative and perhaps even archival FISH
methods (17).

3. ORGANIC CHAINS AND POLYMERS AS SCAFFOLDS

By initiating synthesis with a core compound that carries multiple linking
functionalities, branched polymerization can be continued for multiple rounds
to obtain extended scaffolds called dendrimers. In general, the first round of
branches brings the system to what is called G0, the second round to G1, the
third round to G2, etc. Free rotation around multiple bonds in the branched
system allows the polymer to display a spherically distributed set of surface
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functionalities that permit the bioconjugation of almost any desired biomole-
cule. Interesting biomolecules are then tethered at multiple sites along this
roughly spherical surface. Scaffolds of this type are now commercially avai-
lable with generation levels of 10 or less and linked at any of several core
molecules to one of several branch systems so as to display one of several
surface chemistries. One example would be a diethylamine core linked to
poly(amido)amine branches displaying an amine for surface coupling.

Asymmetric or half dendrimers called dendrons carrying fluorophores
bound to termini on each branch terminus have been attached to nucleic-acid
probes to yield enhanced detection of herpes virus (18). Radiolabeled den-
drimers have also been linked to antibodies for the enhanced detection of
antigens (19). Generation 3 (20) and generation 5 (21) polyamidoamide den-
drimers linked to folate ligands have been used to target folate receptors on
tumor cells. As noted above, the larger dendrimers (i.e., those with diameters as
large as 20 nm) are roughly spherical in solution (22). Even so, their flexibility
allows them to flatten out when they contact a substrate with multiple targets
on its surface (23).

Short organic linkers have also been used as scaffolds. For example, early
attempts to increase antibody avidities used short synthetic chains to tether anti-
bodies together to produce enhanced binding (24–26). The observed enhanced
forward binding rate appears to result from the increased probability of initial
binding coupled with the tendency for cooperative binding to adjacent sites,
whereas the decreased off rate appears to be a result of the requirement for
coordinate release at multiple binding sites.

4. DNA STRUCTURES AS SCAFFOLDS

4.1. Tethers of Single-Stranded DNA

Molecular beacons and TaqMan® quantitative PCR probes are essentially
DNA-tethered fluorophores. As such, they are currently the most widely used
nanoscale bioassemblies. The initial implementation of the TaqMan concept
(27) utilized 32P as the end-label and showed that its release by the 5′ exonu-
clease activity of the Taq polymerase was proportional to the generation of
the PCR product as cycle number increased. Adding a phosphate to its 3′ end
prevents extension of the probe. Because the sequence is homologous to the
target amplicon, additional specificity is achieved in the PCR. Soon after the
invention of the TaqMan concept, tethered fluorophores were introduced
(28). Quenching by Förster resonance energy transfer (29) is achieved by
choosing a fluorophore with an emission spectrum that overlaps the absorp-
tion spectrum of a second fluorophore. This is a nonradiative energy transfer
mediated by induced-dipole interaction that requires close proximity of the
two fluorophores. The rate of energy transfer is 50% at the Förster radius
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(generally between 2 and 6 nm) and falls off with the sixth power of the dis-
tance between the fluorophores. At 24 nucleotides, the dyes used in TaqMan
quantitative PCR are about 8 nm apart where they are efficiently quenched.
Once 5′ exonucleolytic activity of the Taq polymerase degrades the DNA
tether, the 5′ fluorophore is released to solution where it is no longer
quenched by the tethered quencher. Fluorescence data can be acquired in real
time using a number of commercially available instruments. This permits ini-
tial target concentrations to be estimated from a threshold cycle number in the
PCR. The successful applications of this test are too numerous to mention
(30), and it may be anticipated that an even larger list of applications will
appear in the near future.

Molecular beacons operate on roughly the same principle except that the
presence of a short tandem repeat at each end of the probe oligodeoxynu-
cleotide causes it to form a hairpin loop that juxtaposes the fluorophore and
the quencher. The region of the loop is complementary to one strand of the
amplicon so that it hybridizes with the amplified DNA during the PCR, caus-
ing the short terminal repeats to denature, which moves the fluorophores apart
so as to diminish quenching (31,32). Because the short terminal repeats are not
designed to hybridize with the probe, they form 5’ and 3’ flaps at the ends of
the probe. Oddly enough, the 5’ flap endonuclease activity of Taq polymerase
(33) apparently does not degrade the molecular beacon during amplifica-
tion when Taq polymerase (31) or its variant Taq Gold® (34) are used. The
probe strand appears to be displaced by the polymerase as it moves through
the region occupied by the probe sequence, whereupon it snaps back into
the hairpin conformation, quenching the fluorophores. As with the TaqMan
approach, molecular beacon PCR methodology has yielded a large number
of applications (35).

A similar concept has been used in another kind of nanotechnological
device. Here, the fluorophore tetrafluoro-flourescein (TET) and the quencher
carboxytetramethylrhodamine (TAMRA) are initially positioned in a 40-bp
duplex containing a central two-nucleotide gap. In this duplex, quenching by
resonance energy transfer is minimal because the fluorophores are about 13 nm
apart. The duplex is designed so that each end carries a single-strand overhang
of 24 nucleotides that is available for hybridization. The gapped duplex is
forced to fold when a 56-nucleotide strand that is complementary to the two 24-
nucleotide overhangs is added to the system. This forces the two fluorophores
into apposition, extinguishing their fluorescence. In this state, the 56-mer pres-
ents an eight-nucleotide single-strand overhang at one end. To reestablish
fluorescence, a 56-nucleotide strand is added that is fully complementary to
the 56-nucleotide strand now holding the gapped duplex in the hairpin con-
formation. Strand displacement releases a 56-bp duplex from the system and
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the gapped 40-bp duplex adopts the extended unquenched conformation
present at the beginning of the process. In this manner, the system can be
cycled as many as seven times between an open and closed conformation (36).
Cycling beyond this point was hindered by bleaching of the fluorophore and the
accumulation of unusual DNA structures (36). Other DNA structural intercon-
versions have also been used to construct similar nanoscale devices (37,38).

Systems for tethering metal ions to DNA have also been developed for a
variety of applications. For example, a complex was formed by dimerization
of an IDA-modified oligonucleotide with a DNA duplex in the presence of
metal ions (39). The IDA was postsynthetically conjugated to the 5’-end of the
DNA through an amino-linker by the reaction with N,N-bis(ethoxycarbonyl-
methyl)glycine p-nitrophenyl ester (40). In these experiments, a 14-mer poly
T modified by linking IDA to its 5’-end was designed so that it was comple-
mentary to both ends of a palindromic 44-mer DNA duplex. When the DNA
duplex was annealed to the 14-mer poly T-IDA conjugate, the melting tem-
perature (Tm) of the complex in high salt was observed to increase from 21°C
to 31°C in the presence of Lu3+ ions (39). The authors suggested that the
complex comprises a linear triple helix with both parallel and antiparallel
pyrimidine strands, permitting chelation of the Lu3+ ions in the center of a
linear structure. Other possibilities for the structure of the complex can be
imagined; however, the linkage of the two 14-mers by Lu3+ appears to have
been established.

Oligonucleotides modified by IDA under the influence of metal ions (Gd3+)
have also been used to enhance duplex stability (41). The two 9-mer oligonu-
cleotides with IDA were hybridized to the same 18-mer target to form the
helix with the IDAs in the center of the duplex. The Tm of the duplex increased
by 15°C in the presence of Gd3+. This provided a significant enhancement of
duplex stability under the influence of appropriate metal ions. In this case, the
IDA was joined to the 3’- and 5’-ends of the oligomer through the amino-
linker. The synthesis was based on a protocol described by Endo and
Komiyama (42), in which IDA was appended to the DNA as a sequence
dependent T-IDA-T phosphoramidite.

The lanthanide complex with DNA has also been used to selectively
hydrolyze RNAs (40). In this case, a 15-mer of DNA with IDA on the
5’-end was hybridized to the RNA. In the presence of Lu3+, the IDA-
oligodeoxynucleotide selectively hydrolyzed the RNA at the 3’-end, closest
to the Lu3+ ion. The IDA was postsynthetically attached to the 5’-end of the
DNA through an amino-linker (40).

Dervan and co-workers used Fe2+ to specifically cleave a double-stranded
DNA to analyze the groove location and orientation of DNA binding ligands
(43–47). The Fe2+ ions were incorporated into the DNA helix by formation a
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triple helix through the short complementary oligonucleotide carrying an
EDTA moiety. The EDTA was postsynthetically attached to the oligonu-
cleotides through the modified thymidine containing an amino linker at the C5
position (44) or as a phosphoramidite of modified thymidine with the triethyl
ester of EDTA (45).

Another chelator, nitrilotriacetic acid (NTA), was used as a guide for the 
creation of photocrosslinked protein–DNA conjugates (48). A trifunctional
molecule called NBzM containing an NTA His-tag targeting group, a Benzo-
phenone photoconjugating group, was linked through a Maleimide functional
group to 5’-thio-modified oligonucleotides to create the protein targeting con-
jugate. The NBz-oligonucleotide conjugate was noncovalently coordinated to
the His-tag on the protein through its Ni:NTA group. Ultraviolet (UV) light was
then used to create a covalent bond between the photoreactive group and the
protein surface to create protein–DNA conjugates.

4.2. Immobile DNA Junctions as Scaffolds

Under the appropriate conditions, DNA will spontaneously adopt numerous
2D and 3D structures that can serve as scaffolds (49,50). The methods used to
prepare immobile junctions with up to six arms emanating from a single point
(51,52) have been extended to the construction of complex structures with the
connectivity of several of the platonic solids (53–55) and to Borromean Rings
(56). Among the most useful of these are the analogs of the double-crossover
recombination intermediates. This assembly is fixed in a planar conformation
that has permitted its use as a nanoscale tile for the production of extended
periodic patterns (50). Moreover, in another implementation of the resonance
energy transfer concept, DNA double-crossover molecules have been adapted
to sense changes in salt concentration. Here, the B-Z transition in a short region
of duplex DNA (57) was used to change the distance between fluorophores that
are otherwise rigidly constrained by the double-crossover architecture on either
side of the short duplex. As the DNA region twists into the left-handed confor-
mation at high salt concentration, the dye molecules at the ends of each double
crossover move beyond the Förster radius and fluoresce.

4.3. Order in DNA Scaffolds

Prebiotic metabolosomes are postulated to have been among the first use of
ordered components in evolution (58). This evolutionary principle has been
used to order as many as four proteins coupled to single-stranded DNAs. In
this concept, the coupled single strands are designed to be complementary to
distinct regions of a longer guide RNA or DNA strand (59,60). This targets the
coupled proteins to preselected sites along the guide RNA or DNA. In general,
the streptavidin–biotin coupling system has been used to link proteins to the
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single-stranded DNAs. However, it has been suggested that His6-tagged pro-
teins might also be used in this application by employing NTA-derivatized
oligodeoxynucleotides (61).

Proteins can also be ordered on DNA as fusions with DNA (cytosine-5)
methyltransferases, because most cytosine methyltransferases can form a
covalent link to duplex DNA structures containing 5-fluorocytosine. These
bacterial enzymes occur with many DNA recognition sequences so that
fusion proteins of many types can be ordered. This technology has been
used to construct bioassemblies that are based on linear and branched DNA
scaffolds (62–64).

Directed positioning has also been demonstrated by using distinct methyl-
transferases targeted to unique recognition sites in the DNA scaffold (62–64).
Each of the DNA scaffolds can be modified for stability and easy detection. The
methyltransferase technology has the advantage that any fusion protein that can
be expressed in bacteria can be used. Of particular interest are peptides, which
bind to receptors of different types (65).

5. PROTEINS AS SCAFFOLDS

Like nucleic-acid complementarity, protein–protein interaction can provide
a mechanism for the self-assembly of nanoscale scaffolds. Scaffolds of this
type generally form either interlocked extended systems or closed shells.
Systems of this type have been extensively studied in molecular biology and
the basic rules of assembly are known.

5.1. Open Protein Scaffolds

Protein–protein interaction can be used to form arrays and filaments (66,67).
However, systems with high interaction stabilities are best in this application
(67). One such system is the streptavidin tetramer. The core protein–protein
interaction system in the tetramer displays the biotin binding sites in a roughly
tetrahedral array permitting the system to link biotin-conjugated proteins
together (68,69). Biotin-conjugated antibodies linked in this fashion exhibit a
multivalency effect, generating an almost 35-fold enhancement in antigen-
binding avidity (70). The RNAse barnase and its proteinaceous inhibitor barstar
also interact tightly enough to serve as a linking system. In this case, bioassem-
blies have been constructed that display antibodies on flexible dimers or
trimers, yielding increased antigen-binding avidity even though the antibodies
are displayed on a flexible tether (66).

5.2. Closed Protein Scaffolds

The studies of Caspar and Klug (71) yielded much of what we now know
about viral capsid assembly. Recent molecular simulations (72,73) of viral
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assembly confirm one of Caspar and Klug’s basic proposals, namely, that the
two different geometric subunit forms (pentagons and hexagons) needed for
the assembly of icosahedral capsids are composed of the same set of protein
subunits assembled to form components that are approximately triangular.
That is to say that the capsids are deltahedra. When hexagons are formed,
they are roughly planar. When pentagons are formed, their vertex is out 
of the plane because one of the triangular elements is missing. The simula-
tions suggest that the pentagons and hexagons must be in equilibrium for
self-assembly to occur (72,73).

Icosahedral symmetry requires two-, three-, and fivefold rotational axes.
Each of these is present in icosahedral virus capsids, but platonic geometry
is not generally found. The pentagonal subunits are present at each of the
12 vertices that are expected to exhibit fivefold rotational symmetry, but the
region between these vertices is tiled with hexagonal subunits displaying the
same protein–protein interaction surfaces. These natural properties—a limited
number of capsid proteins forming delta that are displayed in predictable ways
on the surface of an icosahedral deltahedron—make viral capsids excellent
nanoscale protein scaffolds.

To date, Cowpea Mosaic Virus capsids are the most carefully studied sys-
tem of this type. The capsids of this virus are formed by two proteins, a
small subunit containing one of the interacting domains in the triangular
facet, and a large subunit that contains two of the interacting domains. As
expected, the capsid is formed from 120 protein subunits assembled into 60
triangular facets, with 12 pentagonal elements. A reactive lysine residue is
exposed on each of the 60 facets, allowing for surface modification of the
assembled capsid. This reactive lysine is selectively modified by fluorescein
isothiocyanate or fluorescein N-hydroxysuccinimide ester when the input
ratio of dye molecules to viral particles is roughly stoichiometric (i.e., 60 to
70 dye molecules per capsid). Above this level, the dyes react with other
amino acids on the surface and on the interior of the capsid (74). In vitro
mutagenesis has also been used to display a reactive cysteine-containing
loop on the surface of each of the 60 triangular facets of the capsid (75).
Fluorescein, rhodamine, biotin, and 900-nm diameter gold particles can be
linked to these cysteine-modified capsids. Moreover, precise patterns of
these capsids have been laid down on gold surfaces using scanning probe
nanolithography (76).

These examples exploit the symmetry of the cage-like properties of a puri-
fied virion. However, it may also be possible to design cages de novo. For
example, Padilla et al. (67) fused two protein–protein interaction domains, one
that normally dimerizes (M1 matrix protein of influenza virus) with one that
normally trimerizes (bromoperoxidase) by using a short alpha helical linker.
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This fusion produced a curved delta that can spontaneously assemble to form
a 12-subunit spherical shell with tetrahedral symmetry. Shells with octahedral
symmetry composed of 24 subunits or icosahedral symmetry composed of
60 subunits may be possible if the interaction domains can be placed at appro-
priate angles by choosing appropriate linkers (67).

6. TAKE-HOME LESSON

From the foregoing, it is clear that our understanding of the materials
science of nanoscale assemblies and biomolecules is contributing to the
development of useful devices on the nanoscale. Bionanotechnology is rapidly
capitalizing on that understanding to produce a rich set of tools for probing
and detecting normal and diseased cells. The fundamental physical chemistry
of the nanoscale scaffold has already been fruitfully exploited as a flexible
construction principle, and is rapidly yielding a bionanoscience of its own
that is contributing to our understanding of molecular evolution, intracellular
dynamics and supramolecular structure.
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Genetically Engineered S-Layer Proteins

and S-Layer-Specific Heteropolysaccharides
as Components of a Versatile Molecular

Construction Kit for Applications
in Nanobiotechnology

Eva-M. Egelseer, Margit Sára, Dietmar Pum, 
Bernhard Schuster, and Uwe B. Sleytr

Summary
One of the key challenges in material sciences is the technological utilization of

self-assembly systems, wherein molecules spontaneously associate under equilib-
rium conditions into supramolecular structures joined by noncovalent bonds.
Although molecular self-assembly is the governing principle in morphogenesis of bio-
logical systems, so far only a few molecular species have been exploited for con-
trolled self-assembly into defined nanostructures. Crystalline bacterial cell surface
layer (S-layer) proteins represent a first-order self-assembly system that has been opti-
mized in the course of evolution. S-layers are composed of single protein or glycopro-
tein species which self-assemble into lattices with oblique, square, or hexagonal
symmetry. Self-assembly into highly ordered monomolecular protein lattices occurs
not only on the bacterial cell surface but also on artificial supports, such as polymers,
silicon wafers, noble metals, lipid films, liposomes, lipid-plasmid particles, or on hol-
low polyelectrolyte nanoparticles. For recrystallization in an oriented manner, S-layer-
specific polysaccharides as the natural anchoring molecules for S-layer proteins in the
bacterial cell wall have been exploited as biomimetic linkers. To generate oriented
functional monomolecular protein lattices, S-layer fusion proteins have been con-
structed, which incorporated either IgG-binding sequences, streptavidin, hyper-
variable regions of heavy chain camel antibodies, allergens, green fluorescent
protein, metal-binding sequences, or a single cysteine residue. The fusion sites
were selected such that after recrystallization on artificial supports precoated with
S-layer-specific polysaccharides, the functional sequence remains exposed on the
outermost surface of the protein lattice. Arrangement of specific functions in
ordered fashion and their controlled confinement to defined areas of subnanometer
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dimensions are key requirements for many applications in nanobiotechnology,
including the development of label-free detection systems, biocompatible surfaces,
signal processing between cells and integrated circuits, or even non-life science
applications, such as molecular electronics and data storage.

Key Words: Nanobiotechnology; protein lattices; self-assemsly; S-layer proteins.

1. INTRODUCTION

Nanobiotechnology uses concepts from molecular biology, biochemistry,
and chemistry to identify components, processes, and principles for the con-
struction of self-assembling materials and devices. In particular, biological
systems provide an enormous diversity of higher-order functional structures
and patterns arising from molecular self-assembly. Most frequently, the
inital step of molecular organization into functional units and complex
supramolecular structures requires arrangement of molecules into ordered
arrays. Recently, considerable effort has been devoted to exploiting natural
self-assembly systems and to introducing variations into natural molecules
(e.g., proteins and DNA) to achieve basic building blocks for specific struc-
tures and applications (1–8).

This chapter is intended to provide a survey of the unique general principles
of S-layer proteins and S-layer fusion proteins, as well as of the exploitation of
S-layer-specifc heteropolysaccharides as biomimetic linkers to solid supports
and liposomes. It describes how they are used as building blocks and templates
for the generation of functional nanostructures at the meso- and macroscopic
scale for both life and non-life science applications.

2. GENERAL ASPECTS OF S-LAYER PROTEINS

Ultrastructural analyses in combination with chemical and genetic studies
have revealed that in the course of billions of years of evolution, prokaryotic
organisms have developed a broad spectrum of cell-envelope structures (9).
Despite this diversity, one of the most commonly observed cell-surface
structures are monomolecular arrays composed of identical species of pro-
tein or glycoprotein subunits (10). Such surface layers, or S-layers, have
been identified on organisms of nearly every taxonomic group of walled
bacteria and they represent an almost universal feature of archaea (11).

In archaea lacking a rigid cell-wall layer, S-layers represent the only wall
component external to the plasma membrane. Being composed of a single
species of constituent protein or glycoprotein subunits, S-layers can be
considered the simplest type of biological membrane developed during evolu-
tion (9–11). Interestingly, monomolecular arrays of proteinaceous subunits
have also been observed in the bacterial sheath (12), in exosporial membranes,
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and on eukaryotic algae (13). As S-layers are present in Gram-positive and
Gram-negative bacteria and archaea, they can be associated with quite
different supporting structures that must provide suitable templates for
maintaining a monomolecular protein lattice during all stages of cell growth
and division (5). In most organisms, S-layers must be considered nonconser-
vative structures with the potential to fulfill a broad spectrum of functions
(14,15). For a great variety of applications in nanobiotechnology, it is of
considerable importance that isolated S-layer subunits have the capability to
recrystallize into coherent monomolecular protein lattices in suspension, at
liquid–surface interfaces, on lipid films, and on liposomes, as well as on a
great variety of solid supports, such as silicon wafers, noble metals, and
polymers. As S-layers are periodic structures, they exhibit identical physico-
chemical properties on each constituent subunit down to the subnanometer
scale. Moreover, S-layers are isoporous lattices, with pores of identical size
and morphology.

S-layers have proven to be particularly well suited as building blocks in
a biomolecular construction kit for “bottom-up” strategies involving all
major classes of biological molecules (proteins, lipids, nucleic acids, glycans,
and their combinations). It is now evident that native and genetically modi-
fied S-layer proteins fulfill most requirements for generating novel nanostruc-
tured materials and devices, as is required in nanobiotechnology, molecular
nanotechnology, and biomimetics (4–7,16–18).

2.1. Structural Analysis of S-Layer Lattices

High-resolution transmission electron microscopy is widely used to image
and characterize S-layers that may be used as S-layer fragments, self-assembly
products, or S-layer monolayers. The latter are usually generated by recrys-
tallization of isolated S-layer proteins on solid supports (4). Freeze-etching
and freeze-drying in combination with heavy metal shadowing are the most
straightforward approaches to obtaining information on the lattice type (Fig. 1)
and surface structure of S-layers (19). Freeze-etching provided detailed
information on the in vivo self-assembly and continuous recrystallization of
S-layer proteins on intact growing and dividing cells. This dynamic self-
assembly process guarantees the complete coverage of the cell surface with
a monomolecular protein lattice (10,18). High-resolution unidirectional or
rotary shadowing can depict characteristic topographical details of S-layers,
such as lattice symmetry and lattice parameters. A structural feature of many
S-layers is a smooth outer and a more corrugated inner face (20–22). This
difference is of particular importance when the orientation (sidedness due to
attachment via the inner or outer surface) of S-layers on artificial substrates
must be determined. Negative staining is an easy preparation technique for

Molecule Construction Kit Based on S-Layers 57



electron microscopic investigation. Particularly in combination with two-
dimensional (2D) and 3D image-reconstruction techniques, it allows high-
resolution studies of the ultrastructure of S-layer lattices (20–22). However,
the highest resolution (3.5 Å to 5 Å) is obtained by cryo-electron microscopy,
where the S-layer is embedded in a thin layer of amorphous ice and imaged
with extremely low electron doses (~1–10 e/Å2) (21). Such low electron
doses are forced by the high sensitivity of the protein to electron irradiation.
As quantum noise dominates image formation under such conditions,
image-processing methods are necessary to enhance the signal-to-noise ratio
in the recorded micrographs (20).

Contrary to the electron microscopic preparation techniques, scanning
force microscopy allows an investigation of S-layer monolayers in their
native environment (23–25). In fact, contact mode microscopy in liquid is
most frequently used to investigate S-layer monolayers at subnanometer
resolution. S-layer proteins are highly susceptible to the applied tip loading
forces which should not exceed 0.5 to 1 nN. To obtain the best resolution,
the ionic content and strength of the buffer solution in the liquid cell must
be carefully adjusted in order to minimize electrostatic interactions between
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Fig. 1. (A) Electron micrograph of a freeze-etched and Pt/C-shadowed prepara-
tion of a gram-positive organism exhibiting a square (p4) S-layer lattice. (B) Schematic
drawing illustrating the various S-layer lattice types. In the oblique lattice, one
morphological unit (grey) consists of one (p1) or two (p2) identical subunits. Four
subunits constitute one morphological unit in the square (p4) lattice type, whereas
the hexagonal lattice type is either composed of three (p3) or six (p6) subunits. The
center-to-center spacing of the morphological units is a strain-specific feature and
may range from 5 to 35 nm.



tip and sample. As a result of their stiffness and hardness, silicon wafers and
mica are the most commonly used substrates for scanning force microscopic
investigations. S-layer proteins recrystallize into large-scale monomolecular
protein lattices on silicon, whereas S-layer fragments or self-assembly products
are preferably deposited on mica. If the S-layer protein is recrystallized on
flat solid supports such as silicon wafers, lattice formation can be followed
in real time (23). By this approach, it could be demonstrated that crystal
growth starts at several distant nucleation points and proceeds in-plane until
a closed layer consisting of a mosaic of crystalline domains is formed. The
scanning force microscope has also been used as a nanotool for inducing
conformational changes in S-layer proteins (26,27). Furthermore, the capa-
bility of scanning force microscopy to resolve molecular details on biological
samples together with its force detection sensitivity has led to the develop-
ment of the so-called “topography and recognition mode,” a method suitable
for visualizing the chemical composition of a sample while mapping its
topography (28). It is anticipated that the simultaneous investigation of both
topography and recognition will enable the unsurpassed elucidation of the
structure–function relationship of a broad spectrum of biological samples.

2.2. Self-Assembly and Recrystallization 
Properties of S-Layer Proteins

In contrast to many archaeal S-layer proteins, those of bacteria are non-
covalently linked to each other and to the supporting cell-wall component.
Thus, complete solubilization of S-layers into their constituent subunits and
release from the bacterial cell envelope can be achieved by treatment with
high concentrations of hydrogen-bond-breaking agents (e.g., guanidinium
hydrochloride), by dramatic changes in the pH value, or in the salt concen-
tration (4,18). During removal of the disrupting agent, e.g., by dialysis, the
S-layer subunits frequently show the ability to self-assemble into 2D arrays
(Fig. 2). Such self-assembly products may have the form of flat sheets or
open-ended cylinders, and they represent monolayers or double layers
(4,10,11,18). With some S-layer proteins, the self-assembly process has
been shown to depend on the presence of bivalent cations.

Before recrystallization on artificial supports (Fig. 2), S-layer proteins
must be kept in a water-soluble state. Depending on the type of S-layer
protein, this can be achieved (a) in the absence of bivalent cations (29), (b)
by adjusting to concentrations that are subcritical for self-assembly (30), or
(c) in the presence of S-layer-specific secondary cell-wall polymers (SCWP)
(29,31). The latter have been found to inhibit the self-assembly in suspension,
but they promote the recrystallization of soluble S-layer proteins on artificial
supports (29,31). The formation of coherent crystalline arrays strongly depends
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on the S-layer protein species, the environmental conditions of the bulk
phase (e.g., temperature, pH, ion composition, and ionic strength), and, in
particular, on the surface properties of the substrate. Recrystallization of iso-
lated S-layer subunits at the air/water interface and on Langmuir films has
proven to be an easy and reproducible way of generating coherent S-layer
lattices on a large scale. In accordance with S-layer proteins recrystallized
on solid substrates, the orientation of the protein arrays (sidedness due to the
attachment via the inner or outer surface of the S-layer subunits) at liquid
interfaces is determined by the anisotropy in the physicochemical surface
properties of the protein lattice, as well as by the physicochemical properties
of the support used for recrystallization (4,16,18).

2.3. Chemical Properties and Molecular Biology

Chemical analyses and genetic studies revealed that the monomolecular
S-layer is the result of the secretion and subsequent crystallization of a single
homogeneous protein or glycoprotein species with a molecular mass ranging
from 40 to 200 kDa (4,15,16,18). Most S-layer proteins are weakly acidic, with
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Fig. 2. Schematic drawing showing (i) that S-layer proteins from Bacillaceae are
bound to the peptidoglycan-containing layer via the secondary cell-wall polymer
(SCWP); (ii) the structural organization of S-layer proteins consisting of the N-terminal
cell-wall-anchoring domain and the self-assembly domain; (iii) the formation of self-
assembly products in suspension; (iv) the recrystallization of isolated S-layer sub-
units on supports optionally pre-coated with SCWP. On supports not pre-coated with
SCWP, the S-layer subunits may either attach with their inner or outer surface.



isoelectric points (pI) in the range of 4 to 6 (15). Exceptions have been reported
for the S-layer proteins of lactobacilli (32) and those of Methanothermus fer-
vidus (33), which possess pIs of 9 to 11 and 8.4, respectively. Typically, S-layer
proteins have a large proportion of hydrophobic amino acids (40–60 mol%),
possess little or no sulfur-containing amino acids, and consist of about
25 mol% charged amino acids. The most frequent posttranslational modifica-
tion of S-layer proteins is glycosylation (34–36). The glycan chains of S-layer
proteins from Gram-positive bacteria more closely resemble the architecture of
lipopolysaccharides (LPS) occurring in the outer membrane of Gram-negative
bacteria than those of eukaryotic glycan structures.

Information regarding the secondary structure of S-layer proteins is either
derived from the amino-acid sequence or from circular dichroism (CD)
measurements, indicating that approx 20% of the amino acids are organized
as α-helices and about 40% occur as β-sheets. Aperiodic folding and β-turn
content may vary between 5 and 45%. Secondary-structure predictions
based on protein sequence data revealed that most α-helical segments are
arranged at the N-terminal end.

During the last two decades, numerous S-layer genes from bacteria and
archaea of quite different taxonomical position have been sequenced and
cloned (4–7,15,18). To elucidate the structure–function relationship of distinct
segments of S-layer proteins, N- and/or C-terminally truncated forms were
produced and their self-assembly and recrystallization properties investigated
(37–39). Another approach was seen in performing a cysteine scanning muta-
genesis and screening the accessibility of the introduced cysteine residue in
the soluble, self-assembled, and recrystallized S-layer proteins (30). The final
aim of this study was to find out which amino-acid positions in the primary
sequence are located on the outer surface of the subunits, inside the pores, at
the subunit-to-subunit interface, or on the inner S-layer surface.

In the case of Bacillaceae, sequencing and cloning of S-layer genes further
revealed that identities are limited to the N-terminal region. This part was
found to be responsible for anchoring the S-layer subunits to the underlying
rigid cell envelope layer by binding to a heteropolysaccharide, termed SCWP.
The polymer chains are covalently linked to the peptidoglycan backbone; this
occurs most probably via phosphodiester bonds (40). Basically, two types of
binding mechanisms between the N-teminal part of S-layer proteins and
SCWP have been described. The first type of binding mechanism, which
involves so-called S-layer-homologous (SLH) domains and pyruvylated
SCWP (29,37,41–46), has been found to be widespread among prokaryotes and is
considered as having been conserved in the course of evolution (46). The second
type of binding mechanism has been described for Geobacillus stearothermo-
philus PV72/p6 and ATCC 12980 (15,47,48) and a temperature-derived strain

Molecule Construction Kit Based on S-Layers 61



variant from the latter (49). This binding mechanism involves an SCWP that
consists of N-acetyl glucosamine, glucose and 2,3-dideoxy-diacetamido
mannosamine uronic acid in the molar ratio of 1:1:2 (50), and a highly
conserved N-terminal region that does not possess an SLH domain (47–49).
Concerning the first binding mechanism, the construction of knock-out
mutants in Bacillus anthracis and Thermus thermophilus in which the gene
encoding a putative pyruvyl transferase was deleted demonstrated that the
addition of pyruvic acid residues to the peptidoglycan-associated cell-wall
polymer was a necessary modification to bind SLH-domain-containing pro-
teins (41,46). This observation was also supported by surface plasmon reso-
nance (SPR) spectroscopy measurements for which the S-layer protein SbsB
of G. stearothermophilus PV72/p2 and native and chemically modified
SCWP devoid of pyruvic acid residues were used for interaction studies
(44). By applying the dissection approach, the SLH domain (rSbsB32–208) of
SbsB was found to be exclusively responsible for SCWP-binding. This
protein–carbohydrate interaction proved to be highly specific (15,16), and
evidence that the pyruvyate ketals are a necessary modification for the
binding process was provided (44). The residual part of SbsB devoid of the
SLH domain (rSbsB209–920) did not show any affinity for the SCWP, but
retained the ability to self-assemble, thereby forming the oblique (p1) lattice
typical of full-length SbsB. As these findings were supported by applying
optical spectroscopic methods and electron microscopy (51), rSbsB is consid-
ered to consist of two functionally and structurally independent domains,
namely the SLH domain, which is responsible for “cell-wall targeting” by rec-
ognizing the SCWP, and the larger C-terminal part, which corresponds to the
self-assembly domain (44,51). Furthermore, thermal as well as guanidinium
hydrochloride-induced equilibrium unfolding profiles monitored by intrinsic
fluorescence and CD spectroscopy allowed the characterization of rSbsB32–208
as an α-helical protein with a single cooperative unfolding transition. The
C-terminal rSbsB209–920 could be characterized as a β-sheet protein with typi-
cal multi-domain unfolding and a lower stability as a stand-alone protein (51).
Thus, the dissection approach might be useful for the whole group of S-layer
proteins, leading to truncated forms that would be accessible to direct structure
determination. The fact that no structural model at atomic resolution of an S-
layer protein has been available until now may be explained by the molecular
mass of the subunits being too large for nuclear magnetic resonance (NMR)
analysis, as well as by the intrinsic property of S-layer proteins to self-assem-
ble into 2D lattices, thereby hindering the formation of the isotropic 3D crys-
tals required for X-ray crystallography. In addition, the low solubility of
S-layer proteins is a general hindrance to both methods.

In the case of the S-layer protein SbsC of G. stearothermophilus ATCC
12980, water-soluble N- or C-terminally truncated forms were used for first
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3D crystallization studies. For the C-terminally truncated form, rSbsC31–844
crystals, which diffracted to a resolution of 3 Å using synchrotron radiation,
could be obtained by sitting-drop vapor-diffusion with polyethylene glycol
6000 as precipitating agent (52). Native and heavy atom derivative data con-
firmed the results of the secondary structure prediction, which indicated that
the N-terminal region comprising the first 257 amino acids is mainly organ-
ized as α-helices, whereas the middle and C-terminal part of SbsC consist of
loops and β-sheets (52). Information on the 3D structure of S-layer proteins
would contribute to the possibility of rationally designing S-layer fusion
proteins that incorporate functional domains, for example, within the pore
areas of the protein lattice.

2.4. Functional Aspects

The high physiological expense and the widespread occurrence of S-layers
raise the question of what selection advantage S-layer-carrying organisms
have in their natural habitats over their nonlayered counterparts. So far, no
general, all-encompassing natural function has been found and many of the
functions assigned to S-layers remain hypothetical. However, it is now rec-
ognized that S-layers can act as (a) a framework to determine and maintain
cell shape and cell division in archaea that possess S-layers as exclusive wall
component; (b) protective coats, molecular sieves, as well as molecule and
ion traps; (c) structures involved in cell adhesion and surface recognition; (d)
templates for fine grain mineralization; (e) adhesion sites for cell-associated
exoenzymes, and (f) virulence factors in pathogenic organisms with an
important role in invasion and survival within the host (9,12,15). In this con-
text, S-layer variation, which might have developed as a pivotal mechanism
to respond to changing environmental conditions in the course of evolution,
must be mentioned. S-layer variation leads to the synthesis of alternate S-
layer proteins, either by the expression of different S-layer genes or by
recombination of partial coding sequences, and has been described as occur-
ring in pathogens as well as in nonpathogens (53–56). In the latter, S-layer
variation is frequently induced in response to environmental stress factors,
such as increased oxygen supply, whereas in pathogens, altered cell-surface
properties most probably protect the cells from the lytic activity of the
immune system.

3. A MOLECULAR CONSTRUCTION KIT BASED 
ON S-LAYER FUSION PROTEINS AND S-LAYER-SPECIFIC
HETEROPOLYSACCHARIDES

S-layer proteins, SCWPs, and the specific interactions between them have
played an important role in the development of a biomolecular construction kit.
As a result of their excellent recrystallization properties, the S-layer proteins
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SbpA of Bacillus sphaericus CCM 2177 (38) and SbsB of G. stearothermo-
philus PV72/p2 (31) have been used for most developments relevant to
nanobiotechnology. Both S-layer proteins self-assemble in suspension and
recrystallize on various types of solid supports, as well as on lipid layers and
liposomes. However, depending on the physicochemical properties of the
underlying support, the S-layer subunits attach either with the outer or via the
inner surface, so that the complementary surface remains exposed to the ambi-
ent environment. To guarantee that the S-layer subunits attach in uniform
orientation, which is extremely important if S-layer fusion proteins are used for
building up functional monomolecular protein lattices, SCWP have been
exploited as biomimetic linkers for pre-coating solid supports (Fig. 3). In this
case, the S-layer subunits bind with the inner surface comprising the SCWP-
binding SLH domain (16). For some specific applications, the S-layer protein
SbsC of G. stearothermophilus ATCC 12980 has been used (48). SbsC shows
excellent self-assembly properties, but, as this S-layer protein cannot be kept in
the water-soluble state, it is not suited to recrystallization on artificial supports.

3.1. The S-Layer Proteins SbpA, SbsB and SbsC 
and the Corresponding S-Layer-Specific Heteropolysaccharides

The S-layer protein SbpA of B. sphaericus CCM 2177 consists of a total
(including a 30-amino-acid-long signal peptide) of 1268 amino acids (38).
SbpA self-assembles into a square (p4) lattice structure with a center-to-cen-
ter spacing of the morphological units of 13.1 nm. The self-assembly process
is strongly dependent on the presence of bivalent cations, such as calcium ions
(29). In the absence of bivalent cations, this S-layer protein stays in the water-
soluble state. The N-terminal part of SbpA comprises three typical SLH
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Fig. 3. Schematic drawing of (A) the cell envelope of a Gram-positive S-layer-
carrying organism. (B) Exploitation of the thiolated secondary cell-wall polymer
(SCWP) as biomimetic linker to a gold chip for an oriented binding of S-layer fusion
proteins. In S-layer fusion proteins, the C-terminal part is replaced by the fused
foreign functional sequence or domain.



motifs, but for reconstituting the functional SCWP-binding domain, an addi-
tional 58-amino-acid-long SLH-like motif is required (37). The SCWP of
B. sphaericus CCM 2177 consists of disaccharide repeating units that are
composed of N-acetyl glucosamine (GlcNAc) and N-acetyl mannosamine
(ManNAc). The ManNAc residues carry a pyruvate ketal, which endows
the polymer chains with a negative net charge (29). Studies on the structure–
function relationship revealed that up to 237 C-terminal amino acids can be
deleted without influencing the formation of the p4 lattice structure (29,37).
On the other hand, the deletion of 350 C-terminal acids was linked to a change
from square (p4) to oblique (p1) lattice symmetry (37). By producing various
C-terminally truncated forms and performing surface-accessibility screens, it
became apparent that amino-acid position 1068 is located on the outer surface
of the square lattice (38). This was the reason that the C-terminally truncated
form rSbpA31–1068 was used as the base form for the construction of several
S-layer fusion proteins (57–61). An N- and C-terminally truncated form
(rSbpA203–1031) was capable of self-assembling into the square (p4) lattice
structure with a center-to-center spacing of the morphological units and 
a protein mass distribution similar to that formed by full-length rSbpA (37).
These findings indicated that the segment between amino acids 203 and 1031
is responsible for the self-assembly process and for pore formation.

The S-layer protein SbsB of G. stearothermophilus PV72/p2 consists of a
total (including a 31-amino-acid-long signal peptide) of 920 amino acids. By
applying the dissection approach, it could be demonstrated that SbsB is
composed of the N-terminal SCWP-binding domain, which corresponds to
the SLH domain, and the C-terminal self-assembly domain (44,51). As the
removal of fewer than 10 C-terminal amino acids led to water-soluble rSbsB
forms, the C-terminal part can be considered extremely sensitive to deletions.
When the C-terminal end of full-length SbsB was exploited for linking
foreign functional sequences, water-soluble S-layer fusion proteins were
obtained (62), which recrystallized into the oblique (p1) lattice only on solid
supports pre-coated with SCWP of G. stearothermophilus PV72/p2. As
demonstrated by SPR spectroscopy, the SLH domain comprising the three
SLH motifs specifically recognizes the SCWP of G. stearothermophilus
PV72/p2 as a binding site (44). The polymer chains are composed of GlcNAc
and ManNAc in the molar ratio of approx 2:1 (31) and contain pyruvate
ketals, which provide a net negative charge. The use of chemically modified
SCWP in SPR interaction studies clearly showed that the pyruvic acid
residues, and not the N-acetyl groups of the amino sugars, play a crucial role
in the recognition and binding process (44).

Recently, chimeric S-layer proteins comprising either the N-terminal part
of SbpA and the C-terminal part of SbsB (rSbpA-SbsB), or vice versa (rSbsB-
SbpA), have been constructed (37). The aim was to create a spectrum of
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S-layer proteins that bind to the same type of SCWP, but assemble into differ-
ent lattice types. Accordingly, rSbsB and rSbsb-SbpA specifically recognized
the SCWP of G. stearothermophilus PV72/p2 as binding site, but in contrast
to rSbsB, which assembles into an oblique (p1) lattice, the chimeric protein
rSbsb-SbpA formed a square (p4) lattice structure. In addition, in rSbsB-
SbpA, the surface-located amino-acid position 1068 of the SbpA primary
sequence can be exploited as a fusion site for foreign functional sequences
(57–61). On the other hand, rSbpA and the chimeric protein rSbpA-SbsB
recognized the SCWP from B. sphaericus CCM 2177 as a binding site, but
they self-assembled into different lattice types, namely, square (p4) for rSbpA
and oblique (p1) for rSbpA-SbsB (37).

SbsC is the S-layer protein of G. stearothermophilus ATCC 12980 and
consists of a total (including a 30-amino-acid-long signal peptide) 1099
amino acids. Isolated SbsC self-assembles into an oblique (p2) lattice. SbsC
does not possess an SLH domain on the N-terminal part, but reveals a con-
served N-terminus region, which has also been found in S-layer proteins of
other G. stearothermophilus wild-type strains, such as PV72/p6, DSM 2358
(47,48), and NRS 2004/3a (63), as well as in a temperature-derived strain
variant of ATCC 12980 (49). This type of N-terminal part, which comprises
amino acids 31 to 257, specifically recognizes the SCWP that contains
2,3-dideoxy-diacetamido mannosamine uronic acid as a negatively charged
component (39,48). Studies on the structure–function relationship of SbsC
revealed that the N-terminal part is responsible for cell-wall anchoring via
the specific SCWP. In the C-terminal part, up to 179 amino acids leading to
rSbsC31–920 could be deleted without interfering with the formation of the
oblique lattice structure (39). Further deletion of C-terminal amino acids led
to SbsC forms that were still capable of self-assembling but such self-
assembly products did not show a regular lattice structure (rSbsC31–880),
whereas rSbsC31–844 even represented a completely water-soluble form that
was used for 3D crystallization experiments (52).

3.2. Functionalization of Solid Supports 
with S-Layer-Specific Heteropolysaccharides

As the S-layer protein SbsB binds with its outer surface to positively
charged liposomes and to silicon wafers, N-terminal-core-streptavidin fusion
proteins have been constructed, mixed with separately expressed free core-
streptavidin in a molar ratio of 1:3, and folded into functional heterotetramers
(HT) (62). Such HT recrystallized in the expected orientation and left the
streptavidin moiety exposed to the external environment (62). However,
when the composition of the liposomes was changed, or solid supports other
than silicon were used, binding of SbsB or fusion proteins thereof via the
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outer or inner surface strongly depended on the specific physicochemical
properties of the supporting material and the final orientation (sidedness)
could not be predicted. As the same behavior was observed for SbpA, the
natural anchoring molecules for these S-layer proteins in the bacterial cell
wall, the specific SCWP were exploited as biomimetic linkers for pre-coating
solid supports in order to guarantee that the fusion proteins attach via the
inner surface carrying the SCWP-binding region (Fig. 3) (59–61). In the case
of liposomes, the synthesis of amphiphilic molecules consisting of the smallest
functional unit of the respective SCWP and a lipid anchor is currently being
performed. Such functionalized lipid molecules shall be incorporated into
liposomes, lipid-plasmid particles, or flat lipid layers.

In general, SCWPs are isolated from bacterial cell-wall fragments by
applying a hydrofluoric acid (HF) extraction procedure (31,64). After purifi-
cation by size-exclusion chromatography, the latent aldehyde group of the
reducing end of the polymer chain is modified with carbodihydrazide and
the Schiff’ base is reduced with sodium borohydride (44). Sulfhydryl groups
are introduced by reaction of the free amine group with 2-methyl mercapto-
butyrimidate (2-iminothiolane) (Fig. 4). Such modified SCWP carrying
a free terminal sulfhydryl group can be used for direct adsorption to gold
substrates (Fig. 3), as required for SPR (59–61) or surface plasmon field
enhanced spectroscopy (57). For covalent binding to supports carrying free
amine groups, the sulfhydryl group of the polymer chain (termed thiolated
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Fig. 4. Chemical modification of the secondary cell-wall polymer (SCWP) for
binding to solid supports or preparing conjugates with lipid molecules for integra-
tion into lipid layers or liposomes. (A) The terminal amine group is introduced by
linking carbodihydrazide to the latent aldehyde groups of the polymer chain which
is followed by reduction of the Schiff’ base with sodium borohydride. (B) Sulfhydryl
groups are subsequently introduced by reaction of the terminal amine group with
2-iminothiolane.



SCWP) is activated with m-maleimidobenzoyl-N-hydroxysuccinimide ester
(MBS) which—as a heterobifunctional crosslinker—can then react with
amine groups, e.g. of amine-modified cellulose microbeads (61). Another
possible way to activate thiolated SCWP can be seen in the use of the het-
erobifunctional crosslinker sulfosuccinimidyl 6-[3´-2(-pyridyldithio)-
propionamido] hexanoate (Sulfo-LC-SPDP) (44).

3.3. S-Layer Fusion Proteins

During the last few years, S-layer technology has advanced by the con-
struction of S-layer fusion proteins that comprise (a) an accessible N-terminal
SCWP-binding domain, which can be exploited for oriented binding and
recrystallization on artificial supports pre-coated with SCWP, (b) the self-
assembly domain, and (c) a C-terminally fused functional sequence (Fig. 3).
Chimeric proteins following this construction principle have been termed
C-terminal S-layer fusion proteins. However, for some selected applications,
N-terminal S-layer fusion proteins that were mainly based on SbsB, the S-layer
proteins of G. stearothermophilus PV72/p2 were constructed. Such N-terminal
fusion proteins attached with the outer surface to positively charged liposomes
and silicon wafers, thereby leaving the N-terminal region with the fused
functional sequence exposed to the external environment (62).

To gain sufficient knowledge about which amino-acid positions of the
S-layer proteins foreign peptide sequences could be fused to without interfer-
ing with the self-assembly and recrystallization properties, the structure–
function relationship of distinct segments of different S-layer proteins had to
be elucidated. In the case of the S-layer protein SbpA, surface-located amino-
acid positions were identified by fusing Strep-Tag I (Fig. 5), a short affinity
peptide specific for streptavidin or strep-Tactin, to the C-terminal end (38).
As it could be demonstrated that the deletion of 200 C-terminal amino acids
had no influence on the self-assembly properties of this S-layer protein and
that Strep-Tag I was accessible to a significantly higher extent in the C-termi-
nally truncated form rSbpA31–1068 than in full-length rSbpA (Fig. 5), the C-ter-
minal truncation was used as the base form for the construction of various
S-layer fusion proteins (38,57–61). All chimeric proteins that were heterolo-
gously expressed in Escherichia coli retained the ability to self-assemble and
to recrystallize into a monomolecular protein lattice on peptidoglycan-contain-
ing sacculi of B. sphaericus CCM 2177, as well as on gold chips or glass sub-
strates pre-coated with SCWP.

Owing to the versatile applications of the streptavidin-biotin interaction
as a biomolecular coupling system, minimum-sized core-streptavidin (118
amino acids) was fused either to N- or C-terminal positions of SbsB or
linked to the C-terminal end of rSbpA31–1068 (57,62). The fusion proteins and
core-streptavidin were produced independently in E. coli, isolated, and
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refolded to obtain HT (Fig. 6) that consist of one chain fusion protein and
three chains core-streptavidin. In the case of SbsB, HT were used for recrys-
tallization on liposomes and on silicon wafers (62). For rSbpA-streptavidin
HT, fluorescence quenching of the tryptophan residues in the binding pockets
of streptavidin demonstrated that in comparison to free streptavidin, HT had
a higher binding capacity for D-biotin, biotinylated insulin (MW 5800), and
biotinylated horseradish peroxidase (MW 44,000). As a first application
approach, a monolayer generated by recrystallization of such HT on gold
chips pre-coated with thiolated SCWP (Fig. 7) was used as a matrix for
hybridization experiments (57). Surface plasmon field enhanced spectroscopy
demonstrated that biotinylated oligonucleotides (30-mers) could bind to the
streptavidin moiety of the HT with high specificity and that the hybridization
reaction of the complementary fluorescently labeled oligonucleotides
(15-mers) followed the Langmuir isotherm. These new tools, which com-
bine the recrystallization ability of the S-layer protein moiety with the
biotin-binding property of streptavidin, reveal a promising application
potential to create a functional sensor surface of broad interest (Fig. 8).

In a first approach, an S-layer fusion protein incorporating the hypervariable
region of a heavy chain camel antibody directed against lysozyme was
produced (59). As proof of principle could be provided by this model system,
an S-layer fusion protein incorporating the camel antibody sequence recog-
nizing prostate-specific antigen (PSA), termed rSbpA31–1068/cAb-PSA-N7,
was produced, recrystallized on gold chips pre-coated with thiolated SCWP,
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Fig. 5. By linking the short affinity tag Strep-Tag I (STI) to the C-terminal end
of full-length rSbpA (rSbpA31–1268) and the C-terminally truncated form
rSbpA31–1068, and subsequent binding of strep-Tactin with a molecular weight of
66,000, it could be demonstrated that only amino-acid position 1068 is located on
the outer surface of the S-layer subunits and is therefore exploited as a fusion site
for various S-layer fusion proteins.
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Fig. 6. Refolding of heterotetramers (HT) by applying the rapid dilution protocol.
The S-layer-streptavidin fusion protein is mixed with core-streptavidin in a molar
ratio of 1:3. During the refolding procedure, functional HT are formed which are
separated from other components by size-exclusion chromatography and further
purified by affinity chromatography using 2-imino biotin agarose (62). To confirm
the formation of HT, the gel-shift assay is carried out. In this figure, a C-terminal
S-layer-streptavidin fusion protein is shown.

Fig. 7. Scanning force microscopic image of a monolayer consisting of hetero-
tetramers of the rSbpA-streptavidin fusion protein, which were recrystallized on
gold chips pre-coated with the secondary cell-wall polymer. The image was
obtained in contact mode under water. Bar, 20 nm.



and exploited as a nanopatterned sensing layer in SPR to detect PSA (60).
As derived from response levels measured for binding of PSA to a monolayer
consisting of rSbpA31–1068 /cAb-PSA-N7, the molar ratio between bound
PSA and the S-layer fusion protein was 0.78, which means that at least three
PSA molecules were bound per morphological unit of the square lattice
consisting of four identical subunits of S-layer fusion protein. The advantage
of this monomolecular S-layer protein lattice can be seen in the constant and
short distance of the ligands to the optically active gold layer at its constant
height of 10–15 nm, which implies that binding events occur at a defined
distance from the gold layer. This chimeric S-layer can be considered a key
element for the development of sensing layers for label-free detection systems
such as SPR, surface acoustic wave (SAW), or quartz crystal microbalance
(QCM-D), in which the binding event can be measured directly by the mass
increase without the need of any labeled molecule (Fig. 8).

The S-layer fusion protein carrying two copies of the 58-amino-acid-long
Fc-binding Z-domain which is a synthetic analogue of the B-domain of
Protein A on the C-terminal end (rSbpA31-1068/ZZ) was recrystallized on
gold chips pre-coated with thiolated SCWP (61). The binding capacity of the
native or cross-linked monolayer for human IgG was determined by SPR
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Fig. 8. HT of C-terminal fusion proteins are recrystallized on solid supports
pre-coated with secondary cell-wall polymer (SCWP) to generate sensing layers for
the development of protein or DNA chips (A, B). In the case of protein chips, the
catching antibody is biotinylated (A), whereas biotinylated oligonucleotides are
bound to the monolayer of HT in the case of DNA chips (B). HT of N-terminal
fusion proteins are recrystallized on liposomes to which the S-layer subunits bind
with their outer surface (C).



spectroscopy. In the case of the native monolayer, the binding capacity for
human IgG was 5.1 ng/mm2, whereas after crosslinking with dimethyl
pimelimidate, 4.4 ng IgG/mm2 were bound. These values corresponded to
78% or 65% of the theoretical saturation capacity of a planar surface for IgG
aligned in an upright position, with condensed state of the Fab regions. For
batch-adsorption experiments using human serum, 3-µm large, biocompatible,
cellulose-based, amine-modified, and SCWP-coated microbeads were used
for recrystallization of the S-layer fusion protein (61). This novel type of
microbead shall find application in the microsphere-based detoxification
system (MDS; 65) (Fig. 9).

The S-layer fusion protein incorporating the sequence of enhanced green
fluorescent protein (EGFP) (rSbpA31–1068/EGFP) retained the ability to self-
assemble in suspension and to recrystallize on peptidoglycan-containing
sacculi and on positively charged liposomes (58). Investigation of self-
assembly products formed by rSbpA31–1068/EGFP revealed that the fluores-
cence activity of the EGFP portion in the fusion protein was not affected by
the self-assembly process (38). Because of the ability of the EGFP moiety
to fluoresce, the rSbpA31–1068/EGFP fusion protein represents a useful tool
to visualize the uptake of liposomes by human cells (58).
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Fig. 9. (A) Schematic drawing of the working principle of the microsphere-based
detoxification system (MDS) and (B) amine-modified cellulose microparticles. In C,
the rSbpA31-1068/ZZ fusion protein was recrystallized on amine-modified cellulose
microparticles to which thiolated secondary cell-wall polymer (SCWP) had been
covalently bound.



In the chimeric S-layer proteins rSbsC31–920/Bet v1 and rSbpA31–1068/Bet v1
carrying the major birch pollen allergen Bet v1 at the C-terminal end, the
surface location and functionality of the fused allergen was demonstrated by
binding Bet v1-specific IgE or a Bet v1-specific monoclonal mouse antibody
(38,66). These fusion proteins can be used to generate arrays for diagnostic
test systems to determine the concentration of Bet v1-specific IgE in patients’
whole blood, plasma, or serum samples (67). In a recent study, the feasibility
of the fusion protein rSbsC31–920/Bet v1 as a novel approach to designing
vaccines with reduced allergenicity and immunomodulating capacity for
specific immunotherapy of type I allergy was described (67). The fusion
protein rSbsC31–920/Bet v1 contained all relevant Bet v1-specific B and T cell
epitopes, but was significantly less efficient at releasing histamine than free
Bet v1. In cells of birch pollen-allergic individuals, rSbsC31-920/Bet v1
induced interferon (IFN)-γ along with interleukin (IL)-10, but no Th2-like
response, as observed after stimulation with free Bet v1 (67).

So far, all of the above described S-layer fusion proteins have been expressed
in E. coli. Although isolation and purification procedures have been optimized,
the use of E. coli as an expression host is particularly disadvantageous when
S-layer fusion proteins absolutely free of LPS are required, as for vaccine
development or for application as an immunoadsorbent in the MDS. To circum-
vent these problems, the development of a homologous expression system in
a Gram-positive host is currently under way for the production of S-layer
fusion proteins that are self-assembled on the cell surface. In the case of
knock-out mutants that have lost the ability to pyruvylate the SCWP, the S-layer
fusion proteins will be secreted into the culture fluid (46).

3.4. Recrystallization of S-Layer Fusion Proteins on Liposomes

Biomolecular self-assembly can be used as a powerful tool for nanoscale
engineering. Thus, the development of building blocks for nanobiotechnology,
which are based on the fusion of a functional domain to an S-layer protein, is
of paramount importance (4–7,16–18).

Liposomes are colloidal, vesicular structures based on (phospho)lipid
bilayers or on tetraetherlipid monolayers (68), and they are widely used as
delivery systems for enhancing the efficiency of various biologically active
molecules and for the transport of therapeutic agents to the site of disease in
vivo (69,70). Liposomes can encapsulate water-soluble agents in their aqueous
compartment and lipid-soluble substances within the lipid bilayer itself (71).
These agents include small molecular drugs used in cancer chemotherapy
and genetic drugs as plasmids encoding therapeutic genes (72). Generally,
liposomes release their contents by interaction with target cells, either by
adsorption, endocytosis, lipid exchange, or fusion (70,73).
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In previous studies, the wild-type S-layer proteins of Bacillus coagulans
E38-66 and G. stearothermophilus PV72/p2 were recrystallized on positively
charged liposomes composed of dipalmitoylphosphatidylcholine, cholesterol,
and hexadecylamine in a molar ratio of 10:5:1 (74–77). Such S-layer-coated
liposomes (S-liposomes) with a diameter of 50 to 200 nm represent simple
model systems resembling the architecture of artificial virus envelopes. For
that reason, S-liposomes could reveal a broad application potential, particularly
as drug-delivery systems or in gene therapy (4).

S-liposomes possess significantly enhanced stability towards thermal and
mechanical stress factors (76). For generating targeted S-liposomes, the
S-layer lattice on liposomes was crosslinked, biotinylated, and exploited for
covalent binding of functional macromolecules, like biotinylated antibodies,
via the streptavidin-biotin bridge (77). These immuno-S-liposomes comprise
several components with specific functions: the liposome as drug carrier, the
antibody as homing device, and the S-layer lattice as stabilizing structure for
the liposome, as anchoring layer for the antibodies, and, most probably, as
protective sheath for prolonged blood circulation times.

To avoid chemical modification reactions and to prevent diffusion of poten-
tially toxic agents through the lipid bilayer into the interior of the vesicles,
S-layer fusion proteins incorporating the sequence of core-streptavidin have
been constructed. Functional HT were prepared according to the procedure
described by Moll et al. (62). In the case of HT that were based on the S-layer
protein SbsB, three of the four binding pockets remained accessible for bind-
ing biotinylated molecules. After recrystallization of HT on positively charged
liposomes, the protein lattice was further functionalized by binding biotinylated
peroxidase or biotinylated ferritin (62). Binding of biotinylated ligands to lipo-
somes coated with a monolayer of HT can be used to enable receptor-mediated
uptake into human cells. A further promising application potential can be seen
in the development of drug targeting and delivery systems based on lipid–
plasmid complexes coated with functional HT for transfection of human cells.

Another interesting approach is the generation of a functional chimeric S-
layer EGFP fusion protein based on the C-terminally truncated form of
SbpA (rSbpA31–1068/EGFP) to follow the uptake of S-liposomes into human
cells (58). Liposomes coated with a monolayer of rSbpA31–1068/EGFP were
applied to HeLa cells. After incubation, the cells were fixed and the cell
membrane was stained with a transferrin-tetramethylrhodamine conjugate.
For evaluation of the cellular localization and the intracellular fate of S-lipo-
somes, confocal laser scanning microscopy (CLSM) was applied and the
ongoing interaction between the cell membrane and the green fluorescent S-
liposomes could be demonstrated. The CLSM images revealed that most of
the S-liposomes were internalized within 2 h of incubation and that the
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major part entered the HeLa cells by endocytosis (58). To our knowledge,
rSbpA31–1068/EGFP is the first fusion protein to maintain the ability to fluo-
resce and to recrystallize into a monomolecular protein lattice. Because of
its ability to fluoresce, liposomes coated with rSbpA31–1068/EGFP represent
a useful tool to visualize the uptake of S-liposomes into eukaryotic cells.
With regard to further experiments, the most interesting advantage can be
seen in the recrystallization of fusion proteins incorporating EGFP in com-
bination with HT on the same liposome surface. In that case, it would be
possible to simultaneously investigate the uptake of these specially coated S-
liposomes by target cells and the functionality of transported drugs without
the necessity of additional labeling procedures.

3.5. S-Layers as Templates in the Formation 
of Nanoparticle Arrays

Currently, there is great interest in developing strategies for the deposition
of functional biomolecules and nanoparticles in an ordered manner in solu-
tion, and on surfaces and interfaces. Their controlled confinement to defined
areas of nanometer dimensions is of particularly great interest. Such tech-
nologies are seen as key requirements for many applications, including the
development of biosensors, biochips and diagnostic systems, biocompatible
surfaces and controlled biomineralization, signal processing between cells
and integrated circuits, and drug and gene targeting and delivery, as well as
molecular electronics and data storage and catalytic processes. This section
focuses on the use of S-layers as patterning elements in the formation of
ordered arrays of nanoparticles.

3.5.1. In Situ Synthesis of Nanoparticles on S-Layers

The use of an S-layer as template for the formation of perfectly ordered
nanoparticle arrays was originally reported by Douglas et al. (78). In this
approach, S-layer fragments of the archaean Sulfolobus acidocaldarius were
attached to a solid substrate, shadowed by Ta/W by evaporation, and ion-
milled in order to reduce the thickness of the metal film in such a way that
nanometric metal clusters remained in the pores of the hexagonally ordered
protein lattice. Later on, nanostructured metal layers were prepared in a
basically similar approach (79–82).

Recently, it has been demonstrated that self-assembly products or mono-
layers obtained by recrystallization of S-layer proteins on solid supports
induce the formation of CdS particles (83), or gold nanoparticles (83–84).
Inorganic CdS super-lattices with either oblique or square lattice symmetry of
approx 10-nm repeat distance were fabricated by exposing self-assembly
products to Cd(II) solutions, which was followed by slow reaction with H2S.
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Precipitation of the inorganic phase was confined to the pores with the result
that CdS super-lattices with prescribed symmetries were obtained (83). In addi-
tion, two-tier stacks of nanoparticles were formed in the presence of double-
layered self-assembly products. The two associated back-to-back S-layers
were an accurate register of every fourth row of the double-layered micro-
structure. This particulate arrangement of organized CdS nanocrystals led to the
characteristic stripe pattern, with stripes 16 nm in width and 32 nm apart.

In a similar procedure, a square super-lattice of uniformly sized 4- to 5-nm
gold nanoparticles at a 13.1-nm repeat distance was fabricated by exposing the
square S-layer lattice formed by SbpA in which sulfhydryl groups had been
introduced to a tetrachloroauric(Ill) acid solution (84). Transmission electron
microscopic analysis showed that the gold nanoparticles were formed in the
pore region during electron irradiation of an initially grainy gold coating
covering the whole S-layer lattice. The shape of the gold particles resembled
the morphology of the pore region of the square lattice structure (Fig. 10). By
electron diffraction and energy dispersive X-ray analysis, the crystallites were
identified as gold [Au(0)]. Electron diffraction patterns revealed that the gold
nanoparticles were crystalline but in the long range not crystallographically
aligned. Similar experiments were performed with a broad range of different
metal salt solutions such as PdCl2, NiSO4, KPtCl6, Pb(NO3)2, and KFe
[Fe(CN)6]. Wet chemistry was also applied for producing platinum nanoparti-
cles on the S-layer of Sporosarcina ureae (85–87). One morphological unit of
the S-layer lattice of S. ureae revealed seven platinum cluster sites with
a diameter of approx 1.9 nm.

3.5.2. Binding of Preformed Nanoparticles on S-Layers in Ordered Arrays

An alternative approach to the direct chemical synthesis of nanoparticle
arrays on S-layer lattices can be seen in the binding of pre-formed nanopar-
ticles to crystalline arrays. Nanoparticles may be either bound by making
use of exposed charged groups on the S-layer, such as carboxylic acid or
amine groups, or by introducing specific functionalities into the S-layer
subunits by genetic engineering. The pattern of bound nanoparticles resem-
bles the spacing and symmetry of the underlying S-layer lattice.

Binding of nanoparticles by making use of the surface chemistry of S-layers
involves either noncovalent or covalent bonds. The controlled binding of
polycationic ferritin (PCF), which is a positively charged topographical
marker with a diameter of 12 nm, on the hexagonal S-layer lattice of
Thermoproteus tenax was demonstrated nearly two decades ago (88). PCF
was bound electrostatically by carboxylic acid groups localized in the center
of the hexagonal unit cells. Contrary to the noncovalent binding of PCF,
carbodiimide-activation of free carboxylic acid groups that had been intro-
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duced by succinylation of the carbohydrate moiety of an S-layer glycoprotein
led to the densest possible packing order and to a hexagonally ordered super-
latttice of the 12-nm large ferritin molecules (89). Both approaches were
originally developed for binding biologically active molecules, such as
enzymes or antibodies, as monomolecular sensing layers for the develop-
ment of biosensors or affinity matrices (4–7,15–18).

Recently, citrate-stabilized gold nanoparticles (~5 nm in diameter) have
been bound as large regular arrays on the inner surface of the square lattice
formed by the S-layer proteins from B. sphaericus strains (90,91), whereas
amine-functionalized nanoparticles were immobilized on the outer surface

Molecule Construction Kit Based on S-Layers 77

Fig. 10. Transmission electron microscopic image of 4- to 5-nm gold nanopar-
ticles (formed by wet chemistry) regularly arranged on the S-layer of Bacillus
sphaericus CCM 2177. The superlattice of the gold nanoparticles resembles the
square lattice symmetry and the lattice constant (13.1 nm) of the underlying 
S-layer. Bar, 50 nm.



(91). The design and expression of S-layer fusion proteins has opened a new
area for the functionalization of S-layer lattices, as it has become possible to
fuse or insert a defined number of foreign peptide sequences per S-layer
subunit. Another approach to introducing a defined number of functionalities
can be seen in the use of mutated S-layer proteins having only a single cysteine
residue inserted and by coupling of a functional sequence to the sulfhydryl
group of the cysteine residue (30). Concerning specific deposition of metals
or nanoparticles on S-layer lattices, chimeric proteins with a defined number
of appropriate inserted or fused peptide sequences (92–95) are currently
being constructed. It should be stressed that the structural diversity of S-layer
lattices, the possibility of inserting or fusing metal-binding peptides with
different specificities to a single S-layer subunit at different amino-acid posi-
tions of the primary sequence, the ease of recrystallization of such chimeric
S-layer proteins on a broad spectrum of substrates, and their potential for
further chemical modifications offer the possibility of creating a wide range
of ordered nanoparticle arrays.

4. CONCLUSIONS AND PERSPECTIVES

It is now evident that there are only a few examples in nature where proteins
reveal the intrinsic capability to self-assemble into monomolecular arrays in
suspension and on surfaces and interfaces. Until now, extensive studies on the
use of such systems for nanotechnological applications have only been per-
formed with S-layers. A broad spectrum of basic and applied research on
S-layer systems has clearly demonstrated that these unique self-assembly
systems represent an ideal patterning element for nanobiotechnological and
biomimetic nanotechnology applications. In particular, the repetitive physico-
chemical properties and isoporosity of S-layer lattices down to the sub-
nanometer scale make them unique building blocks and matrices for
generating complex and multilayered supramolecular assemblies. The prime
attractiveness of such “bottom-up” strategies lies in both their capability of
generating uniform nanostructures and the possibility of exploiting such
structures at the meso- and macroscopic scale (6,16,18). Moreover, it has been
demonstrated that S-layers represent versatile and adaptable self-assembly
systems, which can be combined with all major species of biological or synthe-
sized (macro)molecules. More recently, an astonishingly broad spectrum of genetic
modifications of S-layer proteins has been achieved, as the incorporation
of single or multifunctional domains was made possible without loss of their
self-assembly capabilities.

Regarding the physicochemical properties of the inner and outer surface,
S-layers are highly anisotropic structures. Thus, it was essential to ensure that
recrystallization of mainly genetically engineered S-layer proteins occurred
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in defined orientation on solid supports, lipid membranes, and liposomes.
Biomimetic approaches copying the physicochemical properties of cell-
envelope structures supporting native S-layer proteins provide an elegant
solution for this problem (59–61).

In particular, S-layer-stabilized lipid membranes resembling the supramole-
cular construction principle of archaea dwelling under extreme environmental
conditions or virus envelopes will enable the exploitation of specific membrane
functions under different formats while considerably increasing the lifetime of
the membranes as required for biosensors (e.g., lipid chips, drug screening,
diagnostics, targeting, and drug-delivery systems) (16,96–99). S-layer frag-
ments or self-assembly products have been demonstrated to be well suited
for a geometrically defined covalent attachment of haptens and immunogenic
or immuno-stimulating substances. Moreover, haptenated S-layer structures
act as strong immuno-potentiators (100). Recently, a fusion protein comprising 
a C-terminally truncated form of the S-layer protein SbsC and Bet v1 has
revealed remarkable immunomodulating capacity (67). It is expected that
highly specific immunogenic components with intrinsic targeting and delivery
functionalities can be developed by combining recombinant S-layer proteins
with the supramolecular construction principle of virus envelopes.

Another line of development is directed to the use of S-layer lattices for
non-life science applications. It has been demonstrated that S-layers can be
exploited for biological templating and the formation of arrays of metal clus-
ters and nanoparticles as required in molecular electronics, biocatalysis and
nonlinear optics. Most recently, it has been shown that spatially well-defined,
ordered S-layer arrays at silicon supports can be fabricated by exploiting the
simple soft lithography technique, micromolding in capillaries (91).

Despite the fact that a broad spectrum of applications for S-layers has
been developed, many other areas may emerge from life and non-life science
research. We assume that in particular, data on specific biological functions
and biophysical properties of S-layers of organisms growing and surviving
under extreme environmental conditions and genetic modifications of such
S-layer (glyco)proteins will strongly stimulate applied S-layer research and
broaden the application potential (4–7,16–18).
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5
Photoinduced Electron Transport in DNA

Toward Electronic Devices Based on DNA Architecture

Hans-Achim Wagenknecht

Summary
This chapter briefly summarizes important and basic aspects related to elec-

tron transport processes in DNA over long distances. Despite this broad knowledge,
DNA research is still far from a profound and clear understanding of the electronic
properties and electronic interactions in DNA that are crucial for any nanobiotechno-
logical application. In the past, DNA-mediated charge transport has been a subject of
considerable interest with biological relevance in the formation and repair of lesions
and damage in DNA. The most recent developments underscore the significance of
DNA or DNA-like architectures for the development of electronic devices on the
nanoscale. It is clear that there is a great potential for applications of DNA-mediated
charge transport processes in new DNA assays and microarrays for biotechnology, as
well as DNA-inspired devices for nanotechnology.

Key Words: Charge transfer; chromophore; DNA; DNA damage; electron transfer;
fluorescence; hopping; nucleotide; radical; superexchange.

1. DNA AS A FUNCTIONAL Π-SYSTEM
FOR NANOBIOTECHNOLOGY

Since the first suggestion that the regularly stacked B-form DNA might
serve as a pathway for charge transport was published more than 40 years ago
(1), the potential of DNA as a conducting biopolymer in nanotechnology appli-
cations has been a highly controversial scientific dispute. Remarkably, DNA
was considered to be either a molecular wire, semiconductor, or insulator (2–4).
These are the controversial results of both experimental and theoretical work
(2–5). Motivated by the biological relevance of the routes to DNA damage and
also by the controversy, the interest in this subject grew enormously in the
scientific community over the last two decades (5). Research groups of different
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chemistry subdisciplines, such as organic chemistry, inorganic chemistry,
physical chemistry, and biochemistry, as well as biologists, physicists, and
material scientists contributed significantly to this research topic.

Based on these experiments and results, it was possible to obtain a clear pic-
ture of charge transport phenomena in DNA. The initially extreme controversy
has been resolved by the description of different mechanistic aspects, mainly
the superexchange and the hopping mechanism (6). It is now clear that DNA-
mediated charge transport processes occur on fast and ultrafast time scales
and yield chemical reactions over long distances (5). The oxidative type of
DNA-mediated charge transport processes has a significant relevance in the
formation of oxidative damage to the DNA, which results in mutagenesis,
apoptosis, or cancer (7–10). On the other hand, excess electron transport
processes play a growing role in the development of electrochemical DNA
chips, e.g., for the detection of single base mutations (11). Moreover, knowl-
edge about excess electron transport in DNA has the potential to be considered
for the development for nanotechnological applications, such as new DNA-
based electronic devices (12). In this case, the research strays from the natural
biological role of DNA by considering this biopolymer a supramolecular
architecture that features important properties for nanowires, such as the
regular linear structure and the self-complementarity encoded by the DNA
base sequence.

2. PHOTOINDUCED OXIDATIVE HOLE VS REDUCTIVE
ELECTRON TRANSPORT IN DNA

In order to study charge transport chemistry in DNA in a photoinduced
fashion, it is crucial to modify oligonucleotides with suitable chromophores.
After the development of the automated DNA phosphoramidite chemistry,
the whole spectrum of different methods and protocols for oligonucleotide
modifications were applied, developed, and further improved dramatically in
order to prepare a structurally well defined functional π-system based on DNA
(13,14). Using such well defined DNA donor–acceptor systems, a systematic
measurement of the distance dependence and the base sequence dependence of
the charge transport processes became accessible.

DNA-mediated charge transport processes can be categorized as either
oxidative hole transport or reductive electron transport processes (Fig. 1)
(15,16). The description of hole transport is misleading because it includes
principally also an electron transport, but in the opposite direction. Hence, both
processes are electron migration reactions but with different orbital control. The
oxidative hole transport is HOMO-controlled whereas the excess electron
transport is LUMO-controlled. This makes clear that this categorization is not
just a formalism about the difference in direction of the electron.
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With respect to oxidative DNA damage as the biological motivation, most
research was focused initially on the photochemically induced oxidation of
DNA, and furthermore, on the mobility of the created positive radical
charge. Such processes can be considered oxidative hole transport. On the
other hand, the mobility of an excess electron in the DNA base stack can be
described as reductive or excess electron transport. This process occurs if
the photoexcited electron of the charge donor is injected into the DNA and
then transferred to the final electron acceptor. Several proposals (such as the
lack of DNA damage as the result of reductive electron transport and the
involvement of all base pairs [C-G and T-A] as intermediate charge carriers) (15)
strongly support the idea that this type of charge transport has a great
potential for application in new nanodevices based on DNA or DNA-inspired
architectures. For such applications, a profound understanding of the mech-
anism and dynamics of excess electron transport processes is crucial.
Unfortunately, the mechanistic details of excess electron migration remain
somewhat unclear, in contrast to the broad and detailed knowledge about the
oxidative charge transport processes.
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and reductive electron transport (LUMO-control) in DNA. D, donor; A, acceptor;
ET, electron transfer.



3. MECHANISM OF LONG-RANGE OXIDATIVE 
HOLE TRANSPORT IN DNA

For the mechanistic description of DNA-mediated charge transport pheno-
mena over long distances, the hopping model for conducting polymers was
applied (6). This interpretation points out that DNA is considered a functional
π-biopolymer. Among the four different DNA bases, guanine (G) is most
easily oxidized (17,18). Hence, the G radical cation plays the role of the
intermediate charge carrier during the hopping process in DNA. The bridge
levels of DNA (especially that of G) and the level of the photoexcited donor
must be similar in order to inject a hole thermally into the DNA base stack.
Subsequently, the positive charge hops from G to G, and can finally be
trapped at a suitable charge acceptor. If each single hopping step occurs over
the same distance, then the dynamics of hopping display a shallow distance
dependence with respect to the number of hopping steps N (6):

kET = P*Nη

The value of η lies between 1 and 2 and represents the influence of the medium
DNA. Each hopping step itself is a superexchange process (6) through the inter-
vening adenine(A)-thymine(T) base pairs, but only if the A-T stretch is not too
long (see below). The rate for a single hopping step from G to GG was deter-
mined to be kHOP = 106 − 108 s−1 (19). Using the site-specific binding of
methyltransferase HhaI to DNA, a lower limit for hole hopping in DNA kHT
>106 s−1 was measured over 50 Å through the base stack (20). Based on the
absence of a significant distance dependence, it was concluded that hole
hopping through the DNA is not a rate-limiting step.

Recently, it was supported with experimental evidence that adenines can
also play the role of intermediate carriers of the positive charge (Fig. 2)
(21,22). Such A-hopping can occur if G is not present within the sequential
context, mainly in stretches with at least four subsequent A-T base pairs
between the guanines. The oxidation of A by G·+ is endothermic. With
respect to the low efficiency of this hole hopping step, it was suggested that,
once A·+ has been generated, the A-hopping proceeds quickly. In fact, the rate
of A-hopping has been determined to be kHT = 1010 s−1 (23). Moreover, it is
remarkable that hole transport over eight A-T base pairs is nearly as efficient
as the hole transport over only two A-T base pairs (24). In comparison to 
G-hopping, A-hopping proceeds more quickly, more efficiently, and almost
without any distance dependence. Recent calculations support these properties
of A-hopping (25). It is known from γ-radiolysis studies that the one-electron
oxidation of DNA bases has drastic effects on their acidity. In theory, proton
transfer could occur on time scales comparable to charge transport processes
and thus have the potential to influence significantly the charge transport
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efficiency as a result of the separation of spin and charge (26). The question of
proton transfer in oxidized G·+-C base pairs is crucial for the understanding of
hole transport in DNA. The pKa value of G·+ is approx 3.9 (27), and the pKa
value of the complementary DNA base cytosine (C) is very similar (4.5) (27).
Hence, there is likely an equally distributed protonation–deprotonation equi-
librium in a one-electron oxidized G·+-C base pair that is principally reversible
but could potentially interrupt hole hopping in DNA. In fact, measurements of
the kinetic isotope effect of hole transport in DNA have been performed and
provide some evidence for a coupling between hole transport and proton
transfer processes (28). The situation is different in the A-T base pair.
Oxidized adenine A·+ represents a powerful acid with a pKa of ≤ 1 and T
shows an extremely low basicity [pKa of T(H)+ is −5] (27). Taken together,
these facts make it clear that charge and spin keeps located on the A in a
A·+-T base pair (Fig. 2).

4. MECHANISMS OF REDUCTIVE ELECTRON 
TRANSPORT IN DNA

As mentioned above, the mechanistic details of excess electron migration
in DNA are not yet completely clear. This stands in contrast to the broad
knowledge about the oxidative hole hopping, as described in the previous
paragraph. The lack of knowledge about the reductive processes has been
filled at least partially during the last 3–4 years, but the determination of the
electron transport rates in a well defined and suitable donor–acceptor DNA
system is still elusive (16). In principle, the mechanisms of oxidative hole
transport have been transferred to the problem of excess electron transport
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and, accordingly, a hopping mechanism was proposed over long distances
(Fig. 3) (15). Even before any experimental work was performed, it was sug-
gested that such an electron hopping involves all base pairs (T-A and C-G)
and that the pyrimidine radical anions C·− and T·− function as intermediate
electron carriers (15). This proposal is based on thermodynamic arguments
represented by the trend for the reducibility of DNA bases: T ~ C >> A > G.
This correlation makes clear that the pyrimidine bases C and T are reduced
more easily than the purine bases A and G (18,29). It is evident that the situ-
ation within the DNA could be significantly different from that of the isolated
monomer nucleosides, because calculations have shown that 5′-TTT-3′ and
5′-TCT-3′ should serve as the strongest electron sinks (30). Seidel et al.
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measured a complete set of polarographic potentials that are in the range
between −2.04 V and −2.76 V (18). In this context, the measured value
E(dC/dC•−) � E(dT/dT•−) �−1.1 V provided by Steenken et al. (31) is difficult
to understand and could reflect the result of a proton-coupled electron transfer.
Thus, it is likely that the −1.1 V potential corresponds to E[dC/ dC(H)•] and
E[dT/ dT(H)•]. However, C•− and T•− exhibit a large difference by means of
their basicity, which also was described by Steenken (27). Thus, protonation
of C•− and T•− by the complementary DNA bases or the surrounding water
molecules could possibly interfere with the electron transfer hopping.

5. PHOTOCHEMICAL DNA ASSAYS FOR EXCESS ELECTRON
TRANSPORT IN DNA

Before the more recent photochemical DNA assays were published, most
knowledge about reductive electron transport in DNA came from γ-pulse
radiolysis studies using DNA samples doped with intercalated and randomly
spaced electron traps (32). The major disadvantage of this principal experi-
mental setup is that the electron injection and the electron trapping does not
occur regioselectively. Nevertheless, it became clear that above 170 K, the
electron transport mechanism follows a thermally activated process. These
results represented the first experimental support for the proposal of an elec-
tron hopping process as discussed in the previous paragraph.

In the most recently developed photochemical DNA assays for electron
transport, flavine (33,34), naphthalene diamine (35–37), stilbenediether (38),
phenothiazine (39), and pyrene (40,41) derivatives have been used as
chromophores and photoexcitable electron donors, which were covalently
attached to oligonucleotides. It is important to note that they differ in their
structure and, more signficantly, in their redox properties.

The major part of these recent photochemical assays focus on the chemical
trapping of the excess electron and the corresponding chemical analysis of the
resulting DNA strand cleavages. Based on the knowledge about the repair
mechanism of DNA photolyases (42), a DNA assay for the investigation of
excess electron migration consisting of two DNA modifications was devel-
oped by Carell et al. (Fig. 4) (33,34). The first modification was that a flavine
(Fl) moiety was incorporated synthetically as an artificial DNA base. It is
important to note that the reduced, deprotonated, and photoexcited flavine has
a redox potential of −2.8 V capable of reducing all four DNA bases (43).
Additionally, a newly designed T-T dimer (T^T) lacking the connecting
phosphodiester bridge between the 3′- and the 5′-hydroxy groups of the two
adjacent ribose moieties was incorporated. Hence, cycloreversion of the T^T
dimer as a result of the one-electron reduction yields a strand break of the
oligonucleotide, which can be analyzed and quantified by high-performance
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liquid chromatography (HPLC) analysis. It was shown that the amount of
T^T dimer cleavage depends rather weakly on the distance to the flavine,
indicating a thermally activated electron hopping process exhibiting a
shallow distance dependence.

More recently, Giese et al. used a special T derivative (T′) that cleaves in
a Norrish-I-type fashion upon photoexcitation and yields the injection of an
excess electron into the DNA base stack (Fig. 4) (29). In collaboration with
Carell’s group, they used the T^T dimer as the chemical probe to measure
the efficiency of the reductive electron transport. Very remarkably, they
showed that just a single injected electron can cleave and repair more than
one T^T dimer.

Another important photochemical DNA assay comes from Rokita’s group
(Fig. 5) (35–37). They used naphthalene diamine derivatives (Nd), which
had been attached to abasic sites in DNA. This photochemical electron donor
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Fig. 4. Photochemical assays for the investigation of reductive electron transport
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is comparable to the above-mentioned flavine derivative because its reduction
potential in the excited state (−2.6 V) also allows the reduction of all four
DNA bases. In contrast to Carell’s work, 5-bromo-2′-deoxyuridine (BrdU)
was used as the chemical electron trap. It is known that BrdU undergoes a
chemical modification after its one-electron reduction, which can be analyzed
by piperidine-induced strand cleavage (44,45). Hence, the quantification of
the strand cleavage yields information about the ET efficiency. It is important
to point out that, based on reduction potentials, BrdU is not a significantly
better electron acceptor; hence, BrdU represents a kinetic electron trap (46).

In our work, phenothiazine (Ptz) was used as the photochemical elec-
tron donor (Fig. 5) (39). The reduction potential of Ptz in the excited state
(−2.0 V; 37) allows the photoreduction of T and C within DNA, but not A
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and G. Accordingly, we synthesized a Ptz-modified uridine (PtzdU) and
incorporated it into oligonucleotides. In the sequences of the corresponding
duplexes, the BrdU group as the electron acceptor was placed either two,
three, or four base pairs away from the PtzdU group as the photoexcitable
electron donor. The intervening base pairs were chosen to be either T-A or C-
G. Using this approach, we elucidated the distance and sequence dependence
of DNA-mediated ET efficiency. Interestingly, the DNA duplexes with the
intervening T-A base pairs show a significantly higher cleavage efficiency
compared to the DNA duplexes with the intervening C-G base pairs. In fact,
the cleavage efficiency over three A-T base pairs is comparable to that over
just one single C-G base pair. From these strand cleavage experiments, it
becomes clear that in our assay, T-A base pairs transport electrons more
efficiently than C-G base pairs. This implies that C•− is not likely to play a
major role as an intermediate electron carrier.

In conclusion, just two different chemical electron traps have been devel-
oped and applied—the T^T dimer and BrdU (see Fig. 3). Both chemical probes
yield strand cleavage at the site of electron trapping, BrdU only after piperi-
dine treatment at elevated temperature. The main difference between these two
electron traps is the time regimes of the radical clocks. Although the exact
dynamic behavior has only been examined with the isolated nucleoside
monomers, the rates are significantly different: the radical anion of Br-dU
loses its bromide at a rate of 7 ns−1 (44,45), whereas the radical anion of the
T^T dimer splits at a much slower rate of approx 0.6 µs−1 (47). This striking
difference has important consequences for the elucidation of the distance
dependence and DNA base sequence dependence of the excess electron trans-
port efficiency. Hence, it is not surprising that in the assay of Carell et al., the
amount of T^T dimer cleavage depends rather weakly on the distance to the
electron donor (33,34). On the other hand, using BrdU as the electron trap,
a significant dependence of the strand cleavage efficiency on the intervening
DNA base sequence has been observed by Rokita’s group (35–37) and ours
(39). Thus, BrdU seems to be more suitable as a kinetic electron trap because
the time resolution is better for exploring the details of a presumably ultrafast
electron transport process.

By now, only Lewis, group (38) and ours (40,41,48,49) have focused on
the study of the dynamics of DNA-mediated electron transport processes
using either stilbene diether-capped DNA hairpins (Sd) or pyrene-modified
DNA (Py) duplexes, respectively (Fig. 6). Both chromophores have excited
state reduction potentials (Sd: −2.3 V [28], Py: −1.8 V [40]) that are com-
parable to that of Ptz (see above), selectively initiating electron hopping via
C and T. It is remarkable that the measured electron injection rates of the
Sd-capped hairpins are larger using T (>2 × 1012 s−1) as the electron acceptor
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Fig. 6. Photochemical assays for the investigation of reductive electron transport
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in comparison to C (3.3 × 1011 s−1). This indicates that C represents a better
electron trap compared to T by thermodynamic means.

Our group applied femtosecond broadband pump-probe spectroscopy to
explore the early time dynamics in DNA modified with 5-pyrenyl-2′-
deoxyuridine (PydU; Fig. 6) (50). The measured electron injection rates
between 3 × 1011 s−1 and 5 × 1011 s−1 are independent of the adjacent DNA
base sequence. The subsequent electron shift into the base stack is much more
sensitive to structural parameters and thereby characterized by a distribution
of time constants and different strand cleavage efficiencies. Our results
indicate that the electron shift occurs on the time scale of several hundred
ps, therefore competing with charge recombination in our duplexes. It is rea-
sonable to assume that subsequent migration steps will be faster because the
Coulomb interaction between the excess electron and oxidized Py moiety
decreases drastically with distance. Hence, our results provide a lower limit
for the rate of reductive ET between single bases in DNA.

In conclusion, these studies suggest an electron hopping mechanism over
long distances. In principle, both pyrimidine radical anions, T•− and C•−, can
play the role of intermediate electron carriers (see Fig. 3). The electron hopping
via T•− seems to be slightly more favorable because C•− exhibits a much
stronger basicity than T•− (21,39). Thus, protonation of C•− by the comple-
mentary DNA bases or the surrounding water molecules probably interferes
with the electron hopping and decreases the electron transport efficiency and
rate, but does not stop electron migration in DNA.

6. ELECTRON TRANSPORT IN DNA CHIP TECHNOLOGY

In the last 10 years, genomic research has required highly parallel analytical
approaches such as DNA microarrays and DNA chips. In principle, such
systems are segmented, planar arrays of immobilized DNA fragments and are
used in a wide field of applications from expression analysis to diagnostic
tools (51–54). In the latter case, a reliable detection of point mutations (single-
nucleotide polymorphism [SNP]) is crucial for functional genomics (55,56).

Charge transport phenomena show a high sensitivity toward pertubation of
the base-stacking, which typically is caused by single base mismatches or
DNA damage. Hence, charge transport in DNA represents an important step
toward a sensitive electrochemical readout on DNA chips. For this approach,
subsets of a critical gene are immobilized as single-stranded oligonucleotides
on an electrode, and are modified with a redoxactive probe (Fig. 7). Intact
DNA material added to the chip forms correct duplexes. An efficient electron
transport between the chip surface and the redoxactive probe can be detected
by electrochemical methods, e.g., cyclovoltametry. Base mismatches and
DNA lesions significantly interrupt electron transport in DNA, and as a
result, the electrochemical signal is lacking.
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One of the most convenient techniques for depositing molecules on surfaces
is the use of self-assembled monolayers (SAM) (57,58). In this technique,
DNA is attached to an alkyl thiolate linker via the 5′-terminal hydroxy group
of the oligonucleotide, which then interacts with the gold electrode to form
DNA films as SAM. Daunomycine, pyrrolo-quinoline-quinone, methylene
blue, or ferrocene have been applied as redoxactive probes (11). Using this
methodology, a broad range of single base mismatches and DNA lesions can
be detected without the context of certain base sequences. Hence, electron
transport through DNA films offers a new and suitable approach for the
development of sensitive DNA sensors and chips. Normally, sensitive gene
detection is accomplished by the amplification of the DNA material through
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Fig. 7. Examples of redoxactive probes for an electrochemical readout on
DNA chips.



the PCR. Inherent limitations of PCR often prohibit this application. Thus,
research in the field of new DNA chips is currently focused on increasing the
sensitivity in such a way that the PCR amplification becomes unnecessary.

7. OUTLOOK ON SYNTHETIC NANODEVICES BASED 
ON DNA-LIKE ARCHITECTURE

The construction of nanoscale electronic devices from conducting poly-
mers or biopolymers remains a challenging task. DNA, beyond its natural
biological role, is a supramolecular architecture with important features such
as a regular, linear structure, making it a superior material for this research.
Moreover, the most remarkable aspect of oligonucleotides is their ability to
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the hole transport efficiency.



recognize, with high selectivity, their complementary parts as encoded by the
DNA base sequence. DNA-based molecular wires are expected to represent
an important nanomaterial that will be applied to new electronic devices.

In principle, both types of charge transport (oxidative and reductive)
could be applied to molecular electronics because they both occur on long
distances. However, one of the major drawbacks of the oxidative hole trans-
port with respect to electronic devices is the oxidative DNA damage that
occurs as a side product of the guanine radical cation (see Fig. 2). This hole
trapping represents a serious disadvantage. For this reason, Saito’s group of
developed an N-phenylguanosine (PG; Fig. 8) as a substitute for G in duplex
DNA. PG represents the first G derivative that maintains hole transport effi-
ciency by avoiding the oxidative degradation (59). Another way to improve
the hole transport efficiency is by extending the π-π-stacking interactions.
Benzofused DNA bases like BA (Fig. 8) have such an expanded aromatic
surface and are able to increase the hole transport efficiency as a result of the
enhanced stacking interactions inside the DNA double helix (60).

On the other hand, several proposals strongly support the idea that the
excess electron transport has a significantly higher potential for application
in electronic devices on the molecular level. First of all, all base pairs (C-G
and T-A) are involved as intermediate charge carriers during electron hopping
(see Fig. 3). In contrast, during hole hopping, domains of G-hopping and
A-hopping occur (see Fig. 2). Moreover, the proposed lack of DNA damage
as the result of reductive electron transport is ideal for the development of
DNA-nanowires. It will be interesting to see how this research will develop
over the next few years.
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6
Effective Models for Charge Transport 

in DNA Nanowires

Rafael Gutierrez and Gianaurelio Cuniberti

Summary
Rapid progress in the field of molecular electronics has led to increasing interest in

DNA oligomers as possible components of electronic circuits at the nanoscale. For
this, however, an understanding of charge transfer and transport mechanisms in this
molecule is required. Experiments show that a large number of factors may infiuence
the electronic properties of DNA. Although full first-principle approaches are the ideal
tool for a theoretical characterization of the structural and electronic properties of
DNA, the structural complexity of this molecule limits the usefulness of these
methods. Consequently, model Hamiltonian approaches, which filter out single
factors influencing charge propagation in the double helix, are highly valuable. In this
chapter, we review the different DNA models that are thought to capture the influence
of some of these factors. We will specifically focus on static and dynamic disorder.

Key Words: Correlated disorder; dissipation; DNA conduction; electron-vibron
interaction; static disorder. 

1. INTRODUCTION

The increasing demands on the integration densities of electronic devices
are considerably limiting conventional semiconductor-based electronics. As
a result, new possibilities have been explored in the last decade, leading to
the emergence of molecular electronics, which basically relies on the idea of
using single molecules or molecular groups as elements of electronic
devices. A new conceptual idea advanced by molecular electronics is the
switch from a top-down approach, where the devices are extracted from
a single large-scale building block, to a bottom-up approach, in which the
whole system is composed of small basic building blocks with recognition
and self-assembly properties.
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A molecule that has recently attracted the attention of both experimental-
ists and theoreticians is DNA. The observation of electron transfer between
intercalated donor and acceptor centers in DNA oligomers in solution over
unexpectedly long distances (1) led to a revival of interest in the conduction
properties of this molecule. Although the idea that DNA might be conduct-
ing is rather old (2), there was never any conclusive proof that it could
support charge transfers over long distances. This is, however, a critical
issue when considering, for example, damage repair during the replication
process (3). Apart from the relevance of these and similar experiments for
biology and genetics, they also suggested that by appropriately adjusting the
experimental conditions, DNA molecules might be able to carry an elec-
trical current. Further, DNA oligomers might be useful as templates in
molecular electronic circuits if their self-assembling and self-recognition
properties are exploited (4–6). Although many technical and theoretical
problems must still be surmounted, it is now possible to carry out transport
experiments on single molecules connected to metallic electrodes.

However, despite the many expectations put on DNA as a potential ingre-
dient of molecular electronic circuits, transport experiments on this molecule
have revealed some very intriguing and partly contradictory behavior. Thus,
it has been found that DNA may be insulating (7,8), semiconducting (9,10),
or metallic (11,12). These results demonstrate the high sensitivity of DNA
transport to different factors affecting charge motion, such as the quality of the
contacts to the metal electrodes, the base-pair sequence, the charge injection
into the molecule, or environmental effects (dry vs aqueous environments),
among others.

Theoretically, knowledge of the electronic structure of the different building
units of a DNA molecule (base pairs, sugar and phosphate groups) is essen-
tial for clarifying the most effective transport mechanisms. First-principle
approaches are the most suitable tools for this goal. However, the huge
complexity of DNA makes ab initio calculations still very demanding, so
that only comparatively few investigations have been performed (13–21).
Further, environmental effects such as the presence of hydration shells and
counterions make ab initio calculations even more challenging (14,15,22).

In this chapter, we will review a complementary (to first-principle
approaches) way to look at DNA, namely, model Hamiltonians. They play
a significant role in filtering out possible charge transfer and transport mech-
anisms as well as in guiding the more involved first-principle investigations.
We are not aiming at a thorough review of Hamiltonian-based theories. In fact,
because the authors belong to the “physical community,” model approaches
for charge transfer formulated in the “chemical community” will not be the
scope of this chapter. The interested reader can consult refs. 23–28. We are
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also not considering the infiuence of electron–electron interactions on
charge transport, an issue that needs further clarification (29,30). In the next
two sections, we discuss models describing the infiuence of static disorder
and dynamic effects on charge propagation in DNA. For the sake of presen-
tation, we discuss both factors in different sections. Nevertheless, the reader
should be aware that, realistically, the interplay between them is expected to
be closer.

2. STATIC DISORDER

DNA oligomers consist of four building blocks (oligonucleotides): adenine
(A), thymine (T), cytosine (C), and guanine (G). As is well known, they
have specific binding properties, i.e., only A-T and G-C pairs are possible
(see Fig. 1). Sugar and phosphate groups ensure the mechanical stability
of the double helix and protect the base pairs. Because the phosphate groups
are negatively charged, the topology of the duplex is only conserved if it is
immersed in an aqueous solution containing counterions (Na+, Mg+) that
neutralize the phosphate groups. Thus, experimenting on “dry” DNA usually
means that the humidity has been greatly reduced, but there are still water
molecules and counterions attached to the sugar–phosphate mantle.

The specific base-pair sequence is obviously essential for DNA to fulfill
its function as a carrier of the genetic code. However, this same fact can be
detrimental to charge transport. The apparently random way in which the
DNA sequence is composed strongly suggests that a charge propagating
along the double helix may basically feel a random potential, leading to
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backscattering. It is well known that in a one-dimensional (1D) system with
uncorrelated disorder, all electronic states are completely localized
(Anderson localization). However, correlated disorder with, for example,
power-law correlations (31) may lead to delocalized states within some special
energy windows in the thermodynamic limit, the exact structure of the
spectrum being determined by the so-called scaling exponent α. This quantity
describes the correlation properties of a random process (31,32), specifi-
cally, the length-dependence of the position autocorrelation function:
C(l) ~ l−α . Thus, α = 0.5 corresponds to a pure random walk, whereas other
values indicate the presence of long-range correlations and hence, the
absence of relevant length scales in the problem (self-similarity).

Some of the main issues to be addressed when investigating the role of
disorder in DNA are, in our view, the following. First, is the specific base-pair
sequence in DNA completely random (Anderson-like) or do there exist
(long-or short-range) correlations? Second, a measure for the degree of
confinement of the electronic wave function is given by the localization
length ζ (33). Are the resulting localization lengths larger or smaller than the
actual length L of the DNA segments studied in transport experiments? For
ζ >>L, the system may appear to be effectively conducting, despite the pres-
ence of disorder, although in the thermodynamic limit, all states may remain
localized. Clarification of these issues requires close cooperation between
experimentalists and theoreticians. In what follows, we review some theoret-
ical studies addressing these problems.

The simplest way to mimic a DNA wire is by assuming that after charge
injection, the electron (hole) will basically propagate along one of the
strands (the inter-strand coupling being much smaller), so that 1D tight-
binding chains can be a good starting point to minimally describe a DNA
wire. Roche (34) investigated such a model for poly(GC) and λ-phage DNA,
with on-site disorder (resulting from the differences in the ionization poten-
tials of the base pairs) and bond disorder ~ cos θn,n+1 related to the twisting
motion of nearest-neighbor bases along the strand, θn,n+1 being independent
Gaussian-distributed random variables. Poly(GC) displays two electronic
bands and thermal fluctuations reduce the transmission peaks and also,
slightly, the band widths. The effect of disorder does not appear to be very
dramatic. In the case of λ-phage, however, the transmission peaks are
considerably diminished in intensity and in number with increasing chain
length at zero temperature, because only a few electronic states are not
backscattered by the random potential profile of the chain. Interestingly, the
average Ljapunov exponent, which is related to the localization length,
increases with increasing temperature, indicating that despite thermal fluc-
tuations, many states are still contributing to charge transport.
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In an early paper, Roche et al. (35) used scaling coefficients (Hurst expo-
nents), which usually indicate the existence of long-range correlations
in disordered systems. Their results showed that, e.g., DNA built from
Fibonacci sequences has a very small Hurst exponent (indicating strong
correlations). Uncorrelated random sequences show strong fragmentation
and suppression of transmission with increasing length, whereas in correlated
sequences, several states appear to be rather robust against the increasing
rate of backscattering. Hence, it may be expected that correlated disorder
will be more favorable for long-distance carrier transport in DNA wires.

Another typical example of correlated disorder was presented by
Alburquerque et al. (36) within a 1D tight-binding model. The authors inves-
tigated the quasi-periodic Rudin-Shapiro sequence as well as the human
genome Ch22. As expected, the transmission bands became more and more
fragmented with increasing number of nucleotides. Although for very long
chain lengths, all electronic states did tend to be completely localized, long-
range correlations yielded large localization lengths and thus transport might
still be supported for special energy points on rather long wires.

Zhu et al. (37) formulated an effective tight-binding model including only
HOMO and LUMO of poly(GC) together with on-site Coulomb interac-
tions. On-site and off-diagonal disorder, related to fluctuations of the local
electrostatic potential (38) and to the twisting motion of the base pairs at
finite temperatures, respectively, were also included. The main effect of the
Coulomb interaction was to first reduce the band gap, so that the system
goes over to a metallic state, but finally the gap reappears as a Coulomb-
blockade gap. Twisting disorder was apparently less relevant for short wires
and low temperatures.

A very detailed study of the localization properties of electronic states
in two minimal models of different DNA oligomers [poly(GC), λ-DNA,
telomeric DNA] was presented by Klotsa et al. (39): a fishbone model
(40–42) and a ladder model. Both models fulfill the minimal requirement of
showing a band gap in the electronic spectrum, mirroring the existence of
a HOMO-LUMO gap in isolated DNA molecules. However, the ladder model
allows for the inclusion of interstrand effects as well as of the specific base-
complementarity typical of the DNA duplex, an issue that cannot be fully
captured by the first model. The authors were mainly interested in environ-
mentally induced disorder. Hence, they assumed that only the backbone sites
are affected by it, while the nucleotide core is well screened. Nevertheless,
as shown by a decimation procedure (39), disorder in the backbone sites can
induce local fluctuations of the on-site energies on the base pairs (gating
effect). Uniform disorder (where the on-site energies of the backbones
continuously vary over an interval [−W, W], W being the disorder strength)
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is shown to continuously reduce the localization length, as expected. For
binary disorder (on-site energies take only two possible values, ±W/2), as it
may arise by the binding of counterions to the backbone sites, the situation is
similar up to some critical disorder strength Wc. However, further increase
of W leads to unexpected behavior: the localization length on the electronic
side bands is suppressed but a new band around the mid-gap with increasing
localization length shows up. Thus, disorder-induced delocalization of the
electronic states is observed in some energy window. This result, obtained
within a simple model, may be supported by first-principle calculations (22),
which clearly show that the environment can introduce additional states in
the molecular band gap.

Most of the foregoing investigations considered on-site disorder only. The
influence of off-diagonal short-range correlations was investigated by Zhang
and Ulloa (43) in λ-DNA. They showed that this kind of disorder can definitely
lead to the emergence of conduction channels in finite systems. For some
special ratios of the nearest-neighbor hopping amplitudes, there may even
exist extended states in the thermodynamic limit. As a consequence, the
authors suggested that λ-DNA may show a finite current at low voltages.

Caetano and Schulz (44) investigated a double-strand model with uncor-
related disorder along the single strand, but taking into account the binding
specificity of the four bases when considering the complementary strand (A-T
and G-C). Participation ratios P(E) were computed, which give a measure of
the degree of localization of electronic states. P(E) is, for example, almost
zero for localized states in the thermodynamic limit. The results suggest that
interstrand correlations may give rise to bands of delocalized states, with
a participation ratio that does not appreciably decay with increasing length.

3. DYNAMICAL DISORDER

In the previous section, we presented several studies related to the influence
of static disorder on the charge-transport properties of different DNA
oligomers. Here, we address a second aspect of high relevance, namely
the impact of dynamic disorder related to structural fluctuations on
charge propagation. Considering the relative flexibility of DNA, one may
expect that vibrational modes will have a strong influence on the charge
motion via a modification of electronic couplings.

The markedly small decay rates found in electron-transfer experiments
(1) have led to the proposal that, besides unistep superexchange mecha-
nisms, phonon-assisted hole-hopping might also be of importance (26). The
hole can occupy a specific molecular orbital, localized on a given molecular
site; it can also, however, extend over several molecular sites and build 
a polaron, which is basically a lattice deformation accompanying a propagating
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charge. It results from the energetic interplay of two tendencies: the tendency
to delocalize the charge, thus gaining kinetic energy, and the tendency to
localize it with a consequent gain in elastic energy. The softness of the
DNA molecule and the existence of modes that can appreciably affect the
inter-base electronic coupling (like twisting modes or H-stretching bonds)
makes this suggestion very attractive (45,46). Conwell and Rakhmanova
(46) investigated this issue using the Su-Heeger-Schrieffer (SSH) model,
which is known to entail rich nonlinear physics and which has been exten-
sively applied to study polaron formation in conducting polymers. The SSH
model deals classically with the lattice degrees of freedom while treating the
electrons quantum mechanically. The calculations showed that a polaron
may be built and be robust within a wide range of model parameters. The
influence of random base sequences was apparently not strong enough to
destroy it. Thus, polaron drifting may constitute a potential transport mech-
anism in DNA oligomers.

The potential for the lattice displacements was assumed to be harmonic
(45,46). Interstrand modes like H-bond stretching are, however, expected to
be strongly anharmonic; H-bond fluctuations can induce local breaking of
the double-strand and have thus been investigated in relation to the DNA
denaturation problem (47). To investigate this effect, Komineas et al. (48)
studied a model with strong anharmonic potentials and local coupling of the
lattice to the charge density. The strong nonlinearity of the problem led to
a dynamic opening of bubbles with different sizes that may eventually trap
the polaron and thus considerably affect this charge-transport channel.

Zhang et al. (49,50) studied a simple model that describes the coupling of
torsional excitations (twistons) in DNA to propagating charges and showed
that this interaction leads to polaron formation. Twistons modify the inter-
base electronic coupling, although this effect is apparently weaker than, e.g.,
in the Holstein model (51), because of the strong nonlinearity of the twistons
restoring forces as well as of the twiston–electron coupling. For small restoring
forces of the twisting modes and in the nonadiabatic limit (“spring constant”
much larger than electronic coupling), the interbase coupling is maximally
perturbed and an algebraic band reduction is found that is weaker than the
exponential dependence known from the Holstein model. Thus, it may be
expected that the polaron will have a higher mobility along the chain.

The observation of two quite different time scales (5 ps and 75 ps) in the
decay rates of electron transfer processes in DNA, as measured by femtosec-
ond spectroscopy (52), was the main motivation of Bruinsma et al. (53) to
investigate the coupling of the electronic system to collective modes of the
DNA cage. For this, they considered a tight-binding model of electrons
interacting with two modes: a twisting mode, which mainly couples to the
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interbase π-orbital matrix elements, and a linear displacement coupling to
the on-site energies of the radical and acting as a local gating of the latter. In
the strong-coupling, high-temperature limit, the hopping matrix elements
can be treated perturbatively and build the lowest energy scale. Transport has
thus a hopping-like character. In analogy with electron-transfer theories, the
authors provide a picture where there are basically two reaction coordinates
related to the above-mentioned linear and angular modes. The strong thermal
fluctuations associated with the twisting motion are shown to introduce two
time scales for electron transfer that can be roughly related to optimal (short)
and nonoptimal (long) relative orientation of neighboring base pairs.

In several papers, Hennig et al. (54,55) and Yamada (56) formulated
a model Hamiltonian where only the relative transverse vibrations of bases
belonging to the same pair are included. Their calculations showed the for-
mation of stable polarons. Moreover, the authors suggested that poly(GC)
should be more effective in supporting polaron-mediated charge transport
than poly(AT), because for the latter, the electron-lattice coupling was
found to be about one order of magnitude smaller. Although the authors
remarked that no appreciable coupling to twisting distortions was found by
their semi-empirical quantum chemical calculations, this issue requires
further investigation in view of the previously presented results (49,50,53).
Disorder did not appear to have a very dramatic infiuence in this model;
the localization length only changed quantitatively as a function of the
disorder strength (56).

Asai (57) proposed a small polaron model to describe the experimental
findings of Yoo et al. (11) concerning the temperature dependence of the
electrical current and of the linear conductance. Basically, he assumed that
in poly(GC), completely incoherent polaron hopping dominates whereas in
poly(AT), quasi-coherent hopping, i.e., with total phonon number conserva-
tion, is more important. As a result, the temperature dependence of the above
quantites in both molecules is considerably different.

In complement to the foregoing research, which mainly addressed indi-
vidual vibrational modes of the DNA cage, other studies have focused on
the influence of environmental effects. Basko and Conwell (58) used a
semi-classical model to describe the interaction of an injected hole in DNA,
which is placed in a polar solvent. Their basic conclusions pointed out that
the main contribution was provided by the interaction with water molecules
and not with counterions; further, polaron formation was not hindered by
the charge–solvent coupling; rather, the interaction increased the binding
energy (self-localization) of the polaron by around half an eV, which is
much larger than relevant temperature scales. Li and Yan (59) as well as
Zhang et al. (60) investigated the role of dephasing reservoirs in the spirit
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of the Buettiker-D’Amato-Pastawski model (61,62). Segal et al. showed that
a change in the length scaling of the conductance can be induced by the
dephasing reservoirs as a result of incoherent phonon-mediated transport, a
result known from electron-transfer theories (63). In a similar way, Feng and
Xiong (64) considered gap-opening a result of the coupling to a set of two-level
systems, which simulate low-lying states of the bosonic bath. Gutierrez et al.
(41,42) discussed electron transport in a “broken-ladder” model in the pres-
ence of a strong dissipative environment simulated by a bosonic bath. It was
found that the environment can induce virtual polaronic states inside the
molecular band gap and thus lead to a change in the low-energy transport
properties of the system. In particular, the I-V curves display α non-zero
slope at low voltages as a result of phonon-assisted hopping. We note that
these latter results are quite similar to those found in ab initio calculations,
showing that water states can appear between the π-π* gap (65), thus effec-
tively introducing shallow states similar to those in doped bulk semiconduc-
tors. These states may support activated hopping at high temperatures.

We finally mention that the role of nonlinear excitations (solitons,
breathers) in the process of denaturation of DNA double strands (47,66,67)
and in the transmission of “chemical” information between remote DNA seg-
ments (68) was addressed early on in the literature. Because these approaches
are not directly connected with the issue of charge transport in DNA wires
between electrodes, we do not go into further detail. They may, however,
reveal a novel, interesting mechanism for transport and deserve a more
careful investigation.

4. CONCLUSIONS

Although much progress has been made in the past decade in clarifying
the relevant transport mechanisms in DNA oligomers, a coherent, unify-
ing picture is still lacking. The experimental difficulties involved in giving
reliable transport characteristics of this molecule make the formulation of
model Hamiltonians quite challenging. The theoretical research presented
in this chapter shows that charge transport in DNA is considerably influenced
by both static and dynamical disorder. Long-range correlated disorder can
play a role in increasing the localization length beyond the relevant
molecular length scales addressed in experiments, thus making DNA
effectively appear to be a conductor. This effect may be supported or coun-
teracted by thermal fluctuations arising from internal (vibrations) or
external (solvent) modes leading to increased charge localization or to
incoherent transport.

The presented models only focus on the equilibrium or low-bias limit of
transport. However, real transport experiments probe the molecules at finite
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voltages and hence, nonequilibrium effects also must be considered. This, of
course, makes the mathematical treatment as well as the physical interpreta-
tion more involved. Considerable effort has been made recently to deal with
this issue (69–71); however, addressing these studies goes beyond the scope
of this chapter.
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Summary
Genetic engineering has recently emerged as a popular tool for tailoring biolog-

ical macromolecules to function in nonnative environments. Most protein optimiza-
tion efforts have advanced in large part as a result of significant advances in the
methods and procedures of genetic engineering, most notably, directed evolution.
Directed evolution mimics natural selection by combining techniques in genetic
modification with differential selection. Most protein engineering research focuses
on improving the thermal and chemical properties of enzymatic proteins for phar-
maceutical applications. However, the recent emergence of nanobiotechnology has
led researchers to broaden the scope of directed evolution. This chapter describes a
strategy for tailoring the electronic and photochemical properties of proteins for per-
formance in device applications. Among the many photoactive proteins found in
nature, bacteriorhodopsin and its eubacterial counterpart, proteorhodopsin, are two
leading candidates for protein-based device applications. The intrinsic stability,
branched photochemistry, and photovoltaic properties of bacteriorhodopsin and pro-
teorhodopsin make both proteins excellent candidates for three-dimensional volu-
metric memories, real-time holographic media, protein-based semiconductor
devices, and artificial retinas.
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1. INTRODUCTION
1.1. Rationale for Protein-Based Devices

The increasing demand for speed, miniaturization, and complex architec-
tures has encouraged investigators to search for alternatives to traditional
lithography. When fabricating materials no larger than one-thousandth of a
micron (nanometer), lithographers frequently use fault-tolerant designs to
cope with the high error rates and the thermodynamic interactions that occur
between nanoscale structures. The caveat to using fault-tolerant designs is
that they rarely match the high level of functional complexity that is observed
in biological machinery (1). A key point of the present chapter is that the
combination of biotechnology and nanoscale manipulation may provide
solutions that have a comparative advantage.

Microorganisms rely on a highly ordered assembly of macromolecules for
intercellular communication, motion, metabolism, and information processing.
Protein engineers presently use high-throughput screening methods in concert
with novel mutagenesis strategies to tailor these biological molecules for
performance in protein-based device applications. Current efforts in this field
are directed toward the generation of protein-based circuitry, photovoltaic fuel
cells, field effect transistors, motion-tracking devices, spatial light modulators,
artificial retinas, three-dimensional (3D) removable memories, and holo-
graphic associative processors (2–11). These protein-based devices offer a
comparative advantage over modern-day semiconductors based on the scale,
speed, and efficiency with which these molecules process information.

Over the course of natural evolution, genetic mutations accumulate and
are manifested in changes in the structure and function of biological mole-
cules. The accumulation of lethal mutations frequently leads to cell death,
whereas the accumulation of beneficial mutations may enable the host
organism to overcome a select environmental pressure. If nature can use
genetic diversification and selective pressure to create highly efficient,
genetically versatile machines, it is expected that they can be modified to
function in protein-based devices. Consequently, directed evolution has
become a staple of most endeavors to optimize biological macromolecules
for performance in nonnative environments.

Directed evolution is a genetic strategy used to optimize the inherent
properties of a biological macromolecule via iterative rounds of diversification
and differential selection (12–17). Investigators have classically used directed
evolution to optimize the thermal stability, chemical stability, and substrate
specificity of proteins used in therapeutic and industrial applications
(18–22). By using directed evolution to select for atypical phenotypes requires
the concurrent development of a novel screening system. Traditionally,
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hyperthermophilic and psychrophilic microorganisms have been used to
express and expose mutant libraries to extreme temperatures (17,23,24). As
the stringency of the thermal selection is increased, the surviving genetic
variants are isolated and characterized for one of more beneficial mutations.
This approach has been used to enhance the melting temperature (Tm) of an
enzymatic protein by more than 30°C, relative to the native form of the
enzyme (25).

With the advent of bio-nanotechnology, investigators are now looking to
optimize photoactive proteins to function in optoelectronic and photovoltaic
environments (22,26–28). A selection strategy for optimizing the optoelec-
tronic and thermal properties of photoactive proteins will be discussed in the
following sections.

1.2. Bacteriorhodopsin

Among the many macromolecules being investigated for use in bioelec-
tronic devices are bacteriorhodopsin (BR), and its recently discovered
cousin proteorhodopsin (PR). BR is a photoactive protein found in the outer
membrane of the archaeon Halobacterium salinarum (29,30). Within the
lipid bilayer of the membrane, BR monomers are arranged in a 2D hexag-
onal lattice of trimers (31). The crystalline arrangement of trimers enables
BR to trap light in all polarizations and remain functionally active in the
most inhospitable environments. Over the past three billion years, BR has
adapted to environments with extreme temperatures, pH values, radiation,
and salinity.

When environmental oxygen becomes scarce and aerobic respiration
demanding, H. salinarum expresses BR to generate energy via photosynthesis
(32,33). The primary light-absorbing moiety of BR is an all-trans retinal mole-
cule that is covalently bound to the protein via a protonated Schiff base linkage
(Fig. 1A). Light absorption initiates a photocycle that is coupled to structural
changes in the chromophore–protein environment. The primary photochemical
reaction involves the conversion of all-trans retinal into a high-energy cis con-
formation. Interactions between the high-energy chromophore and the dynamic
apoprotein environment are monitored as a series of spectrally discrete interme-
diates labeled bR, K, L, M, N, and O (Fig. 1B). Each photocycle results in the
translocation of a single proton across the membrane of the organism, a process
that operates with a quantum efficiency of 0.65 (34).

One of the unique features of the BR photocycle is a branched pathway
that is comprised of the P1, P2, and the near-permanent Q state (Fig.1B)
(35,36). Unless the O state is illuminated with red light, it will thermally
decay back to bR. However, if the O state absorbs a photon of red light, it

Directed Evolution and Photoactive Proteins 123



will enter the branched photocycle. It is the branched photochemistry of BR
that makes it possible to optically write, read, and erase data from the pro-
tein (10,11). The origin of the branched photocycle is unclear. Although it is
possible that this photochemistry is an unwanted artifact that has been min-
imized by evolution, the observation that a significant fraction of random
mutants have lower-efficiency branching suggests that nature has not mini-
mized but rather adjusted the efficiency. That is, the branching reaction pro-
vides some comparative advantage to the organism. One possibility is that
the P and Q states serve as sunscreens to minimize DNA photodamage (35).
An alternative is that at high light intensity, it is advantageous to decrease
the magnitude of photoactive protein by transferring a portion of the popu-
lation to a non-proton-pumping state to avoid the generation of too large a
pH gradient. Regardless of the biological origin, the presence of a branched
photocycle provides an excellent template for 3D data storage as discussed
under Subheading 2.
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Fig. 1. The structure and photocycle of bacteriorhodopsin. Panel A highlights the
important amino acids that contribute to the light-driven photocycle. The key interme-
diates, along with each absorption maximum, of the primary (bR, K, L, M, N, and O)
and branched (P and Q) photocycle are shown in panel B.



1.3. Rhodopsin

One might expect the visual pigment rhodopsin to be applicable to opto-
electronic device applications because of its structural similarities with BR.
However, the ejection and subsequent regeneration of the retinal cofactor in
rhodopsin poses a major problem that is not easily solved (34). Upon light
activation, the chromophore is isomerized from 11-cis to all-trans and is sub-
sequently ejected from the binding pocket of the protein (37). The retinal
cofactor is later transported back to the outer rod segment through a series of
enzymatic reactions. The protein remains nonfunctional until the retinal
cofactor is regenerated and spontaneously reconstituted into the apoprotein
binding pocket, a process that can take up to several minutes. However, there
are visual pigments expressed by certain invertebrates that provide binary
responses without chromophore expulsion. Further investigation is needed to
determine whether the unique optical qualities of these photoactive pigments
provide them with a comparative advantage over existing counterparts.

1.4. Proteorhodopsin

PR is a light-transducing protein found in the membranes of an unculti-
vated clade of γ-proteobacteria known as SAR86 (38,39). The protein was
discovered by researchers using environmental sequencing techniques to
characterize large-scale samples of DNA from oceanic samples off the coast
of Monterey Bay in California (40,41). Analysis of the DNA libraries
revealed an open reading frame with a high degree of sequence homology
with the bacterio-opsin (bop) coding sequence. Flash photolysis studies have
confirmed that PR appears to pump protons from the intracellular to the
extracellular face of Escherichia coli membranes, an observation that sug-
gests that PR serves as a proton pump in vivo (38,39).

Since the initial discovery of PR, investigators have identified several vari-
ant forms of the protein. The two primary subgroups of PR are characterized
in terms of absorption maxima as green-absorbing (GPR) or blue-absorbing
(BPR) variants. Significant discrepancies exist between the photochemical
and optical properties of the two primary PR subgroups (39,42,43). The
green-absorbing variants possess a photocycle rate (~15 ms) that is reminiscent
of BR, whereas the photocycle of the blue-absorbing variants is much less
efficient (~150 ms) (39,42). Although additional investigation of PR is needed,
photonic device applications may benefit from the unique optical properties
inherent to the PR subgroups.

For any of the above-mentioned proteins to function in high-temperature
device environments, the thermal stability and inherent lifetime of the protein
must be optimized. The following sections will review methods and strategies
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currently being employed to optimize photoactive proteins for performance
in electronic environments.

2. BIOELECTRONIC DEVICE APPLICATIONS

2.1. Protein-Based Memory Architectures

There are three primary architectures under consideration that use proteins
as the photoactive element: holographic binary, Fourier-transform associative,
and branched-photocycle volumetric (10,26,28,34,44–46). During the
1990s, most of the time and effort was directed toward optimizing the optical
and electronic architectures to accommodate the characteristics of the proteins
(10,34,45,46). Much of the recent research in this area has been directed
toward miniaturization of the memory architecture or optimization of the
protein to accommodate lower-power lasers (26,28). The purpose of this
section is to introduce the reader to the architectures under study and
describe those aspects of the protein that require further optimization.
Virtually all of the work on protein memories has been carried out using BR,
but our group and many others are currently investigating PR for these
applications with encouraging results.

2.2. Holographic Memories

Holographic memories store information within a refractive index gradient
that has been created by coherent laser beams that intersect an active volume ele-
ment within a photoactive medium (47–50). Most holographic optical memories
use materials that undergo a change in refractive index in response to light, and
the memories work best if the response is linear and results in a diffraction effi-
ciency of 3% or greater (47–53). Retinal proteins like BR and PR are useful
photoactive components for holographic memories because these proteins
photoconvert to form a blue-shifted species under irradiation. For clarity, we will
limit our discussion to BR, but note that PR has very similar properties.

Short-term (real-time) holographic systems use the M state, which as
shown in Fig. 2, is actually two states (M1 and M2) with identical absorption
maxima (~410 nm). For the purposes of discussion, these two states are
normally referred to as the M state. For long-term holography, the branched
photocycle provides access to the P and Q states. The Q state has a lifetime of
many years in the native protein and the long lifetime is preserved in all of the
mutants that we have studied. The long lifetime of Q is believed to be associ-
ated with the unique properties of this state, which consists of a 9-cis retinal
chromophore created by hydrolysis of the protonated Schiff-base linkage due
to unfavorable steric interactions with the protein residues in the binding site
(35,36). Because 9-cis retinal can neither enter nor leave the binding site as
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a result of steric constraints, the chromophore translocates to an unknown but
nearby position within the binding site. Reversion back to bR requires 9-cis to
all-trans isomerization, which has a barrier of approx 190 kJ/mol in the
ground state (10,35). The value of the Q state to data storage derives not only
from the long lifetime but the efficient photochemical conversion of Q back to
bR, which is not only efficient but occurs with high cyclicity under the appro-
priate conditions (10,35). We note for completeness that the P state is actually
two states (P525 [or P1] and P445 [or P2]) that form in sequence but remain in
equilibrium under most conditions (35). As is the case for the M state, we will
use the term P state to  reference both states simultaneously.

The key to creating a useful holographic material is to alter the refractive
index in a region of the photoactive component where absorption is at a mini-
mum. The change in refractive index associated with the formation of M and Q
is wavelength-dependent and is shown in Fig. 3. Refractive and diffractive
properties were calculated based on conversion of a solution of pure bR con-
verted to a 50:50 mixture of the blue-shifted state (either M or Q). Wavelength-
dependent diffraction efficiency was calculated using the Kogelnik equations
(54), which have been shown to yield reliable results when one bases the cal-
culations on a 50:50 product mixture (6,34,45,55-57). Although the Q state pro-
vides a slightly larger diffraction efficiency (8.5% at 665 nm) than that
generated using the M state (6.4% at 670 nm), the M state can be formed with
much higher efficiency. The distinct advantage of the Q state is lifetime.
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Fig. 2. The primary and branched photocycles of bacteriorhodopsin showing the
key stable and metastable states in blocks. The M1 and M2 states have variable life-
times, from 10 to 2000 ms based on the variant, whereas the Q state has a lifetime of
many years. Thus, real-time holography uses the M1 and M2 states and long-term
holographic data storage uses the Q state. The branched-photocycle volumetric opti-
cal memory uses bR to represent bit 0 and the P and Q combination to represent bit 1.



Space constraints preclude a discussion of holographic memory architec-
tures. The interested reader is directed to the following papers and reviews for
a discussion of protein-based holographic memories and other protein-based
holographic applications (6,10,26,57–62).

2.3. Branched-Photocycle Memories

Three-dimensional volumetric memories based on BR use the bR state to
represent bit 0 and the P and Q states to represent bit 1. The latter states are
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Fig. 3. Kramers-Kronig analyses of the refractive properties of bacteriorhodopsin
films with protein concentration adjusted to yield an optical density of 5 at λmax
(570 nm). The top figure shows conversion to the M state and the bottom figure
shows conversion to the Q state. Refractive and diffractive properties were calcu-
lated based on pure bR vs a 50:50 mixture of the blue-shifted state. Note that the Q
state provides a slightly larger diffraction efficiency (8.5% at 665 nm) than that gen-
erated using the M state (6.4% at 670 nm). The wavelength-dependent refractive
index change is also shown.



generated by using the branching reaction shown in Figs. 1 and 2. The write
process involves two steps. The first is called paging and involves the use of
a tightly focused beam of light to initiate the photocycle in a thin sheet (or
page) within a well defined region of the volumetric medium. The second
uses an orthogonal write beam of light which has the horizontal and vertical
dimensions of the page and onto which the data to be written has been
imposed by using a spatial light modulator. The timing of the write beam is
adjusted to maximally intercept the O state while rigorously avoiding the K
state. The wavelength of the write beam is adjusted to a value which mini-
mizes absorption by bR while maximizing absorption by O, a wavelength in
the range of 640 to 680 nm. The write beam then initiates the branching
reaction in those regions within the data cuvet where the paging beam and
write beam have crossed, and in those regions only. The read process follows
a similar sequence but uses a low-power write beam in which the spatial
light modulator has turned on all the data bits. The image of the write beam
is monitored by a 2D charge-coupled device (CCD) detector that has a res-
olution identical to the spatial light modulator. In those regions of the page
in which no data have been written, the BR photocycle is initiated and O
state is formed. The O state preferentially absorbs the light relative to those
regions in which P and Q have been formed and when this page is imaged
onto the array detector, those voxels with bit 1 are brighter than those with
bit 0. The data are erased one page at a time by using a blue laser to the P
and Q states and photochemically driving them back to BR. We have signif-
icantly oversimplified the details of how the branched-photocycle memory
works, and the interested reader should consult ref. 10 for more details on
the architecture. What is clear from the above discussion, however, is the
importance of having a photochemically efficient branching reaction. The
native protein has a low quantum efficiency for the O-to-P photochemical
reaction (Φ ≈ 0.001) and provides a relatively low maximum concentration
of the O state (~3%). The combination requires that a memory designed to
use the native protein adopt relatively high-power write lasers (>100 mW).
A significant effort in our research laboratory has been directed to improv-
ing the efficiency of the branching reaction.

3. OPTIMIZATION STRATEGIES FOR PHOTOACTIVE
PROTEINS

3.1. Genetic Diversification Methods

Directed evolution has emerged as a powerful method for tailoring proteins
to a variety of industrial, commercial, and therapeutic applications (18–22).
Although the biochemical characteristics of thousands of enzymatic proteins
have been elucidated, only a small percentage of those macromolecules are
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actually utilized in industrial processes. The reason for this small percentage
is that most biological molecules are specialized to function in natural
ecosystems rather than synthetic environments. Although researchers have
gained momentum in elucidating the structural motifs responsible for
enzyme activity, most of the intramolecular interactions contributing to pho-
tophysical properties remain unknown. As a result, novel genetic diversifi-
cation methods and high-throughput screening strategies are needed for the
photophysical optimization of photoactive proteins.

The most commonly used method for modifying the genetic coding
sequence of a protein is known as site-directed mutagenesis (SDM). This
targeted mutagenesis technique is highly efficient at replacing a single
amino acid in the primary structure of the protein and provides a compara-
tive advantage over less specific methods that rely on chemicals and ultra-
violet (UV) light. However, the enormous number of unique substitutions
that are possible in moderate to large proteins make it extremely challeng-
ing for investigators to probe the entire genetic landscape using SDM. A
protein with 250 amino acids has 4750 single-mutation combinations and
11.2 million double-mutation combinations (26). It would be nearly impos-
sible for any laboratory to investigate several million genetic constructs in
a reasonable amount of time using SDM methods. As a result, protein engi-
neers are now turning to global diversification techniques and high-
throughput screens to explore and optimize the genetic landscape of any
protein of interest. Alternatives to SDM presently include random mutage-
nesis, semi-random mutagenesis, and a varied collection of in vitro recom-
bination techniques (63,64).

The random mutagenesis and in vitro recombination methods that have
been developed in the past decade include the following: random and semi-
random mutagenesis, DNA shuffling, the staggered extension process
(StEP), and randomly primed recombination, to name a few (17,18,63–66).
In contrast to classic mutagenesis techniques, in vitro recombination meth-
ods are used to shuffle multiple genes or multiple variants of a single gene,
thereby increasing the diversity of the mutant library. Recombination meth-
ods offer a comparative advantage over targeted mutagenesis because of the
significant degree of sequence space that can be explored. The introduction
of genetic diversity into large regions of a gene is especially important when
probing for intramolecular associations that contribute to a desired pheno-
type of interest. Combining these genetic diversification techniques with an
effective screening system is the most challenging hurdle now facing protein
engineers. The remainder of this chapter will describe a specialized
approach that can be applied to the photophysical and thermal optimization
of a photoactive protein.
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3.2. Photophysical Optimization of a Photoactive Protein

Photoactive proteins typically have individual residues, or an isolated group
of residues that contribute to the photochemistry of the molecule. To identify
these residues, previous investigations have utilized semi-random (saturation)
mutagenesis to create functional maps of the bop coding sequence (26). A total
of 800 mutants were created from 17 regions (~15 amino acids in length) of
the bop gene. The variant bop genes possessed an average of 2.6 amino-acid
changes (these mutants also possessed an additional 1.1 silent amino-acid
changes) (26).

The functional maps shown in Fig. 4 illustrate the number of amino-acid
substitutions that occurred at each position of the bop gene. Interestingly, sub-
stitutions were not observed for several residues of known functional relevance
to the protein. Many of these residues contribute to the steric and electrostatic
environment of the retinal-binding pocket (67,68). Future optimization studies
can benefit from these maps by using site-directed saturation mutagenesis to
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Fig. 4. Amino-acid functional map of bacteriorhodopsin created from a saturation
mutagenesis study. Residue positions with no substitutions were deemed sensitive to
mutation and did not form a purple membrane when expressed in Halobacterium
salinarum.



explore the entire mutagenesis landscape at each of the previously identified
positions of interest. The mutants that display the most desirable photophysical
properties can then be used as a genetic starting point for optimization via
directed evolution.

In addition to creating functional maps of the bop gene, time-resolved
UV-vis spectroscopy was carried out to assess the photokinetic properties of
all 800 semi-random mutants. The two primary targets of this photokinetics
study include the most blue-shifted (M) and red-shifted (O) intermediates in
the BR photocycle. The M state is readily detectable by spectroscopic tech-
niques and has been tailored chemically and genetically for use in holographic
devices (58,59). The O state has been genetically modified for performance in
binary photonic memory architectures because of its relevance to the branched
photocycle of the protein (35,36).

Of the 800 semi-random mutants that were analyzed for improved M-
and O-state lifetimes, most possessed photokinetic properties that were
comparable to the wild-type protein. Despite the vast number of variants
with suboptimal kinetics, the semi-random study yielded a triple mutant
(A139G/M145K/L146P) with an M-state lifetime of 1100 ms. It is interest-
ing to note that the only mutant known to have a comparable M-state life-
time occurs at position 96. Mutating the aspartic acid at position 96 (the
proton-donating group) to asparagine prolongs the lifetime of the M state to
1050 ms (69). The D96N mutant has been shown to improve the holographic
sensitivity of BR by a factor of 100, thus highlighting the value of genetic
modification techniques.

Although M-state mutants may provide a comparative advantage for real-
time holographic processing, long-term holographic data storage requires a
more permanent photo-intermediate state. Figure 3 represents a two-state
holographic system that involves the bR resting state of the protein and the
near-permanent Q state. A single degree of angular separation is observed
between the multiple diffraction peaks shown in Fig. 5. The high resolution
and permanent nature of Q-based holographic diffraction media make it an
ideal system for storing multiple blocks of data over an extended period of
time. Accessing the Q state with high efficiency is the most formidable chal-
lenge in developing a Q-based memory system. Current efforts to optimize
the branched photochemistry of the protein include the reduction of the all-
trans → 9-cis barrier via a two-step genetic diversification strategy. This
genetic strategy will be used in concert with an in vivo screening system
designed to select for BR variants with high Q-state yields.

The primary phase of this two-step optimization strategy focuses on using
semi-random mutagenesis to probe for regions of the bop gene that con-
tribute to attractive O-state kinetics. By enhancing the lifetime and yield of
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the O state, the likelihood of accessing the P and Q states via binary photonic
activation is improved. The semi-random mutants with the most attractive
photokinetic properties will then be used as templates for in vitro recombi-
nation and high-throughput screening in the second phase of optimization.
The screening system will be designed to reduce the barrier to the branched
photocycle by selecting for variants with mutations that favor the 9-cis
geometry of the chromophore.

The O-state kinetics for the 800 semi-random mutants were analyzed and
plotted in Fig. 6. The histograms show that mutations made to residues in the
FG-loop region of the protein had the greatest impact on the lifetime of the
O state, relative to the native protein. Because certain residues located within
the FG-loop region (positions 194 → 208) are known to expedite the release
of a proton to the extracellular matrix during the photocycle, introducing
genetic diversity into this region has resulted in novel photokinetic properties
of the O state. Two of the most commonly studied residues in the FG-loop
region are the glutamic acids at positions 194 and 204. Genetic modification of
one or both of these residues leads to lengthened O-state lifetimes, relative to
the native protein. Not surprisingly, the mutant with the greatest O-state yield
was E194A (Q-value = 0.327). The Q-value of a photo-intermediate state is
determined by calculating the integral of the time-resolved absorbance trace,
normalized to the optical density (at λ max) of the sample. The Q-value of
wild-type protein is equal to 0.04. Using E194A as a parental template in
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Fig. 5. Q-based diffraction peaks measured in a 1-cm BR poly(acrylamide) cube
having an optical density of 1.5. Diffraction peaks were generated from diffraction
patterns in the cube having a 1° angular separation.



future optimization studies may further enhance the yield of O state and
improve the access to the branched photocycle.

A sextuple mutant (A196S/I198L/P200T/E204A/T205Q/F208Y) with a
2-s O-state lifetime was also identified in the initial screen of the 800
semi-random mutants. The mutations found in this protein variant illustrate
the intricacy of the relationships that exist between neighboring amino acids.
Future studies will use site-directed methods to determine which residues
are actively contributing to the observed photokinetic properties.
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Fig. 6. Histograms showing the correlation between the O-state lifetime and the
position of the mutated residue(s). The shaded regions of the bacteriorhodopsin struc-
tural model (inset) correspond to the shaded bars of the histogram. Similarly colored
regions indicate those residues altering the O-state intermediate. The top histogram
shows that most protein variants possess an O-state lifetime similar to the wild type.
A number of variants were identified with significantly greater O-state lifetimes, in
comparison to the native protein. These lifetimes are shown in the bottom histogram.



The second phase of the two-step optimization strategy will involve a high-
throughput analysis of the bop gene by combining in vitro recombination
methods with in vivo screening systems. The most promising M- and O-state
mutants from phase 1 will be shuffled using in vitro recombination methods.
This approach is designed to create novel intramolecular associations that
will enhance the branched photochemistry of the protein. The recombinants
will then be tested for enhanced Q-state yields by using a novel in vivo
screening system. Figure 7 shows that individual colonies of H. salinarum
can be indirectly screened for modulations in the branched photocycle of BR
at 690 nm. The in vivo response data provides information on the amount of
O state present and changes in the amount of O state are indirectly associated
with the creation of P and Q. As in vivo screening technology matures, a
broader range of proteins will be genetically tailored to function in optoelec-
tronic environments, as opposed to their native ecosystems.

3.3. Thermal Optimization of a Photoactive Protein

The performance of a protein in an electronic environment depends on the
stability of the macromolecule at elevated temperatures. Optimizing the thermal
stability of a biological macromolecule is dependent on a suitable host organ-
ism for the expression of mutant proteins. For increasing the thermostability
of BR, Thermus thermophilus was chosen.

T. thermophilus is an extremely thermophilic bacterium that grows in hot
springs and industrial composts (70). This thermophilic organism is highly
proficient at incorporating foreign DNA into its genome and is well-suited
for temperatures in excess of 80°C (71). Recently, genetic tools were created
for the expression of heterologous proteins in T. thermophilus. These tools
include thermostable antibiotic-resistance selection and high-copy-number
expression vectors (72). Such tools make T. thermophilus an efficient system
for expressing large numbers of mutant constructs at high temperatures.

Protein variants for expression in T. thermophilus are constructed using a
combination of random mutagenesis and the in vitro recombination methods
described above. Isolated protein is then screened in vitro (purified protein)
for increased thermostability relative to wild-type protein. Those mutants that
retain structural integrity at higher temperatures are isolated, tested for func-
tional stability, and used as starting points for further rounds of mutagenesis
and selection. Protein variants that retain functionally stability at the highest
thermoselection temperatures are subjected to β-testing in biomolecular elec-
tronic devices. The performance of thermostable mutants in device applications
determines whether or not additional optimization rounds are required.

The development of photokinetic and thermal screening systems is an impor-
tant step in optimizing biological macromolecules for performance in hybrid
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electronic device applications. The screening systems described above used BR
as a template for optimization but can be applied to any photoactive protein.

4. CONCLUSIONS

Biological macromolecules have been optimized to function in natural
ecosystems for nearly three billion years. During this time, microorganisms
have relied on proteins for motion, intercellular communication, and informa-
tion processing. Recent advancements in genetic engineering have provided
scientists with the tools needed to tailor these molecular machines to nonna-
tive environments. Optimizing the photophysical and thermal properties of
photoactive proteins, such as BR, is a significant step in tailoring biological
materials for performance in optical and electronic device architectures.
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8
DNA-Based Nanoelectronics

Rosa Di Felice and Danny Porath

Summary
We discuss the basic inspiration underlying the drive towards using DNA mole-

cules for nanotechnological applications, and focus on their potential use to
develop novel nanoelectronic devices. We thus review the current level of under-
standing of the behavior of DNA polymers as conducting wires, based on exper-
imental and theoretical investigations of the electronic properties, determined by
the π-π superposition along the helical stack. First, the importance of immobiliz-
ing molecules onto inorganic substrates in view of technological applications is
outlined: selected observations by suitable imaging techniques are noted. Then,
the emphasis is shifted to investigations of the electronic structure: disappointing
evidence for negligible conductivity, from both theory and experiment, on
double-stranded DNA molecules, has recently been counterbalanced by clear-cut
measurements of high currents under controlled experimental conditions that
rely on avoiding nonspecific molecule–substrate interactions and realizing
electrode–molecule covalent binding. As a parallel effort, scientists are now
tracing the route toward the exploration of tailored DNA derivatives that may
exhibit enhanced conductivity. We illustrate a few promising candidates and the
first studies on such novel molecular wires.

Key Words: DNA, experiment; nanoelectronics; nanoscience; theory.

1. INTRODUCTION

From a simply operational viewpoint, nanotechnology is a discipline
with the objective of fabricating tools, machines, and devices of various
kinds on the scale of 10–9 m, based on scientific principles that dominate at
this scale. Paradigms for nanotechnology can be schematized in two
classes: (1) the “top-down” approach consists of obtaining the desired tiny
products by sculpting from bulky precursors; (2) the “bottom-up” approach
is based on the opposite path, i.e., on assembling the nanoproducts directly
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by using nanosized bricks. Nature provides scientists with such elementary
nanosized building blocks: atoms and molecules. Thus, while physicists
and engineers were working in the last two decades on optimizing the proto-
cols for lithographically imprinting objects at the nanoscale, as well as on
improving the tools for manipulating, visualizing, and measuring atoms
and molecules (microscopies and spectroscopies), chemists were develop-
ing methods to synthesize and assemble molecules with pre-designed func-
tions, reactivity, and controllable recognition. In addition, biologists were
providing the chemists with special examples of molecules that in nature
behave as precise devices by themselves (motors, switches, converters,
assemblers, etc.). Hence, the field of bio-nanotechnology arises as a highly
interdisciplinary enterprise that may be defined as the use of biomolecules
and bioengineering tools to develop nanotechnology. The target applica-
tions span a huge range, from medicine and pharmacology (biocompatible
tissue implantation, drug design and delivery) to nanomechanics and nano-
electronics (mechanical, electronic, optical circuits of decreasing size and
increasing power), through heterogeneous catalysis and chemical sensing
(nanoparticles employed in chemical reactions to reduce pollution by consum-
ing exhaust gases, ion channels). Conceptual proposals (1,2) and reviews of
the progress achieved so far (3,4) can already be found in journals and
books. In particular, Merkle highlights the relative roles of self-assembly
and directed-assembly (2) on the way toward the exploitation of biotech-
nology tools into nanotechnology.

In this introductory section, we guide the reader to observe examples of
(bio)nanodevices occurring in nature, and identify the basic principles that
rule the construction and operation of such devices, from which we should
draw inspiration for the development of artificial bio-nanodevices
(Subheading 1.1); then, we present the main molecular actors on the natural
bio-nanotechnological stage, i.e., proteins and DNA (Subheading 1.2), and
focus on one of them, DNA, for nanoelectronic applications (Subheading 1.3).
Nanoelectronics is only one among a variety of programmable nano-
technological exploitations of biomolecules. Subheading 2 is devoted to
explaining the importance of molecular immobilization onto inorganic sup-
ports, and to show examples of successful attachment of DNA molecules
onto solid surfaces. Subheading 3 then comes to the core issue (electronic
properties) related to the use of DNA molecules for the fabrication of
devices able to conduct electricity: we report the current level of evidence
for the conductivity of native DNA and introduce alternative DNA-like can-
didates, based on topological and chemical manipulation of the double helix,
with potentially enhanced conductivity. Finally, we draw conclusions and
speculate on perspectives under Subheading 4.
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1.1. Inspiration from Nature as a Factory—Toward 
Self-Assembled Nanoelectronics

Remarkable natural examples of nanodevices exist in various biological
contexts: they may be taken as excellent starting points for designing the arti-
ficial nanomachines of the future. All of them draw attention to the key mech-
anism of self-assembly to realize complex objects through supra-molecular
chemistry (5). We note just a couple of them to illustrate the basic concepts
to realize artificial nanodevices.

Ribosomes are biological self-assembled plants for the production of func-
tional objects, i.e., proteins (6,7). These fascinating cell components repre-
sent the prototype for realizing biomimetic bottom-up strategies for the
self-assembly of functional devices using programmed molecular building
blocks. Ribosomes behave as protein assemblers, joining the constituents on
the basis of recognition principles. The natural plant operates in sequential
steps that are repeated in a cyclic routine until the desired protein is synthe-
sized, as schematically represented in Fig. 1. First, a ribosome immobilizes
a messenger RNA (mRNA) strand by coupling to it through nonchemical
interactions: the mRNA strand brings the sequence of the in-fieri peptide
chain encoded in a sequence of codons, each of which is a set of three
nucleotides and specifies one of the 20 amino acids that constitute natural
proteins. Second, a specialized enzyme working outside the ribosome specif-
ically (but not uniquely) associates a given amino acid to a partner transfer
RNA (tRNA) molecule by recognizing its terminal codon, and the amino acid
is covalently bound at the extremity of the tRNA polymer opposite to the
specific codon (see Fig. 1). Third, the tRNA with the attached amino acid is
captured by the ribosome, and its terminal codon recognizes the complemen-
tary codon on the immobilized mRNA strand. Fourth, the tRNA molecule is
released and a piece of the peptide chain has been put in place. Fifth, another
tRNA with its attached amino acid recognizes the following codon on the
mRNA strand, comes close to the previous one and the two neighboring
amino acids form peptide bonding, then the tRNA fragment is released and
the cycle goes on through steps three to five. In this fascinating spontaneous
procedure, covalent interactions are important, but much goes on by virtue of
recognition and self-assembly, assisted by the tailored structuring of the
participating species (e.g., the formation of the loop that encloses the terminal
codon in tRNA; see Fig. 1). To mention just a few key recognition steps, cru-
cial ones are the identification of the initial base triplet in mRNA, and the
association between complementary mRNA-tRNA codons.

Driven by the observation of these important principles that nature uses to
operate its machines, scientists proceeded towards the fabrication of artificial
devices based on the same rules.
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Rotaxanes and catenanes are natural switches from organic chemistry (8).
Figure 2 illustrates schematic models and specific molecular examples of
catenanes (left panel) and rotaxanes (right panel). A catenane is essentially
constituted of two interlocked rings and can work as a molecular switch (8):
in fact, the position of one of the rings can be moved between two stable
sites on the companion ring, by either electrochemical (as in the example in
Fig. 2) or optical activation. Chemical interaction is responsible for the sta-
bility of either site under changing environmental conditions, e.g., under the
addition or subtraction of an electron or photon. A rotaxane is constituted by
a circular molecular portion around a linear molecule terminated by two
caps that prevent the circular part from slipping out. It can similarly act as a
switch. Several other examples of natural nanodevices based on organic
molecular mimics can be found in recent books and review articles (8–11).
Whereas covalent and electrostatic forces control the operation of such
devices, self-assembly has been important in achieving chemical synthesis
procedures with a high yield.

Rotaxanes and catenanes are particular examples of nanodevices that
perform mechanical work (10). However, there is also huge interest and
invested effort in constructing other kinds of nanodevices on the basis of the
same rules of supramolecular chemistry: by employing elementary building
blocks that are able to recognize each other and form complex arrangements
and adapting their structure to the environment and to their partners. In
particular, self-assembling nanodevices that express an electrical functionality are

Fig. 1. Two successive steps in the protein production process performed by
ribosomes. The bulbed regions represent the large (top) and small (bottom) parts of
a ribosome. The horizontal stripe is the messenger RNA (mRNA) whose sequence
is translated into an amino acid chain. The amino acids are transported by transfer
RNA molecules (tRNA, looped stripes), whose terminal codon can recognize a
complementary codon on mRNA. Through cyclic attachment of this kind, the
whole sequence on the mRNA molecule is read and translated into the amino acid
chain. (From ref. 7, by permission; © 2000 Freeman & Co.)
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pursued in view of the development of molecular electronics (12–14). In the
following, we focus on investigations aimed at realizing this class of devices.

1.2. Classes of Biomolecules that Perform Specific Tasks: 
Proteins and DNA

The basic approach toward the realization of self-assembled electrical
nanodevices is to employ natural building blocks capable of recognition and
structuring, and drive their aggregation in a suitable environment, with the
help of artificial “plants” having a role similar to that of ribosomes. Nature
again provides us with two classes of ideal candidates, namely proteins and
DNA. The former have several biological functions and perform tasks that
allow living organisms to operate: among the plethora, there are proteins that
behave as mechanical devices (e.g., myosin in muscles [7,9]), and others
that exchange electrons between interacting partners (e.g., azurin in bacterial
respiration [15,16]).

In particular, some scientists have been inspired to exploit azurin in artifi-
cial electronic nanodevices based on its biological function as an electron
shuttle (17,18). Azurin monolayers deposited on a substrate and located
between two metal pads have indeed been demonstrated to be capable of
performing both diode-like (17) and transistor-like (18) activity. The extraor-
dinary fact in such devices is that there was no need for expensive fabrication
techniques to deposit the active materials through sophisticated lithographies,
but the molecules themselves self-assembled spontaneously, by means of
docking mechanisms mainly affected by their electrostatic properties (15,17).
The mechanism for current flow was interpreted in terms of electron/hole
hopping between adjacent proteins (18), by virtue of redox reactions at the
copper centers (19). This is a demonstration that the intrinsic redox activity
responsible for electron transfer through azurin in the biological environment
can be efficiently exploited in an artificial hybrid environment.

The other main class of biomolecules is constituted of nucleic acids.
Whereas proteins perform all the active tasks of life and they are indeed natu-
ral nanodevices, nucleic acids are containers and translators of information.
The genetic information enclosed in DNA is precisely replicated at each cell
reproduction, is read by mRNA and translated by tRNA into the protein
language (Fig. 1). Native DNA polymers do not perform any functional
activity except for coding; therefore they are seen as perfect candidates for
biocomputing (20). What are extremely fascinating in DNA are its structuring
and recognition, which are crucial properties for the storage and transfer of
information and that make nucleic acids an optimal self-assembling material.
The basis of such capabilities is the hybridization between complementary
strands, which is exact and has a high yield. This feature allows the construction



and disruption of very exotic structural motifs (21,22) by means of chemi-
cal synthesis and bioengineering, in all ranges from one to three dimensions,
which can be effectively employed to design and realize nanodevices (23).
Indeed, nanomachines based on various conformational transitions have been
demonstrated: the transition between the B and Z forms (24), between a dou-
ble and a triple helix (25), and between a double and a quadruple helix (26).

1.3. What Is the Role of DNA? Can It Be Modified to Include Storage
and Transfer of Electrons?

Nature bases its operation on proteins to perform actions of any sort.
DNA is the material that encodes and transfers the information to fabricate
proteins through a spontaneous process. Therefore, the possible exploitation
of DNA in nanotechnology cannot be based on a straightforward translation
of an inherent biological action.

On the one hand, various conformational transitions have been proposed to
generate motion from DNA and thus realize a mechanical device (24–26);
alternatively, a DNA-based mechanical device can even be fueled by DNA by
virtue of the elastic response (27). In these examples, DNA is guided to per-
form a certain action that is not proper for it in nature, based on its recognition
and structuring capabilities: in practice, the potentialities of DNA are embed-
ded in its conformation and topology. Other notable applications envisage the
two-dimensional (2D) and 3D assembly of complex objects (cubes, octahedra,
etc.) made with DNA (21,22) onto organized chips to recognize and position
other biological materials, with applications in diagnostics and medicine.

On the other hand, scientists are fascinated by the issue of whether or not
the DNA tasks of storage/transfer, which are naturally applied to the property
information, can be artificially directed to the object electrons. Consequently,
research initiatives were launched worldwide to explore the conductivity of
DNA (12,28–35). Alternatively, if measurable currents cannot be sustained
by DNA molecules, another interesting strategy is to realize hybrid objects
(metal nanoparticles/wires, proteins/antibodies, etc.) in which electrons move
and carry current flows, templated by DNA helices at selected locations
(12–14,36,37): this route also allows one to embed conducting objects into
the hybrid architectures to realize, for example, a carbon nanotube DNA-
templated nanotransistor (14). Both of these methods could lead to the
development of DNA-based molecular electronics (38–40).

In the rest of this chapter, drawing mainly from our own experience, we discuss
selected examples of the experimental and theoretical achievements on the
way to understanding the suitability of native DNA and DNA derivatives to
sustaining electrical currents in the biopolymer itself, without the need for
hybrid components (except for metal ions). The drive toward the exploration of this
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route is discussed elsewhere (38): although rather speculative, it originated from
natural evidence that oxidative damage can be transported through the DNA
polymer and influence radiation damage (41) and cancer propagation, and con-
tinued with the long-standing speculation of a π-way through the helix axis (42).

2. IMMOBILIZATION OF DNA ON SUBSTRATES

The first evident oddity when one starts to work on nanotechnology appli-
cations of biomolecules, both for the realization of devices and for the use
of suitable instruments to probe their properties, is that the biological objects
must interact with the inorganic world. Within our focus on DNA-based
nanoelectronic devices, we are mainly concerned with the deposition onto
substrates and the contact with metallic leads. Deposition onto substrates is
relevant for device applications on the one hand, because, for instance, in
field effect transistors (FETs) (43), the conducting material is deposited onto
an insulating layer that is then gated, besides being connected between the
source and drain electrodes. On the other hand, for various powerful tech-
niques employed by nanotechnologists to image and measure the electrical
and mechanical properties of materials, the molecules must be hosted on an
insulating or metallic surface, depending on the particular microscope.

In this section, we illustrate the effects of substrate immobilization, with par-
ticular attention to whether the DNA molecules maintain their conformation or
to what extent they are modified, when they are deposited onto mica for atomic
force microscopy (AFM) imaging, and onto gold for scanning tunneling
microscopy (STM) imaging. In particular, AFM has become popular in the last
two decades for imaging biomolecules, and good reviews describing the prin-
ciples of operation and particular aspects and results for biological applications
of both techniques can be found (44–52). The reader is referred to these
reviews, and to references therein, for a comprehensive overview of the variety
of applications (from measurement of elastic constants, to unwinding and
mechanical response, to morphology) of scanning probe microscopies to
nucleic acids. In the following, we focus on the investigation of morphology
and electrical response. We point out that both AFM and STM can be applied
in spectroscopy mode to measure transport characteristics along and across
single molecules (Subheading 3): that is why they are important in connection
to DNA-based electronics, to probe the electrical properties of the DNA poly-
mers. In order to not misinterpret the electrical results it is, however, important
to understand if and how the measurement setup affects the molecular structure.

2.1. Atomic Force Microscopy Imaging

The clearest results emerging from AFM structural investigation of double-
stranded DNA on inorganic surfaces are the following: (1) the images reveal
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an apparent molecule height smaller (53,54) than the native helix diameter
in crystallized molecules (55,56); and (2) the surface field forces can induce
deformations in terms of persistence length and stability, thus likely affecting
the π-stacking and conductivity. We briefly illustrate and comment on this
evidence. A similar (but less pronounced) behavior is also expressed by
G4-DNA (57), a quadruple helix conformation made of only guanines, which
is presented under Subheading 3.3.

Since the early morphological reports (58,59), AFM images of DNA in
various forms have revealed molecular heights that are always significantly
smaller than the nominal height of approx 2.1 nm. Such discrepancies were
initially explained in terms of electrostatic molecule-tip interactions (60).
More recently, after substantial instrumental progress and residual evidence
of the height-diameter discrepancy in DNA molecules, closer inspection has
revealed that indeed the molecules are modified by interaction with the
substrate (53,54). In particular, Vesenka and co-workers proposed a model
that imputes the flattening of DNA polymers on mica to the various treat-
ments employed to render mica electropositive in order to attach DNA. In the
absence of any treatment, the negative phosphate backbone would be repelled
by the negatively charged surface. In the presence of positive centers on the
surface, the phosphates may, however, interact chemically or electrostatically,
disrupting H-bonds on the basis of an energetic balance (53).

By means of spreading-resistance-microscopy (SRM) performed using
AFM, Kasumov and collaborators recently showed that the structural distor-
tion experienced by single DNA molecules when they are deposited onto
inorganic substrates might have consequences related to the conduction
properties (54). In fact, when the molecules were laid on an untreated
mica+Pt substrate, the average height measured by AFM was about 1.1 nm
and the SRM signal showed negative contrast. On the contrary, when substrate
preparation with an organic monolayer was carried out prior to DNA depo-
sition, then the average height measured by AFM was about 2.4 nm and the
SRM contrast was positive (see Fig. 3). The authors interpreted the SRM
change of contrast in terms of a change in molecular conductivity, namely a
transition from an insulator to a conductor. The AFM data were also supported
by differential conductivity curves at low temperatures. Whereas the change
of contrast is not a direct measurement of conductivity and cannot be taken
as ultimate proof of the ability to conduct, this work (54) undoubtedly
proved that direct deposition of DNA onto inorganic supports changes its
morphology and its electrostatic response.

The above discussion also suggests that all the electrostatic force
microscopy (EFM) and conductive AFM (cAFM) experiments conducted on
single DNA molecules deposited on mica (30,61) may be largely influenced
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by the effect of substrate-induced deformations, with consequent interrup-
tion of the regular helical motif. This conclusion also applies for electrical
transport measurements conducted through long DNA molecules (>40 nm) laid
on surfaces between electrodes (12,33).

2.2. Scanning Tunneling Microscopy Imaging 
and Transverse Spectroscopy

Morphological and spectroscopic characterization of DNA molecules by
STM is still in its infancy (62–71). We summarize the scant information
available to date culled from using this technique on single DNA molecules,
emphasizing examples from our work.

Shapir and co-workers recently conducted STM experiments (62,67) on
uniform-sequence poly(dG)-poly(dC) long DNA molecules synthesized by
a novel enzymatic technique (72), as well as on G4-DNA (57) and on native
DNA. They observed both spontaneous and controlled contrast inversion, and
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Fig. 3. Atomic force microscopy (AFM) (left) and spreading-resistance-microscopy
(SRM) (right) images of single DNA molecules on a mica+Pt substrate. (A) AFM
image of DNAs on the clean substrate without any treatment prior to DNA deposition.
(B) SRM image of the same molecules (right bright part of A and B images is Pt). 
(C) AFM picture of DNAs on the substrate treated with an organic penthylamine layer
before DNA deposition. (D) SRM image of the same molecules, Pt electrode is outside
of the image. (From ref. 54, by permission; © 2004 American Institute of Physics.)



explained this puzzling evidence by a novel mechanism. In the past, contrast
inversion in STM images of molecules was attributed to structural deforma-
tions induced by the measurement setup. Via interplay between an accurate
analysis of the experimental data and theoretical modeling, the authors propose
an alternative explanation, namely that the observed contrast is influenced by
tunneling through virtual states in the vacuum between the STM tip and the
DNA molecule, which are created by the curvature of the field lines induced by
irregular charge distribution (67). Figure 4A,B shows selected observations of
the discussed phenomenon; Fig. 4C shows a density plot of the height profile,
computed for different current settings using the suggested model. In the same
work, the authors also demonstrate the dependence of the apparent molecular
height on the bias voltage, when the current is kept constant.

The morphological aspects are examined separately by the same authors
(62). They imaged poly(dG)-poly(dC) molecules with a nominal length of
4000 bp, immobilized on Au(111): immobilization is a crucial step in imaging
DNA, because otherwise, the STM tip can displace the molecules during scan-
ning. As had already been shown in many previous studies, the apparent
molecular height depended on the voltage, again proving that STM probes
the “electrical” rather than the “geometrical” height, because the technique
is sensitive to the density of states of the sample. Figure 5 illustrates high-
resolution images, where the longitudinal periodicity is assigned to the pitches
along the helices, and the statistical data. This work proves the extreme capa-
bilities of the STM technique for resolving the molecular structure of DNA. Other
examples of high-resolution imaging were demonstrated with much higher res-
olution in works published by the group of Kawai at Osaka, and others.

Although we do not describe here recent works that address the relation
between STM spectroscopy of single DNA molecules deposited on metal
surfaces and the density of electronic states of such molecules (68–71), we note
that also in those experiments, the molecules lie horizontally and therefore
nonspecific substrate-molecule interactions may play a role.

3. PROBING THE ELECTRONIC PROPERTIES OF SINGLE
DNA MOLECULES

The AFM and STM are also powerful tools for measuring the electrical
properties of DNA molecules immobilized onto surfaces. Usually, an imaging
analysis by any of these techniques accompanies the spectroscopic investiga-
tions, to demonstrate that one is really probing the electrical properties of
molecules, rather than of anything else.

However, because the substrate deforms the inherent molecular structure,
as discussed above, with consequences to the electronic response, there is
a lively effort to develop cAFM and STM experimental setups that avoid
longitudinal nonspecific direct molecule–substrate contact (73,74).
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Fig. 4. Scanning tunneling microscopy images of poly(dG)-poly(dC) molecules on
Au(111) and computed density plot. (A) Image obtained by scanning downward: volt-
age Vb = 2.8 eV, T = 300 K. The image shows one spontaneous contrast inversion
(bright spot marked by the circle) and one controlled contrast inversion induced by
changing the current: by decreasing the current from 500 pA to 20 pA, the appearance
of the molecule switches from dark to bright. The insets show the relative height pro-
files in two selected points: the lower (upper) line is at the point marked by a dark
(lighter) segment. (B) Image obtained by scanning right-to-left: Vb = 2.8 eV, T = 300
K, Is = 50 pA. The image shows a spontaneous contrast inversion, obtained under no
changes of the imaging parameters. The upper and lower insets show the height profiles
at the points marked by the upper and lower segments, respectively. (C) Computation of
the molecular contrast through the proposed model that accounts for tunneling through
vacuum states: the molecule appears dark (negative relative height) at high current and
bright (positive relative height) at low current. (From ref. 67, by permission; © 2005
American Chemical Society.)

In addition to cAFM and STM spectroscopies, a few direct electrical
transport measurements of short DNA molecules between lithographically
defined nanoelectrodes have been published (29,38) and are only briefly
mentioned here.
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3.1. Measurements on DNA Double Helices with Different 
Experimental Techniques

The experimental approaches mentioned above were applied to explore
the electrical response of native DNA molecules (see schemes in Fig. 6),
along with other methods (28,75) that are not addressed here.

As a general observation, we note that recently an overall consensus is
developing toward attributing the initial scattered behaviors, insulating to
(semi/super)conducting (see recent reviews [38–40] and references therein),
to the variety of experimental conditions. Not only are the measurement
technique and molecular phase (single molecule versus networks or bundles
[38]) important in determining the outcome: how the setup affects the struc-
ture of the molecules themselves and modifies the π stack is important as
well. How much are the observations due to the target molecule and how
much to the modifications which are induced when trying to reveal it?

In relation to these questions, we focus under Subheadings 3.1.1 and 3.1.2
only on the latest reports that are devoted to minimizing the influence of the
experimental setup on the molecule, to probe the “intrinsic,” rather than
“inducted,” electron/hole mobility. Although the two selected methods employ
different instruments (AFM, STM) and are applied in diverse environments (dry,
wet), the principle of measurement is the same, namely a standing-molecule
configuration to avoid nonspecific molecule–substrate interactions along the
molecular length and to realize covalent molecule-electrode attachment.

3.1.1. Longitudinal Current-Voltage Characteristics by Conductive AFM

cAFM data can be collected by depositing DNA molecules on an insulating
substrate (typically mica), covering part of it with a metal electrode, and con-
tacting a metallized tip at various points along a given molecule, thus also
investigating the length dependence of the molecule’s conductance. cAFM
measurements are usually preceded by EFM signal detection (30,61): EFM
portrays the electrostatic polarizability. On the one hand, EFM has the 
great advantage of being a contactless technique, thus avoiding one of the 
big issues in measuring molecular nano-junctions, namely the role of 
molecule–electrode contacts relative to the molecular electronic structure. On
the other hand, EFM suffers from two significant disadvantages: (1) it is not
a direct electrical measurement and always must be accompanied by electri-
cal data; (2) the molecules lie on the surface, thus experiencing possible non-
specific molecule–substrate interactions. cAFM setups, which allow one to
reveal current-voltage curves directly, retain the latter disadvantage, while
losing the contactless quality (Fig. 6A). Cohen and co-workers (73) recently
developed cAFM geometries that are simultaneously able to avoid
molecule–substrate interactions and control the molecule–electrode binding.
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Fig. 6. Schematic representation of most common electrical measurement setups
adopted to investigate electrical transport in DNA molecules. (A) conductive atomic
force microscopy (cAFM) on “laying” molecules: the substrate is insulating, a metal
electrode partially covers the target molecule, and voltage is applied between the
electrode and the metal-coated tip (30,61). (B) cAFM (73,80) and scaning tuneling
microscopy (74) on “standing” molecules on a metal substrate that acts as one elec-
trode: voltage is applied between the metallic or metal-coated scanning tip and the
substrate; thiol end-groups are employed to hook the molecule to both measuring
electrodes. (C) “Bridging” molecules are trapped between two fixed metal elec-
trodes; electrostatic trapping may be used to capture the DNA molecules (29); in
principle, thiols can be employed to realize covalent attachment.



These measurement geometries are inspired by a pioneering work on
alkanethiol monolayers published a few years ago (76), and are conceptually
similar, although with distinct features, to the recent STM-based technique
developed by NongJiang Tao at Arizona State University in the United States
(74). Other analogous efforts are ongoing worldwide (77).

The two criteria of the methodology reported by Cohen and co-workers
(73) to control unequivocally the measurement setup are the following: (1)
the molecules must be “standing” rather than “laying” on the substrate; and
(2) covalent attachment to both measuring electrodes must be achieved.
These objectives are realized simultaneously by depositing a thiolated single-
strand DNA monolayer on a gold surface, and then arriving with complemen-
tary thiolated single-stranded DNA molecules connected to 10-nm gold
nanoparticles (78). A metallized AFM tip, covered with Cr and Au succes-
sively, then approaches the Au nanoparticles to perform the electrical meas-
urements: contact is established between the Au layer of the tip and the gold
nanoparticle. Because the thiol-gold bond is known to be covalent (79)
(substrate–molecule, molecule–nanoparticle), the covalent attachment at
both electrodes is under control, with no arbitrariness. Therefore, measure-
ments done in this way are comparable. In addition, because one end of each
double-stranded DNA polymer is attached to the surface and the other to
a nanoparticle, the molecules are in a “standing” configuration: not neces-
sarily perpendicular, but definitely not horizontal, such that the helical confor-
mation is not grossly disturbed by the measurement setup. Note that the
technique does not guarantee that just one double-stranded DNA molecule
is linked to a nanoparticle, but a rough estimate based on the surface area
and on the helix dimensions ensures that only a few DNA molecules may be
connected in parallel between the two electrodes. By this “standing” cAFM
situation, 26-bp double-stranded DNA molecules of nonuniform sequence
were measured: currents as high as approx 200 nA at 2V are detected. The
I-V curves generally have an S-shape; typical resistances are approx 60 MΩ
between –1 and +1 V, as low as 2 MΩ at 2 V. The overall shape of the
current-voltage characteristics is highly reproducible in consecutive sets of
measurements, although the quantitative details differ. The authors also
provide the results of several control experiments done in order to check that
the high currents are flowing through the DNA molecules and are not due to
any artifact. Figure 7 depicts a scheme of the measurement geometry and
a set of I-V curves, along with an AFM image of the nanoparticles on the
substrate in the inset.

In a more recent work (80), Cohen and co-workers investigated to a deeper
level the role of molecule-electrode contacts within the same cAFM geometry
of Fig. 6B, using the 3D mode of the instrument (81). They compared electrical
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transport through single-stranded and double-stranded DNA monolayers,
with and without upper thiol end-groups. Transport through these systems
was also compared to the situation illustrated above, of double-stranded DNA
molecules with gold nanoparticles on top and embedded in a single-stranded
DNA monolayer. They found that single-stranded DNA monolayers are
unable to transport current. For double-stranded DNA monolayers covalently
bonded to the substrate but without thiols on the opposite end, charge transport
was generally blocked. Double-stranded DNA monolayers with thiols on
both ends were, in most cases, able to transport currents as high as those
through the double-stranded DNA molecules with the nanoparticles on top.
These results are interpreted as evidence that double-stranded DNA mole-
cules have a finite conductivity, but to reveal their conductivity in an actual
measurement, it is necessary that covalent contacts be established efficiently
to both electrodes, otherwise charge injection is hindered. When the top thiol
end-group is missing, one contact cannot be established and consequently,
currents are not revealed. When the top thiol end-group is present, contact
may be established directly between the metallized tip and the top thiol: this
is, however, less controllable than realizing the contact between the top thiol
and a gold nanoparticle before double-strand hybridization, followed by
establishing direct contact between the tip and the larger nanoparticle during
the cAFM measurement (as was done in the first work [73]; see previous
paragraph). In other words, the tip captures the “large” nanoparticle very easily
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Fig. 7. Twenty-six base-pairs long dsDNA of complex sequence was connected
to a metal substrate and a 10 nm metal particle on opposite ends using thiol groups.
Schematic representation of the measurement configuration (A) and I-V curves,
showing high current density (B). The inset (250 × 250 nm2) portrays an AFM
image of the gold nanoparticles. (Adapted from ref. 73, by permission; © 2005
National Academy of Sciences USA.)



and the “tiny” S head-group of the thiol less easily, but when the latter capture
occurs, the doubly thiolated double-stranded DNA monolayer (80) can trans-
port as efficiently as the doubly-thiolated double-stranded DNA molecules
decorated by metal nanoparticles and embedded in a single-stranded DNA
monolayer (73). The “cost” is, of course, the additional amount of “buffer” that
may influence the transport characteristics.

3.1.2. Longitudinal Current-Voltage Characteristics by STM

A similar “standing” molecule setup was earlier realized using the STM.
Xu and co-workers (74) developed an STS-based method to measure the

I-V curves of molecules in a wet environment: the molecules are captured
directly from solution. They studied both uniform poly(GC)-poly(CG)
sequences of length varying from 8 to 14 bp, and similar sequences interca-
lated by AT pairs in the middle with total length changing from 8 to 12 bp
and AT length from 0 to 4 bp. The molecules were terminated by (CH2)3-SH
thiol groups at the 3′ ends, to form stable S-Au bonds with the gold sub-
strate. The technique to create molecular junctions proceeds as follows:
first, an STM tip is brought into contact with a flat gold surface covered by
the DNA solution; then, the tip is retracted under the control of a feedback
loop to break the direct tip–electrode contact. During the latter step, the
DNA molecules can bridge the tip and the substrate, as shown in the right
inset of Fig. 8. For the shortest 8-bp (GC)4 molecules, the results indicated
the formation of different junctions with an integer number of molecules: the
statistical analysis allowed a determination of the value of the conductance
of a single molecule (Fig. 8, left). In addition, the current-voltage curves
exhibited a linear behavior and currents of about 100 nA at 0.8 V were
detected. The statistical analysis of longer uniform molecules and of nonuni-
form molecules proved that also in these cases, the molecular junctions real-
ized by retracting the STM tip contain an integer number of molecules: the
conductance of a single molecule in the case when two (GC)2 segments are
connected by one or two (AT) segments is smaller than in the case of the
uniform sequence with only GC pairs. The length dependence of the (GC)n
(n = 4,5,6,7) electrical measurements indicated a linear behavior of the
conductance, increasing with the inverse in length, a signature of a hopping
charge-transfer mechanism. For the (GC)2(AT)m(GC)2 polymers, the
conductance decreased exponentially with the number of AT pairs, revealing
tunneling of the conducting electrons between the two GC portions.

Whereas on the one hand, the two experiments reviewed in this section
and in the previous one cannot be interpreted unequivocally, it is remarkable
that they undoubtedly show the possibility of measuring significant currents
through DNA molecules, when these are not flat on a substrate and are cova-
lently connected to the electrodes.
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We note some differences between the experimental setups and the results:
(1) the molecular sequences were different, as well as the lengths; (2) one
experiment was done under ambient conditions (73,80), the other under aque-
ous conditions (74); (3) the most striking qualitative difference, which still
calls for an explanation but is surely influenced by issues (1) and (1), is the
presence of a voltage gap in the I-V curves of Fig. 7, and the linear behavior
of the current, even around 0 V in Fig. 8.

3.1.3. Longitudinal Current-Voltage Characteristics of Molecules Trapped 
Between Planar Electrodes

Current-voltage curves of molecules between horizontal electrodes were
measured in a number of different experimental setups and for different
molecular phases (single molecules, bundles, networks, etc.) (12,28–35,
38–40,54,61,82). Most of these experiments were recently reviewed and we
refer the reader to other books and articles (38–40,82). We only note here that
also these kinds of measurements, like those discussed under Subheadings
3.1.1. and 3.1.2., revealed that it is possible to elicit significant currents from
short suspended single DNA molecules (29), as shown in Fig. 9. In contrast,
when DNA molecules undergo nonspecific interactions with substrates, the
current flow is blocked (e.g., ref. 30). Besides this clear distinction, residual
confusion remains about the detected electrical behavior of DNA in the
experimental literature so far, revealing DNA phases from insulating, to
conducting, through semiconducting and with a report of superconductivity.
This apparent variety should be ascribed to a general lack of accurate control
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Fig. 8. Left: Conductance histogram over approx 500 measurements, revealing
peaks at integer multiples of a value which is identified as the conductance of a single
8 base-pair DNA molecule of uniform poly(GC)-poly(CG) sequence. G0 is the
quantum of conductance. Right: I-V curves of three different junctions formed by
the same kind of molecules with the scanning tunnelling microscopy trapping
technique illustrated in the inset. (From ref. 74, by permission; © 2004 American
Chemical Society.)



of the sample preparation, molecule trapping, and probing configuration:
indeed, the approaches described in the two preceding sections demonstrate
that achieving control represents a significant step forward in performing
electrical measurements on DNA molecules.

3.2. State-of-the-Art Evidence for the Conductivity of Native DNA:
Summary from Experiments and Theoretical Understanding

It is an arduous task to formulate a critical summary of a widely dispersed
set of results obtained under a huge variety of environmental conditions and
molecular phases. Originally, several contrasting electrical behaviors from
insulating to (semi/super)conducting seemed to emerge. More recently,
some clear data has shown that double-stranded DNA molecules can sustain
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Fig. 9. (A) Current-voltage curves measured at room temperature on a 30-base-pair
DNA molecule with uniform poly(dG)-poly(dC) sequence, trapped between two metal
nanoelectrodes that are 8 nm apart (29). The upper inset shows a schematic of the sam-
ple layout: the molecule is suspended between two electrodes by means of an electro-
static trapping procedure. The lower inset is a scanning electro microscope image of the
two metal electrodes (light area) and the 8 nm gap between them (dark area). Subsequent
current-voltage curves (solid, dashed, dotted) show similar behavior and currents of the
order of 1 nA around 4 V. More details of this experiment in the context of the recent lit-
erature are discussed in recent reviews (38,40). (From ref. 29, by permission; © 2000
Nature Macmillan Publishers Ltd.)



significant currents, whose high values cannot be justified in terms of
conventionally evoked charge-transfer mechanisms that mainly rely on an
explanation in terms of diffusive hopping. Without presuming to present a
comprehensive understanding of all available studies, we just aim to fix
some points.

Note that although DNA-based nanoelectronics deals with “dried” mole-
cules on inorganic substrates or between electrodes, the field took inspiration
from experiments done in solution to investigate how fast oxidative damage
can propagate along a DNA molecule (83–86). The theoretical counterpart to
such experiments (87–89) is the electron-transfer theory (90,91). Hence, we
briefly sketch here the overall understanding from both “electron transfer”
and “conductivity” viewpoints.

3.2.1. The Picture that Emerges from “Solution Chemistry” Experiments

The group of Jacqueline Barton at Caltech played an important role in
stimulating investigations of the electron-transfer efficiencies through various
DNA sequences (83,84,86). Their experiments proceed by injecting a local-
ized hole (oxidized cation through chemical modification) at a specific loca-
tion, and detecting the rate of transmission of that hole to another specific
location. They found that the transfer rates through DNA are much higher than
in most proteins, thus initiating the idea that DNA could mediate charge
conduction under artificial conditions (e.g., in nanoelectronic devices). In
successive works, they also thoroughly analyzed the effect of the environment
and the charge transfer through DNA layers deposited on substrates.

In the same way, the group of Bernd Giese in Basel performed similar
experiments (85,87,92) and showed that the charges are transferred by a
coherent superexchange mechanism (direct tunneling) between G and GGG
hole traps separated by very few AT base pairs: in such cases, an exponential
decay of the hole transfer rate with distance is observed. However, when the
number of AT pairs separating the hole traps increases (93), then a transition
to a hopping mechanism, with a linear decay behavior of the transfer rate, is
inferred by a combination of measured data and theoretical analysis.

We also point out important contributions to the field by the group of
Thomas Carell at the LMU-Munich, regarding “electron transfer” rather than
“hole transfer.” These experiments have been recently reviewed and we refer
the reader to the existing literature (86,94).

3.2.2. The Picture that Emerges from “Solid-State Physics” Experiments

These experiments consist of measuring the current-voltage curves and
the differential conductance in single molecules or other aggregate phases
(bundles, networks). The experiments on single molecules are most suitable
for the development of self-assembling nanoelectronics, because control
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over the structure (and therefore over the desired devices) is possible.
Despite the widely scattered data, the following evidence emerges: (1)
charges are blocked for single molecules deposited on hard surfaces; and
(2) charges can be transported efficiently and high currents can be meas-
ured through short DNA segments trapped between electrodes, if nonspe-
cific interactions with the substrate are avoided and the electrode–molecule
contacts are optimized, possibly through covalent bonds (73,74). The meas-
ured currents exhibit a voltage gap around zero applied bias, and can be as
high as hundreds of nA. Such high values cannot be interpreted in terms 
of a fully incoherent hopping mechanism. It is most likely that the electronic
states of the DNA molecule mediate tunneling between the electrodes in a
coherent way, although this does not necessarily imply a band-like mechanism
as in metals or semiconductors, where a continuum of energy levels exists.
Coupling with vibrations probably plays an important role in this “game.”

3.2.3. The Picture that Emerges from the Theory and Computation 
of Charge Transfer Between Localized States

The Marcus-Hush-Jortner theory (90,91) expresses the transfer rate between
two points in space where a charge (electron or hole) may be localized at the
beginning and at the end of the transfer process. Such a quantity is expressed
in terms of an electronic coupling term and a nuclear factor. On the basis of the
quantum chemical computations of the electronic structure at the Hartree-Fock
level (88,89,95), the overall emerging picture is that in an arbitrary complex
DNA sequence, the motion of charge is most likely to occur via successive
hopping events (87,96). Recently, Bixon and Jortner extrapolated the results of
electron-transfer theory to infer the conditions under which currents may flow
through a DNA bridge connecting two metal pads, analyzing different schemes
of voltage drops (97). Their work clearly establishes some general aspects of
the connection between maximal observed currents and structural/electronic
features of metal–DNA junctions. The quantitative determination of currents is,
however, still inhibited, because the currents depend on several parameters that
are unknown at the present level of theory.

3.2.4. The Picture that Emerges from Electronic (Band) 
Structure Calculations

Clear-cut density functional theory (DFT) electronic structure calculations
(30,98–100) were performed recently on different periodic DNA sequences
and with different basis sets. Despite the revealed differences, due partly to the
various approximations and partly to the various investigated molecules, some
common results appear. The polymers exhibit a wide HOMO-LUMO gap.
The bands are gathered in manifolds of closely spaced energy levels (38): such
manifolds unfold into dispersive bands only if the exact helical symmetry is
imposed. Coherent band bending due to π-stacking does not occur. Any
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alteration of a uniform sequence induces charge localization, a structural factor
that acts against fast and continuous charge motion. Overall, one can say that
a coherent band-like transport mechanism is not predicted on the basis of the
polymeric 1D band structure. See recent reviews (38–40,101) for a more
thorough report of other electronic structure calculations.

3.2.5. Summary

The overview in this section is far from being complete. Indeed, we only
pointed out those pillar facts that span the various experimental and theoretical
approaches, and allow delineating a few clear statements in the complex sce-
nario of charge transfer and transport in DNA. First, although experiments in
solution detect fast charge motion through various DNA molecules at a distance,
the measured speeds, although high with respect to other biomolecules, are not
enough to guarantee efficient transport of electrical currents in devices through
arbitrary DNA sequences and lengths. Second, high currents revealed in recent
experiments (73,74) cannot be explained in terms of the proposed incoherent
hopping mechanism (87): at the same time, however, band structure calculations
do not sustain a coherent band-like mechanism. Although in recent years, more
systematic investigation approaches are shedding light on several controversies
concerning charge transfer and transport in DNA, the above-outlined remaining
discrepancies call for further in-depth analysis to attain more uniform under-
standing and control, which are required to enable nanoelectronic applications.

3.3. Toward DNA Derivatives with Enhanced Conductivity

Given the huge scattering of data on the capability of DNA molecules to
conduct currents, there remain two primary ways to pursue the route toward
DNA-based electronics: either reduce/avoid substrate-induced deformations
(standing-molecule or suspended-molecule measurements [29,73,74,80], use
of a soft organic buffer [54], etc.), or explore stiffer molecules that retain the
structuring and recognition properties of the DNA. Along the latter lines,
G4-DNA emerges as a valuable candidate (57), and also bears the promise of
better conductivity. Along the former lines, besides continuing to optimize
the measurement methods presented under Subheadings 3.1.1 and 3.1.2, it is
also interesting to optimize the molecules: metal incorporation (32,102,103)
(e.g., M-DNA [32]) and base alteration (designed to increase the π overlap)
(104,105) are pursued to enhance the intrinsic conductivity.

3.3.1. Alterations of the Helical Motif: Quadruple Helical G4-DNA

G4-DNA is a quadruple helical structure of homoguanilic or guanine-
rich sequences, occurring in a wide variety of natural situations and organ-
isms (106–108). It can play an important role in the telomeric region of
chromosomes, and is an excellent prototype case to study supramolecular
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self-assembly. The chemico-physical and biological aspects of G4-DNA
were recently reviewed (109). But G4-DNA molecules are also currently
attracting interest within the molecular electronics research community
(38,57). This envisaged novel role of G4-DNA is proposed on the basis of
some structural features that are expected to influence the electronic char-
acteristics in a device setup. First, the peculiar in-plane arrangement of four
guanines forming a tetrad, kept together by a double ring of eight hydrogen
bonds (see Fig. 10), endows the quadruple helices with a higher stiffness than
the DNA double helices: as a consequence, a higher persistence length with
respect to B-DNA is indeed reported for G4-DNA molecules deposited on a
mica surface (53,58). Second, the high molecular density in a tiny cylindrical
section (diameter ~2.5 nm vs ~2.1 nm of B-DNA) also induces a highly
packed charge-density distribution and channels for charge motion (110).
Third, the experimental evidence that the quadruplex arrangement is stabilized
by the presence of metal cations in solution during synthesis (106–109) stimu-
lates the idea of a metal-wire accomplishment at the core of the molecule,
which in principle could mediate charge motion (111). Fourth, the rotation
angle of 30° between adjacent guanines, smaller than in double-stranded gua-
nine-rich DNA sequences, might be an indication of a better π-π superposition
(which is expected to improve with decreasing angle [112]).

Short G4-wires are well known in a variety of self-assembly schemes
(e.g., with a sugar-phosphate backbone, or without such a backbone and
with the guanines decorated by alkylic chains) and have been characterized
with nanoscopic techniques for awhile now (53,109). Huge efforts have been
devoted most recently to the synthesis and characterization of long G4-wires
suitable for molecular electronics. The successful demonstration of an effi-
cient synthesis protocol and the accompanying imaging characterization for
such materials (57) are encouraging signals toward G4-based electronics
(113) and motivate a continuous interest in the electronic structure of the
guanine tetrameric units and the dependence on external factors such as com-
plexation with metal ions and structural deformations (110,111,114,115).

G4-wires can be successfully synthesized using both sugar-phosphate-
bonded strands (57) and lipophilic guanosine monomers (107), through differ-
ent chemical protocols. Nonetheless, the resulting self-assembled product
presents the same helical fashion: the core of the wires is constituted of stacked
planes of four guanines, named G4s, as shown in Fig. 10A. The G-quartets
have a square-like symmetry and are separated by 3.4 Å along the stacking
direction, with a rotation angle of 30°. Metal ions may be hosted in the central
channel resulting from the supramolecular G4 stacking, as revealed, for
instance, by the crystal structure of short G4-DNA molecules (106,108).

So far, the G4-wires have been poorly investigated from a nanoelectronics
perspective, but such efforts are currently being intensified (113).
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3.3.1.1. THEORY

Ab initio DFT electronic structure calculations reveal that indeed G4-wires
may support enhanced charge motion through the base stack, with respect to
double-stranded DNA. Calzolari and co-workers (101,110,114,115) showed
that the electronic Density of States (DOS) of an infinite periodic G4-wire
with K+ ions in the central cavity resembles that of an “effective” wide band-
gap semiconductor* (116) with a narrow HOMO manifold. This evidence is
accompanied by the formation of partially incoherent electron states delo-
calized throughout the stack and suitable to host mobile electrons or holes.
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Fig. 10. (A) Each plane of the G4-wires is a tetrad of four guanines connected
by eight hydrogen bonds. Besides this basic unit, metals of different chemical
nature can be incorporated in the inner hole at various locations in the planes or
between the planes. (B) Self-assembly process recently demonstrated to obtain
long G4-wires from single poly(G) strands (57). (From ref. 57, by permission; © 2005
Wiley-VCH.)

*Care must be assumed when using for molecule attributes that are defined for solid-state
materials. For instance, in condensed matter physics, the term “semiconductor” does not
mean only the presence of an energy gap for electronic excitations, but also implies the capa-
bility of doping and the presence of coherent bands of Bloch states (116). As such, it should
not be adopted for a molecule only on the basis of a HOMO-LUMO gap, unless all the other
characteristics are also demonstrated. Such terms are, however, often used in molecular elec-
tronics, with the purpose of evoking some principles which physicists are familiar with: it is
important that the association remain evocative and not complete. Here and elsewhere, to
describe the electronic behavior of G4-wires, the expression “wide band-gap semiconductor”
is preceded by “effective” to state, in one word, that although the DOS of a G4-wire appears
as that of a semiconductor, the real behavior as a semiconductor is not proven and the term may
even prove inappropriate for biomaterials. For instance, in the case of G4-wires, the bands
are not formed by coherent Bloch states but are incoherent manifolds of flat, closely spaced
energy levels (see the original articles for a thorough explanation).



Figure 11 shows the DOS and the iso-density surface plot of the HOMO state
manifold.* The same authors also find that the main electronic structure
parameters that are relevant for conductivity, such as “effective” band gaps
and widths, strongly depend on structural conditions (Fig. 11). For instance,
axial strain and twist angle are crucial factors to control the π-π overlap
(112,115), which in turn is thought to affect the electron-transfer efficiency
(42). On the basis of this knowledge, it is in principle possible to design
conformational alterations in order to optimally tailor the electronic response
to elicit high currents from G4-wires. Of course the demonstration of this
possibility rests on feasible chemical synthesis and controlled electrical
measurements, still to come.

Because preliminary data indicate that long G4-wires may self-assemble
and be stable even in the absence of internal cations, whereas this is not true
for short G4-DNA molecules (108,107,117,118), Cavallari and co-workers
recently investigated by means of Molecular Dynamics (MD) simulations the
relative stability of different G4-wires of finite length as a function of the
axial length, the metal species, and stoichiometry (119). They found that
metal cations of different species (K+, Na+, Li+) are hosted in the inner
cavity at different sites:† K+ (Li+) ions prefer inter-plane (intra-plane) sites
independently of stoichiometry and axial length; Na+ ions are distributed
between inter-plane and intra-plane sites, indirectly suggesting that the
migration barrier between different stable locations is lower than for the other
species. Furthermore, they find that short G4-wires (four or nine planes) are
stable over short times of 3 to 5 ns only in the presence of fully coordinating
metal cations, and disrupt if they are under-coordinated, independently of the
metal species; the best conserved structures are those with the inner channel
full of K+ ions, followed by those with Na+ and Li+ ions, in line with experi-
mental suggestions (120). Most interestingly, the simulated trajectories show
that, while the aforementioned short under-coordinated G4-wires undergo a
disruption process over short times, long G4-wires (20 planes) maintain the
quadruple helical conformation in a stable way even over longer times of
approx 20 ns. These results are illustrated in Fig. 12.

The residual open questions from a theoretical viewpoint in the perspec-
tive of nanoelectronics applications concern the stability and the electronic
performance of long G4-wires in the presence of coordinating cations of

166 Di Felice and Porath

*Linear combination of 12 wave functions derived from the guanine HOMO. The
modulo-12 multiplicity is dictated by the number of guanine molecules in the periodicity
unit of a periodic G4-wire, as explained elsewhere (38,110,114,115).

†The same behavior was previously reported for extremely short G4-DNA molecules
made of four planes.



other metal species, with particular interest in transition metals because of
their redox activity, which in principle, may mediate electron transfer
through the stack.

3.3.1.2. EXPERIMENT

Short G4-wires have already been deposited onto inorganic substrates and
then characterized by AFM a few years ago (53). These early imaging data
indicated that the guanine quadruple helix is more resistant than the DNA
double helix to substrate-induced deformations. Only very recently, Kotlyar
and co-workers invented and implemented a three-step procedure to produce
long G4-wires from parent G-strands (57): (1) enzymatic synthesis of long
double-stranded poly(G)-poly(C) molecules (72); (2) separation of the
poly(G) and poly(C) single strands by pH elevation (pH 13.0) and purifica-
tion of the obtained strands by size-exclusion high-performance liquid chro-
matography (HPLC); and (3) poly(G) strand folding into the quadruple
helical conformation by slowly lowering the pH to neutrality. Steps 2 and 3
are illustrated in Fig. 10. The aggregation into a quadruple helical form was
checked by circular dichroism (CD) (57): the collected CD spectra were suc-
cessfully compared to those reported earlier for G4-DNA (121,122). In con-
trast to the G4-wires reported earlier (106–109,123), the strand-folding and
wire stability of the long G4-wires synthesized by the new protocol are inde-
pendent of the presence of cations: this characteristic is probably due to the
much greater length and is in agreement with the results of MD simulations
discussed above. In addition, they are extremely resistant to heat treatment
and utterly insensitive to DNase.*

The novel long G4-wires were thoroughly characterized by acquiring
AFM images and making statistics over several images (Fig. 13). The aver-
age apparent height of G4-wires (extracted from different molecular cross
sections) is about 1.6 nm, about twice that of the parent poly(G)-poly(C)
molecules. The height values for the poly(G)-poly(C) are typical of DNA
molecules on mica as measured by AFM by Muir and co-workers in the past
(53) and more recently in Porath’s laboratory over thousands of molecules.
The apparent height for the G4-wires is typical to measurements on hundreds
of G4-wires that were performed in a similar way under similar conditions.
The apparent height, lower than the nominal diameter of the molecules, prob-
ably results from surface forces and tip pressure applied to the molecules
during imaging (53). The increased apparent height of the G4-wires with
respect to the poly(G)-poly(C), in spite of the similar diameters of the two
molecules, 2.1 nm for B-form DNA and 2.5 nm for G-quartets, as extracted
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Fig. 11. (A) Density of States (DOS) of an infinite periodic G4-wire with K+

ions in the inner cavity: the shaded area represents the total DOS; the dark gray
(pale gray) solid line represents the DOS projected onto atomic orbitals of the gua-
nine bases (K+ ions). The presence of an energy gap between the HOMO peak and
the following “effective” bands is clear, which originates the qualitative definition
as a wide-bandgap semiconductor. Potassium ions contribute to the DOS with elec-
tron states only at very low energies (peak marked at ~ –16 eV), while they do not
give states around the energy gap: this means that they do not contribute effectively
to electronic excitation upon bias voltages of around few eV, typical in molecular
electrical measurements. (B) Iso-density surface plot of the wavefunction con-
volution of 12 electron states associated to the HOMO peak. The inner potassium
ions are explicitly labeled. (C) Dependence of the main HOMO-LUMO



from X-ray analysis (109,124), indicates higher stiffness and resistance to the
surface forces and the pushing AFM tip for the G4-wires. In addition, the
persistence length of the G4-wires seems to be approx 100–200 nm, in
comparison to approx 50 nm of the poly(G)-poly(C).

Kotlyar and collaborators (57) also suggest in their article that the imaged
G4-wires are mono-molecular (e.g., one G4-wire is folded from only one
parent G-strand*) and characterized by a reduced stacking distance with
respect to double-stranded DNA of various forms (A-, B-, Z-DNA).
Because the theoretical analysis illustrated above indicates that axial com-
pression is a useful tool for tailoring the electronic properties toward
enhanced charge motion through the helix (115), the experimental hint of a
reduced stacking distance is promising in view of nanoelectronics*_ G4-wires
may be very appealing for nanoelectronic applications if one learns to
control the production process to introduce the desired structural changes.

3.3.2. Metal Incorporation: M-DNA Poly(dG)-Poly(dC), M-G4-DNA

In a relatively recent experiment, Rakitin and co-workers claimed that
Zn2+ ions are able to substitute for hydrogen-bonding protons in Watson-
Crick pairs, giving as a result an insulator-metal transition in DNA double
helices (32). The “metal-doped” DNA was called M-DNA. While this exper-
iment has not yet been reproduced in any other laboratory, either in the syn-
thesis or in the electrical aspects, it stimulated much discussion and several
activities to pursue “metal doping” in DNA molecules.

3.3.2.1. EXPERIMENT

Porath and collaborators recently imaged and measured the electric
response of poly(G)-poly(C) molecules obtained via the new synthesis
procedure (72) and then dosed with silver ions from salts [let us call such
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Fig. 11. (Continued) gap on the stacking distance between adjacent G-quartet
planes: the smooth saturation behavior observed for frozen structures is somehow
altered when other structural deformations are superimposed to axial strain (struc-
tures with only axial strain are marked by dots in the plot; the other symbols mark
twist rotations). In any case, the value of the gap can be much reduced by axial
compression and augmented twisting (see the triangle at 2.6 Å); the gap reduction
is accompanied by enhanced wave function delocalization, not shown here.
(Adapted from refs. 110,115, by permission; © 2004, 2005 American Chemical
Society.)

*Out of the other possibilities with two or four G-strands.

*Such indications must be taken with care based on the current status of understanding.
They are claimed on the basis of concatenated deductions that are based on hypotheses
concerning the synthesis procedure that are not yet conclusively proven.
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Fig. 12. Average structures and snapshots from Molecular Dynamics (MD) simu-
lations of G4-wires of different lengths at 300°K (118). (A) A 4-plane G4-wire fully
coordinated by Na+ ions: final configuration after a 3-ns MD run, starting from the
X-ray crystal structure (106); one Na+ ion leaves the channel but the overall confor-
mation remains intact; the smaller spheres at the lower and upper edges are water
molecules (indicated by arrows). (B) A 4-plane empty G4-wire: final configuration
after a 3-ns MD run, starting from the X-ray crystal structure depleted of metal
cations; a strong deformation of the double helix is evident; spheres denote water
molecules. (C) A 9-plane empty G4-wire: average configuration after a 5-ns MD run;
the structure experiences permanent structural deformations mainly at the 3′ end.
(D,E,F) 9-plane G4-wires fully coordinated by Li+, Na+, K+ ions, respectively: aver-
age configurations after 5-ns MD runs; the quadruple helical conformation remains
well defined; the different stability sites are evident for the different metal species.
(G) 20-plane empty G4-wire: final configuration after a 20-ns MD run: few Li+

cations enter the tube from solution but the channel remains definitely under-coordi-
nated; notwithstanding this under-coordination, the quadruple helical arrangement is
maintained, at odds with the shorter molecules; most spheres represent water mole-
cules; spheres denoting Li+ ions are marked by arrows. (Adapted from ref. 119, by
permission; © 2006 American Chemical Society.)



products M-poly(G)-poly(C)]. The structure of these M-poly(G)-poly(C)
polymers is unknown, but optical characterization indicates that the metal
ions form complexes with the bases, rather than remaining as counterions in
solution. Preliminary results indicate a possible change of the HOMO-LUMO
gap for M-poly(G)-poly(C) relative to the parent poly(G)-poly(C).

3.3.2.2. THEORY

Given the absence of convincing structural determination, DFT calcula-
tions are hindered. Preliminary calculations were however started on metal-
lized GC pairs with various metals (see a sketch in Fig. 14) (111,125) and
may be continued in the future to predict stacking arrangements. The latter
goal is indeed very delicate, and some efforts have already yielded negative
outcomes, e.g., the impossibility of obtaining a DFT structure for M-DNA.
Refinements in the experiments and in the theory may turn out to be useful.
It is also interesting to explore metal complexation with G-quartets. We
already said under Subheading 3.2 that transition metal ions added after the
synthesis of G4-wires are rather unlikely to penetrate the channel. They can
be hosted, however, outside the helix in coordination complexes, and change
the electronic structure in a profitable manner.

The preliminary indications available so far on M-DNA-like base pairs
pertain to Zn(II)-GC (Fig. 14A). Di Felice and co-workers (111) found that
these altered GC pairs are very flexible and adjust in a nonplanar conforma-
tion. Planarity may be eventually recovered upon stacking with other simi-
larly altered base pairs, but it was not possible to predict reliable helical
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Fig. 13. Atomic force microscopy image (left) of approx 110-nm-long G4-wires
that are produced via the new synthesis protocol from approx 550-nm-long parent
poly(G)-poly(C) molecules. Inset: enlargement of G4-wires that are made by self-
folding of G-strands; their long persistence and uniformity are evident. The right
histogram reports the statistical analysis of the apparent height of single, well
separated molecules from several images at several areas in each sample; white
bars relate to the parent poly(G)-poly(C) double helices (also measured in this
study) and dark bars to G4-wires. (Adapted from ref. 57, by permission; © 2005
Wiley-VCH.)



motifs within the current limits of DFT to compute stacking distances.* The
electronic properties of the Zn(II)-GC pair indicate that the frontier orbitals
of the nucleobases do not hybridize with the Zn ions: the HOMO and
LUMO maintain the same π-guanine and π-cytosine character, respectively,
as in the natural GC pair. This outcome suggests that Zn(II) incorporation
according to the scheme proposed by Jeremy Lee (32) is not likely to substan-
tially alter the electronic properties of the base pairs in the energy range that
should be most relevant for charge conduction. However, this does not
exclude the fact that completely new phenomena arise between stacked
metalated base pairs, not inspected by single metalated base pairs. The same
authors also found that, if in the same bonding scheme as in Fig. 14A,
namely, with one proton in an H-bond substituted by a metal ion, Zn2+ is
changed into Cu2+, then the π HOMO of the GC pair hybridize much more
significantly with the metal d orbitals (Fig. 14B). This is an indication that
different metals may be employed to tune the electronic properties of
base pairs, if the metal incorporation can be unambiguously demonstrated.
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*DFT is much more reliable at finding the structure within an individual pair, dictated by
ligand- and hydrogen-bonding.

Fig. 14. (A) Structure of the Zn(II)-GC base-pair, according to the metal insertion
paradigm indicated in ref. 32, as obtained from atomic relaxation at the density func-
tional theory (DFT) level (82). White and silver spheres represent H and C atoms,
respectively. Dark gray spheres are N and O atoms in the hetero-cycles. The large black
sphere at the center stands for the Zn2+ ion, which is fourfold coordinated to 2 N atoms
and 1 O atom from the bases, plus the O atom of a water molecule. The water mole-
cule has been introduced in the simulated system to respect the tendency of Zn2+ ions
to fourfold coordination. The strong deviation from planarity is evident. (B) Partially
occupied orbital with mixed Cu-guanine-cytosine character in a DFT-relaxed Cu(II)-
GC base-pair. The geometry is similar to that of Zn(II)-GC pair, but without an extra
water molecule.



We remark that the information reported in this paragraph is exploratory,
and should be sustained by: (1) experimental proof; and (2) theoretical
analysis of relative energetics with respect to the unreacted phase, to prove
that the explored geometries are meaningful.

3.3.3. Aromatic Expansion of the Bases

Several research laboratories are active worldwide in the design of nucleobase
mimics that can form DNA-like double helices along with the natural bases.
Different strategies are attempted: (1) simple modification of natural bases by
changing just a functional group or a single atom; (2) shape mimics of natural
bases by realizing nonpolar isosteres (126); (3) missing DNA bases along the
helix stack; (4) substitution of native nucleobases with simple hydrocarbons
and heterocycles; (5) insertion of fluorescent species, ranging from inherently
fluorescent DNA bases to the addition of hanging flexible tethers connected by
linkers; (6) substitution of the natural bases with ligands for metals
(84,103,127); and (7) design of novel bases that would pair with other natural
or nonnatural bases, even in some cases without forming hydrogen bonds, with
the leading rule of enhancing the stacking ability. All such approaches were
concisely overviewed (128). One particular case of the latter approach is the
pursuing of size-expanded analogs, through the covalent insertion of an
aromatic ring co-planar with a natural base, between the pentagonal and
the hexagonal rings in purines or aside the heterocycle of pyrimidines
(Figs. 15 and 16).

Eric Kool at Stanford University in California is the main promoter,
together with his group, of experimental research addressed to the synthe-
sis and characterization of expanded-size base analogs, with emphasis on
the exploration of the capability of such analogs to form helical structures
and to stack with natural base pairs (104,105,129–133). Other authors fol-
lowed diverse paths to replace individual base pairs within the overall
geometry of natural DNA (103,134–137), but we outline here only Kool’s
approach.

Kool’s group followed a precise path during the last 10 years, composed
of consequential steps. The first step was the optimization of the synthesis
procedure of single modified bases with the insertion of aromatic rings
(104,129): they initially focused on benzoadenine (dxA) and benzothymine
(dxT) (104), and only later also worked with guanine and cytosine (105).
Then they demonstrated that such base-analogs are able to pair with natu-
ral DNA bases by H-bonding, forming base pairs of expanded size
(129,131). Finally, they showed that such expanded base pairs stack with
each other and with natural base pairs, assembling helical motifs
(104,105,130,132).

DNA-Based Nanoelectronics 173



Much attention was devoted to understanding the relative stability of the
“expanded” DNA double helices with respect to Watson-Crick DNA, as a
function of the sequence, and in particular of the alternation of natural and
“expanded” base pairs. Thermal denaturation data revealed that dxA-T and
dxT-A pairs (Fig. 16) destabilize the double helix when one “expanded” pair is
inserted in a 12-bp natural duplex. This observation is attributed to the energy-
costly backbone distortions that are needed to accommodate the expanded size
within the context of the natural Watson-Crick diameter. However, remarkably
different thermal data are obtained for helices composed of only “expanded”
pairs. In such cases, no strain is exerted on the backbone because the size
is uniformly larger along the axis: consequently, no strain-induced energy loss
arises. On the contrary, uniform size-expanded helices containing dxT-A and
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Fig. 16. Proposed structures of hydrogen-bonded expanded-size base pairs formed
by expanded adenine with natural thymine (right) and by expanded thymine with nat-
ural adenine (middle), compared to the Watson-Crick adenine-thymine pair (left).
(From ref. 131, by permission; © 2004 American Chemical Society.)

Fig. 15. Structures of the eight nucleosides in expanded-size DNA. Top, from
left to right: expanded thymine (dxT), natural thymine (dT), expanded adenine
(dxA), natural adenine (dA). Bottom, from left to right: expanded cytosine (dxC),
natural cytosine (dC), expanded guanine (dxG), natural guanine (dG). (From ref.
105, by permission; © 2005 Wiley-VCH.)



dxA-T pairs (labeled xDNA) are more stable than natural DNA helices, with
stability measured in terms of melting curves and free energy for duplex forma-
tion (104). After testing other possible chemical factors for the origin of the
added stabilization, the authors concluded that it arises from enhanced stacking
either within each strand or across the strands (104).

Liu et al. also performed NMR spectroscopy on xDNA duplexes (130).
They found that xDNA duplexes are right-handed and have identical Watson-
Crick hydrogen-bonding patterns as those in B-DNA. The duplex diameter is
increased by about 3 Å. The number of base pairs per turn of the helix is
greater by two units than in natural DNA. The average inter-plane twist is 31°.
Most interestingly for potential applications, the inter-plane distance is smaller
than in B-DNA, namely approx 3.1 Å instead of approx 3.4 Å. This latter
feature is consistent with the interpretation of the higher stability in terms of
enhanced stacking. Moreover, it was recently shown that a stacking compres-
sion is able to alter the electronic properties of G4-DNA in a way conducive
to a more efficient charge motion. Preliminary results indicate that this outcome
is also true for xDNA (111,138). Therefore, such xDNA helices may also
become appealing in the near future for DNA-based nanoelectronics.

3.3.4. Metal-Ligating Intercalating Planar Chelators

As a final example of possible alterations of DNA helices, we briefly
describe an approach that combines the strategies described under
Subheadings 3.3.2. and 3.3.3., namely metal incorporation with base modifica-
tion. Indeed, whereas it is not yet clear if a natural base pair is able to capture
a metal ion between the purine and the pyrimidine, some planar aromatic
molecules (see Fig. 17) are known to act efficiently as metal traps, or chelators
(103,139–143). Such alternative pairs lose the extreme capabilities of recogni-
tion and structuring of natural DNA. Their potentialities in the context of
spontaneous DNA-based nanoelectronics would thus rely on the possibility of
inserting them into natural helices, to form a sort of organic heterostructure in
which the recognition features would be dictated by the segments of Watson-
Crick DNA, and the chelator base pairs would instead contribute tailored
electrical/magnetic functionalities given by the succession of metal ions.

A successful attempt to incorporate modified metal-trapping base pairs into
a short poly(G)-poly(C) molecule was recently demonstrated by the group of
M. Shionoya at the University of Tokyo (103). Tanaka and co-workers used
hydroxypyridone bases as chelators, and Cu2+ ions bridging two such bases in
a pair (Fig. 17A). By electron paramagnetic resonance measurements of short
7-bp DNA molecules with 1 to 5 natural base pairs substituted by synthetic
H-Cu(II)-H pairs, the authors concluded that the central Cu2+ ions have an
inter-ion distance of 3.7 Å and manifest a ferromagnetic alignment. They
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finally suggested that this strategy for arranging metal ions in solution in
a controllable manner is promising for the development of metal-based molec-
ular devices such as molecular magnets and wires.

On the stream of this exciting experiment, Zhang and co-workers calculated
the electronic structure of the periodic wire shown in Fig. 17B at the spin-
polarized DFT level (127). As a result of the computational burden, the exact
simulation of the real 7-bp modified DNA molecules investigated in
Shionoya’s experiment was not feasible. Thus, a simplified model was
assumed with all H-Cu(II)-H synthetic base pairs, and the 5-bp periodicity
unit (Fig. 17B) was repeated to form a continuous infinite wire, according to
the experimental geometry (3.7 Å stacking distance, 36° axial rotation between
adjacent planes). It was found that the frontier orbitals are π-d H-Cu hybrids,
delocalized through the stack essentially at the base sites. Instead, a metallic
state (Fig. 18), uniformly distributed through the helix axis at the Cu sites,
appears 1.1 eV below the HOMO: this could be excited by voltage application
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Fig. 17. Relaxed structures of a H-Cu(II)-H pair (A) and of a [H-Cu(II)-H]5w
periodic wire obtained by stacking such mimic base-pairs (B). By H we denote the
hydroxypyridone base. White and silver spheres represent H and C atoms, respec-
tively. Dark gray spheres are N and O atoms in the hetero-cycles. The large black
transparent spheres at the center of each pair stand for the Cu2+ ions.



at the wire edges in a gated device setup. The ferromagnetic phase was
detected as a metastable condition, but it was not possible to resolve energet-
ically if it is more favorable than the anti-ferromagnetic phase. Given the fact
that the simulated infinite wire is only a model of the real finite molecules,
which neglects, for instance, the backbone and the natural base pairs at the
edges, it is not incongruous that the theory does not predict the molecular
ferromagnetism. The latter could in fact be caused by asymmetries introduced
by the axial edges or even by the interaction with the outer environment.

Most recently, other attempts to intercalate at least one chelator base pair
with different bases and with different metals were conducted successfully
by Megger’s and Carell’s groups (141,142).

4. CONCLUSIONS AND PERSPECTIVES

We discussed the basic principles inspiring the use of biological molecules
in modern nanotechnology, and then focused on DNA-based nanoelectronics.
We showed that, after several initial seemingly inconsistent results on the
ability of DNA molecules to conduct electrical currents, recent clear-cut exper-
iments indicate that currents can be transported through short segments if
nonspecific longitudinal DNA-substrate interactions are avoided and the
DNA–electrode contacts are controlled. The explanation of the transport mech-
anism calls for further theoretical analysis. In parallel to the investigation of
double-stranded Watson-Crick DNA, several ongoing research efforts address
promising derivatives that are based on modifications of the bases (metal
chelators, aromatic expansion), of the helical conformation (quadruple rather
than double helix), and of the H-bond pattern (metal incorporation between
two bases in a pair).
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Fig. 18. Isosurface plot of a Cu-delocalized electron state of the [H-Cu(II)-H]5w
periodic wire, that lies about 1.1 eV below the highest occupied molecular orbital
(126).



We believe that both experimental and theoretical developments, to optimize
the measurement configurations on the one hand and to achieve a realistic
description of the structure and electronic properties on the other, may eventu-
ally contribute to the successful exploitation of these appealing bio-polymers
for the development of novel nanoelectronics and nanotechnology applications.
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Electrical Manipulation of DNA

on Metal Surfaces

Marc Tornow, Kenji Arinaga, and Ulrich Rant

Summary
We review recent work on the active manipulation of DNA on metal substrates

by electric fields. This includes the controlled positioning, alignment, or release of
DNA on or into dedicated locations and the control of hybridization. In this context,
we discuss techniques for immobilizing DNA on metal surfaces and methods of
characterizing such hybrid systems. In particular, we focus on electrically induced,
conformational changes of monolayers of short oligonucleotides on gold substrates.
Such switchable layers allow for molecular dynamics studies at interfaces and have
demonstrated large potential in label-free biosensing applications.

Key Words: Biomolecular films; biosensors; conformational changes; DNA-based
sensing; molecular dynamics; nano-electromechanical system (NEMS); oligonu-
cleotides; self-assembled monolayers; surface functionalization; switchable layer.

1. INTRODUCTION

Functional biomolecular layers on surfaces have been gaining significant
importance as a result of their widespread relevance in surface and physical
sciences, molecular biology, and nanobiotechnology. They find diverse
applications in the field of biosensors, biomedical diagnostics, functionalized
Lab-on-Chip devices, and catalysis of reactions on surfaces.

From a more fundamental point of interest, biomolecular layers have been
considered a particular species of organic monolayers that serve as model
systems for biophysical studies, molecular dynamics, and fundamental
biomedical research involving, for example, the study of regulatory and signal-
ing pathways. Biomolecular layers of most current interest involve protein
microarrays as a major tool in proteome research (1), antibody arrays, or even
whole-cell arrays, among others.
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A particular focus has been put on monolayers of DNA, often in the form of
short oligonucleotides that are being tethered to solid substrates. The most wide-
spread applications are fluorescence-based DNA microarrays, commonly
termed “DNA chips” in the form of microarrays on activated glass surfaces.
These arrays have been extensively used for gene-expression analysis and have
found widespread applications in the field of human health such as disease prog-
nosis and drug discovery (2–6). In contrast, biosensors based on DNA (7) find
more applications in the field of diagnostics or general bioanalytical applica-
tions such as screening, e.g., the detection of single-nucleotide polymorphisms
(SNPs). They mostly target the judgment of certain disease susceptibilities, or,
more generally, make genetic tests feasible. The underlying common architec-
ture of DNA-based sensors is probe strands that are immobilized on a solid
surface. Those strands then act as a molecular recognition element for a comple-
mentary strand, for proteins or other small molecules. As an important feature of
the operation principle, the solid substrate and/or DNA takes part in transducing
the recognition event into, for instance, an electrical read-out signal.

In addition to the functionality inherent to the DNA molecules themselves—by
virtue of their sequence—any additional active control over their immobi-
lization, steric orientation, hybridization, or molecular recognition proper-
ties on the surface is highly advantageous. Such controlled manipulation
facilitates applications in diverse fields like the molecular alignment in
microelectronics, drug delivery by controlled release, biosensing, or DNA
computing. This review will address several of these issues, thereby mostly
focusing on the electrical manipulation of layers of short oligonucleotides
on gold surfaces, based on the direct interaction of the charged DNA with
external electric fields. The largely reported work on DNA immobilized on
surfaces other than metal, such as semiconductors, remains beyond the
scope of this chapter and will not be described.

Following this short introduction, techniques for immobilizing DNA
oligonucleotides on metal surfaces are addressed, concentrating on specific
(covalent) chemical bonds to the substrate. Subsequently, methods of char-
acterizing such monolayers are reviewed. The main part of this chapter then
focuses on the active manipulation of DNA on metal substrates by electric
fields, including, in particular, the reported work on layers of short oligonu-
cleotides. Finally, such manipulation in the context of DNA-based sensing
and time-resolved studies of the DNA dynamics are discussed.

2. METAL SURFACE MODIFICATION WITH DNA

2.1. Structure of DNA

The DNA molecule is a linear, oligomer-like chain of nucleotides that
are each composed of a ribose sugar, a phosphate group, and an attached
nitrogenous heterocyclic base. For details of the structure, the reader is
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referred to classical text books, e.g., ref. 8. The genetic information is encoded
in the composition sequence of the four bases adenine (A), guanine (G), cyto-
sine (C), and thymine (T). The nucleotide units building up single-stranded
(ss)DNA are connected via oxygen atoms, thereby forming phosphodiester
linkages. Hybridization of two ssDNA, i.e., double-strand formation, occurs
through specific base pairing (A-T) or (G-C) via hydrogen bonds, resulting in
a helical structure form of the double-stranded (ds)DNA—the Watson-Crick
double helix. In dsDNA, the structure repeats every 3.4 nm along the axis of
the helix. Whereas the base pairs are located inside the helix, the phosphate
groups outside form the backbone of the DNA. At physiological conditions,
the phosphates are ionized, carrying one negative charge per unit. On the
scale of a few tens of nanometers, ssDNA appears as a flexible chain owing
to a persistence length of approx 1 to 2 nm, depending on the salt concen-
tration in the electrolyte (9). In contrast, dsDNA can be considered a stiff rod
(persistence length ~50 nm) in this regime (10,11).

2.2. DNA–Metal Surface Interaction

DNA molecules may bind nonspecifically to metal surfaces by a range of
mechanisms, e.g., via the molecule backbone or the bases (12), via electrostat-
ics (image charges) (13), or by van der Waals interaction. Such findings are
supported by studies on the formation of ordered organic adlayers on solid sur-
faces, composed of pyrimidines (e.g., cytosine, thymine, and uracil) and
purines (e.g., adenine and guanine) (14–17). In contrast to covalent binding,
the nonspecific interaction of DNA bases with surfaces is, in general, weak.
It is assumed that monolayers are stabilized by the formation of intermolecular
bonds, e.g., hydrogen-bond networks. In the case of thymine, it was found that
their interaction or adsorption behavior on gold electrodes can depend on the
applied potential (18).

2.3. Immobilization Strategies

A key factor determining the properties of functional DNA layers is the
chosen method of immobilization on the supporting metal surface.
Attaching molecules by physical adsorption only generally constrains their
functionality and accessibility. Various strategies to attach DNA molecules
by specific covalent adsorption utilizing a reaction between the metal sur-
face and an anchoring group of the molecules have been developed in recent
years. A widely used method employs a thiol (SH)-terminated, molecular
linker group to bind to a metal surface via a sulfur–metal bond, well devel-
oped in the field of self-assembled monolayers (SAMs) (19–22). In many
cases, such SAMs comprising a regular array of molecules form sponta-
neously on a surface by adsorption from solution, promoted by van der
Waals forces and hydrophobic interactions.
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Based on this controllable surface-coating technique, biofunctional inter-
faces can be formed in a hybrid approach. By first assembling a monolayer
comprised of molecules with functional end groups, in a subsequent step, bio-
molecules such as DNA are chemisorbed onto this SAM either directly (23–26)
or via additional supramolecular interfacial structures (27). Figure 1 shows as
an example the modification of a sulfhydryl-terminated alkanethiol SAM.

2.4. Controlling the Surface Density of Immobilized DNA

In general, the chemical adsorption of molecules largely depends on diffu-
sion, as has been verified by experiments monitoring the change of the immo-
bilized DNA molecule surface density vs time (28,29). Mainly, the measured
adsorption kinetics turns out to be in good agreement with the Langmuir
adsorption model. Peterson et al. assigned an observed difference in the
measured isotherms of ss- vs. dsDNA under identical conditions (Fig. 2) to
differences in conformation, flexibility, and electrostatic interaction of both
species (29).

Compared to alkyl chains in common SAM systems biomolecules such as
DNA and proteins are of relatively large dimensions. Accordingly, in a densely
packed monolayer, steric hindrance between biomolecules becomes significant,

Fig. 1. Schematics of surface functionalization using sulfhydryl-terminated
alkan-thiols bound to Au. (Reprinted from ref. 26, with permission of the American
Chemical Society.)



hampering free motion of the biomolecules. On such a surface, it is not easy
to enable processes related to reactions between biomolecules (e.g.,
hybridization), nor is it easy to differentiate between their thermal motion
and a controlled manipulation by external forces such as electric fields. In
particular, in the field of DNA-based biosensors, it is most important to con-
trol the surface density, especially in the low-density regime, with high
reproducibility.

As DNA is multiply negatively charged in aqueous solution around neutral
pH, the molecules electrostatically repel each other. Such repulsion is reduced
by screening effects due to the accumulation of positively charged counterions
around the DNA. The screening efficiency depends on the salt concentration of
the electrolyte. This way, it is possible to control the closest average distance
between DNA molecules assembling on a surface. A corresponding control of
the resulting surface density has been demonstrated by Herne and Tarlov (30)
(see Fig. 3), and Peterson et al. (29). Modeling the assembled DNA on the Au
surface as a hexagonal monolayer, Arinaga et al. recently obtained good agree-
ment between calculated densities and their measured values, when consider-
ing Debye screening and the effective molecular dimensions (31).

2.5. Short Alkanol-Thiol Co-Adsorption Effects

In 1997, Tarlov’s group introduced the co-adsorption of short alkanol-thiol
molecules, particularly mercaptohexanol (MCH), onto a previously prepared
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Fig. 2. Immobilization kinetics of thiolated single-stranded DNA (closed
squares) and double-stranded DNA (open circles), measured by surface plasmon
resonance (SPR) techniqes. (Reprinted from ref. 29, with permission of Oxford
University Press.)
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layer of DNA oligonucleotides (30,32). It was shown that MCH co-adsorption
can efficiently be employed to control the structure of the DNA layers on the
surface. As depicted in Fig. 4, the process of co-assembly removes and
replaces the loosely bound, physisorbed nucleic acids, and changes the
specifically bound DNA conformation to an upright position, preventing any
further nonspecific interaction of this DNA with the metal surface. Moreover,
remaining areas of previously uncovered Au between DNAs are passivated
electrochemically and physically. Forming the mixed monolayer of MCH and
DNA allows quantifying the surface density of nonlabeled DNA by using an
electrochemical determination method (33), as described in further detail
under Subheading 3. Recently, Rant et al. reported the real-time monitoring of
the release of excess DNA from the surface by co-adsorption of MCH employ-
ing the distance-dependent quenching of a fluorescence marker attached to the
oligo strands (see Subheading 3.2) (34).

Fig. 3. Normalized X-ray photoelectron spectroscopy N 1s peak areas (correspon-
ding to the DNA surface density) measured on a gold substrate after assembly from
a 1.0 µM thiolated single-stranded DNA solution, as a function of buffer salt concen-
tration. (Reprinted from ref. 30, with permission of the American Chemical Society.)
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Fig. 4. Backfilling DNA layers with mercaptohexanol (MCH). A, HS-single-
stranded DNA absorbing in various states on a Au surface; B, co-adsorption of MCH
removes nonspecifically bound DNA from the surface and, at the same time,
detaches specifically (S-Au bond) absorbed DNA, inducing a “stand-up”-type orien-
tation; C, after hybridization. (Reprinted from ref. 32, with permission of the
American Chemical Society.)

3. PROBING THE MANIPULATION OF OLIGONUCLEOTIDE
LAYERS ON METAL SURFACES

Various techniques have been extensively used to examine the molecular
structure of nucleic acid layers bound to metal surfaces. Parameters like
molecular surface coverage, surface structure (conformation/orientation),
steric interaction, and the DNA-to-metal linker structure directly affect
important quantities such as hybridization efficiency; hence, they provide
important information about the functionality of the particular DNA layer as
a probe in sensing. Among the most important characterization techniques
are electrochemical methods involving, e.g., the investigation of the oxida-
tion of DNA bases on a range of different metals such as copper (35). Such
oxidation of bases, in particular guanine, was also employed by Thorp et al.
for label-free detection of hybridization on indium-tin-oxide (ITO) elec-
trodes (36). A quantification method to deduce the surface coverage of DNA
oligonucleotides on Au was developed by Steel et al. (33). Here, the DNA



layer is exposed to an electrolyte solution containing a multivalent redox
cation, Hexa-amine-ruthenium(III) chloride (RuHex). The negative charge
of the phosphate groups is compensated by electrostatically trapping RuHex
to its backbone. In a chronocoulometric measurement, the excess charge
from the reduction of surface-confined, DNA-bound RuHex is determined.
This surface excess charge is proportional to the number of DNA molecules
at the surface. Also using redox indicators, various methods have been
developed to reduce background signals, e.g., by working with electrically
neutral peptide nucleic acid (PNA) instead of DNA as a probe strand (37).
The Barton’s group used electroactive intercalators for the sensitive detec-
tion of single-base mismatches by involving sequence-dependent charge
transport through dsDNA that had been tethered to polycrystalline Au elec-
trodes (38). Among other important methods of investigating the surface
structure and/or coverage, we mention here radiolabeling (39), neutron
reflection (32), X-ray photoelectron spectroscopy (XPS) (40,41), and infrared
spectroscopy (26,42,43) without discussing them in detail, as that is beyond
the scope of this chapter. Instead, we will describe a few more techniques in
the following that have been extensively used for monitoring the layer structure
response to external manipulation.

3.1. Scanning Probe Techniques

Scanning probe investigations to image DNA on surfaces in general, from
a more biological point of interest, have been summarized in a recent review
by Hansma (44). Using scanning tunneling microscopy (STM), Rekesh et al.
(45) were able to visualize short thiolated ss- and dsDNA lying on Au, thereby
observing wormlike structures with an unexpectedly short internucleotide
spacing for ssDNA. Atomic force microscopy (AFM) measurements were
used to investigate the hybridization efficiency of ssDNA on Au (46) and for
the characterization of dsDNA layers regarding protein interaction (47).

With emphasis on layer conformation changes induced by external elec-
tric fields, Kelley et al. used in situ electrochemical (EC)-AFM to study
layers of 15-mer dsDNA tethered to gold (48). In their work, the electrical
potential of the work electrode that supports the DNA monolayer is con-
trolled vs the electrolyte potential, allowing the study of structural changes
of the layer as a function of applied electric field. In a similar manner,
EC-STM measurements have been used to directly visualize the (voltage-
influenced) surface structure of thiol-derivatized DNA oligonucleotide
layers on gold surfaces (49). A resolution of the layer structure on single
crystal facet Au with single-molecule resolution was reported recently by
Wackerbarth et al. (50).
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3.2. Optical Techniques

The most widespread optical characterization technique of DNA layers
on metals is surface plasmon resonance (SPR) (51). Mostly used on thin
gold films, SPR detects changes in the refractive index due to changes in the
molecular surface coating (e.g., adsorption) with an outstanding sensitivity.
Using two-wavelength SPR, fundamental properties of DNA layers such as
surface coverage (28), thickness, and dielectric constant can be measured
(52). Using surface-plasmon-field-enhanced fluorescence spectroscopy,
Knoll’s group has achieved very high sensitivities in hybridization detection
(see Fig. 5). Here, the fluorescence labels of surface-tethered DNA oligos
are excited via the evanescent surface plasmon field (53).

Fluorescence labeling and readout provides the basis of today’s optical
DNA microarray chip technology. These methods are predominantly used
to characterize DNA layers on insulating substrates. There, also various
sophisticated techniques have been developed that make use of nonradiative
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Fig. 5. Surface-plasmon fluorescence spectroscopy detection of DNA hybridiza-
tion. The angular reflectivity and fluorescence intensity are shown before and after
adsorption of fluorescently labeled 15-mer DNA targets onto the probe functionalized
surface. As a result of the low added mass (probe strand density maximum 1/40 nm2)
no change is seen in the reflectivity; however, the excited fluorescence displays a pro-
nounced signal increase. (Reprinted from ref. 53, with permission of Wiley-VCH.)



energy transfer from one excited dye (donor) to a different fluorophore in
close proximity (acceptor), referred to as fluorescence resonance energy trans-
fer (FRET) (54). To characterize DNA layers on metals, a few groups have
reported experiments that make use of a closely related phenomenon, namely
the fluorescence quenching that occurs when fluorescence dyes reside at small
distances z from the metal surface. Here, it is known that the fluorescence
quantum yield (which is proportional to the observed fluorescence intensity)
exhibits a strong quenching, mainly following a z3 dependence (55,56).
Rant et al. exploited this distance-dependent, nonradiative energy transfer into
a metallic surface to investigate the structural properties of oligonuleotide
monolayers (34). In their studies, the effect of varying the surface coverage
densities of layers of 12- and 24-mer ssDNA on Au was monitored by meas-
uring the fluorescence of a Cy3 dye linked to the top end of the DNAs. This
way, information on the average orientation of the strands relative to the sur-
face could be extracted. In particular, an observed accelerated enhancement
in fluorescence intensity with increasing DNA coverage could be related to
a basic model involving emerging mutual steric interactions of oligonucleotides
on the surface.

Making use of the same quenching phenomenon, Perez-Luna et al. (57)
developed a scheme for biosensing. By immobilizing the analyte of inter-
est (or a structural analog of the analyte) to a metal surface and exposing it
to a labeled receptor (e.g., antibody), the fluorescence of the labeled recep-
tor became quenched upon binding because of the close proximity to the
metal. Upon exposure to free analyte, the labeled receptor dissociated from
the surface and diffused into the bulk of the solution. This increased its sep-
aration from the metal, and an increase of fluorescence intensity and/or life-
time of the excited state was observed that indicated the presence of the
soluble analyte.

3.3. Quartz Microbalance

Manipulation of DNA on metals can be sensitively monitored by quartz
crystal microbalance (QCM) (58) through a change in resonance frequency,
if associated with a change of mass, density, or elasticity of the molecular
surface layer. Owing to the fact that QCM can also be operated in aqueous
solution, various biochemical processes like hybridization have been exten-
sively studied in situ by this method (59). Several strategies have been
developed to further increase the high sensitivity of QCM by, e.g., mass
amplification during hybridization (60). Using electrochemical QCM,
Wang et al. monitored the electric field-induced release of DNA from a
gold surface (61).
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4. MANIPULATION ON METAL SURFACES 
BY ELECTRIC FIELDS

A range of nonelectric methods has been employed to move, position,
stretch, and align DNA on surfaces, among which are scanning probe-related
techniques (62–65), hydrodynamic flow (66,67), or motor proteins (68). A
detailed overview of these fascinating manipulation techniques is beyond the
scope of this chapter. In the following, we will review those experimental
results dealing with the electrical manipulation of DNA on metals.

4.1. Controlled DNA Immobilization and Hybridization

In the field of DNA-based sensing applications, the control of ssDNA
immobilization as well as its accessibility for hybridization play a determin-
ing role. We already described some relevant methods for DNA surface func-
tionalization under Subheading 2. However, we have not yet addressed the
possibility of influencing such processes by using electric fields. Walti et al.
combined the electrochemical desorption of a monomolecular layer (MCH)
with the subsequent adsorption of DNA onto the exposed surface (69). Direct
electric potential control on DNA was successfully employed to selectively
immobilize calf thymus DNA on Au electrodes that had been functionalized
with a self-assembled monolayer of 2-amino-ethanethiol in advance. By using
cyclic voltammetry (CV), impedance spectroscopy, Auger spectroscopy, and
AFM, the expected enhanced immobilization rate for positively charged Au
electrodes (decreased for negative charge, respectively) could be confirmed
experimentally (70).

The company Nanogen developed methods for the accelerated, electric
field-directed nucleic acid hybridization on microstructured arrays (71). This
group reported on a variety of electronic DNA array devices and techniques
that allow electric field-enhanced hybridization to be carried out under special
low-conductance conditions (72). Their electronic devices are able to provide
controlled electric (electrophoretic) fields that serve as a driving force to move
and concentrate nucleic acid molecules (DNA/RNA) to selected microloca-
tion test sites on the device.

By using in situ (electrochemical) optical SPR spectroscopy, Heaton et al.
(73) showed that electrostatic fields can increase or decrease hybridization
rates of unlabeled DNA on gold. The electric field control also allowed
discrimination between matched and mismatched hybrids by adjustment of
the electrode potential: repulsive potentials preferably denatured mismatched
hybrids within a short time while leaving the complementary, matching one
largely unchanged.
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4.2. Induced DNA Release

The opposing process to immobilization, namely the on-demand release of
DNA into solution, has been studied by several groups. With sufficient con-
trol, such DNA release is expected to have applications in the field of genetic
material delivery to specific locations, e.g., into living cells at appropriate
times. As illustrated in Fig. 6, Wang et al. applied considerably large negative
voltages (−1.3 V) to gold microelectrodes supporting layers of long (350-bp)
thiolated DNA to induce a complete cathodic desorption (61). The authors
characterized the desorption behavior by using electrochemical quartz
microbalance (ECQM), XPS, and CV blocking experiments.

More recently, Takeishi et al. demonstrated that such bias-induced release
of DNA can be controlled by choosing the appropriate chemical linker to the
Au surface (74). In their work, the release of short DNA oligonucleotides was
confirmed by monitoring the intensity of the fluorescence of cyanine dyes
(Cy3) linked to the 5′ end of the DNA (see Subheading 3.2 and Fig. 7). The
release sets in at bias voltages higher than −0.8 V (i.e., less negative), whereby
the threshold voltage was found to depend on the kind of linker, whether -
SH, -SS- or −OH (nonspecific), at the DNA 3′-terminal. As studied by the
same group, the efficiency of the bias-induced release of thiolated, ss 24-mer
oligos also strongly depends on the screening parameters of the electrolyte
buffer, i.e., the ionic strength (75) (Fig. 8). By varying the concentration of
monovalent salt in solution from 3 to 1600 mM, it was found that the strength
of the electric interaction is predominantly determined by the effective charge
of the ssDNA itself. In qualitative agreement with Manning’s counterion con-
densation theory (76), the measured efficiency of desorption stays constant
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Fig. 6. Voltage step-induced molecule release monitored by resonance frequency
change of a quartz microbalance, (A) double-stranded DNA, (B) single-stranded
DNA, (C) octadecanethiol, (D) reference (uncoated). Right, schematic of DNA
release. (Reprinted from ref. 61, with permission of the American Chemical Society.)
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Fig. 7. Sketch of the measurement geometry used for DNA desorption measure-
ments by fluorescent techniques, showing the three main steps of a release process
that reveal in the measured fluorescence intensity over time. (1) Dye-labeled oligonu-
cleotides are adsorbed on Au, but fluorescence is quenched as a result of the proxim-
ity to the metal surface. (2) Upon application of negative bias to the Au-electrode, the
nucleotides are released into solution and float within the volume of fluorescence
detection; dye-fluorescence is no longer quenched. (3) Finally, single-stranded DNA
have diffused out of the active volume into a large dark reservoir where they cannot
be detected. (Reprinted from ref. 75, with permission of the Biophysical Society.)

Fig. 8. Evolution of the Cy3-fluorescence intensity with time for different elec-
trolyte salt concentrations (A–D) upon application of a step-like bias sequence to
the electrode. Note how the desorption peaks shift to higher on-set voltages and
decrease in amplitude when increasing the ionic strength. (Reprinted from ref. 75,
with permission from the Biophysical Society.)



over a wide range of salt concentrations. Only as the Debye screening length
is reduced below a value comparable to the axial charge spacing of the DNA
the amount of released DNA does drop significantly. The authors assigned
this effect to excessive counterion condensation in this regime.

4.3. Stretching and Positioning

The AC dielectrophoretic effect has been widely used to stretch long DNA
attached to metal surfaces (77), as described first by Washizu and Kurosawa
in 1990 (78). The authors successfully aligned fluorescently labeled lambda
phage DNA tethered to aluminum microelectrodes in electric fields of the
order of 1 MV/m at frequencies between 40 kHz and 2 MHz. Recently, posi-
tioning and stretching of long DNA has been investigated by several groups
mainly employing fluorescent techniques for monitoring (79,80), including
fluorescence anisotropy techniques (81). Namasivayam et al. investigated the
AC dielectrophoretic stretching of thiolated DNA tethered to Au electrodes
within a polymer-enhanced buffer medium (82).

Stretching of the DNA macromolecules may serve for a range of applica-
tions including size measurements and sorting of lengths >10 kbp, orientation-
controlled immobilization on surfaces, investigation of enzyme activity, and
DNA sequencing (83). As demonstrated in earlier works, stretched DNA can
be cut by a focused laser beam. More recently, Yamamoto et al. reported the
defined cutting of DNA by restriction enzymes (“molecular surgery”) (84).
The authors stretched and attached. lambda-DNA between two Al microelec-
trodes using dielectrophoresis. Latex beads carrying immobilized enzymes
were then brought into contact with the DNA using optical tweezer tech-
niques, eventually inducing the enzymatic dissection (Fig. 9).

In DC electric fields, the electrophoretic stretching of tethered lambda-
DNA was studied for strands attached to Au posts situated in a silicon
microfluidic device after having eliminated electro-osmotic (bulk fluid
movement) effects (85). Regarding the potential usage in nanoelectronic
circuitry, DNA has been positioned and aligned between lithographically fab-
ricated metal electrodes via dielectrophoresis (77,86). In 2000, Porath et al.
successfully positioned 10.4-nm long oligonucleotides between nanogap
electrodes to investigate their electrical transport properties (87).

4.4. Orientation Modulation of Short Oligonucleotides

Short, both ss- and dsDNA oligonucleotides tethered to metal surfaces
can be effectively manipulated with respect to their average orientation by
electrically charging the electrode surface vs electrolyte solution. In 1998,
Barton’s group reported their investigations of thiol-derivatized monolayers
of 15-bp dsDNA on Au using EC-AFM. Depending on the applied electrical
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potentials of the electrode vs a Ag wire electrode, the authors observed a
significant change in film thickness (Fig. 10), measured as a step height
relative to the uncoated area. The observation corresponded to a change in
surface topology where the strands either stand up for negative potentials
relative to the potential of zero charge, or lie down on the surface for positive
potentials, respectively (48).

In a similar manner, the immobilization of thiol-derivatized DNA on a
Au (111) single crystal surface has been investigated by EC-STM, focusing
on changes in area-scanned surface topology (49). In this work, Zhang et al.
observed clear orientation changes of ds oligonucleotides when the positive
electrode potential was increased, as seen in Fig. 11. However, no changes
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Fig. 9. Top: schematics of enzymatic dissection (“molecular surgery”) of stretched
DNA using optically manipulated latex beads carrying enzymes. Bottom: (A)
Fluorescence microscope image of lambda DNA streched between microelectrodes.
A single enzyme modified latex bead is seen above the DNA. (B) The bead is just
touching the DNA. (C) The DNA has been cut at the touching position. (Reprinted
in part from ref. 84, with permission of IEEE.)
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Fig. 10. DNA oligonucleotide monolayer thickness as a function of work elec-
trode potential measured by atomic force microscopy. The dashed line corresponds
to the open-circuit value. (Reprinted from ref. 48, with permission of the American
Chemical Society.)

Fig. 11. Electrochemical scanning tunnelling microscopy (150 nm × 150 nm)
images of a layer of 15 base-pair ds-DNA on Au in a Tris/HCl/EDTA buffer solution.
The potential vs standard calomel electrode (SCE) was 300 mV (left) and 600 mV
(right), respectively. (Reprinted in part from ref. 49, with permission of the American
Chemical Society.)
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Fig. 12. Left: in situ scanning tunnelling microscopy image of a layer of single-
stranded poly-adenine (10 bases) measured in 0.01 M phosphate buffer. The layer was
assembled at a Au electrode potential of −0.61 V vs standard calomel electrode and
scanned at 0.21 V. Right: relative height profiles (line scans) as indicated in the image
on the left. (Reprinted from ref. 50, with permission of Wiley-VCH.)

appeared in the case of ssDNA, which was attributed to the poor rigidity of
the molecules. In contrast, Wackerbarth et al., who studied monolayers of
thiolated ss oligo-adenines (10 bases) observed a long-range order domain
formation associated with the DNA monolayer at negative electrode voltage
(50) (see Fig. 12). These authors used an in situ STM technique on high-
quality single crystalline Au surfaces, making single-molecule resolution
feasible.

Recently, Rant et al. (88) reported the observation of the orientation con-
trol of short oligonucleotide strands tethered to gold surfaces by using the
distance-dependent quenching of the fluorescence of an organic dye
attached to the top end of the strands (see Subheading 3.2.). In their work,
the authors demonstrated that for properly chosen electrochemical and
surface functionalization conditions, the DNA “switching” mechanism had
an outstanding long-term stability, as displayed in Fig. 13. By varying
the surface coverage (and thereby the mutual steric interactions between
adjacent strands), the system allowed studies ranging from the regime
of (an ensemble of) individual strands up to closely packed, polymer brush-like



layers (Fig. 14). In general, the complex behavior and interactions of (bio-)
polyelectrolytes within the polarized region at liquid/metal interfaces can
be addressed directly by employing this technique. Rant et al. (88) demon-
strated this by changing parameters like salt concentration in the solution
and the frequency of the driving signal (see also next section). It turned out
that the strong electrical field present within the near-surface diffusive double
layer is essential for providing the interaction strength required to induce a dis-
tinct conformational change. At frequencies too high for the double layer to
accumulate, the DNA’s orientation is governed by thermal fluctuations and a
manipulation of the layer conformation is not feasible. In the case of highly
concentrated salt solutions, the electric potential decays too fast into solution
(on length scales eventually much shorter than that of the DNA). This leads in
a similar way to a situation in which the electrostatic energy of the DNA
strands is too small to compete with kBT. A maximum (saturating) fluores-
cence switching amplitude was observed in the limit of low ionic strength and
driving frequency.
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Fig. 13. Electrically induced, persistent switching of a DNA-layer (double stranded,
24-mer) on a Au surface monitored by optical measurements. Left: the fluorescence
intensity observed from the dye-labeled DNA layer alternates upon periodically
reversing the electrode-charge. Right: negatively biased electrodes repel the like-
wise charged DNA strands, bright fluorescence is emitted from the dye attached to
the DNA’s top end. Positive surface charge attracts the strands and, as a result of the
close proximity to the metal, efficient energy transfer from the excited dye to the Au
results in a substantial quenching of fluorescence. Note that the layers maintain their
functionality over millions of cycles (>13.8 h), showing outstanding persistence. No
indications for desorption of molecules have been found. (Reprinted from ref. 88,
with permission of the American Chemical Society.)
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Fig. 14. Influence of the packing density of molecules within layers of 24-mer
single-stranded DNA on the observable fluorescence modulation (∆F/Favg). The top
panel illustrates how steric interactions between adjacent molecules constrain the
attainable free gyration of individual strands. The solid line is a guide to the eye.
(Reprinted from ref. 88, with permission of the American Chemical Society.)

The reported technique could be extended to systems other than DNA
where electrical field-induced molecular layer reorientation has been reported
(e.g., ref. 89).

4.5. Applications of Orientation Modulation in Biosensing

The persistent, electrically driven orientation switching of short DNA
oligonucleotide strands on Au surfaces opens new perspectives in bio-
nanotechnology applications as a novel detection scheme in biosensing. Any
affinity binding of a particular target biomolecule to a receptor linked to the
switching DNA strand is expected to directly transduce into an observable
change in the switching amplitude and/or dynamics. Here, this modified strand
rotation may originate from a change of molecular size or weight, mechanical
stiffness, charge, hydrodynamic friction, or a combination of several of these. In
their work introducing the long-term stability switching effect, the authors
already reported such sensing proof-of-principle investigating the hybridiza-
tion of switching ssDNA with their complementary strands (88).

The lower part of Fig. 15 displays the measured dynamic response of
a switchable ssDNA layer obtained by performing a frequency sweep of
the driving AC potential applied to the supporting Au-electrode. The



signal decrease observed at high frequencies (>≈10kHz) can be assigned
to the fact that there the formation of the electrical double layer ceases
to follow the electrical excitation, as already described in the previous
section. Having monitored the frequency dependence of the ssDNA
layer, the same sample was exposed to its complementary strand in situ,
resulting in a remarkable change of the observed switching behavior: the
modulation amplitude exhibits a substantial increase upon hybridization,
which can be assigned to the distinct mechanical flexibilities of both
molecular systems.

As anticipated, the sensing mechanism can be generalized to other target
molecules, such as proteins. In a proof-of-principle experiment, this has already
been demonstrated using the biotin-streptavidin model system. There, switch-
ing 48-mer dsDNA was labeled at its top end with both the Cy3 fluorophore
and a biotin linker molecule. A distinct change in fluorescence modulation
amplitude upon binding of streptavidin at concentrations down to below
100 pM has been observed (90).

4.6. Time-Resolved Molecular Dynamics Studies

Apart from its apparent potential in biosensing applications, the electrically
induced orientation switching can provide fundamental insight into the most

206 Tornow, Arinaga, and Rant

Fig. 15. Response of the fluorescence modulation amplitude as a function of the
frequency of the driving electrical AC potentials. Upon hybridization, the double-
stranded 24-mer DNA layer (circles) shows substantially enhanced switching com-
pared to the single-stranded conformation (squares). The lines are a guide to the eye.
(Reprinted in part from ref. 88, with permission of the American Chemical Society.)



intriguing molecular dynamics of linear polyelectrolytes within the polarized
region of a charged metal–electrolyte interface. In recent experiments, Rant
et al. succeeded in measuring the response to alternating repulsive and attrac-
tive electric surface fields by time-resolved measurements employing a box-car
integrator technique (91). Representative data comparing ss and ds 48-mer
DNA are shown in Fig. 16. As anticipated from the switching mechanism
described in the previous sections, the molecules undergo conformational
changes driven by the electric fields that build up at the interface by the accu-
mulation of excess ions from the solution. The authors found the field-induced
kinetics of attraction and repulsion of stiff double strands to show similar time
constants of the order of 230 µs.
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Fig. 16. Time-resolved measurements of the mechanical switching of a 48-mer
oligonucleotide layer in electrolyte solution induced by an electrical AC driving
potential applied to the Au substrate. The two topmost graphs show the electrochem-
ical response of the electrode, whereas the distance of the DNA’s top end to the sur-
face is depicted in the bottom graph. The potential of the Au electrode is measured
vs a Ag/AgCl reference electrode; the current measured to the Pt reference electrode
has been integrated to yield the charge which accumulates at the electrode interface
upon applying a bias step. Relative information of the distance of the DNA′s top end
to the surface (lowest graph) is inferred from the measured fluorescence intensity
(d~F1/3). Solid lines are single exponential fits to the data. After measurements were
performed on single-stranded DNA (black squares), the layer was hybridized with
strands of complementary sequence (double-stranded, grey circles). (Reprinted from
ref. 91, with permission of the Biophysical Society.)



Surprisingly, however, the more flexible single strands lie down signifi-
cantly faster (115 µs) than they stand up (240 µs). Hydrodynamic simulations
performed by the group of R.R. Netz found good quantitative agreement
regarding the relative timescales of the up-and-down motions for ss and
dsDNA. The findings could be rationalized, revealing two different kinetic
mechanisms: upon applying attractive potentials, the dsDNA strands, which
can be considered stiff polymers, undergo rotation around the anchoring
pivot point; flexible polymers, on the other hand, are pulled to the surface
segment by segment, which makes this process the most efficient and, hence,
the fastest. In contrast, the repulsion process is largely determined by diffusion
of molecular segments outside the short-ranged surface interaction region.
Figure 17 illustrates this distinct behavior by showing a time sequence of
snap-shots of the strand kinetics.

5. CONCLUSION AND OUTLOOK

The active manipulation of DNA on metal surfaces by electric fields has
been established as a versatile methodology in recent years, covering a wide
range from basic science to application-oriented research and device devel-
opment. The most prominent fundamental studies include investigations of
the basic mechanical, geometric, and charge-transfer properties of DNA.
Largely driven by prospects in applications such as DNA-based sensors or
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Fig. 17. Time sequence showing snap-shots of the strands kinetics obtained
from hydrodynamic simulations, by Y. W. Kim and R. R. Netz. The numbers denote
timing information in units of 103 simulation steps. (Reprinted from ref. 91, with
permission of the Biophysical Society.)



DNA arrays, much control has been acquired regarding the positioning,
alignment, or release of DNA on or into dedicated locations and the efficiency
of hybridization on surfaces. In particular, layers of oligonucleotides that can
be reversibly switched with great long-term stability have gained much interest
recently. Such switchable layers have demonstrated large potential to conduct
fundamental studies on the molecular dynamics of polyelectrolytes at inter-
faces. At the same time, this system provides the basis for an entirely new
detection scheme in label-free biosensing.

Regarding applications, there is an increasing demand to realize new
label-free sensing systems for the highly specific detection of biomolecules
in (bio-)chemical analysis, medical research, and diagnostics. Eventually,
such systems are being envisaged to integrate the preparation and separation
of analyte molecules, monitoring, specific detection, and quantification on a
single device, preferably with all-electronic in- and output signal processing
(Lab-on-Chip concept). We believe that in particular, biomolecular switching
layers comprised of DNA oligonucleotides may become a new active compo-
nent of such integrated nanobiotechnological devices in the future.
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Summary
Nanocomputing encompasses any submicron devices and technologies applied to

any computational or related tasks. A brief survey is given, and emphasis is placed
on biomolecular devices that use nucleic acids as their substrate. Computational self-
assembly of DNA and DNA-based enzymatic computing are surveyed in greater
detail. The foremost implementation challenge for computation, namely, DNA word
design, is also surveyed.

Key Words: DNA computing; DNA self-assembly; DNA word design; enzymatic
computing; nanocomputing; universal computation.

1. INTRODUCTION

Computing as we know it is based on the von Neumann stored program
concept and its ubiquitous implementation in the form of electronic instruc-
tion processors. For the past three decades, processors have been fabricated
using semiconductor integrated circuits, the dominant material being silicon,
and the dominant technology complementary metal–oxide–semiconductor
(CMOS). Relentless miniaturization has been decreasing feature size and
increasing both the operating frequency and the number of elements per chip,
giving rise to so-called Moore’s law. Indeed, vast amounts of raw computa-
tional power are now available in every personal computer sold, at a very mod-
est cost. By improving the processes and materials and using new geometries,
the semiconductor industry expects to be able to continue this trend for at least
another decade, according to its common Roadmap document (1). Whereas a
90-nm node is characteristic of current processes (implying that the semi-
conductor industry is already operating in the nanotechnology domain), it is
expected that 18 nm will be reached by 2018. Beyond that lie fundamental
limits of the technology, principally the problem of heat dissipation (2,3)
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inherent in devices in which an electronic charge is used for state represen-
tation. Alternatives to CMOS fabrication (4–8) are being sought at the level
of devices, such as single-electron transistors (9,10), carbon nanotubes (11),
silicon nanowires (12–14), molecular switches (15–17), nanomagnets (18),
quantum dots (19), chemically assembled electronics (20–29), chemical logic
gates with optical outputs (30–34), and three-dimensional (3D) semiconductor
integration (35) (predicted much earlier [36]). Alternative architectures are also
being explored, such as amorphous computing (37), spatial computing (26,38),
blob computing (39,40), cell matrix computing (41), chaos computing (42),
and the entire field of quantum computing.

Thus, while we need not fear a scarcity of computing cycles, the prospect
of the eventual demise of Moore’s law has given impetus to a great variety of
research into new computational substrates. A separate chapter in this volume
treats nanoelectronics, that is, work that aims to, more or lesss seamlessly,
extend the viability of microelectronic technologies beyond the lifetime of
CMOS processes. Here, we focus on research over the past decade that has
been less concerned with continuity, and that attempts to achieve computa-
tional effects through the application of biochemical principles in new and
unexpected ways. Our main focus is on various computing paradigms using
DNA. We examine in which sense they perform computation and interpret
them in terms of conventional mathematical notions of computation. We also
examine their commonalities, in particular the question of DNA word design.

DNA computation in its original formulation (43–49) seeks to employ the
massive parallelism inherent in the small scale of molecules to speed up deci-
sion problems. The essential property of nucleic acids, specific hybridization
(formation of the double helix) (50–53), is either exploited to encode solu-
tions as long strings of nucleotides, generate large numbers of random
strings, and check them in a small number of steps that are often manual, such
as PCR (though more reliable detection is now available [54]), or to construct
solutions directly through oligonucleotide self-assembly. A number of nonde-
terministic polynomial-time (NP)-complete decision problems have been ren-
dered in this fashion (55–58), and encodings for general computation (59–63)
and combinatorial games (64) have also been proposed. A limitation of the
approach is the need for large amounts of nucleic acid (65); with amounts cur-
rently feasible (and the low speed of operations), it has been difficult to outper-
form electronic computers. Another limitation has been in imperfect specificity
of nucleic acid hybridization. The research in this area (66–73) has ranged from
the physico-chemical constraints on usable nucleotide strings (e.g., melting
points; secondary structure) to tools for systematic string generation (74); this
is reviewed under Subheading 8.3.

216 Sager, Farfel, and Stefanovic



Further variations on the theme of DNA computation have included using
proteins instead of nucleic acids for a larger alphabet (75), hairpin computation
(76), and sophisticated forms of self-assembly (77), to avoid manual opera-
tions, and for cellular computation in which cells (real or simulated) are
viewed as elementary computational elements, with some form of communi-
cation among multiple cells (51,77–93).

Although early on, it was believed that DNA computing might be a competi-
tor to electronics in solving hard computational problems, the focus has now
shifted to the use of DNA to compute in environments where it is uniquely
capable of operating, such as in smart drug delivery to individual cells (94,95).

Our review of biochemically based computing, necessarily limited in
scope, is organized according to the manner in which the principle of spe-
cific hybridization is exploited. Under Subheading 2, we consider how large
2D and 3D structures are built in a programmable fashion through molecu-
lar self-assembly. Under Subheading 3, we treat approaches in which short
strands representing logic signals specifically bind to activate particular
enzymatic reactions in a reaction network. Finally, the pervasive subprob-
lem of the design of good DNA sequences for computation is treated under
Subheading 4.

2. COMPUTING USING STRUCTURAL
SELF-ASSEMBLY OF DNA

One of the most interesting and useful paradigms in biomolecular compu-
tation is molecular self-assembly. Self-assembly is the spontaneous formation
of ordered structure out of structural building blocks that encode within them-
selves information about both what they are and how they can fit together.
Useful computation can occur if the rules that govern how certain types of
blocks may attach to other types of blocks are intelligently selected.

In the molecular case, the building blocks that self-assemble are normally
DNA molecules. DNA is perfect for self-assembly because pieces of DNA
may be linked together in very programmable and predictable ways. In fact,
we can construct many different building-block structures with DNA, and
we can program how these blocks attach to each other to achieve infinitely
variable superstructures—indeed, DNA self-assembly has even been proven
to be capable of universal computation.

2.1. Building Blocks

The most familiar form of DNA is the double-stranded molecule. These
molecules consist of two backbones, which wrap around each other in a dou-
ble-helix (50) and are connected by Watson-Crick complementary bonds
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between the amino acids A, C, T, and G (adenine, cytosine, thymine, and
guanine). Watson-Crick complementary bonding refers to the fact that these
four amino acids form two pairs of acids that bind very strongly to each
other—A binds to T, and C binds to G.

Double-stranded DNA, or dsDNA, may be used as a building block for
self-assembly. In order for pieces of dsDNA to self-assemble, however, they
must have outreaches of single-stranded (ss)DNA at their ends. We call these
extending segments sticky ends, because a segment of ssDNA will bind
(stick) to another segment of ssDNA that contains a sequence of amino acids
that is Watson-Crick complementary to its own sequence. If multiple pieces
of dsDNA have sticky ends on both sides, they can link together to form a
long chain. The initial bonding of the amino acids of one piece of ssDNA to
another is called hybridization. After hybridization, the pieces may complete
their attachment through a process called ligation, where the DNA backbone
is extended and connected. See Fig. 1 for an illustration of these reactions
between pieces of dsDNA with extending sticky ends (96).

Pieces of dsDNA are linear, and therefore are inadequate building blocks
for the construction of any 2D or 3D structures. This has led researchers to
use other types of DNA molecules, beyond the standard double-helix, for
producing complex structures. The first type of molecules are called junc-
tion molecules.

Junction molecules are formed when two strands of dsDNA undergo recip-
rocal exchange (recombination), whereby they fuse together at what is called
a branched junction, or Holliday junction (see Fig. 2) (97). In reciprocal
exchange, the strands of DNA fuse by exchanging connections at a particular
site. This may happen between dsDNA molecules of the same or opposite
polarity, and although either polarity combination yields the same structure
after one crossover, different structures are achieved if more exchanges occur
(molecules are of the same polarity if they are arranged such that the two
strands that undergo reciprocal exchange have the same orientation of their
3′ and 5′ ends). A junction molecule may be constructed with an arbitrary
number of arms, and there is no known limit to this number (97). Figure 2
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Fig. 1. Hybridization of the single-stranded sticky ends extending from double-
stranded DNA molecules. After the base pair bonding occurs in hybridization, the
backbones of the two dsDNA molecules may be joined by ligation.



shows a five-arm junction made from a four-arm junction and a hairpin DNA
molecule. We may link junction molecules together to form more complicated
structures if we extend a bit of ssDNA off each arm of a junction molecule,
creating sticky ends on the arms. Molecules with topologies resembling the
edges of a cube and a truncated octahedron have been demonstrated (97).
However, structures made out of singly branched junctions are relatively fiex-
ible, and so it is impossible to characterize the actual 3D structure of these
molecules. To create predictable complex structures from DNA molecules,
more rigidity is needed than that provided by branched junctions. Another
class of molecules called DNA crossovers offers this rigidity.

A DNA crossover molecule is a structure consisting of two dsDNA mole-
cules, where each dsDNA molecule has a single strand that crosses over to the
other molecule (see Fig. 3) (96). This is just reciprocal exchange between the
two molecules happening at multiple sites. The two most significant types of
crossover molecules are double-crossovers, or DX molecules, and triple-
crossovers, or TX molecules. DX molecules are made up of two pieces of
dsDNA, with two crossover locations (93). TX molecules are made up of three
pieces of dsDNA with four crossovers (62). We may extend sticky ends off
DX and TX molecules to link them together, and call the linkable molecules
tiles, in the manner of Wang tiles, which are discussed in the next section.
These DX and TX tiles are sufficiently rigid to create very complex, stable,
and beautiful 2D and 3D nanostructures via self-assembly, and, with intelli-
gent selection of how different pieces may attach, this assembly may also be
used to perform computation.

2.2. Computation

Erik Winfree was the first to discover that planar self-assembly of DNA
molecules can perform universal computation (48). This discovery was
made based on the insight that DX molecules may be regarded simply as
Wang tiles. Wang tiling is a mathematical model where square unit tiles are
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Fig. 2. The opposite-polarity dsDNA molecules A and B undergo reciprocal
exchange to form the four-arm branched junction 4J. The four-arm junction 4J then
undergoes reciprocal exchange with the hairpin molecule H to form the five-arm
branched junction molecule 5J.



labeled with specific symbols on each edge. Each tile is only allowed to
associate with tiles that have matching symbols. We can construct DNA
molecules that are analogous to Wang tiles (call these DNA tiles) by creat-
ing a molecule with a rigid, stable body and open, sticky ends for attachment
to other tiles. The DX and TX molecules are both ideal for this. The sticky ends
of DNA tiles may be labeled with certain sequences of amino acids, which are
analogous to the symbols labeling the sides of Wang tiles. This labeling allows
the sticky ends to bind only to tile ends that have a complementary sequence
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Fig. 3. Two antiparallel double-crossover DNA molecules, and a triple-crossover
molecule. The even and odd labels on the double-crossovermolecules refer to the
number of helical half-turns between the two crossovers (two in the left molecule,
three in the middle molecule). The double-crossover molecules are formed when
two crossovers occur between two double-stranded DNA molecules, whereas the
triple-crossover molecule is formed when four crossovers occur between three dou-
ble-stranded DNA molecules. The different line styles represent different contigu-
ous single DNA strands in the new molecule. The four extended strands on each
molecule are “sticky ends” that can be used to connect DNA tiles together.



of base pairs; this corresponds to the rule that restricts Wang tiles to only
associate with tiles that have matching symbols. It has been shown that Wang
tiles, when designed with a certain set of symbols, are capable of universal
computation, and because DNA molecules can represent Wang tiles, it was
shown that universal computation could also be accomplished by self-
assembling DNA tiles (93,98).

The biggest advantage of computing with self-assembly, compared to
other molecular computing paradigms, is that it avoids the many tedious lab-
oratory steps required with other computation methods. The reason for this is
that if DNA tiles are designed to correctly specify the desired steps in a com-
putational problem, the only structures to form from these tiles will be the
desired, valid solutions of the problem. Because only valid solutions are
encoded in the resulting structures, one needs only to design and form the tiles
from DNA strands, allow the tiles to self-assemble, and then read the output.
Of course, reading the output usually involves at least two main steps, such as
ligation of reporter strands embedded in the tiles, and subsequent separation
and PCR. However, the number of total steps in performing computation with
self-assembly remains very low.

The first example of computing performed by DNA self-assembly was a
four-bit cumulative exclusive disjunction (XOR) (62). The function XOR
takes two binary input bits and returns a zero if the inputs are equal and a
one if they are not equal. The cumulative XOR takes Boolean input bits x1,
..., xn, and computes the Boolean outputs y1, ..., yn, where y1 = x1, and for
i > 1, yi = yi−1XORx

i
. The effect of this is that yi is equal to the even or odd

parity of the first i values of x. The cumulative XOR calculation was per-
formed via the self-assembly of TX molecules. Eight types of TX molecule
were needed: two corner tiles, two input tiles, and four output tiles. The
types were different only in that they had different labels (sequences of
amino acids) on their sticky ends, and, in some cases, different numbers of
sticky ends. The corner tiles were used to to connect a layer of input tiles to
a layer of output tiles. The two input tiles represented xi = 0 and xi = 1. The
four output tiles were needed because there are two ways to get each of the
two possible outputs of a bitwise XOR. So, one output tile represents the state
where we have output bit yi = 0 and input bits xi = 0 and yi−1 = 0, while another
tile represents the state where we have output bit yi = 0 and input bits xi = 1
and yi−1 = 1. Similarly, the other two output tiles represent the two states where
yi = 1. The actual computation of the XOR operation is accomplished by har-
nessing the way the output tiles connect to the input tiles. Each output tile (yi)
will only attach to a unique combination of one input tile (xi) and one output
tile (yi−1), and will leave one sticky end open that represents its own value
(yi) so that another output tile may attach to it. For example, the output tile

Nanocomputing 221



signifying yi = 1, xi = 0, and yi−1 = 1 has the value 1, and will only connect
to an input tile with value 0 and an output tile with value 1. With this sys-
tem, only the output tiles that represent the correct solution to the problem
will be able to attach to the input tiles.

Another example of computation using self-assembled DNA tiles is the
binary counter created by Rothemund and Winfree (63). The counter uses
seven different types of tiles: two types of tiles representing 1, two types
representing 0, and three types for the creation of a border (corner, bottom,
and side tiles). The counter works by first setting up a tile border with the
border tiles—it is convenient to think of the “side” border tiles as being on
the right, as then the counter will read numbers from left to right. The bor-
der structure forms before the rest of the counter because of the properties
of border tiles: two border tiles bind together with a double bond, while all
other tiles bind to each other and to border tiles with a single bond. Doubly
bound tiles have a very low tendency to detach from each other, whereas
singly bound tiles detach relatively easily. Because any tile except a border
tile must bind to two additional tiles in order to have two bonds, but a bor-
der tile and another border tile of the correct type will form a double bond
with each other, a stable border forms before other stable formations, com-
posed of nonborder tiles, are created. The bottom and side border tiles are
designed such that the only tile that may bind in the border’s corner (to both
a side and a bottom border tile) is a specific type of 1 tile. Only one of the
0 tiles may bind to both this 1 tile and the bottom of the border, and this
type of 0 tile may also bind to itself and the bottom of the border, and thus
may fill out the left side of the first number in the counter with leading
zeros. Now, the only type of tile which may bind both above the 1 in the
corner and to the right side of the border is the other type of 0 tile, and the
only tile which may bind to the left of it is a 1 tile—we get the number 10,
or two in binary. The tile-binding rules are such that this can continue sim-
ilarly up the structure, building numbers that always increment by one.
Figure 4 shows a more intuitive picture of this device’s operation.

DNA self-assembly has also been used to solve the Boolean formula sat-
isfiability (SAT) problem. This has been done with both string (linear) assem-
bly of DX or TX tiles and with graph self-assembly of duplex and branched
junction molecules (99). In the string-assembly solution, the DNA tiles have
a width (the number of helixes that are fused together) equal to the number
of clauses in the SAT problem. Each variable involved in the problem has two
tiles, one representing its being true, and one representing its being false.
A variable’s “true” tile has a hairpin structure in each clause where the vari-
able appears, and no hairpin in clauses where its complement appears
(where the variable is false). The same applies for a variable’s “false” tile.
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When all the tiles are mixed together (including a “start” and an “end” tile),
they all join together to form only valid solutions of the SAT problem.

2.3. Complex Nanostructures 

In addition to performing computation, DNA tiles can self-assemble to
create very complex 2D and 3D geometrical structures. 2D periodic lattices
have been constructed of both DX and TX DNA tiles (51). Both types of lat-
tice have been observed through atomic force microscopy, to see that the
desired geometric structure is actually being self-assembled. To assist in
visualizing the structure, a lattice made of TX molecules may be designed in
such a way that rows of molecules contain loops of DNA that protrude per-
pendicularly to the plane of the lattice. These rows can be placed at regular
distances that can be designated with high accuracy (in the lab, stripes were
seen at 27.2 nm when they were expected at 28.6 nm) (51). The stripes can
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Fig. 4. A binary counter in the process of self-assembly. The seed tile starts off
the assembly. The right side and bottom border tiles connect to each other with
double bonds, whereas all the other tiles connect with single bonds. A tile needs
two single bonds (or one double bond) to form a stable attachment to the structure;
the marked attachment positions show where a tile can form a stable attachment.



be seen even more clearly when metallic (normally gold) balls are affixed to
the tiles making up the stripes (96).

Recently, researchers have proposed methods of making complex nanoscale
3D fractals. Specifically, a method has been proposed by which the Sierpinski
cube fractal could be produced using DNA self-assembly (100). The recursive
algorithm for generating a Sierpinski cube fractal is as follows: take a cube,
divide it evenly into 27 smaller cubes, and remove the most interior cube as
well as the middle cubes on the large cube’s six faces. Research has shown that
theoretically, the cube may be produced by using Mao triangles based on DX
molecules. However, the cube has not yet been produced in the lab.

2.4. Errors and Error Correction 

Atomic force microscopy has allowed us to view self-assembled DNA
structures and investigate whether or not they are forming properly. There is
indeed great success, but this has also allowed us to see that there are prob-
lems with reliably building large, error-free structures. The self-assembled
binary counter, for example, is error-prone in its current incarnation, only
counting to 7 or 8 accurately (101). In fact, there is a 1 to 10% error rate for
each tile binding in all 2D structures constructed without any error correction
or error avoidance techniques (102). This can lead to disastrous results in
many computations; such error rates come with the new territory of biological
computation, and are not a problem that traditional computer scientists are at
all accustomed to dealing with.

There are three main kinds of assembly error (103) (see Fig. 5 for visual
examples of each). The first kind of error is a mismatch error, where some-
times tiles become locked in the assembly in the wrong place. A tile can
attach to a corner in the assembly’s fringe by binding to one tile at the corner,
but mismatching with the other. Normally, a tile in such a state would fall off
the assembly, because two bonds (or one strong bond, as is the case with bor-
der tiles) are necessary for a tile to be locked in a stable position. However, if
other tiles attach around it before it falls off, it may be bound to enough tiles
to be locked in a stable, but incorrect position in the assembly. It is easy to
see that just one tile locked in an incorrect position will throw the binary
counter completely off course, as the assembly of each row of digits in the
counter is dependent upon the previous row. Although some other self-
assembled patterns may be less sensitive, the fact remains that even one
erroneously placed tile can greatly impact the structure of an assembly.

The second kind of error is a facet error. This happens when a tile attaches
to a facet (a portion of the boundary apart from the built interior structure)
rather than to a desired attachment site at a corner in the structure’s frontier,
and more tiles bind it into place. Even though no mismatches occur, an incor-
rect structure can be formed this way.
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The third kind of error is a spurious nucleation error. This occurs when
the assembly begins growing from a tile other than the special “seed” tile
(normally the corner of the lattice). For example, a portion of the interior can
spontaneously come together without any boundary tiles at all. More com-
monly, however, a stretch of boundary tiles will bind together without being
bound to the seed tile. A section of linked boundary tiles floating around
without a seed tile to set up the assembly structure is a perfect recipe for facet
errors, because the seed tile, which links two boundary lines together, is neces-
sary to create the first desired binding site for the main body of the lattice, in
the corner where the boundaries meet. Any binding of tiles to a boundary line
not linked to a seed tile constitutes facet error. Avoiding spurious nucleation
when running a self-assembly algorithm is analogous to providing correct
inputs to the beginning of a computer program: in other words, growing from
the seed tile makes the algorithm begin with the desired input.

All of these errors occur because of the reversible, kinetic way in which
DNA molecules in solution react and bind together. Although two bonds 
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Fig. 5. Errors present in two binary counters in the process of self-assembly. In
A, the tile highlighted in black is mismatched, but has been locked into place by
other tiles binding correctly around it. Hence, in this case, our counter counts to one,
then zero, then one again; obviously, a similar error can be arbitrarily serious,
destroying the counter’s count. In B, we see two types of errors. The boundary tiles
have formed without growing off of a seed tile (corner tile); this is a nucleation
error. Also, although there are no mismatches, the rule tiles have begun counting at
eight (or more, depending on whether more ones or zeros bind to the frontier) and
are continuing forward and backward. This is because they started assembling on a
facet (edge) rather than in the corner as in A. This constitutes a facet error.



(or one double bond) are indeed required to hold a tile in a stable spot in an
assembly, in reality, there are many times when a tile will attach to the
assembly with only one bond, and hang on for a little while, sometimes
allowing itself to be locked into place with further bonds. Likewise, it is also
possible that even the strong double bonds may be reversed, and break
apart, at times. A kinetic Tile Assembly Model (kTAM) has been created
(by Winfree and others) to simulate reversible tile interactions. The kTAM
approximates perfect, abstract self-assembly with strength threshold τ (given
as a property of the tile program) when Gm = τGs − ε, with Gm being the
monomer tile concentration and Gs being the sticky-end bond strength; ε is
the error rate. The model defines the forward rate of crystal growth (associa-
tion) of particular tiles as rf = kf e

−Gm, where kf is a reaction constant. The
backward rate of growth (dissociation) of a tile which makes bonds with total
strength b is rr,b = kf e

−bGs. The free energy of a nucleus of tiles is defined as
∆G =(bGs − nGm)kT, where b is the total bond strength, n is the number of
tiles, k is Boltzmann’s constant, and T is temperature. These measures help
determine under what conditions assembly steps are energetically favorable
(and thus have higher probability of occurring at any given point in time).

Perhaps obviously, we can account for most errors just by slowing down
the rate at which structures assemble. Research has shown, however, that mis-
match errors occur at a rate that is at least proportional to the square root of
the speed of assembly (77). Thus, in order to reduce the rate of error by some
reasonable amount, we must slow the rate of assembly down tremendously,
by greatly decreasing the temperature and/or the monomer concentration.
Better solutions are being investigated, then, for lowering error rates.

The most promising methods involve using proofreading tiles (104–106).
These methods can greatly help in controlling both mismatch and facet errors.
Proofreading tiles are extra tiles added to a tile set that are used to store infor-
mation redundantly, so it is harder to lock errors in place in a forming struc-
ture. This type of error correction forces errors to be co-localized, so that many
more erroneous tile bindings must occur before one wrong tile is locked in
place. This greatly increases the probability that an individual wrong tile will
fall off the assembly before growth continues around it, thus substantially
reducing the error rate in building the assembly. Each tile is replaced by a
block of tiles, where the bond between each pair of tiles in the block is unique
(105). When using a simple 2 × 2 array of proofreading tiles, the tile set for a
given problem is four times larger in size, but the error rate is 104 times lower
(104). Originally, the internal binding between proofreading tiles was very
simple, but Chen and Goel have improved upon this to produce the “snake”
proofreading method. A snake tile set forces the assembly process to double,
or “snake” back onto itself when binding each proofreading block, making it
less likely that an entire block will be bound incorrectly to the growing
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structure (104). With either type of proofreading tile set, the mismatch and
facet error rates can be made arbitrarily small by using larger and larger tile
sets (although this produces larger and more redundant self-assembled lattices,
of course). Figure 6 shows an example of each type of proofreading tile set.

The “zig-zag” boundary tile set helps prevent spurious nucleation errors by
forcing border tiles to bind to seed tiles before binding to each other (103).
This border tile set makes it more energetically favorable for border tiles to
bind correctly, so a complete border structure (with seed in place) is set up
before the rest of the structure begins growing. The zig-zag border construc-
tion method can be combined with the proofreading tile sets mentioned earlier
to yield a self-assembled creation that is robust to all three types of error.

3. ENZYMATIC DNA COMPUTING 

In this section, we focus on the approach to biochemical computing—either
digital or analog, depending on the interpretation—in which signals are repre-
sented by concentrations of designated molecular species. Although such sys-
tems can be devised with protein enzymes, here we look at smaller DNA
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Fig. 6. A tile, A, and 2 × 2 proofreading tile sets representing it, B and C. B is
the simple redundant representation. The assembly is growing from right to left and
top to bottom (as in the binary counter example). Note that all four tiles are con-
nected to each other with unique types of single-bonds. C is the improved, “snake”
proofreading tile set representation, so named because its formation snakes back
upon itself. We can see that the snake tileset greatly decreases the chance of a facet
nucleation error (when a tile binds to some facet instead of at a corner, and is then
locked into place by another tile). Recall that a tile must be attached with two
bonds (or one double-bond) to be a stable part of the structure. If tile A in B formed
a single-bond with Z, for example, it could be locked in place by tile D binding (in
a stable, two-bond manner) to its left, and so the error propagates to the left after
only one single-bond facet nucleation (A binding to Z). However, with the snake
tileset, there can be no bond between A and D. In order for the block in C to grow,
A must bind to B, which binds (with a stable, double-bond) to C, which then binds
to D. Thus, the set in C would require two undesired single-bonds in very close
proximity (namely, A to Z and B to A) before only double-bonds are required to lock
the error in place (C to B, etc.). The probability of this happening is very small.



enzyme molecules. Deoxyribozymes are enzymes made of DNA that catalyze
DNA reactions such as the cleavage of a DNA strand into two or the ligation
of two strands into one. Cleaving enzymes (known as phosphodiesterases) can
be modified to include allosteric regulation sites to which specific control
molecules can bind and so affect the catalytic activity. There is a type of reg-
ulation site to which a control molecule must bind before the enzyme can
complex with (i.e., bind to) the substrate, thus the control molecule promotes
catalytic activity. Another type of regulation site allows the control molecule
to alter the conformation of the enzyme’s catalytic core, such that even if the
substrate has bound to the enzyme, no cleavage occurs; thus, this control
molecule suppresses or inhibits catalytic activity. This allosterically regu-
lated enzyme can be interpreted as a logic gate, the control molecules as
inputs to the gate, and the cleavage products as the outputs. This basic logic
gate corresponds to a conjunction, such as e.g., a � b � ¬ c, here assuming
two promotory sites and one inhibitory site, and using a and b as signals
encoded by the promotor input molecules and c as a signal encoded by the
inhibitor input molecule. Deoxyribozyme logic gates are constructed via a
modular design (107) that combines molecular beacon stem-loops with
hammerhead-type deoxyribozymes (Fig. 7).

A gate is active when its catalytic core is intact (not modified by an
inhibitory input) and its substrate recognition region is free (owing to the
promotive inputs), allowing the substrate to bind and be cleaved. Correct
functioning of individual gates can be experimentally verified through fluo-
rescent readouts (108).

Note that the gates use oligonucleotides as both inputs and outputs, so cas-
cading gates is possible without any external interfaces (such as e.g., photo-
electronics). The inputs are compatible with sensor molecules (109) that
could detect cellular disease markers. Final outputs can be tied to the release
of small molecules. Two gates are coupled in series if the product of an
“upstream” gate specifically activates a “downstream” gate. All products and
inputs (i.e., external signals) must be sufficiently different to minimize the
error rates of imperfect oligonucleotide matching, and they must not bond to
one another; we examine this problem in the next section. A series connec-
tion of two gates, the upstream being a ligase and the downstream being a
phosphodiesterase, has been experimentally validated (110).

Multiple elementary gates have been constructed, so there is a large num-
ber of equivalent ways that any given Boolean function can be realized—
equivalent in terms of digital function, but not in speed or cost of realization.
For instance, a single four-input gate may be preferable to a cascade with three
two-input gates. Clearly construction of deoxyribozyme logic circuits bears a
resemblance to traditional low-level logic design, but, perhaps because the
technology has not matured, with many more options to explore.
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3.1. Simple Enzymatic Circuits 

Deoxyribozyme logic gates have been used to build computational devices.
A half-adder was achieved by combining three two-input gates in solution
(111). A half-adder computes the sum of two binary digits (bits); there may be
a carry. It can be implemented using an XOR gate for the sum bit and an AND
gate for the carry bit. The XOR gate, in turn, is implemented using two AND-
NOT gates (gates of the form x � ¬y). The two substrates used are fluorogeni-
cally marked, one with red tetramethylrhodamine (T), and the other with green
fluorescein (F), and the activity of the device can be followed by tracking
the fluorescence at two distinct wavelengths. The results, in the presence of
Zn2+ ions, are shown in Fig. 8. When both inputs are present, only the green
fluorescein channel (carry bit) shows a rise in fluorescence. When only input
i1 is present or only input i2 is present, only the red tetramethylrhodamine
channel (sum bit) rises. With no inputs, neither channel rises. Thus, the two
bits of output can be reliably detected and are correctly computed.

3.2. Enzymatic Game Automata 

Using deoxyribozyme logic gates, an automaton for the game of tic-tac-toe
has been constructed (112). To understand how this was achieved, we first
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Fig. 7. A YES gate, in which an “input” oligonucleotide activates a deoxyri-
bozyme by opening an inhibitory stem.
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Fig. 8. Observed fluorescence change in a half-adder deoxyribozyme logic
circuit: the red tetramethylrhodamine channel is shown on the left; the green fluo-
rescein channel is shown on the right.



briefly examine the structure of that game. A sequential game is a game in
which players take turns making decisions known as moves. A game of per-
fect information is a sequential game in which all the players are informed
before every move of the complete state of the game. A strategy for a player
in a game of perfect information is a plan that dictates what moves that player
will make in every possible game state. A strategy tree is a (directed, acyclic)
graph representation of a strategy. The nodes of the graph represent reach-
able game states. The edges of the graph represent the opponent’s moves.
The target node of the edge contains the strategy’s response to the move
encoded on the edge. A leaf represents a final game state, and can, usually,
be labeled either win, lose, or draw. Thus, a path from the root of a strategy
tree to one of its leaves represents a game.

In a tree, there is only one path from the root of the tree to each node. This
path defines a set of moves made by the players in the game. A player’s move
set at any node is the set of moves made by that player up to that point in a
game. For example, a strategy’s move set at any node is the set of moves dic-
tated by the strategy along the path from the root to that node. A strategy is
said to be feasible if, for every pair of nodes in the decision tree for which the
opponent’s move sets are equal, one of the following two conditions holds:
(1) the vertices encode the same decision (i.e., they dictate the same move),
or (2) the strategy’s move sets are equal. A feasible strategy can be success-
fully converted into Boolean logic implemented using monotone logic gates,
such as the deoxyribozyme logic gates.

In the tic-tac-toe automaton, the following simplifying assumptions are made
to reduce the number and complexity of needed molecular species. The automa-
ton moves first and its first move is into the center (square 5, Fig. 9). To exploit
symmetry, the first move of the human, which must be either a side move or a
corner move, is restricted to either square 1 (corner) or square 4 (side).

The game tree in Fig. 10 represents the chosen strategy for the automaton.
For example, if the human opponent moves into square 1 following the
automaton’s opening move into square 5, the automaton responds by moving
into square 4. If the human then moves into square 6, the automaton responds
by moving into square 3. If the human then moves into square 7, the automa-
ton responds by moving into square 2. Finally, if the human then moves into
square 8, the automaton responds by moving into square 9, and the game
ends in a draw.

This strategy is feasible; therefore, following a conversion procedure, it is
possible to reach a set of Boolean formulae that realize it, given in Table 1. (For
a detailed analysis of feasibility conditions for the mapping of games of strat-
egy to Boolean formulae, see ref. 113.) The arrangement of deoxyribozyme
logic gates corresponding to the above formulae is given in Fig. 11. This is the
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Fig. 9. The tic-tac-toe game board.

initial state of the nine wells of a well-plate in which the automaton is realized
in the laboratory.

The play begins when Mg2+ ions are added to all nine wells, activating
only the deoxyribozyme in well 5, i.e., prompting the automaton to play its
first move into the center. After that, the game branches according to the
opponent’s inputs. A representative game is shown in Fig. 12. As the human
opponent adds input to indicate his moves, the automaton responds with its
own move, activating precisely one well, which is shown enlarged. The
newly activated gate is shown in light green. The bar chart shows the meas-
ured change in fluorescence in all the wells. Wells that are logically inactive
(contain no active gates) have black bars, and wells that are logically active
have green bars (the newly active well is light green).

3.3. Open Systems and Recurrent Circuits 

The first oscillatory chemical reaction was discovered by Belousov in
the 1950s, but for awhile, remained little known (114). Once this Belousov-
Zhabotinsky reaction became better known and its mechanisms were
understood (115–117), it inspired treatments of chemical computation
devices, made out of hypothetical large systems of coupled chemical reac-
tions with many stable states (118–126); moreover, information-theoretic
connections were made with Maxwell’s daemon (127), and, chaotic behavior
having been observed, with unpredictability (128–130). Chemical reactions,
owing to diffusion, have a spatial component in addition to the temporal.
Therefore, the oscillatory Belousov-Zhabotinsky reaction gives rise to waves
(131); this was used to implement computation on a prefabricated spatial pat-
tern by wave superposition (132–134). Recently, an oligonucleotide periodic
system has been shown (135) (see also ref. 136).

It has been suggested that computational devices based on chemical kinet-
ics are Turing-equivalent (137), but one must consider the inherently finite
number of reactions and molecular species possible (138), and the difficulty
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of constructing them in practice, beyond Gedankenmoleküle, such as those of
Hiratsuka (139). Deoxyribozyme logic provides a systematic method for
such a construction, and recurrent circuits, including flip-flops and oscilla-
tors, have been designed in silico on the basis of it (140,141).

4. WORD DESIGN FOR DNA COMPUTING 

Most DNA computation models assume that computation is error-free.
(Although we describe most of the constraints in terms of DNA, RNA com-
puters also exist [for an example, see ref. 64], and all of the constraints
described here are also relevant to RNA.) For example, Adleman (43) and
Lipton (45) used randomly generated DNA strings in their experiments
because they assumed that errors due to false positives were rare. However, it
has been experimentally shown that randomly generated codes are inadequate
for accurate DNA computation as the size of the problem grows (68), because
a poorly chosen set of DNA strands can cause hybridization errors. Therefore,
for many types of DNA computers, it may be practical or even necessary to
create a “library” or “pool” of DNA word codes suitable for computation.

There are three steps to constructing a library. First, rules or constraints must
be defined that specify whether a given set of molecules will cause errors; these
constraints can be complex because they are subject to the laws of biochem-
istry as well as the specific algorithm and computation style. Second, an

Table 1
Boolean Formulae Resulting from the Tic-Tac-Toe Game Tree Express
the Dependence of Outputs o on the Inputs i

o1 = i4
o2 = (i6 � i7 � ¬ i2) � (i7 � i9 � ¬ i1) � (i8 � i9 � ¬ i1)

o3 = (i1 � i6) � (i4 � i9)

o4 = i1
o5 = 1

o6 = (i1 � i2 � ¬ i6) � (i1 � i3 � ¬ i6) � (i1 � i7 � ¬ i6) � (i1 � i8 � ¬ i6) 

� (i1 � i9 � ¬ i6)

o7 = (i2 � i6 � ¬ i7) � (i6 � i8 � ¬ i7) � (i6 � i9 � ¬ i7) � (i9 � i2 � ¬ i1)

o8 = i9 � i7 � ¬ i4
o9 = (i7 � i8 � ¬ i4) � (i4 � i2 � ¬ i9) � (i4 � i3 � ¬ i9) � (i4 � i6 � ¬ i9)

� (i4 � i7 � ¬ i9) � (i4 � i8 � ¬ i9)
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Fig. 11. Realizing a tic-tac-toe automaton using deoxyribozyme logic. The center
well contains a consitutively active deoxyribozyme. Each of the eight remaining
wells contains a number of deoxyribozyme logic gates as indicated.

algorithm must be found that either generates or finds such a set of molecules;
the solution space is large because the number of candidate molecules grows
exponentially in the length of the DNA string. Third, it must be proved that the
final set of molecules correctly implements the DNA algorithm; for some
problem instances, proving this is NP-hard (142). Correspondingly, we define
three problems in library design. Given an algorithm for a type of DNA com-
puter, the DNA Code Constraint Problem is to find a set of constraints that the
DNA strands must satisfy to minimize the number of errors due to the choice
of DNA strands. Given a set of constraints, the DNA Code Design Problem is
to find the largest set of DNA strands which satisfy the given constraints or to
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Fig. 12. A game of tic-tac-toe. See main text for description.



find a set of DNA strands of a given size that best satisfy a given set of con-
traints. The DNA Code Evaluation Problem is to evaluate how accurate a set
of DNA strands is for implementing a DNA algorithm.

4.1. DNA Code Constraint Problem 

A properly constructed library will help minimize errors so that DNA
computation is more practical, reliable, scalable, and less costly in terms of
materials and laboratory time. (For an overview of library design, see ref. 67.)
However, the construction of a library is nontrivial for two reasons. First,
there are 4N unique DNA strings of length N; thus, the number of candidate
molecules grows exponentially in the length of the DNA string. Second, the
constraints used to find a library are complex because they are subject to the
laws of biochemistry as well as the specific algorithm and computation style.

4.1.1. Positive and Negative Design 

Although there are many types of DNA computers, most share similar
biochemical requirements because they use the same fundamental biochem-
ical processes for computation. The fundamental computation step for most
DNA computers occurs through the bonding (hybridization) and unbonding
(denaturation) of oligonucleotides (short strands of DNA).

Creating an error-free library typically requires that planned hybridizations
and denaturations (between a word and its Watson-Crick complement) occur
and unplanned hybridizations and denaturations (between all other combina-
tions of code words and their complements) not occur. The former situation is
referred to as the positive design problem while the latter is referred to as the
negative design problem (143,144).

The positive design problem requires that there exist a sequence of reac-
tions that produces the desired outputs, starting from the given inputs. Thus,
positive design attempts to “optimize affinity for the target structure” (144).
These reactions must occur within a reasonable amount of time for feasible
concentrations. Usually, the strands must satisfy a specified secondary struc-
ture criterion (e.g., the strand must have a desired secondary structure or have
no secondary structure at all). Because a strand is typically identified by
hybridization with its perfect Watson-Crick complement, the positive design
problem requires that each Watson-Crick duplex be stable. In addition, for
computation styles that use denaturation, the positive design problem often
requires all of the strands in the library to have similar melting temperatures,
or melting temperatures above some threshold. In short, positive design tries
to maximize hybridization between perfect complements.

The negative design problem requires that: (1) no strand have an undesired
secondary structure such as hairpin loops (see Fig. 13), (2) no string in the
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library hybridize with any other string in the library, and (3) no string in the
library hybridize with the complement of any other string in the library. Thus,
negative design attempts to “optimize specificity for the target structure” (144).
Unplanned hybridizations can cause two types of potential errors: false posi-
tives and false negatives. False negatives occur when all (except an unde-
tectable amount) of DNA that encodes a solution is hybridized in unproductive
mismatches. Because mismatched strands are generally less stable than per-
fectly matched strands, false negatives can be controlled by adjusting strand
concentrations. Deaton experimentally verified the occurrence of false posi-
tives, which happen when a mismatched hybridization causes a strand to be
incorrectly identified as a solution (68). False positives can be prevented by
ensuring that all unplanned hybridizations are unstable. In short, the nega-
tive design problem tries to minimize nonspecific hybridization.

Positive design often uses guanine-cytosine (GC) content and energy
minimization as heuristics (see below). Negative design uses combinatorial
methods (such as Hamming distance, reverse complement Hamming dis-
tance, shifted Hamming distance, and sequence symmetry minimization),
and thermodynamic methods (such as minimum free energy). Constraints
that incorporate both positive and negative designs are probability, average
incorrect nucleotides, energy gap, probability gap, and energy minimization
in combination with sequence-symmetry minimization. The best-performing
models for designing single-strand secondary structure use simultaneous pos-
itive and negative design, and significantly outperform either method alone;
however, kinetic constraints must be considered separately because low free
energy does not necessarily imply fast folding (144). We believe that this
same principle holds for designing hybridizations between multiple strands.

4.1.2. Secondary Structure of Single Strands 

Most DNA computation styles need strands with no secondary structure
(i.e., no tendency to hybridize with itself). There are, on the other hand, cases
where specific secondary structures are desired, such as for deoxyribozyme
logic gates (112); Fig. 14 shows the desired structure. Even there, structures
different from the desired ones must be eliminated.

238 Sager, Farfel, and Stefanovic

Fig. 13. DNA loops. Solid areas represent double stranded sections. Lines repre-
sent single stranded sections.



There are several heuristics that are used to prevent secondary structure.
Sometimes, repeated substrings and complementary substrings within a sin-
gle strand that are nonoverlapping and longer than some minimum length
are forbidden in order to prevent stem formation. This heuristic is often
called sequence symmetry minimization (144,145) or substring uniqueness
(146). Another heuristic is to forbid particular substrings; these forbidden
substrings are usually strings known to have undesired secondary structure.
For example, sequences containing GGGGG should be avoided because
they may form the four-stranded G4-DNA structure (147,148). (For more
information about alternative base-pairing structures, see ref. 97.)
Alternatively, strands are designed using only a three-letter alphabet (A, C, T
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Fig. 14. Example of secondary structure in Stojanovic and Stefanovic’s DNA
automaton (112) as computed by mfold (174,180,232) using 140 mM Na+, 2 mM
Mg2+, and 25°C. The strand has three hairpin loops, which is the desired secondary
structure. ∆G is −12.3 kcal/mol.



for DNA and A, C, U for RNA) to eliminate the potential for GC pairs,
which could cause unwanted secondary structure (149).

In order to design a strand with a desired secondary structure (inverse sec-
ondary structure prediction), the nucleotides at positions that bond together
must be complementary. This simple approach can be improved by also
requiring the strands to satisfy some free-energy-based criteria, such as
those described below from Dirks et al. (144).

The minimum free energy constraint, which can be calculated in O(N3) time
for structures with no pseudoknots (150), is used to choose sequences such
that the target structure has the minimum free energy. However, because this
method is a negative design, it does not ensure the absence of other structures
that the sequence is likely to form. Algorithms also exist to determine whether
a set of strands are structure-free, where a set of sequences is considered to be
structure-free if the minimum free energy of every strand in the set is greater
than or equal to zero (151–153). It has also been suggested that sequences be
chosen so that the difference between the free energy of the desired structure
and undesired structures is maximal (67).

The energy minimization constraint is used to choose sequences that have
a low free energy in the target structure, but not necessarily the minimum free
energy. To design strands with this constraint, first generate a random string
s that satisfies the complementary requirements of the desired secondary
structure. For each step (Dirks used 106 steps), choose a random one-point
mutation. Let s′ be the sequence with this random one-point mutation (and a
mutation in the corresponding base required by the structure constraint, if
any). Accept the mutation by replacing s with s′ if:

where ρ ∈[0, 1] is a random number drawn from a uniform distribution, ∆G(s)
is the free energy of the sequence in secondary structure s, and ∆G(s′) is the free
energy of the sequence in secondary structure s′ [the free energy of a given
structure can be calculated in O(N) time]. Thus, this equation always accepts
any mutations that result in no change or a decrease in free energy, and accepts
with some probability any mutations that increase the free energy.

Sequences can also be chosen that maximize the probability of sampling
the target structure. The probability p(s) that every nucleotide in the
sequence exactly matches the target structure s at thermodynamic equilib-
rium is calculated by:

p s
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where ∆G(s) is the free energy of the sequence in secondary structure s. The
partition function, Q, is:

where Ω is the set of all secondary structures that the sequence can form in
equilibrium. If s* is the target secondary structure and p(s*) ≈ 1, then the
sequence has a high affinity and high specificity for s*. An optimal dynamic
programming algorithm calculates p(s*) for structures with no pseudoknots
in O(N3) time (154), whereas p(s*) for secondary structures with pseudoknots
can be calculated in O(N5) time (155).

Additionally, sequences can be chosen to minimize the average number of
incorrect nucleotides, n(s), ΩSs for a given sequence of length N in structure
s is:

Ss[i, j] = 1, if base i is paired with base j in s; 0,otherwise

Ss[i, N + 1] = 1, if base i is unpaired in s; 0, otherwise

where 1 ≤ i ≤ N and 1 ≤ j ≤ N. The probability matrix Ps is:

where 1 ≤ i ≤ N and 1 ≤ j ≤ N + 1. When 1 ≤ j ≤ N, Ps [i, j] is the probabil-
ity of forming a base pair between the nucleotides at position i and j (i.e., the
sum of the probabilities of each structure where i and j are paired). Ps [i,
N + 1] is the probability that base i is unpaired. Let n(s) be the average num-
ber of incorrect nucleotides over the equilibrium ensemble of secondary
structures Ω. If s* is the target structure then:

where n(s*) can be calculated in O(N3) time in structures with no pseudo-
knots and O(N5) in structures with pseudoknots.

Dirks and Pierce (144) determined that the best-performing models are
probability, average incorrect nucleotides, and energy minimization in com-
bination with sequence symmetry minimization for the substrings that are not
constrained by the desired secondary structure. The models with medium per-
formance are the negative design methods (minimum free energy, and
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sequence symmetry minimization alone). The worst-performing model is
energy minimization (a positive design method). Surprisingly, minimum free
energy performs similarly to sequence symmetry minimization; these results
show that free energy measurements do not guarantee good design. An effec-
tive search must use both positive and negative design methods.

4.1.3. Secondary Structure of Multiple Strands 

The way in which DNA folds in nature is not necessarily how computers
should fold DNA strands to obtain the structure, because nature has the
advantage of parallel processing and the proximity of the molecules in
space. The strength of a perfectly matched duplex, a positive constraint, is
often estimated by either: (1) the type of hydrogen bonds, AT vs GC,
expressed as the percentage of nucleotides that are G and C bases in a strand
or duplex, which is known as GC content; or (2) the amount of free energy
released from the formation of the hydrogen bonds and the phosphodiester
bonds that hold together adjacent nucleotides in a strand. The latter model is
known as the nearest-neighbor model.

Because GC base pairs are held together by three hydrogen bonds
whereas AT base pairs are held together by only two hydrogen bonds,
dsDNA with a high GC content is often more stable than DNA with a high
AT content. Many DNA library searches require each strand to have a 50%
GC content to make the thermodynamic stability of perfectly matched
duplexes similar. The GC-content heuristic is simple to calculate; only the
length and the number of GC bases are needed, where the length refers to the
number of nucleotide base pairs. However, the nearest-neighbor heuristic is
more accurate than the GC-content heuristic because the nearest neighbor
base-stacking energies account for more of the change in free energy than the
energy of the hydrogen bonding between nucleotide bases.

Requiring all pairs of strings in the library to have at least a given minimum
Hamming distance (i.e., the number of characters in corresponding places
which differ between two strings) is intended to satisfy the negative require-
ment that no pair of strings in the library should hybridize. A variation of this
idea is the reverse complement Hamming distance, which is the number of
corresponding positions that differ in the complement of s1 and the reverse of
s2. This constraint is used to reduce the false positives that occur from
hybridization between a word and the reverse of another word in the library.

The advantage of Hamming distance (and its variations) is its theoretical
simplicity and the vast body of extant work in coding theory. Many bounds
have been calculated on the optimal size of codes with various Hamming-
distance-based constraints (156). Many early DNA library search algorithms
used Hamming distance as a constraint to develop combinatorial algorithms
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based on the results from coding theory. However, Hamming distance alone
is an insufficient constraint.

One problem with Hamming-distance-based heuristics is that this measure
assumes that position i of the first string is aligned with position i of the second
string. However, because duplexes can be formed with dangling ends and
loops, this is not the only possible alignment. Various Hamming distance
slides, substring uniqueness (146), partial words (157), and H-measure
(71,158) constraints have been developed to fix the alignment problem.
Similarly, many of the previously mentioned constraints (such as GC content
and Hamming distance) have also been applied to windows and pairs of
windows, which are substrings of a given length. Another problem with
heuristics based on Hamming distance is that the percentage of matching
base pairs necessary to form a duplex is not necessarily known. Melting tem-
perature can be used to approximate what the minimum Hamming distance
should be; however, for a given temperature and word set, there can be sig-
nificant variation in the required minimum distance.

Now that accurate free-energy information is available for all but the most
complicated secondary structures (e.g., branching loops), the nearest-neighbor
model is a much more accurate method to use than the constraints based on
Hamming distance. It has also been experimentally determined for a sequence
A of length n and a sequence B of length m that minimum free energy is a
superior constraint to BP, where

BP = min(n, m) − min−m<k<nH(A, σk(B
–
))

where H(*,*) is the Hamming distance, B
–

is the reverse complement of B, and
σk is the shift rightward when k > 0 or leftward when k < 0 (147) (BP is equiv-
alent to the H-measure constraint if n = m). One way of using free-energy-
based calculations as a constraint to prevent mismatched duplexes is to
maximize the gap between the free energy of the weakest specific hybridiza-
tion and the free energy of strongest nonspecific hybridization, which we refer
to as the energy gap; this approach was used by Penchovsky (159). A metric
also exists that calculates the maximum number of stacked base pairs in any
secondary structure; a thermodynamic weighting of this metric gives an upper
bound on the free energy of duplex formation (160). The probability, p(s*),
measurement could also be applied to duplexes. A reasonable heuristic would
be to maximize the gap between the lowest probability of the desired specific
hybridizations and the highest probability of undesired nonspecific
hybridizations, which we refer to as the probability gap. Algorithms exist that
calculate the probability, p(s*), for all possible combinations of single- and
double-stranded foldings between a pair of strands (161). Various equilibrium
thermodynamic approaches have been used (162–166). Computational
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incoherence predicts the probability of an error hybridization per hybridiza-
tion event based on statistical thermodynamics (158,162,167).

The physically based models can be divided into categories based on the
level of chemical detail (168). Techniques that model single molecules
include molecular mechanics models such as Monte Carlo minimum free
energy simulations and molecular dynamics, which models the change of
the system with time. Techniques that average system behavior, or mass
action approaches, are less accurate but more computationally feasible.
Molecular mechanics (which models the movement of the system to the
lowest energy), chemical kinetics, melting temperature, and statistical ther-
modynamics are all mass action approaches.

Thermodynamics are best at predicting DNA structure. However, calcu-
lating these measures can be costly. According to the requirements men-
tioned for the negative design problem, checking that a library of size M
meets specifications requires O(M2) string comparisons, where each com-
parison of a pair of strings of length N is potentially polynomial in N. Thus,
the weaker combinatorial and heuristic predictors could be used to quickly
filter a candidate set of library molecules, and then the free energy model
could be used to more accurately check this set. If this approach is adopted,
the correlation between these alternative heuristics and free energy measure-
ments should be explored. Alternatively, free energy or probability approxi-
mation algorithms could be used. This approach has the advantage that
techniques from randomized algorithm analysis could be used to prove the
correctness of the approximation.

4.1.4. Melting Temperature 

Melting temperature is typically used as a constraint in DNA paradigms that
use multiple hybridization and denaturation steps to identify the answer (for an
example, see ref. 64). When DNA is heated, the hydrogen bonds that bind two
bases together tend to break apart, and the strands tend to separate from each
other. The probability that a bond will break increases with temperature. This
probability can be described by the melting temperature, which is the temper-
ature in equilibrium at which 50% of the oligonucleotides are hybridized and
50% of the oligonucleotides are separated. Because temperature control is often
used to help denature the strands in intermediate steps, it is advantageous for
these paradigms to require all of the strands in the library to have similar melt-
ing temperatures, or melting temperatures above some threshold.

The melting temperature of a perfectly matched duplex can be roughly esti-
mated from the 2–4 rule (67), which predicts the melting temperature as twice
the number of AT base pairs plus four times the number of GC base pairs.
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Another rough estimate of the change in melting temperature due to
mismatched duplexes can also be obtained by decreasing the melting tempera-
ture of a corresponding matched duplex by 1°C per 1% mismatch; unfortu-
nately, the inaccuracy is typically greater than 10°C (169). Neither method is
recommended. A better method is to use the nearest-neighbor model regardless
of whether the duplex is perfectly matched or mismatched. This method pro-
duces more accurate results because melting temperature is closely related to
free energy. Melting temperature has been used to characterize the hybridiza-
tion potential of a duplex (170,171), but this measure cannot be used to predict
whether two strands are bound at a given temperature because the melting tem-
peratures of different duplexes do not necessarily correspond to relative rank-
ings of stability.

4.1.5. Reaction Rates 

Once the structure of candidate strands is known, the next logical question to
ask is how fast these reactions occur and what concentration is needed. Kinetics
deals with the rate of change of reactions. For some implementations of DNA
computers, the rate of the reaction could be an additional search constraint.
System-level simulation software has been described for this purpose (172).

4.1.6. DNA Prediction Software 

There exist many software packages that predict DNA/RNA structure, ther-
modynamics, or kinetics. A few well known structure prediction software
packages are: Dynalign (173), mfold (174), NUPACK (155,175), RNAsoft
(176), RNAstructure (177), and the Vienna Package (178). RNA free energy
nearest-neighbor parameters are available from the Turner Group (177). Some
software packages that calculate thermodynamics are: HyTher (179–181),
BIND (170), MELTING (182), MELTSIM (183), and MeltWin (184). Kinfold
(185) simulates kinetics. EdnaCo (158) and Visual OMP (Oligonucleotide
Modeling Platform; DNA Software Inc.) (186) simulate biochemical proto-
cols in silico. In addition, there are many library design software packages
such as DNA Design Toolbox (187), DNASequenceCompiler (146),
DNASequenceGenerator (146), NACST/Seq (188), NucleicPark (166), PER-
MUTE (64), PUNCH (189), SCAN (171), SEQUIN (145), SynDCode
(160,190,191), and TileSoft (192).

4.2. DNA Code Design Problem 

Once the desired constraints are known, how should one design a
sequence generator to find strings that satisfy those constraints? A good gen-
erator should be reliable, extensible, efficient, and scalable. Ideally, the
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generator should find as large a set as possible, work for multiple problems,
and should allow constraints to be easily added and removed. However,
comparisons of sequence-generation algorithms are difficult because the
algorithms are usually written and tested for a specific DNA computation
problem and specific set of constraints; an algorithm that does well on one
constraint set may not do well on another constraint set. Thus in this section
we briefly explain several approaches to give the flavor of possible solutions
to the DNA Code Design Problem; see also ref. 143.

Early algorithms to find DNA word sets focused on the Hamming-distance
constraint or variations thereof to achieve a theoretical abstraction of the con-
straints, which allowed the use of combinatorial algorithms (e.g., 69) and
proofs of completeness (i.e., that the size of the pool is optimal or near optimal)
(156). However, in the process the constraints are simplified so much that they
no longer accurately predict DNA structure. Current algorithms tend to use
a more complex combination of the constraints. However, because these
constraints are difficult to abstract, more recent programs resort to genetic
algorithms, random search, exhaustive search, and local stochastic search
algorithms. For a survey of algorithms that have been used to solve the
DNA/RNA Code Design Problem, see ref. 143.

4.2.1. Combinatoric Algorithms 

Because of the association between DNA code design and coding theory,
early algorithms tended to focus on finding optimal code sizes. Many proofs
have been found which bound the size of optimal codes for simple combina-
tions of constraints based on Hamming distance and reverse complement
Hamming distance (156). These proofs can be used to evaluate the optimality
of a solution to the DNA Code Design Problem. Algebraic properties, formal
language theory, and coding theory have also been used to show properties of
DNA-compliant languages (193). However, the tradeoff is that many of these
proofs are extremely difficult to extend to complex combinations of con-
straints that model the physical world more realistically. As a result, these
algorithms tended to be deterministic, combinatorial, and specific to the DNA
computer that they were designed for.

For example, the “template-map” strategy (69) obtains a large number of
dissimilar word sequences from a significantly smaller number of templates
and maps using theoritical proofs, where a template is a string chosen from
the alphabet {A, C} and a map is a string of the same length chosen from the
alphabet {0, 1}. When a map m is applied to a template t, a character in the tem-
plate, ti, is replaced with its complement if the corresponding character in the
map, mi, is 1; if mi is 0 then there is no change to ti (e.g., when the map
10100101 is applied on template AACCACCA, it produces the string
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TAGCAGCT.) Because each template and map pair uniquely describes a string
from the alphabet {A, C, G, T}, additional constraints are needed to prevent
nonspecific hybridizations. The templates are also required to be “conflict-free,”
where two templates are considered to be conflict-free if they generate two
strings that have a Hamming distance and reverse complement Hamming dis-
tance of at least 4 when paired with any two maps. In addition, the template and
map pairs are also required to generate strings with a 50% GC content. The
obvious limitation of this method is with respect to extensibility and scalability.

4.2.2. Randomized Algorithms 

Later algorithms have tended to focus on being extensible to a variety of
problems and constraints and also on accurately modeling the physical world;
this trend can be seen in the current discussions about defining a standard for
biomolecular computing simulation software (194). Because the search space
is large and the constraints are complex, most of the randomized algorithms
used for DNA code design tend to be Las Vegas algorithms (algorithms which
vary in run time) and not Monte Carlo algorithms (algorithms which sometimes
produce incorrect answers); thus the efficiency with which a randomized algo-
rithm finds or converges to a solution is an important consideration for evalu-
ating these types of algorithms. In addition, these algorithms may also vary in
solution quality from run to run, so the quality of the solution is also important.

The PERMUTE program (64) is an example of a simple randomized algo-
rithm. It generates random nucleotides from the three-letter alphabet {A, C, U}
and then permutes the sequence until the constraints are satisfied. If no permu-
tation produces a valid string, then a new random string is generated. A simple
variation on this idea is to generate a random candidate string, add the string to
the pool only if it satisfies the constraints, and repeat (195). These types of “gen-
erate-and-test” algorithms perform well in situations where the search process
does not tend to get stuck in local minima. However, the constraints must be set
appropriately before algorithm executes and the generator cannot suggest
whether it is possible to find better sets which satisfy the same constraints.

The DNA SequenceGenerator (146) is an example of a slightly more com-
plicated randomized algorithm. This algorithm generates a pool of nb-unique
sequences from a directed graph whose nodes are labeled with sequences of
length n_b, which are referred to as “base strands”. A directed edge, (u, v),
connects nodes u and v if the last nb − 1 characters of base strand u are the
same as the first nb − 1 characters of base strand v. Thus a string of length
ns is represented by a path of length (ns − nb + 1); the set of paths of length
(ns − nb + 1) that do not share any nodes corresponds to a set of nb unique
sequences of length ns. The nodes of certain base strands (such as self-
complementary substrings, forbidden substrings, substrings containing two
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consecutive GG or CC bases, substrings containing specified GC content,
etc.) can be restricted by marking their corresponding nodes as forbidden or
by removing them from the graph. In each iteration, the algorithm ran-
domly chooses a start node and performs a random walk to find a path of
length (ns − nb + 1) that does not contain forbidden nodes, nodes used in
other paths, or the reverse complement of nodes used in other paths. If a com-
plete path that satisfies the constraints (such as melting temperature and GC
content) is found, the sequence is added to the library of strings, otherwise the
walk backtracks and attempts to find another path. A limitation of this algo-
rithm is that a large amount of memory may be needed to store the graph.

Most current research in DNA word design falls in the category of stochas-
tic local search algorithms (which includes the evolutionary algorithms
described below). Stochastic local search (SLS) algorithms are the subset of
randomized algorithms that make use of the previous randomized choices
when generating or selecting new candidate solutions. More specifically,
“the local search process is started by selecting an initial candidate solution,
and then proceeds by iteratively moving from one candidate solution to a
neighboring candidate solution, where the decision on each search step is
based on a limited amount of local information only. In stochastic local
search algorithms, these decisions as well as the initial search initialization
can be randomized” (196). Many SLS algorithms have parameters that must
be set manually. The comparison of these algorithms can be misleading
when the parameter settings are unevenly optimized; thus, care must be
taken to ensure that the parameters are equally optimized or that at least the
same amount of effort is spent on each algorithm to optimize the parameters
if the optimal settings are uncertain.

Given a set of individual and pairwise constraints on strands (e.g.,
Hamming distance, reverse Hamming distance, GC content, or thermody-
namics), the SLS-THC algorithm (196–199) begins with a randomly chosen
pool of strings of size N, where each string is of length n and each string sat-
isfies any constraints specified on individual strings. To obtain good perform-
ance, the algorithm stores the results of the calculations for the pairwise
constraints in a table; thus, modifying a word in the pool requires only Ω(N)
calculations. In each iteration, the algorithm picks a pair of words (uniformly
at random) that has a conflict (a violation of a pairwise search constraint) and
modifies one of the words. All single-base mutations to each string in the
conflicting pair that satisfies the individual constraints (the 1-mutation
neighborhood) are considered modifications. With constant probability q, a
modification in the 1-mutation neighborhood is chosen at random, otherwise
a modification is chosen that maximally reduces the number of pair conflicts
in the pool. Empirical analysis of the run-time distributions of the algorithm
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on hard design problems indicates that the search performance is compro-
mised by stagnation; this problem can be overcome by the occasional ran-
dom replacement of a small fraction of the strings in the pool (197). The
algorithm terminates if S has no conflicts or if a specified number of itera-
tions have been completed. If the algorithm terminates before it finds a valid
set of size N, then a word in a conflicting pair is randomly deleted from the
pool until no conflicts remain.

The SLS-THC algorithm is a more sophisticated search than the previous
randomized algorithms because it utilizes local information in its search
process. The search process can be thought of as a conflict-directed random
walk. As the algorithm runs, at any given time there may be pair-wise conflicts
in the pool; allowing these conflicts to remain may help the algorithm over-
come local minima because the decision of which conflicting string to remove
is delayed. Because every conflicting pair has the same probability of being
mutated in each iteration, there is a high probably that strings that create minor
conflicts will be resolved by only a few mutations and a high probability that
strings which prevent the pool size from growing (local minima) will be
mutated greatly or even replaced. It has been empirically demonstrated that
the SLS-THC algorithm matches or improves upon the pool sizes obtained
from the best-known theoretical constructions for several different combina-
tions of Hamming distance, reverse Hamming distance, and GC-content con-
straints (196).

Evolutionary algorithms (EAs) are a subset of SLS algorithms that use
techniques inspired by biological evolution. The solution pool is represented
by a population of “individuals” or “chromosomes.” EAs use selection, muta-
tion, and recombination on the population to utilize local information and
prevent local minima in order to efficiently optimize the population. There
are several types of evolutionary algorithms, such as genetic algorithms
(GAs) (200), evolution strategies (201,202), and evolutionary programming
(203). However, because current work often blends concepts from many
styles of EAs, we do not emphasize the differences between the types of EAs.

The goal of a GAs is to minimize or maximize a measure of fitness; this
concept corresponds to the biological concept of “selection of the fittest.” For
example, in some GA implementations of the DNA word design problem, the
fitness is based on the Hamming distance between strings (68,204) or based
on the partition function (205). Other GAs have used a single fitness function
that incorporates multiple constraints (195); as a result, several experimental
runs may be required to decide how to set the parameters. When the con-
straints are mutually independent, the parameter values can be determined
independently. However, in the DNA word design problem, it is often
the case that optimizing one constraint causes a relative tradeoff in the
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optimality of another constraint (e.g., the chance of nonspecific hybridiza-
tions can be reduced by using only the three bases A, T, and C, but this
technique also increases the similarity of the strings). When the parameters
are not mutually exclusive, finding the optimal parameter settings can be
difficult (196). It has been suggested that as the number of design constraints
is increased, a single fitness measure that incorporates all of the design con-
straints may not be appropriate for the DNA word design problem because the
relative importance of each constraint is often unknown (195). Some more
recent GAs, such as NACST/Seq (188,206,207), attempt to resolve these
problems using a multi-objective GA.

4.3. DNA Code Evaluation Problem 

Of the heuristics previously mentioned, the most appropriate method for
obtaining an estimate of the absolute or relative rate of hybridization error is
thermodynamics and statistical thermodynamics. For example, p(s*), n(s*),
pair probabilities, and free energy have been used to evaluate whether a
singly stranded sequence will form a desired secondary structure, s* (144).
Statistical thermodynamics (the partition function of all hybridized configu-
rations) have been used to predict the error rate in the set of strands used in
Adleman’s original Hamiltonian Path problem (205). Computational incoher-
ence (162,167), xi, could also be used for evaluation. In addition, the energy
gap or probability gap could be used for evaluation (199). The most signifi-
cant evaluation criterion is how the strands perform in the laboratory, because
this is what the library is ultimately designed for.

Research in DNA libraries has two main goals: (1) to further understand
DNA chemistry, and (2) to understand search techniques useful for con-
structing sets of DNA codes. Although there is a growing consensus that
DNA computers will never be as practical or as fast as conventional com-
puters, biological computers have the advantage that their style of compu-
tation is closer to natural processes. Deaton states that the process of
converting an algorithm into a biomolecular system “is as difficult [i.e., NP-
hard or harder] as the combinatorial optimization problems they are
intended to solve” (142). However, successful research in DNA libraries
will help to reduce errors in DNA computation and may unearth new infor-
mation about how DNA interacts with itself. Although current DNA com-
puters are simplistic in comparison to natural biochemical processes, DNA
computation may help to develop alternative theories for how cells work or
could have evolved (208). In addition, research in DNA design also pertains
to DNA nanotechnology, PCR-based applications, and DNA arrays.
Breakthroughs in this field will add to the current knowledge of DNA
chemistry as well as DNA computers.
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4.4. Exploiting Inexact Matching 

In the preceding, we assumed that the applications to which the designed
word sets will be put require exact matching for correctness of operation. This
is indeed true of combinatorial DNA computing, to avoid false positives, i.e.,
spurious solutions, and it is somewhat true in enzymatic DNA computing, to
minimize cross-talk between signals. On the other hand, there can be an array
of applications that inherently allow modest amounts of error. Such is the case
with signal-processing applications, where the input data are noisy. It is prefer-
able in such situations to allow imperfect matches, i.e., to build the possibility
of imperfect matches directly into the design of the word set.

Tsaftaris (209,210) considers a hypothetical scenario in which a database
of signals is stored as a pool of DNA. Each signal is represented as a double-
stranded section of DNA. The database allows matching queries, in which
one asks if a given (short) probe signal is approximately equal to some por-
tion of one of the stored (target) signals; the target signal and the position of
the match are identified. To run the matching query, a sample of the database
is denatured, the probe is represented as the complementary oligonucleotide,
hybridization is allowed to take place, and then the result is isolated. In such
a setting, it is explicitly advantageous to allow some degree of hybridization
errors between strands that encode adjacent signal levels. The word design
problem is then not just that of choosing some N oligonucleotides of a given
length, but of assigning them to the N discrete signal levels in such a way
that for signal levels that are close to one another, the likelihood of a stable
mismatch is inversely proportional to the level difference, and for signal lev-
els exceeding some threshold, that likelihood is negligible. This is called the
noise tolerance constraint, and is imposed in addition to the usual combina-
torial constraints. A stochastic algorithm that builds upon thermodynamic
models of SantaLucia (180) is proposed by Tsaftaris and demonstrated for
N = 128 and 10-nt oligonucleotides (209).

5. CONCLUSION 

This review focuses on a few selected topics in nanocomputing.
Meanwhile, the literature is growing by the day. For combinatorial
approaches, which predominated at the outset of the DNA computing
research era, consult, e.g., ref. 99. For state-machine-based approaches, pre-
dicted at least as early as in the work of Manin, initiated by Rothemund, and
forcefully demonstrated by Benenson (211,212), in which finite control is
achieved using collections of customized enzymes, consult, e.g., ref. 213.
For cell and membrane computing, consult refs. 85,90,214–216. For recent
achievements in self-assembly, in particular assembly of almost arbitrary
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planar shapes, see ref. 217. For recent achievements in enzymatic comput-
ing, see ref. 218. For architectural advances, spearheaded by dyed-in-the
wool computer scientists, see, e.g., refs. 219, 220.
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Biomolecular Automata

Nataša Jonoska

Summary
As an emerging new research area, DNA nanoengineering and computation

extends into other fields such as nanotechnology and material design, and is develop-
ing into a new subdiscipline of science and engineering. This chapter provides a brief
overview of the design and development of computational devices by DNA. In partic-
ular, two approaches for biomolecular models of automata are described. The first
model is based on using the action of restriction endonucleases and the second is
based on DNA self-assembly and DNA nanomolecular devices.

Key Words: DNA computing; biomolecular computing; DNA automata; DNA
devices; DNA transducers.

1. INTRODUCTION

Half a century after the discovery of the structure of DNA, extraordinary
advances in genetics and biotechnology are being made on a daily basis. At
the same time, we are witnessing research developments that employ DNA
in a completely new way, treating this molecule of life as a nanomaterial for
computation. The first conception of using DNA for computation ripened in
the mid 1980s with the first theoretical model of splicing systems introduced
by Head (1). These ideas came to full fruition with Adleman’s seminal
experiment (2), which solved a small instant of a combinatorial problem
using solely DNA molecules and biomolecular laboratory techniques. The
impact of these first ideas on many researchers can be observed by the
numerous theoretical results and innovative experimental solutions that fol-
lowed. Results of these studies are considered rather significant in that much
of the research has been published by leading scientific journals such as
Science and Nature. The research has spurred new scientific interactions and
opened connections between mathematics and computer sciences from one
side, and molecular biology, nanotechnology, and biotechnology from the
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other. We mention some developments, both experimental and theoretical,
that use DNA to obtain three-dimensional (3D) nanostructures, for compu-
tation and as a material for nanodevices.

1.1. Nanostructures

The inherently informational character of DNA (as a sequence of
nucleotides) and the Watson-Crick complementarity of the bases make it an
attractive molecule for use in applications that entail targeted assembly.
Genetic engineers have used the specificity of sticky-ended cohesion,
guided by the complementarity of the bases, to direct the construction of
plasmids and other vectors. Naturally occurring DNA is a linear molecule
in the sense that its helix axis can be considered a 1D curve in space. Linear
DNA molecules are not well suited to serve as components of complex
nanomaterials, but it has proven to not be diffcult to construct DNA mole-
cules with stable branch points (3). Synthetic molecules have been designed
and shown to assemble into branched species (4,5), and more complex
motifs that entail the lateral fusion of DNA double helices (6), such as DNA
double crossover (DX) molecules (7), triple crossover (TX) molecules (8),
or paranemic crossover (PX) molecules. DX and TX molecules have been
used as tiles and building blocks for large nanoscale arrays (9,10). In addi-
tion, 3D structures such as a cube (11), a truncated octahedron (12), and
arbitrary graphs (13,14) have been constructed from DNA duplex and junc-
tion molecules. More recently, DX and PX have been employed in the con-
struction of an octahedron (15).

1.2. Computation

Theoretically, it has been shown that 2D arrays can simulate the dynam-
ics of a bounded 1D cellular automaton and so are capable of potentially per-
forming computations as a Universal Turing Machine (9). Several successful
experiments performing computation have been reported, most notably the
initial successful experiment by Adleman (2) and the recent one from the
same group solving an instance of satisfiability (SAT) with 20 variables
(16,17). Successful experiments with confirmed computation such as the
binary addition (simulation of exclusive disjunction [XOR]) using TX mol-
ecules (tiles) have been reported in (18). In ref. 19, a 9-bit instance of the
“knight problem” has been solved using RNA and in ref. 20, a small instance
of the maximal clique problem has been solved using plasmids.
Theoretically, it has been shown that by self-assembly of 3D graph struc-
tures, many hard computational problems can be solved in one (constant)
biostep operation (13,21).
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1.3. Nanodevices

Based on the B-Z transition of DNA, a nanomechanical device was intro-
duced in ref. 22. Soon after, “DNA fuel” strands were used to produce devices
whose activity is controlled by DNA strands (23,24). The PX-JX2 device
introduced in ref. 23 has two distinct structural states, differing by a half-
rotation; each state is obtained by addition of a pair of DNA strands that
hybridizes with the device such that the molecule is in either the JX2 state or
in the PX state. Some of these devices are described under Subheading 4.2.
Most recently, these devices have been utilized in the construction and
assembly of autonomous nanorobots. A theoretical model of a “walker” and 
a “crawler” was introduced in ref. 25, but the first real implementation came
from the Seeman’s laboratory (26), followed by similar designs (27,28).

The research in biomolecular computing has already taken many different
paths (theoretical and experimental), such that it is diffcult to cover all of
those aspects. This chapter concentrates on DNA implementation of finite
state automata, which, in the author’s opinion, have brought about significant
advancement in the field. The reader is advised to consult the Proceedings of
the Annual Meetings on DNA-Based Computers, currently in its 11th year,
where many of the researchers present their results (see refs. 29–38).

This chapter is based mostly on the experimental and theoretical results
in (21,24,39–47). In these highly interdisciplinary studies, theory and experi-
ments are tightly interlaced and it is assumed that the reader is familiar with
basic biomolecular techniques. For a reference, the first section gives a brief
introduction to the notions used in the following sections. It is also assumed
that the reader is familiar with mathematical writing as well as with the basic
ideas of theoretical computer science, which are used in describing the the-
oretical background.

The chapter starts with a rather brief introduction to some notions from
molecular biology and biotechnology. A short description of DNA molecules
used in successful construction of nanostructures and nanomechanical devices
is given under Subheading 2.2. The main ideas exploited with the first exper-
imental success are described under Subheading 2.3. As finite-state automata
are the main subject of the chapter, the theoretical model concerning finite
state automata is described under Subheading 3, and Subheading 4 deals with
the implementation. A description of an autonomous finite state machine that
employs a restriction enzyme coupled with clever encoding that “reads” the
input and recognizes, “accepts” certain encoded strings is covered under
Subheading 4.1. The same idea is suggested for developing a more powerful
computational device, the so-called push-down automaton. We also briefiy
describe the potential of such automata in genetics and medicine. The section
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on nanodevices, Subheading 4.3, describes three very significant experimental
results. The first one is a DNA-based mechanical device that uses DNA “fuel”
strands to change from one state to another. The second is a DNA-based
“switch” that uses the idea of fuel strands to switch between two positions.
This device is proposed as a base for developing a finite-state automaton with
programmable input. These ideas as well as the experimental results are
described under Subheading 4.2.

The chapter ends with a few concluding remarks.

2. BIOTECHNOLOGY USED: BRIEF OVERVIEW

Briefly, we recall the basic DNA structure and the actions of several types of
enzymes. A more thorough and not very technical description of the structure
of DNA and the operations performed by enzymes can be found in refs. 48,49
(see also ref. 50). Detailed laboratory protocols can be found in ref. 51.

Information in a DNA molecule is stored in a sequence of nucleotides, also
called by their chemical group, the bases A, G, C, T (adenine, guanine, cyto-
sine, and thymine), joined together by phosphodiester bonds. In the case of
RNA, the thymine is substituted with uracil (U). A single strand of DNA, i.e.,
a chain of nucleotides, has also a “beginning” (usually denoted by 5′) and an
“end” (denoted by 3′), and so the molecule is oriented. A chain of nucleotides
is called oligonucleotide or simply just oligo. By the well-known Watson-Crick
complementarity, A is complementary to T and C is complementary to G. A
double-stranded DNA is formed by establishing hydrogen bonds between the
complementary bases of two single-stranded molecules that have opposite
orientation. This process is usually called hybridization or annealing.

2.1. Enzymes and DNA Operations

Polymerase (used in the operation of “amplifying” or “detecting”): DNA
polymerases are enzymes that synthesize DNA. With these enzymes, a DNA
strand can be duplicated or extended. One of the commonly used protocols in
molecular biology is the so-called polymerase chain reaction (PCR). This
reaction detects certain DNA sequences and synthesizes a large number of such
molecules from an existing pool of molecules. This method is used to detect
(extract) a certain sequence within a large mix of molecules or to amplify it.

Restriction enzymes (endonucleases) (used in the operation of “separat-
ing” or “cutting”): such an enzyme recognizes a specific sequence of
nucleotides in a double-stranded DNA molecule and cuts the molecule into
two pieces by destroying the phosphodiester bonds at specific places in the
two strands. Different enzymes recognize different sequences of nucleotides,
and even if they recognize the same sequence, they may cut the molecule in
a different way.
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Ligase (used in the operation of “gluing”): It is said that a double-stranded
DNA molecule has a nick if the phosphodiester bond between two consecutive
nucleotides within one of the strands is broken. A ligase is an enzyme that
closes the nicks, i.e., recovers the broken phosphodiester bonds in a double-
stranded DNA.

Length (weight) selection (used in the operation of “separating” or “detect-
ing”): a technique called “gel electrophoresis” separates DNA molecules by
their weight. The DNA is negatively charged and after being placed in a small
well of a gel in an active electric field, it slowly moves toward the positive side.
Larger (heavier) molecules move slower and smaller molecules move faster.
The portion of the gel that contains molecules with the desired length can be
cut out of the gel, DNA-purified, and then used in subsequent experiments.

2.2. DNA Molecules Used in Nanostructures

In nature, DNA appears as a linear double-stranded molecule (in eukary-
otes), but it can also be in a circular form (mostly in viruses and bacteria,
prokaryotes). Circular DNA can also be obtained in a laboratory by joining
(ligating) the ends of a linear DNA. Such molecules are used in several models
of DNA-based computers (see, for example, ref. 49, Chapter 9). Circular mole-
cules have been used as building blocks for DNA knots. In theory, virtually any
knot can be constructed using right-handed B-DNA for negative crossings and
left-handed Z-DNA for positive crossings (52–55). Many catenas and linkages
of DNA molecules are known, but just recently, the first Borromean DNA rings
were assembled using B- and Z-DNA forms (47).

In DNA-based computing, the complementarity of the nucleotides (A ↔ T,
G ↔ C) is one of the basic properties used for encoding information as a
tool for computation, as well as for obtaining DNA nanostructures. Besides
the linear duplex DNA, there are two additional DNA building blocks
frequently used, junction molecules and DNA prototiles made of DX or TX
molecules.

Junction molecules are fairly well understood. These molecules have
been used in the construction of DNA polyhedra, a quadrilateral, a truncated
octahedron, and a cube (11,12,54). The k-armed branched molecules (k is a
natural number ≥2) seem to be suitable for graph construction. An example
of a four-armed branched molecule is presented in Fig. 1 to the left. In this
figure, the double helix of the molecule is not presented. Hydrogen bonds
between the anti-parallel, complementary Watson-Crick bonds are depicted
as dotted segments between the strands. Polarity of the DNA strands is indi-
cated with arrowheads being placed at the 3′ end. The angles between the
“arms” are known to be flexible. If we allow each “arm” to be over 200 or
300 base pairs (bp) long, then the “arms” of this molecule become rather
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fiexible and we deliberately show them curved. On the other hand, short
arms of two or three helical turns (one helical turn employs about 10.5
bases) would provide a quite rigid structure. Such rigid structures show high
potential for constructing 3D crystals. Various 2D arrays made of rigid struc-
tures have been reported (e.g., ref. 56). The 3′ ends can be extended such that
each arm ends with a single-stranded portion. This single-stranded part, also
called “sticky end,” can anneal to its Watson-Crick complement once placed
in a test tube. Construction and properties of these molecules are fairly well
understood (3,45,57) such that their potential for utilizing them in more
complex structures is becoming rather feasible. Recently, general nonregu-
lar graphs have been successfully constructed by using junction molecules
for the vertices and duplex molecules for the edges (58–60).

Another very important step toward constructing 3D DNA crystals was
made by designing and assembling a 2D array made of DNA tiles (10). The
construction of these arrays was enabled by the use of DX and TX molecules
that act as tiles. These molecules are double or triple duplex molecules (two
or three double helices) such that DNA strands interchange between different
helices. An example of a TX molecule is presented in Fig. 1 to the right. The
3′ ends are indicated with an arrow, and they may be extended to be used as
sticky ends such that connecting TX molecules in a 2D array is possible (8).
These DNA tiles made of DX and TX molecules were initially designed in
Seeman’s laboratory at New York University and now are used by several
groups in Caltech, Duke, University of Southern California, and others.

2.3. The First Experiments

In his seminal experiment, Adleman (2) solved a small instant of a combi-
natorial problem known as the Hamiltonian Path Problem (HPP) for a
directed graph. A graph is a structure made of points called vertices (one can
think of them as cities or towns) and arrows called edges connecting the ver-
tices (one can think of the edges as one-way roads connecting the towns). The
HPP asks whether for a given graph G there is a path from one vertex (town),
denoted vin, to another vertex, denoted vout, that visits every other vertex
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exactly once. If such a path exists, then it is called Hamiltonian. The graph
used in the experiment is depicted in Fig. 2 to the left. The vertex labeled 0
represented vin and the one labeled 6 represented vout. A Hamiltonian path fol-
lows the following vertex order: 0 → 3 → 4 → 1 → 2 → 5 → 5.

In Adleman’s experiment, the edges of G are represented by single-
stranded DNA oligos made of 20 (randomly chosen) nucleotides. The vertices
in the graph are also oligos of 20 nucleotides having the first 10 nucleotides
complementary to the last 10 of the incoming edge, and the other 10 being
complementary to the first 10 nucleotides of the outgoing edge (see Fig. 2 to
the right).

A path e1…ek of length k in G is represented by a double-stranded DNA
molecule of length 20 Kbp with 10 nucleotides (single-stranded) overhanging
from each end. So, if a Hamiltonian path exists, then it must be represented by
a double-stranded molecule of length 20 n, where n is the number of vertices.
The experiment that solved the problem had the following key elements:

1. Encode the information about the graph into DNA strands.
2. Use self-assembly of the molecules led by Watson-Crick complementarity to

generate a large library of strands that encode paths in the graph.
3. Use known biomolecular techniques (ligation, gel electrophoresis, PCR, affinity

separation) to extract the right solution, i.e., to extract the molecules that rep-
resent paths from vin to vout and visit every other vertex exactly once.

4. Provide a way (gel electrophoresis) to read out the output. 

The problem that was chosen for this experiment was a well known non-
deterministic polynomial-time (NP)-complete problem that is generally
“intractable” in the sense that, for a relatively modest size of graph, with any
known algorithm, an impractical amount of computer time is needed for its
solution. Adleman’s approach to this problem is not much different from a
brute-force search, but the way in which it was encoded and solved, and the use
of massive parallelism, self-assembly, and nondeterminism made it very novel,
inspiring, and a basis for innovative ideas, both experimental and theoretical.
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Several theoretical models based on the lab protocols used in Adleman’s
experiment can be found in the literature (see, for example, refs. 16,49,42).
They all use more or less the same set of operations: merge, separate, detect,
amplify, etc., and they all can feasibly be executed by a robotic system. Lipton
(62) showed that using these operations, the satisfiability problem for propo-
sitional formulas could be solved and consequently, a large set of problems
could be solved by DNA. In ref. 63, it is shown how these operations can be
used to break the Data Encryption Standard (DES). Approximately 1 g of
DNA is needed and using robotic arms (assuming each operation to last 1 min),
breaking the DES is estimated to take 5 d. The most significant point in the
analysis for breaking the DES is that success is quite likely, even with the at
this point unavoidable number of errors within the lab protocols.

The big drawback in Adleman’s and Lipton’s approach is the need for a very
large pool of initial molecules that have to be generated in order to ensure the cor-
rect solution to the problem. For a larger graph, say a modest size of 200 vertices,
one needs “DNA more than the weight of the Earth” (see ref. 64). Subsequent
studies have concentrated on developing algorithms such that not necessarily all
of the potential solutions are constructed at once (for example, refs. 65,66).
However, scaling up the models to larger and practically significant problems
remains one of the problems in using DNA for computation. Other approaches,
not necessarily solving large search problems, but constructing nanodevices, turn
out to be more feasible and with attractive potentials. Simulating finite-state
automata is one such approach, described in the following.

3. FINITE STATE MACHINES—THEORETICAL MODELS

3.1. Automata with Finite Memory
Finite-state automata as well as Turing machines are one of the basic con-

cepts of computing theory and as such, have been used as a basis for design-
ing various computational biomolecular models. We chose to concentrate on
the models that are not just theoretical, but have, at least initially, successful
experimental components, bringing them closer to reality.

In this section, we define finite-state automata (with or without) output.
Because these automata, besides their states, do not use additional memory for
computation (i.e., an additional tape), they are also known as automata with
finite memory. Successful experimental results with completely different
approaches have been reported for both types of automata, with or without
output. We briefly recall the definition of a transducer, finite-state machine
with output. This notion is well known in automaton theory and an introduc-
tion to transducers (Mealy machines) can be found in ref. 67. The notion of
finite-state automata without output is essentially the same, except, the
automaton does not produce an output at the end of computation. 

A finite-state machine with output or a transducer = (Σ, Σ′,Q,δ,s0,F) is a
construct specified by six elements: Σ and Σ′ are finite alphabets, Q is a finite
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set of states, δ is the transition function, s0 ∈ Q is the initial state, and F � Q
is the set of final or terminal states. The alphabet Σ is the input alphabet and
the alphabet Σ′ is the output alphabet. We denote with Σ* the set of all words
over the alphabet Σ. This includes the word with “no symbols,” the empty
word denoted with λ. For a word w = a1…ak where ai is a symbol in Σ, the
length of w, denoted by |w|, is k. For the empty word λ, we have |λ| = 0.

The transition operation δ consists of four-tuples (q,a,a′,q′), where q,q′ are
states from Q and a,a′ are symbols from Σ and Σ′, respectively. The transitions
form a subset of Q × Σ × Σ′ × Q. An element (q,a,a′,q′) of δ is also denoted with
(q,a) δ→ (a′,q′), meaning that when is in state q and scans input symbol a,
then changes into state q′ and gives output symbol a′. In the case of deter-
ministic transducers, δ is a function δ: Q × Σ → Σ′ × Q, i.e., at a given state read-
ing a given input symbol, there is a unique output state and an output symbol.
Usually, the states of the transducer are presented as vertices of a graph and
the transitions defined with δ are presented as directed edges with input/out-
put symbols as labels. If there is no edge from a vertex q in the graph that has
input label a, we assume that there is an additional “junk” state –q where all
such transitions end. This state is usually omitted from the graph because it is
not essential for the computation. The transducer is said to recognize a string
(or a word) w over alphabet Σ if there is a path in the graph from the initial
state s0 to a terminal state in F with input label w. The set of all words recog-
nized by a transducer is denoted with L( ) and is called a language recog-
nized by . It is well known that finite-state transducers recognize the class
of regular languages.

We concentrate on deterministic transducers. In this case, the transition
function δ maps the input word w ∈ Σ* to a word w′ ∈ (Σ′)*. So the
transducer can be considered to be a function from L( ) to (Σ′)*, i.e.,

: L( ) → (Σ′)*.
Examples:

1. The transducer 1 presented in Fig. 3A has initial and terminal state s0. The
input alphabet is {0,1} and the output alphabet is Σ′ = ∅, i.e., it is a finite-state
automaton without output. It recognizes the set of binary strings that represent
numbers divisible by 3. The states s0, s1, s2 represent the remainders 0, 1 and 2,
respectively, of the division of the input string by 3. For example, string 110 in
binary represents the number 6 which is divisible by 3. A path that starts at s0
labeled by 110 ends at state s0 as well. On the other hand, the string 1010 in
binary represents the number 10, which has a remainder 1 after dividing by 3.
The corresponding path that starts at s0 ends at state s1.

2. The transducer 2 presented in Fig. 3B is essentially the same as 1 except
that now the output alphabet is also {0,1}. The output in this case is the result
of the division of the binary string with three. On input 10101 (21 in decimal)
the transducer gives the output 00111 (7 in decimal).
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3. Our next example refers to encoders. As a result of manufacturing constraints
of magnetic storage devices, the binary data cannot be stored verbatim on the
disk drive. One method of storing binary data on a disk drive is by using the
modified frequency modulation (MFM) scheme currently used on many disk
drives. The MFM scheme inserts a 0 between each pair of data bits, unless both
data bits are 0, in which case it inserts a 1. The finite-state machine, transducer,
which provides this simple scheme is represented in Fig. 4A. In this case the
output alphabet is Σ′ = {00,01,10}. If we consider rewriting of the symbols
with 00 → α, 01 → β and 10 → γ we have the transducer in Fig. 4B.

4. A transducer that performs binary addition is presented in Fig. 4C. The input
alphabet is Σ = {00,01,10,11} representing a pair of digits to be added, i.e., if x =
x1… xk and y = y1…yk are two numbers written in binary (xi,yi = {0,1}), the input
for the transducer is written in the form [xkyk] [xk−1yk−1] … [x1y1]. The output of
the transducer is the sum of those numbers. The state s1 is the “carry,” s0 is the 
initial state and all states are terminal. In ref. 18, essentially the same transducer
was simulated by gradually connecting TX molecules.

For a given = (Σ,Σ′,Q,δ,s0,F), the transition (q,a) δ→ (a′,q′) can be
schematically represented with a square as shown in Fig. 5. Such a square
can be considered a Wang tile (68) with colored edges, such that left and
right we have the state colors encoding the input and output states of the
transition and down and up we have colors encoding input and output symbols.
Then a computation with is obtained by a process of assembling the tiles
such that the abutting edges are of the same color. Only translation, and no rota-
tions of the tiles are allowed. We describe this process in more detail below.

3.2. Finite-State Machines with Tile Assembly

A Wang tile is a unit square with colored edges. A finite set of distinct unit
squares with colored edges are called Wang prototiles. We assume that from
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each prototile, there are an arbitrarily large number of copies that we call
tiles. A tile τ with left edge colored l, bottom edge colored b, top edge col-
ored t, and right edge colored r is denoted with τ = [l,b,t,r]. No rotation of the
tiles is allowed. Two tiles τ = [l,b,t,r] and τ′ = [l′,b′,t′,r′] can be placed next to
each other, τ to the left of τ′ if r = l′, and τ′ on top of τ if t = b′. In other words,
two tiles sit next to each other if their abutting sides have the same colors.
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Fig. 5. A computational tile for a transducer.



For simulation of transducers, we need several types of tiles: computational,
input and some special start and end tiles. We refer the reader to ref. 21 for a
detailed description of these tiles; here we provide just a short description.

• Computational tiles. For a transducer with a transition of form (q,a) → (a′,q′),
we associate a prototile [q,a,a′,q′] as presented in Fig. 5. If there are m transitions
in the transducer, we associate m such prototiles. Computational tiles for the
transducer in Fig. 3B are listed in the top row of Fig. 6.
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• Input and output tiles. Additional border colors are added to the set of colors.
These colors will not be part of the assembly, but will represent the boundary
of the computational assembly. Hence, one could take the left border to be
distinct from the right border. We assume that each input word ends with α
where α is a new symbol “end of input” that does not belong to Σ. For each sym-
bol, we associate a prototile. The input tiles have the same left and right colors
such that they can be placed in a sequence. The top color represents the input
symbol, and the bottom color is the color of the bottom border. The output
tiles are essentially the same as the input tiles, except that they have the top
color representing the top border and the bottom color representing the sym-
bols of the output. For DNA implementation, βt may be represented with a set
of different motifs that will facilitate the “readout” of the result. With these
sets of input and output tiles, every computation with is obtained as a tiled
rectangle surrounded by boundary colors (see bottom of Fig. 6).

• Start tiles and accepting (end) tiles. There are additional tiles that start the
computation and the input. These tiles have their colors such that they trigger
the assembly of the input and the simulation of the transducer (see Fig. 6).

The set of tiles for executing a computation for transducer 2 that per-
forms division by 3 (see Fig. 3B) is depicted in Fig. 6A.

Computation: The simulation is performed by first assembling the input
starting with a starting tile and a sequence of input tiles ending with “end of
input tile.” The computation of the transducer starts by assembling the compu-
tation tiles according to the input state (to the left) and the input symbol (at the
bottom). The computation ends by assembling the end tile, which can lie next
to both the last input tile and the last computational tile if and only if it ends
with a terminal state. The output result will be read from the sequence of the
output colors assembled with the second row of tiles and application of the out-
put tiles. In this way, one computation is obtained with a tiled 3 × n rectangle
(n > 2) such that the sides of the rectangle are colored with boundary colors.

The tile computation of 2 from Fig. 3B for the input string 10101 is
shown in Fig. 6B. The output tiles are not included.

It has been shown that the computational power of tile self-assembly and
composition of transducers is equivalent to the computational power of a
Universal Turing Machine (9,21). This means that all computational func-
tions can be performed in this way.

3.3. Finite-State Automata with Unbounded Memory

Push-down automata with one stack are the simplest example of finite-state
automata that use additional infinite tape (stack) as a memory, and as such can
be considered automata with infinite memory. In this section, we recall the
definition of push-down automata, and some well known theoretical results. It
is mainly based on the material found in the classical automata theory book (67).
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Although the experimental results for implementation of this type of automata
are not reported here, the main idea for implementation as presented in ref. 44
is very similar to the experiments reported in refs. 17,39,41,43.

A push-down automaton (PDA) is a finite-state automaton with a stack
memory (called simply, stack). The class of languages recognized (accepted)
by PDA is the class of context-free languages that strictly includes the class
of regular languages (recognized by finite-state automata).

The PDA has control of both an input tape and a stack (see Fig. 7). The stack
is the memory of the machine and it works as a “first in-last out” list. That is,
symbols may be entered or removed only at the top of the list such that a sym-
bol that is entered (pushed) at the top pushes the rest of the symbols on the stack
one step “down.” Similarly, when a symbol is removed (popped) from the top
of the list, the remaining symbols on the stack move one step up.

Informally, a transition of a PDA is defined in the following way: at each
step, an input symbol and the stack symbol at the top of the stack are read.
According to these symbols and the current state, the PDA changes its state
and updates the stack, i.e., it either adds a stack-symbol at the top of the
stack, removes one stack-symbol from the top of the stack, or leaves the stack
unchanged. The computation stops when no more transitions can be applied.
The input is accepted if (and only if) it has been entirely read and the PDA
is in a final state (similar to the case of Stack finite-state automata). Well-
known examples of languages recognized by PDA are the language of palin-
drome words and the set of all words starting with a sequence of a’s followed
by an equal number of b’s. {anbn | n ∈ N}. Formally (see refs. 67,69), a PDA
M is a structure (Q,Σ,Γ,δ,q0,Z0,F) where Q is a finite set of states, Σ is an
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input alphabet (its elements are called input-symbols), Γ is a stack alphabet
(its elements are called stack-symbols), q0 in Q is the initial state, Z0 in Γ is
a particular stack-symbol called the start symbol, F � Q is the set of final
(terminal) states, and δ is the transition mapping from Q × (Σ � {ε}) × Γ to
finite subsets of Q × Γ*. The interpretation of one move (transition):

(q,a,z)
δ→ (p,γ)

where q and pi are states, a is in Σ, Z is a stack-symbol, and γ in Γ*is the fol-
lowing. The PDA in state q, reading an input-symbol a with Z as the top
stack-symbol, can enter state p, replace symbol Z by string γ, and advance the
input-head one symbol. The acceptance of a language by a PDA is defined as
in the case of finite-state automata. For a PDA M = (Q,Σ,Γ,δ,q0,Z0,F) we
define L(M), the language accepted by M, to be the set of all w such that the
PDA enters a terminal state after starting in state s0 and reading all of w.

The PDA as a computational device is more powerful than the finite-state
automaton without output, as it accepts the class of so-called context-free lan-
guages which is a larger class than the class of regular languages. Context-
free languages are most often used in compilers translating a higher-order
programming language into a machine code.

4. BIOMOLECULAR IMPLEMENTATION

4.1. Implementation by Linear DNA and Endonucleases
4.1.1. Implementation of Finite-State Automata

One of the recent significant accomplishments in the area concerning use
of DNA for computation was obtained by a collaboration between a com-
puter scientist E. Shapiro and a biochemist E. Keinan (39). They treated a
type II restriction endonuclease as a tool to change states in a finite-state
machine, such that together with a rather clever encoding of the states and
the symbols, a successful implementation of the finite-state automaton was
obtained. They used three main ideas: (a) use a restriction endonuclease
FokI, (b) encode a pair (state, symbol) with both the sequence and the length
of the segment, and (c) use accepting sequence for final readout.

The enzyme that was chosen, FokI, has a recognition site GGATG, but it
cuts a double-stranded molecule 9 and 13 bases away from the recognition
site, leaving a 5′ overhang (see Fig. 8A). The sequence of bases between the
recognition site and the cutting position is completely irrelevant for the
action of the enzyme. This is exactly the place where encoding of the sym-
bols and the states of the automaton could take the whole advantage.

The authors demonstrated simulations for several automata with two states.
One of these automata consists of two states, s0 and s1, with the following
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transitions: (s0,a) → s0, (s1,a) → s1, (s0,b) → s1 and (s1,b) → s0, with s0 being
the initial state and the terminal state. This automaton recognizes (accepts)
all words that have an even number of b’s. The (two) symbols are encoded
with sequences of six nucleotides such that the first four of the sequence
encode the state s1 (i.e., being in state s1 reading the encoded symbol) and
the last four encode the state s0 (Fig. 8B). The state transitions are encoded
with four short transition molecules, each starts with the recognition site
of FokI, followed by a sequence of computationally irrelevant base pairs.
These transition molecules end with a 5′ overhang of four bases comple-
mentary to the encoding of the pair (state, symbol). The transitions for
(s0,a) and (s1,a) have three base pairs which allow cuts of the input mole-
cule to be at the same position of the six base pairs encoding an input sym-
bol. The encoding of (s0,b) has five irrelevant base pairs, and this “moves”
the cut of the enzyme to the left, leaving a 5′ overhang with the first four
nucleotides of the six encoding an input symbol. This moves the reading
of the next input sequence to encodings of s1. The encoding of (s1,b) has
only one irrelevant base pair which “moves” the cut of the enzyme to
the right, reading the last four nucleotides (as are needed for state s0).
The input to the automaton is a strand that contains a restriction site for
FokI, seven (irrelevant) base pairs, a sequence of base pairs encoding a
word with symbols a and b. At the end there is a terminal sequence which
can anneal to the transition molecule that encodes a terminal state. The
“automaton” changes its states and reads the input without outside
mediation, and solely by the use of the enzyme. Figure 9 shows several
transitions (computational steps) of the finite-state machine. The initial
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Fig. 8. (A) Action of the enzyme. (B) State-symbol encodings, and transition
molecules.



experiment reported in ref. 39 employed a ligase to “glue” the transition
molecules to the remainder of the input, but their subsequent study showed
that this is not necessary (41,42).

This autonomous computational device is one significant advance toward
the ultimate goal of achieving a biomolecular computer. Even a much more
complex automaton with three states over a three-symbol alphabet has been
successfully achieved with this idea (43). It shows that with proper coding
and use of the appropriate enzyme, a computational device is possible 
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without any outside mediation. This opens up the door for using such
devices not just for performing computation, but potentially also in genetics
and medicine, as seen further on.

4.1.2. Using Automata for Logical Control of Gene Expression 
(see ref. 6 for details)

The above ideas were shown (at least in vitro) to have potential application
in the control of gene expression. As a proof of principle, the automaton
described under Subheading 4.1.1 was modified to accept as input an mRNA
containing disease-related genes (associated with lung and prostate cancer)
(40). For example, the diagnostic rule for prostate cancer checks whether
genes PPAP2B and GSTP1 are underexposed and genes PIM1 and HPN are
overexposed. In that case (if all four indicators are present), a single-stranded
DNA molecule that inhibits the synthesis of a given protein (in this case
MDM2) is released, such that this single-stranded DNA molecule binds with
the mRNA of that protein. The finite-state automaton that makes this diagno-
sis is presented in Fig. 10. The transition molecules for this automaton are
very similar to those presented in Fig. 8B, except that the sequence that
encodes symbols is substituted with a sequence that encodes the given indi-
cator. The input molecule consists of a molecule that encodes all of the indica-
tors that are to be checked. One can think of each symbol a or b as presented in
Figs. 8 and 9, as being a code for one of the indicators. In this case, the “end
sequence” (shown in Fig. 9) consists of a hairpin that encodes the single-
stranded DNA molecule. This single-stranded DNA should be released once
an accepting state is reached. The state S0 is the start and terminal state for
the automaton. The automaton will remain in this state if all of the indicators
are present, in which case, the encoding of the drug is released (from the end
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Fig. 10. Automaton that checks whether all disease-indicator genes are present
and releases a drug or a suppressor for the drug accordingly.



sequence). Otherwise, the automaton ends in state S1, indicating that at least
one of the indicators is missing and at that point a drug suppressant is
released.

This “proof-of-principle” experiment shows the potential of this approach
for designing an autonomous biomolecular device for a wide variety of appli-
cations in biochemistry, genetic engineering and even in medical diagnosis.

4.1.3. Implementation of PDA

Implementing a PDA can be achieved in the above-described fashion,
using the enzyme PsrI together with circular molecules containing the infor-
mation for the stack and the tape, and linear DNA strands for the transitions.
A similar idea was proposed much earlier by Paul Rothemund (70) for
Turing machines. The enzyme PsrI cleaves as depicted in Fig. 11 (for further
specifics, see ref. 71). Details describing the implementation of the PDA
and their inclusion in a 2D array of DNA tiles can be found in ref. 11.
Experimental implementation of this idea has not been reported to date. The
sketch of the idea follows.

Consider a PDA with two input symbols {a,b}, a stack symbol Z, and five
transitions as presented in Fig. 13. This PDA accepts words of the form anbn,
a language that cannot be recognized by a finite-state machine. The automa-
ton pushes a Z on the stack for every a it reads, keeping track of the number
of a’s. Then it erases a Z from the stack for each b that is read. If the input
ends at the same time as the stack is emptied, the word is accepted.

For the implementation, the input letters are encoded as a = TTC and
b = AAC. Codes of the stack symbols, using strings of five nucleotides, can
be chosen Z = TCCAG and # = CAAAC for the end of the stack symbol.

The initial circular DNA strand corresponds to the initial configuration
of the PDA: it contains the initial configuration of the stack and the input
to be read. This is “codified” as follows. The input is written such that any
pair of input-symbols are separated by GC, which is also added in front of
the first symbol and after the last symbol. A stop-sequence (the end-of-input),
CAGGC, follows the input. The sequence GC allows “moves” between different
states.

This coding allows for three states reading the same symbol to be encoded
as shown in Fig. 12.
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The circular DNA strand representing the initial configuration of the PDA
is depicted in Fig. 14A. The first part, CAAAC, represents the initial config-
uration of the stack (containing only symbol #; virtually an empty stack).
The middle portion, GAACNNNNNNTAC, is the restriction site for the
enzyme PsrI. The final part is the input described above.

Together with the circular molecule that represents the initial configura-
tion of the PDA, five linear DNA strands that encode the transitions of the
PDA are also needed: one strand for each transition. The linear strands
corresponding to the transitions in our example are depicted in Fig. 13.
These molecules are added in the solution together with the circular mole-
cules corresponding to the initial configuration of the PDA. The enzyme
cuts the circular molecule and the transition molecules are allowed to connect
to the circular molecule, after which the enzyme cleaves again and the
process is repeated (see Fig. 14).

4.2. Implementation by DNA Tiles
4.2.1. Transducers: Automata with Output

Winfree et al. (9) have shown that 2D arrays made of DX molecules can
simulate dynamics of 1D cellular automata (CA). This provides a way to sim-
ulate a Turing Machine, the ultimate computer model, since at one time-step
the configuration of a 1D CA can represent one instance of the Turing
Machine. In the case of tiling representations of finite-state machines (trans-
ducers), each tile represents a transition, such that the result of the computa-
tion with a transducer is obtained within one row of tiles. Transducers can be
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Fig. 12. Coding used to simulate three different states.

Fig. 13. Transitions of the push-down automaton.



seen as Turing machines without left movement. Hence, the Wang tile simu-
lation gives the result of a computation with such a machine within one row
of tiles, which is not the case in the simulation of CA. A single tile simulating
a transducer transition requires more information and DX molecules are not
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suitable for this simulation. Here, we propose to use tiles made of TX DNA
molecules with sticky ends corresponding to one side of the Wang tile. An
example of such a molecule is presented in Fig. 15B, with 3′ ends indicated
with arrowheads. The connector is a sticky part that does not contain any infor-
mation but it is necessary for the correct assembly of the tiles (see below). The
TX tile representing transitions for a transducer has the middle duplex longer
than the other two (see the schematic presentation in Fig. 21, discussed later).
It has been shown that such TX molecules can self-assemble in an array (8),
and they have been linearly assembled such that a cumulative XOR operation
has been executed (18). However, we have yet to demonstrate that they can be
assembled reliably in a programmable way in a 2D array. Progress toward
using DX molecules for assembly of a 2D array that generates the Sierpinski
triangle was recently reported by the Winfree lab (72).

Controlling the right assembly can be done via two approaches: (1) by
regulating the temperature of the assembly such that only tiles that can bind
three sticky ends at a time hybridize, and those with less than three do not,
or (2) by including competitive imperfect hairpins that will extend to proper
sticky ends only when all three sites are paired properly.

An iterated computation of the machine can be obtained by allowing third,
fourth, etc. rows of assembly. The input for this task is a combination of DX
and TX molecules as presented in Fig. 16. The top TX duplex (not connected
to the neighboring DX) will have the right-end sticky part encoding one of
the input symbols and the left sticky end will be used as a connector. The left
(right) boundary of the assembly is obtained with TX molecules that have the
left (right) sides of their duplexes ending with hairpins instead of sticky ends.
For a two-symbol alphabet, the output tile for one symbol may contain a
motif that acts as a topographic marker, and the other not. In this way, the out-
put can be detectable by atomic force microscopy.

4.3. Programmable Computations with DNA Devices

The relatively predictable results from the hybridization of two comple-
mentary DNA strands is one of the appealing reasons for using nucleic acids
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Fig. 15. A computational tile for a fluorescent speckle microscope and a pro-
posed computational triple-crossover molecule tile.



in nanotechnology. It has a minuscule size (about 2 nm in diameter), and the
single-stranded parts can be considered “sticky parts” that anneal to its
complement with the formation of a double helix as a final result. The sticky
parts provide predictable intermolecular interaction and the double helical
structure provides a predictable final geometrical structure. Moreover, nature
has provided unique tools in the form of enzymes that allow us to have a
tractable and controllable system. These properties are rather attractive for
use in nanotechnology and for construction of nanodevices. We mention some
recent developments in using DNA as a tool for constructing nanomechanical
devices or as a model for a molecular finite-state automaton.

4.3.1. DNA Actuator

Yurke (24,73) realized that, in a solution that contains DNA strands that
are partially hybridized, when a strand that is completely complementary to
one of the strands is introduced, then the hybridization of the complemen-
tary strands overcomes the partial hybridization (see Fig. 17). This new
complementary strand can be used as “fuel” to “move” strands from one
hybridization to another and with this, to change the geometry of the self-
assembled structures in the tube.
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Fig. 16. Input for the computational assembly.

Fig. 17. Assume a tube contains partially hybridized molecules A and B such that
B has a portion that is single-stranded and not annealed (left). If a complete comple-
ment to B, strand

–
B is introduced, then the hybridization between B and

–
B prevails and

strand A is released.



The actuator-like nanodevice uses DNA strands as fuel and operates with
the same principles. Two strands are assembled, strand A and strand B. The
second strand, B, has a sequence length approximately double the length of
strand A (see Fig. 18A). Strand A has both 3′ and 5′ ends complementary to
the corresponding 5′ and 3′ ends of strand B except for a few bases in the
center. The double-stranded regions are less than 100 bp and as such are
rather stiff, whereas the single-stranded region is much more flexible. In this
initial assembly, the double-stranded stiff regions are bent due to the central
nucleotides that are free.

Motion on the actuator-like device is induced by employing DNA fuel
strands, F, that are complementary to the single-stranded portion of strand B.
This makes a rigid type of DX molecule made of two duplex molecules. In this
case, the device is straight (Fig. 18B). The fuel strand is a bit longer than the
single-stranded portion of strand B and it has a nonhybridized single-stranded
part. The original (relaxed) state of the device is obtained by introduction of a
complementary strand

–
F to the strand F. The free single-stranded portion of F

anneals to
–
F and then 

–
F starts to compete with the complex AB for binding

with F (Fig. 18C). Because 
–
F is a full complement of F and is firmly attached

to its free single-stranded portion, going through the process of three-strand
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Fig. 18. DNA-fueled actuator-like nanodevice.



branch migration,
–
F wins over the complex AB. It produces a waste product

F
–
F and relaxes the complex AB.

Yurke and his collaborators have developed several similar DNA-fueled
nanomechanical devices (46,47). One can envision such devices incorporated
into 2D DNA arrays such that the whole surface could fold and open up. This
combination has great potential in developing nanomaterials and nanotem-
plates for circuit developments.

4.3.2. Two-State Switch, Automata with Programmable Input

Using the same idea of fuel DNA strands, Seeman’s laboratory developed
a two-state switch (23). This device is a combination of a PX and JX2 mol-
ecule that flip-flops between these two states as different fuel strands are
added or removed (see Fig. 19). One can consider a PX molecule as a dou-
ble helix made of two DNA duplex molecules. This robust device, whose
machine cycle is shown in Fig. 19, is directed by the addition of set strands
to the solution that forms its environment.

The set strands, drawn in green and purple, establish which of the two states
the device will assume. They differ by a half-turn rotation in the bottom parts
of their structures. The sequence-driven nature of the device means that many
different devices can be constructed, each of which is individually address-
able; this is done by changing the sequences of the red and blue strands where
the green or purple strands pair with them. As was the case with the fuel
strands of the actuator, the green and purple strands have short, single-stranded
extensions. The state of the device is changed by first binding full complements
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Fig. 20. Linear array of a series of devices to set up the input.

of green or purple strands (fuel strands) and then removing them from solu-
tion (strands are biotin-tailed and can be removed by magnetic streptavidin
beads). Adding the other strands changes the state of the device. Large trape-
zoids have been prototyped and atomic force microscopy has shown that the
device can change the orientation of such large DNA trapezoids (23).

This device has two very significant advantages. First, it is robust, and
second, it is sequence-dependent. One can envision several such devices,
each addressable by different sets of strands used in a single nanostructure.

Linear arrays of a series of PX-JX2 devices can be adapted to set the input
of a fluorescent speckle microscope (FSM). This is presented in Fig. 20, where
we have replaced the trapezoids with double-triangle double-diamonds. The
computational set-up is illustrated schematically in Fig. 21, with just two com-
putational tiles made of DNA TX molecules.

Both diamonds and trapezoids are the result of edge-sharing motifs (75). A
key difference between this structure and the previous one is that the devices
between the two illustrated double-diamond structures differ from each other.
Consequently, we can set the states of the two devices independently. The
double-diamond structures contain domains that can bind to DX molecules;
this design will set up the linear array of the input (see Fig. 20). Depending
on the state of the devices, one or the other of the double diamonds will be
on the top side. The two DX molecules will then act similarly to bind with
computational TX molecules, in the gap between them, as shown schematically
in Fig. 21. The system is designed to be asymmetric by allowing an extra
diamond for the “start” and “end” tiles (this is necessary in order to distinguish
the top and bottom in atomic force microscopy visualizations). The left side
must contain an initiator (shown blunt at the top) and the right side will contain
a terminator. The bottom assembly can be removed using the same Yurke-type
techniques (24) that are used to control the state of the devices for removal of
the set strands. Successive layers can be added to the device by binding to the
initiator on the left, and to the terminator on the right.

The assembly of the central four-diamond patterns has been prototyped,
connecting them with sticky ends, rather than PX-JX2 devices. Moreover a



sequence of two different PX-JX2 devices connecting the diamond motifs
has been assembled in a row and programming the input of the transducer
has been shown to be possible (45).

5. CONCLUDING REMARKS

There are many other issues concerning biomolecular computations that are
rather significant for prosperous development of the scientific discovery that
were not included in this short review. They are both theoretical and experi-
mental. When dealing with the use of synthetic DNA, one of the diffcult prob-
lems is encoding the bases such that cross-hybridization of noncomplementary
strands is minimized. It turns out that this problem is quite complex and
many authors have concentrated on developing theoretical coding models
(76,77), computer simulations (78–80), and even experimental build-up of
coding libraries (81).

From the theoretical point of view, although there are many theoretical
models for DNA-based computations, the real task facing theoreticians is to
characterize these models within the scope of the experimental limitations.

Aside from Adleman’s latest success (17), all other experimental results
in biomolecular computing are still at the “toy” level. Although Adleman’s
experiment solved a complex computational problem (an NP-complete
problem), it is now clear that due to the amount of DNA needed to scale up
this approach to a larger problem, solutions to large combinatorial search
problems via biomolecular protocols will not improve on conventional comput-
ers. Further, there are real challenges for the experimentalists to obtain proto-
cols that are suffciently reliable, controllable, and predictable. The standard
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Fig. 21. Schematic view for a couple of first-step computations. The linear array
of double-crossover and triple-crossover molecules that sets up the input is substi-
tuted only with a rectangle for each of the input symbols.



biomolecular protocols do not have the precision needed for computation.
These techniques must undergo many adjustments and sometimes, completely
new protocols are necessary in order to improve their yield. The solution of
a 20 variable SAT problem was obtained by designing protocols for exquisitely
sensitive and error-resistant separation of a small set of molecules. The solution
of a 20 variable SAT problem could be considered a “test” for this new proto-
col. Hence, a search for a DNA solution of such combinatorial problems,
although not computationally significant, may prove to be fruitful in devel-
oping new technologies.

The real potential of the whole approach seems to arise in assembling
DNA in complex 3D structures such as crystals, arrays, or graphs. These
structures can serve as scaffolds for other materials such as gold or carbon
nanotubes. Further, coupling scaffolding structures together with autonomous
automaton devices may prove to be a powerful way of designing and using
new nanomaterials. On the other hand, the whole research area is very recent
and for such a short time (about 10 yr since the first experimental result),
progress has been tremendous. For the past half-century, DNA, RNA, and
proteins have been exclusively the province of molecular biologists and
medical scientists who have concentrated on understanding their biological
impact and properties in living organisms. As these past few years of
biomolecular computing have shown, it is most likely that nanoengineers,
computer scientists and material scientists will explore these molecules
within nonbiological contexts. We now have models and experimental
designs for 2D arrays, 3D structures, DNA devices fueled by DNA strands,
and autonomous finite-state biomolecular machines, to name a few, all of
which are in their infancy. It is not yet clear which of these roads will turn
out to be fruitful. That only few of them may be successful is a very real
possibility, each in a different field of our scientific community and aspects
of life. Whatever the results, this area of research has brought together
theoreticians (mathematicians and computer scientists) and experimentalists
(molecular biologists and biochemists) into a very successful collaboration.
Just the exchange of fresh ideas and discussions among these communities
brings excitement, and quite often, provides new lines of development that
could not otherwise have been possible.
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Kewal K. Jain

Summary
Nanomedicine is the application of nanobiotechnologies in medicine to improve

diagnosis as well as therapy. Nanobiotechnologies play an important role in the dis-
covery of biomarkers and molecular diagnostics and facilitate the integration of diag-
nosis and therapy. Nanopharmaceuticals is the application of nanotechnologies to
improve drug discovery and drug delivery. Various nanotechnologies facilitate meth-
ods of disease treatment, both medical and surgical, and these include nanoparticles to
facilitate imaging, nanoendoscopes, nanolasers, and nanorobotics. This chapter gives
examples of applications of nanobiotechnologies to improve management of various
diseases and eventually, in the next decade or so, to develop personalized medicine.

Key Words: Biomarkers; cancer; nanobiotechnology; nanodiagnostics; nanoendo-
scopes; nanomedicine; nanoparticles; nanopharmaceuticals; nanorobotics; personalized
medicine.

1. INTRODUCTION

Medicine is constantly evolving, and new technologies are incorporated
into the diagnosis and treatment of patients. Various nanobiotechnologies are
currently under investigation in medical research, and diagnostics will soon
find applications in the practice of medicine (1). Nanobiotechnologies are
being used to create and study models of human disease. The introduction of
nanobiotechnologies in medicine does not imply that a separate branch of
medicine will be created, but simply that diagnosis as well as therapy will be
improved and can be referred to as nanomedicine. Relationships of biotech-
nology, nanotechnology, and medicine are shown in Fig. 1. Some of the areas
in which nanomedicine will be applied are shown in Table 1. This chapter will
focus on the most promising technologies that are applied in both medicine
and surgery to improve the effectiveness and safety of treatment.

From: NanoBioTechonology: BioInspired Devices and Materials of the Future
Edited by: Oded Shoseyov and llan Levy © Humana Press Inc., Totowa, NJ
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2. PROMISING NANOBIOTECHNOLOGIES 
FOR APPLICATIONS IN MEDICINE

2.1. Clinical Molecular Diagnostics

The role of nanotechnology in molecular diagnostics has been described
in detail in a special monograph on this topic (2). This will have a tremen-
dous impact on the practice of medicine. Biosensor systems based on nan-
otechnology could detect emerging disease in the body at a stage that may
be curable. This is extremely important in management of infections and
cancer. Some of the body functions and responses to treatment will be mon-
itored without cumbersome laboratory equipments. Some examples are 
a radiotransmitter small enough to put into a cell and acoustical devices to
measure and record the noise a heart makes.

2.2. Nanotechnology and Discovery of Biomarkers

Any specific molecular alteration of a cell either on DNA, RNA, or pro-
tein level can be referred to as a molecular biomarker. A biomarker is a char-
acteristic that can be objectively measured and evaluated as an indicator of
normal biological processes, pathogenic processes, or pharmacological
responses to a therapeutic intervention (3). Biomarkers are assuming an
important role in health science as a basis for molecular diagnostics, for drug
discovery and development (monitoring of clinical trials), and for disease
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prognosis. Nanobiotechnology plays an important role in discovery and use
of biomarkers.

Nanomaterials are suitable for biolabeling. Water-soluble, biocompatible, fluo-
rescent, and stable silver/dendrimer nanocomposites have been synthesized that
exhibit a potential for labeling cells in vitro as cell biomarkers (4). Efforts to
improve the performance of immunoassays and immunosensors by incorporating
different kinds of nanostructures have gained considerable momentum
over the last decade. Nanoproteomics—application of nanobiotechnology to
proteomics—enables identification of low abundant proteins and proteins that can
only be isolated from limited source material such as needle biopsies.
Nanotechnology offers the possibility of creating devices that can screen for
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Table 1
Nanomedicine in the 21st Century

Nanodiagnostics
Molecular diagnostics
Nanoendoscopy
Nanoimaging

Nanotechnology-based drugs
Drugs with improved methods of delivery
Therapies combining diagnostics with drugs

Regenerative medicine
Tissue engineering with nanotechnology

Transplantation medicine
Exosomes from donor dendritic cells for drug-free organ transplants

Nanorobotic treatments
Vascular surgery by nanorobots introduced into the vascular system
Nanorobots for detection and destruction of cancer

Implants
Bioimplantable sensors that bridge the gap between electronic and neurological 

circuitry
Durable rejection-resistant artificial tissues and organs
Implantations of nanocoated stents in coronary arteries to elute drugs and to 

prevent reocclusion
Implantation of nanopumps for drug delivery

Minimally invasive surgery using catheters
Miniaturized nanosensors implanted in catheters to provide real-time data to 

surgeons
NanoSurgery by integration of nanoparticles and external energy

JainPharmaBiotech.



disease biomarkers at very fast rates. The tools will be developed by identifying
biomarkers for particular diseases that can then lead to diagnostic tests.

2.3. Nanoparticles for Molecular Imaging

Although developments in molecular imaging have been dominated by
nuclear medicine agents in the past, the advent of nanotechnology led to
magnetic resonance imaging (MRI) molecular agents that enable detection
of sparse biomarkers with a high-resolution imaging. A wide variety of
nanoparticulate MRI contrast agents are available, most of which are super-
paramagnetic iron oxide-based constructs. Perfluorocarbon (PFC) nanopar-
ticulate platform is not only effective as a T1-weighted agent, but also supports
19F magnetic resonance spectroscopy and imaging. The unique capability of
19F permits confirmation and segmentation of MRI images as well as direct
quantification of nanoparticle concentrations within a voxel. Ultrasmall
superparamagnetic iron oxide (USPIO) is a cell-specific contrast agent for
MRI. An open-label phase II study has tested the potential of USPIO-
enhanced MRI for macrophage imaging in human cerebral ischemic lesions (5).
USPIO-induced signal alterations throughout differed from signatures of
conventional gadolinium-enhanced MRI, thus being independent from
breakdown of the blood-brain barrier (BBB). Macrophages, as the prevail-
ing inflammatory cell population in stroke, contribute to brain damage.
USPIO-enhanced MRI may provide an in vivo surrogate marker of cellular
inflammation in stroke and other central nervous system (CNS) pathologies.

2.4. Nanotechnology-Based Integration 
of Diagnostics with Therapeutics

The current trend in medicine is to base treatment on diagnosis. Integration
of diagnosis with therapeutics is an important component of personalized
medicine, which simply means selection of the treatment best suited to an
individual. Nanobiotechnology will facilitate this integration, as some nanopar-
ticles serve both as diagnostics and therapeutics. The surface groups of den-
drimers can be modified and tailored for specific applications. Both therapeutic
and diagnostic agents are usually attached to surface groups on dendrimers
by chemical modification. The best examples are in cancer and will be elab-
orated in the section on oncology.

2.5. Nanotechnology-Based Devices for Medical 
and Surgical Treatments
2.5.1. Application of Nanotechnology in Radiology

X-ray radiation is widely used in medical diagnosis. The basic design of
the X-ray tube has not changed significantly in the last century. Now, medical
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diagnostic X-ray radiation can be generated using carbon nanotube (CNT)-
based field emission cathode. The device can readily produce both continuous
and pulsed X-rays with programmable wave form and repetition rate. The
X-ray intensity is sufficient to image a human extremity. The CNT-based cold-
cathode X-ray technology can potentially lead to portable and miniature X-ray
sources for medical applications. An X-ray device based on CNTs emits a scanning
X-ray beam composed of multiple smaller beams while also remaining stationary
(6). As a result, the device can create images of objects from numerous angles
and without mechanical motion, which is a distinct advantage for any machine
because it increases imaging speed, can reduce the size of the device, and
requires less maintenance. This technology can lead to smaller and faster X-ray
imaging systems for tomographic medical imaging such as computed
tomography (CT) scanners. Other advantages will be that scanners will be
cheaper, use less electricity, and produce higher-resolution images.

2.5.2. Nanolasers in Surgery

Scalpel and needle may remain adequate instruments for most surgery
work and biological compounds may still be needed to prod cells to certain
actions. The introduction of lasers in surgery more than a quarter of century
ago has already refined surgery and experimental biological procedures to
enable manipulations beyond the capacity of the human hand-held instru-
ments. Laser microsurgery was used both for ablation and repair of tissues
(7). Mechanical devices such as microneedles are too large for the cellular
scale, whereas biological and chemical tools can only act on the cell as a
whole rather than on any one specific mitochondrion or other structure.

Further developments are leading to manipulation of cellular structures at
the micrometer and nanometer scale. This is opening up the field of
nanoscale laser surgery. Femtosecond (one millionth of a billionth of a sec-
ond) laser pulses can selectively cut a single strand in a single cell in the
worm and selectively knock out the sense of smell. One can target a specific
organelle inside a single cell (a mitochondrion, e.g., or a strand on the
cytoskeleton) and zap it out of existence without disrupting the rest of the
cell. The lasers can neatly zap specific structures without harming the cell or
hitting other mitochondria only a few hundred nanometers away. It is possi-
ble to carve channels slightly less than 1 micron wide, well within a cell’s
diameter of 10 to 20 microns. By firing a pulse for only 10 to 15 femtosec-
onds in beams only 1 micron wide, the amount of photons crammed into
each burst becomes incredibly intense: 100 quadrillion watts per square
meter, 14 orders of magnitude greater than outdoor sunlight. That searing
intensity creates an electric field strong enough to disrupt electrons on the
target and create a micro-explosion. But because the pulse is so brief, the
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actual energy delivered into the cell is only a few nanojoules. To achieve that
same intensity with nanosecond or millisecond pulses would require so
much more energy that the cell would be destroyed.

That opens the door to researching how cytoskeletons give a cell its
shape, or how organelles function independently from each other rather than
a whole system. The technology might be scaled up to do surgery without
scarring or perhaps to deliver drugs through the skin. Near-infrared femtosec-
ond laser pulses have been applied in a combination of microscopy and
nanosurgery on fluorescently labeled structures within living cells (8). Femt-
olasers are already in use in corneal surgery.

Understanding how nerves regenerate is an important step toward develop-
ing treatments for human neurological disease, but investigation has so far
been limited to complex organisms (mouse and zebrafish) in the absence of
precision techniques for severing axons (axotomy). Femtosecond laser surgery
has been used for axotomy in the roundworm Caenorhabditis elegans, and
these axons functionally regenerated after the operation (9). Femtolaser acts
like a pair of tiny “nano-scissors” that is able to cut nano-sized structures like
nerve axons. The pulse has a very short length, making the photons in the laser
concentrate in one area, delivering much power to a tiny, specific volume with-
out damaging surrounding tissue. Once cut, the axons vaporize and no other
tissue is harmed. Application of this precise surgical technique should enable
the study of nerve regeneration in vivo.

2.5.3. Nanorobotics

Robotics is already developing for applications in life sciences and med-
icine. Robots can be programmed to perform routine surgical procedures.
Nanobiotechnology introduces another dimension in robotics, leading to the
development of nanorobots also referred to as nanobots. Instead of perform-
ing procedures from outside the body, nanobots can be miniaturized for
introduction into the body through the vascular system or at the end of
catheters into various vessels and other cavities in the human body. A surgi-
cal nanobot, programmed by a human surgeon, could act as an autonomous
on-site surgeon inside the human body. Various functions such as searching
for pathology, diagnosis, and removal or correction of the lesion by nanoma-
nipulation can be performed and coordinated by an on-board computer. Such
concepts, once science fiction, are now considered to be within the realm of
possibility. Nanorobots will be capable of performing precise and refined
intracellular surgery, which is beyond the capability of manipulations by the
human hand.

A device was developed for facilitating minimally invasive beating-heart
intrapericardial interventions (10). This is based on the concept of an

308 Jain



endoscopic robotic device that adheres to the epicardium by suction and nav-
igates by crawling like an inchworm to any position on the surface under the
control of a surgeon. This approach obviates cardiac stabilization, lung defla-
tion, differential lung ventilation, and reinsertion of laparoscopic tools for
accessing different treatment sites, thus offering the possibility of reduced
trauma to the patient. The device has a working channel through which vari-
ous tools can be introduced for treatment. The current prototype demonstrated
successful prehension, turning, and locomotion on beating hearts in a limited
number of trials in a pig model.

2.5.4. Nanoendoscopes

Video capsule endoscopy is a major innovation that provides high-resolution
imaging of the small intestine in its entirety (11). In the 4 yr since its
introduction, capsule endoscopy has demonstrated its viability as a first-line
investigation in patients with obscure gastrointestinal bleeding after a nega-
tive esophagogastroduodenoscopy and colonoscopy, and it has a positive
impact on the outcome. Video capsule endoscopy is also useful in the eval-
uation of inflammatory and neoplastic disorders of the small bowel.
Controlling the positioning and movement on a nanoscale will greatly
improve the accuracy of this method.

Endoscopic microcapsules or “gutbots,” which are in development, are based
on nanotechnology including nanosensors and sticking devices. These can be
ingested and precisely positioned. A control system allows the capsule to attach to
the walls of the digestive tract and move within its lumen. Several different meth-
ods are being researched for the attachment of microcapsules, including both dry
and wet adhesion as well as mechanical methods such as a set of tripod legs with
adhesive on feet. A simple model with surface characteristics similar to those of
the digestive tract can be constructed to test these methods. Precisely positioned
microcapsules would enable physicians to view any part of the inside lining of
the digestive tract in detail, resulting in more efficient, accurate, and less invasive
diagnosis. In addition, these capsules could be modified to include treatment
mechanisms as well, such as the release of a drug or chemical near an abnormal
area. Similar nanorobots are under development for other parts of the body.

2.5.5. Role of Nanopharmaceuticals in Nanomedicine

Nanopharmaceuticals implies drug discovery and development as well
drug delivery based on nanobiotechnology. This topic has been dealt with in
other chapters in this book. Nanoparticles and various nanodevices play an
important role in refinements of drug delivery and facilitate the development
of nanomedicine. Nanocarriers solve some of the drug solubility problems
and enable targeted drug delivery and controlled release.
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3. ROLE OF NANOTECHNOLOGY IN METHODS 
OF TREATMENT

3.1. Nanobiotechnology Applications in Gene Therapy

Gene therapy can be broadly defined as the transfer of defined genetic
material to specific target cells of a patient for the ultimate purpose of prevent-
ing or altering a particular disease state. Vectors are usually viral, but several
nonviral techniques are being used as well. Genes and DNA are now being
introduced without the use of vectors, and various techniques are being used
to modify the function of genes in vivo without gene transfer. Nanoparticles
and other nanostructures can be used for gene delivery. The success of the
gene therapy for clinical applications, in part, would depend on the efficiency
of the expression vector as determined by the level as well as the duration of
gene expression. Although various cationic polymers and lipid-based systems
are being investigated, most of these systems exhibit higher-level but transient
gene expression. Most often, the emphasis is on the level of gene expression
rather than on the duration of gene expression. In certain disease conditions, a
relatively low level of gene expression (therapeutic level) but for a sustained
duration may be more effective than higher-level but transient gene expres-
sion. Therefore, a gene expression system that can modulate the level as well
as the duration of gene expression in the target tissue is desirable. Polymer-
based sustained release formulations such as nanoparticles have the potential
of developing into such a system.

3.2. Nanobiotechnology for Tissue Engineering

Tissue engineering is a field that applies the principles of engineering and
the life sciences to the development of biological substitutes that restore,
maintain, or improve tissue function. Tissue engineering is an emerging field
between traditional medical devices and regular pharmaceuticals. It faces
many challenges, and it is also a field that is interdisciplinary, requiring the
efforts of physicians, cell biologists, material scientists, chemical engineers,
and chemists. Apart from the use of nanoparticles for diagnostic and therapeu-
tic purposes, nanotechnology has applications for the development of tissue
engineering as indicated by some of the studies in life sciences (12).

Microfluidic devices enable the study of methods for patterning cells,
topographical control over cells and tissues, and bioreactors. They have not
been used extensively in tissue engineering, but major contributions are
expected in two areas. The first is the growth of complex tissue, where
microfluidic structures ensure a steady blood supply, thereby circumventing
the well known problem of providing larger tissue structures with a contin-
uous flow of oxygen as well as nutrition and removal of waste products. The
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second, and probably more important, function of microfluidics combined
with nanotechnology lies in the development of in vitro physiological sys-
tems for studying fundamental biological phenomena.

Ideally, the tissue-engineering scaffolds should be analogous to native
extracellular matrix (ECM) in terms of both chemical composition and
physical structure. The polymeric nanofiber matrix is similar, with its
nanoscaled nonwoven fibrous ECM proteins, and thus is a candidate ECM-
mimetic material (13). Scaffolds for tissue engineering are typically solid
or porous materials with isotropic characteristics, and present regenerative
cues such as growth factors or ECM proteins, but these do not explicitly
guide tissue regeneration.

3.3. Transplant/Organ Replacement Devices

Several devices are used to repair, replace, or assist the function of dam-
aged organs such as kidneys. The technologies range from those for tissue
repair to those for devices to take over or assist the function of the damaged
organs. The following sections include a few examples of these applications.

3.3.1. Exosomes for Drug-Free Organ Transplants

A major problem with organ transplantation is rejection. Immunosuppre-
ssant drugs used to prevent this have undesirable side effects. Exosomes are
nanovesicles shed by dendritic cells. They may hold the key to achieving
transplant tolerance, i.e., the long-term acceptance of transplanted organs
without the need for drugs (14). Exosomes are no larger than 65–100 nm; yet,
each contains a potent reserve of major histocompatibility complex (MHC)
molecules—gene products that cells use to determine self from nonself.
Millions of exosomes scurry about within the bloodstream, and although
their function has been somewhat of a mystery, researchers are beginning to
surmise that they play an important role in immune regulation and response.

Because certain dendritic cells have tolerance-enhancing qualities, sev-
eral approaches under study involve giving recipients donor dendritic cells
that have been modified in some way. MHC-rich vesicles, siphoned from
donor dendritic cells, are captured by recipient dendritic cells and processed
in a manner important for cell-surface recognition. Thus, one can efficiently
deliver donor antigen using the exosomes as a magic bullet. This finding is
significant because current immunosuppression therapies used in the clini-
cal setting are not able to efficiently prevent T-cell activation via the indirect
pathway. The process of internalizing the donor exosomes does not affect
maturation of the dendritic cell. Only immature dendritic cells can capture
antigens efficiently and are believed to participate in the induction of transplant
tolerance. By contrast, once mature, dendritic cells are capable of triggering
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the T-cell activation that leads to transplant rejection. Additional research
will be required to determine whether donor-derived exosomes will enhance
the likelihood that an organ transplant from the same donor will be accepted.

3.3.2. Nanotechnology-Based Human Nephron Filter for Renal Failure

Patients with renal failure from end-stage renal disease require treatment
through dialysis or renal transplantation. Despite the availability of various
forms of renal replacement therapy for nearly four decades, mortality and morbidity
is high and patients often have a poor quality of life. A human nephron filter
(HNF) development could eventually enable a continuously functioning,
portable, or implantable artificial kidney (15). The HNF is the first application
in developing a renal replacement therapy to potentially eliminate the need for
dialysis or kidney transplantation in end-stage renal disease patients. The HNF
utilizes a unique membrane system created through applied nanotechnology.
The HNF system, by eliminating dialysate and utilizing a novel membrane
system, represents a breakthrough in renal replacement therapy based on the
functioning of native kidneys. The enhanced solute removal and wearable design
should substantially improve patient outcomes and quality of life.

4. NANOMEDICINE ACCORDING TO THERAPEUTIC AREAS

Nanotechnology has been applied in all therapeutic areas. The most
extensive investigations are in cancer.

4.1. Cancer

The application of nanotechnology to cancer can be termed nano-oncology.
The major innovations are in diagnostics and drug delivery for cancer. Two
nanotechnology-based products are already approved for the treatment of
cancer—Doxil (a liposome preparation of doxorubicin) and Abraxane (pacli-
taxel in nanoparticle formulation). Approximately 150 drugs in development
for cancer are based on nanotechnology. Some of the nanotechnologies and
their applications in developing cancer therapies are described in this section.

4.1.1. Nanobody-Based Cancer Therapy

A nanobody with subnanomolar affinity for the human tumor-associated
carcinoembryonic antigen (CEA) has been identified (16). This nanobody
was conjugated to Enterobacter cloacae beta-lactamase, and its site-selective
anticancer prodrug activation capacity was evaluated. In vitro experiments
showed that the nanobody–enzyme conjugate effectively activated the
release of phenylenediamine mustard from the cephalosporin nitrogen mustard
prodrug 7-(4-carboxybutanamido) cephalosporin mustard at the surface of
CEA-expressing LS174T cancer cells. In vivo studies demonstrated that the
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conjugate had an excellent biodistribution profile and induced regressions
and cures of established tumor xenografts. The easy generation and manu-
facturing yield of nanobody-based conjugates together with their potent
antitumor activity make nanobodies promising vehicles for new-generation
cancer therapeutics.

4.1.2. Nanoparticles for Targeting Tumors

Nanoparticles can deliver chemotherapy drugs directly to tumor cells and
then give off a signal after the cells are destroyed. Drugs delivered this way
are 100 times more potent than standard therapies. Gold nanoparticles can
help X-rays kill cancerous cells more effectively in mice (17). The technique
works because gold, which strongly absorbs X-rays, selectively accumulates
in tumors. This increases the amount of energy that is deposited in the tumor
compared with nearby normal tissue. Because the gold also shows up on CT
and planar X-rays, it can be useful for early imaging and detection of tumors.
The technique is being refined to improve targeting of the nanoparticles to
tumors for human application.

Efficient conversion of strongly absorbed light by plasmonic gold
nanoparticles to heat energy and their easy bioconjugation suggest their use
as selective photothermal agents in molecular cancer cell targeting (18).
Carcinoma cell lines incubated with anti-epithelial growth factor receptor
(EGFR) antibody conjugated gold nanoparticles and then exposed to contin-
uous visible argon ion laser at 514 nm showed that malignant cells required
less than half the laser energy to be killed than the benign cells. Au nanopar-
ticles thus offer a novel class of selective photothermal agents using a laser
at low powers. The ability of gold nanoparticles to detect cancer has already
been demonstrated. Now it will be possible to design an “all-in-one” active
agent that can be used to noninvasively find the cancer and then destroy it.
This selective technique has a potential in molecularly targeted photothermal
therapy in vivo.

4.1.3. Nanoshell-Based Cancer Therapy

Nanoshells may be combined with targeting proteins and used to ablate
target cells. This procedure can result in the destruction of solid tumors or
possibly metastases not otherwise observable by the oncologist. In addi-
tion, Nanoshells can be utilized to reduce angiogenesis present in cancer.
Experiments in animals, in vitro and in tissue, demonstrate that cancer cells
can be targeted and destroyed by an amount of infrared light that is other-
wise not harmful to surrounding tissue. This procedure may be performed
using an infrared laser applied externally (outside the body). Prior research
has indicated the ability to deliver the appropriate levels of infrared light at
depths of up to 15 cm, depending upon the tissue. Photothermal tumor ablation
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in mice has been achieved by using near infrared-absorbing nanoparticles
(19). The advantages of Nanoshell-based tumor cell ablation include:

• Targeting to specific cells and tissues to avoid damage to surrounding tissue.
• Safer side-effect profile than targeted chemotherapeutic agents or photo-

dynamic therapy.
• Seamless integration of cancer detection and therapy.
• Repeatability because of:

� No “tissue memory” as in radiation therapy.
� Biocompatibility.
� Ability to treat metastases, and inoperable tumors.

4.1.4. Nanobomb for Cancer

Nanotechnology can used to devise a nanobomb that can literally blow up
tumors. Nanobombs are bombs on nanoscale that are selective, localized,
and minimally invasive. Nanoclusters (gold nanobombs) can be activated in
cancer cells only by confining near-infrared laser pulse energy within the
critical mass of the nanoparticles in the nanocluster (20). Another approach
to nanobombs is based on CNTs as drug-delivery vehicles. It is possible to
trigger microscopic explosions of nanotubes under a wide variety of condi-
tions, such as localized thermal energy imbalance, that occur in tumors. Like
cluster bombs, CNTs start exploding one after another once they are exposed
to light and the resulting heat. The nanobomb holds great promise as a ther-
apeutic agent for killing cancer cells, particularly breast cancer cells,
because its shockwave kills the cancerous cells as well as the biological
pathways that carry instructions to generate additional cancerous cells and
the small blood vessels that nourish the tumor. Its effect can be spread over
a wide area to create structural damage to the surrounding cancer cells. Once
the nanobombs are exploded and kill cancer cells, macrophages can effec-
tively clear the cell debris and the exploded nanotube along with it.

4.1.5. PEBBLEs for Brain Tumor Therapy

Probes Encapsulated by Biologically Localized Embedding (PEBBLE)
nanosensors consist of sensor molecules entrapped in a chemically inert
matrix by a microemulsion polymerization process that produces spherical
sensors in the size range of 20 to 200 nm (21). These sensors are capable of
real-time inter- and intracellular imaging of ions and molecules and are
insensitive to interference from proteins. In human plasma, they demonstrate
a robust oxygen-sensing capability, little affected by light scattering and
autofluorescence (22). PEBBLE has been developed further as a tool for
diagnosis as well as treatment of cancer.

PEBBLEs have been designed to carry a variety of agents on their surface,
each with a unique function. This multifunctionality is the major potential
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advantage of using nanoparticles to treat cancer. One target molecule immo-
bilized on the surface could guide the PEBBLE to a tumor. Another agent
could be used to help visualize the target using MRI, while a third agent
attached to the PEBBLE could deliver a destructive dose of drug or toxin to
cancer cells. All three functions can be combined in a single tiny polymer
sphere to make a potent weapon against cancer.

The MRI contrast agent, gadolinium, has been incorporated in the
PEBBLEs. When injected into the bloodstream, the nanoparticles wend their
way through the bloodstream. But because they can transverse the BBB, and
because they have a targeting agent attached, the PEBBLEs accumulate in
the brain tumor enabling a clear MRI image within just a few hours. Each
PEBBLE carries a photocatalyst. When stimulated by a light source through
a micrometer-sized fiber-optic probe inserted into the skull, the photocata-
lyst converts oxygen into a singlet state, which effectively destroys nearby
cells. The PEBBLEs are inert and harmless until the light is switched on.
Used in combination with MRI imaging, PEBBLEs kill cancer cells at will,
while tracking the effectiveness of the treatment with imaging.

The targeted treatments using nanoparticles offers a number of advan-
tages over traditional chemotherapy. In chemotherapy, the drugs permeate
cells throughout the body to damage their DNA and prevent rapid growth,
and are only moderately more toxic to cancer cells over normal cells. In con-
trast, PEBBLEs are highly localized to the cancer target, and do very little
damage to surrounding healthy tissue. PEBBLEs and other nanoparticle
drugs could also avoid another serious problem occurring in traditional
chemotherapy—development of multi-drug resistance, which occurs when
cancer cells mutate and begin to pump the chemotherapy drugs back out
before they can destroy the cell. The cancer becomes resistant to the drug.
But PEBBLEs act on the outside of the cell, and the toxic payload of oxygen
that they deliver acts quickly, without giving the cancer much chance to
survive and develop resistance. In rat models of brain cancer, 9L-gliosarcoma,
PEBBLE-based treatment can significantly increase survival time from 5 d
without treatment to 2 mo with MRI image showing elimination of the
tumor (23). The investigators hope ultimately to prove the utility and safety
of this approach to treating brain cancer in humans.

4.2. Cardiovascular Diseases

Recent rapid advances in nanotechnology and nanoscience offer a wealth
of new opportunities for diagnosis and therapy of cardiovascular diseases. To
review the challenges and opportunities offered by these nascent fields, the
US National Heart, Lung, and Blood Institute convened a Working Group on
Nanotechnology. Working Group participants discussed the various aspects
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of nanotechnology and its applications to heart, lung, and blood disorders and
the cardiovascular complications of sleep apnea. An overall recommendation
of the Working Group was to focus on translational applications of nanotech-
nology to solve clinical problems (24). The Working Group recommended
the creation of multidisciplinary research centers capable of developing
applications of nanotechnology and nanoscience to research and medicine.
Centers would also disseminate technology, materials, and resources and
train new investigators. Individual investigators outside these centers should
be encouraged to conduct research on the application of nanotechnology to
biological and clinical problems.

4.2.1. Cardiac Monitoring in Sleep Apnea

Because sleep apnea is a cause of irregular heartbeat, hypertension,
heart attack, and stroke, it is important that patients be diagnosed and
treated before these highly deleterious sequelae occur. For patients suspected
of experiencing sleep apnea, in vivo sensors could constantly monitor
blood concentrations of oxygen and cardiac function to detect problems
during sleep. In addition, cardio-specific antibodies tagged with nanopar-
ticles may allow physicians to visualize heart movement while a patient
experiences sleep apnea to determine both short- and long-term effects of
apnea on cardiac function.

4.2.2. Unstable Plaques in the Arteries

The diagnosis and treatment of unstable plaque is an area in which nan-
otechnology could have an immediate impact. Research is under way using
probes targeted to plaque components for noninvasive detection of patients
at risk. In an extension of this approach, targeted nanoparticles, multi-functional
macromolecules, or nanotechnology-based devices could deliver ther-
apy to a specific site, localized drug release being achieved either passively
(by proximity alone) or actively (through supply of energy as ultrasound,
near-infrared, or magnetic field). Targeted nanoparticles or devices could
also stabilize vulnerable plaque by removing material, e.g., oxidized low-
density lipoproteins. Devices able to attach to unstable plaques and warn
patients and emergency medical services of plaque rupture would facilitate
timely medical intervention.

4.2.3. Tissue Engineering and Regeneration 
of the Cardiovascular System

Nanotechnology may facilitate repair and replacement of blood vessels,
myocardium, and myocardial valves. It also may be used to stimulate
regenerative processes such as therapeutic angiogenesis for ischemic heart
disease. Cellular function is integrally related to morphology, so the ability
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to control cell shape in tissue engineering is essential to ensure proper cel-
lular function in final products. Precisely constructed nanoscaffolds and
microscaffolds are needed to guide tissue repair and replacement in blood
vessels and organs. Nanofiber meshes may enable vascular grafts with
superior mechanical properties to avoid patency problems common in syn-
thetic grafts, particularly small-diameter grafts. Cytokines, growth factors,
and angiogenic factors can be encapsulated in biodegradable microparti-
cles or nanoparticles and embedded in tissue scaffolds and substrates to
enhance tissue regeneration. Scaffolds capable of mimicking cellular
matrices should be able to stimulate the growth of new heart tissue and
direct revascularization.

4.2.4. Restenosis after Percutaneous Coronary Angioplasty

Restenosis after percutaneous coronary intervention continues to be a
serious problem in clinical cardiology. Recent advances in nanoparticle
technology have enabled the delivery of NK911, an antiproliferative drug,
selectively to the balloon-injured artery for a longer time (25). NK911 is
a core-shell nanoparticle of polyoxyethylene glycol (PEG)-based block
copolymer encapsulating doxorubicin. It accumulates in vascular lesions
with increased permeability. In a balloon injury model of the rat carotid
artery, intravenous administration of NK911 significantly inhibited the
neointimal formation. The effect of NK911 was due to inhibition of vas-
cular smooth muscle proliferation but not to enhancement of apoptosis or
inhibition of inflammatory cell recruitment. NK911 was well tolerated,
without any adverse systemic effects. These results suggest that nanopar-
ticle technology is a promising and safe approach to target vascular
lesions with increased permeability for the prevention of restenosis after
balloon injury.

Currently available stents implanted in arterial lumens have problems
with imaging within the stent structure, where potential restenosis can occur.
A thin-film nanomagnetic particle coating solution can enable the noninva-
sive, MRI-based imaging of these devices. Nitric oxide (NO)-eluting
nanofibers are being developed for incorporation into drug-eluting stents for
antithrombogenic action. NO has vasodilating action as well, which may be
beneficial in ischemic heart disease.

4.3. Diseases of Bones and Joints
4.3.1. Reducing Reaction to Orthopedic Implants

In orthopedic implants, biomaterials (usually titanium and/or titanium
alloys) often become encapsulated with undesirable soft, fibrous—but not
hard—bony tissue. Although possessing intriguing electrical and mechanical
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properties for neural and orthopedic applications, carbon nanofibers/
nanotubes have not been widely considered for these applications previously.
A carbon nanofiber (CN)-reinforced polycarbonate urethane (PU) composite
has been developed in an attempt to determine the possibility of using CNs
as orthopedic prosthetic devices (26). Mechanical characterization studies
show that such composites have properties suitable for orthopedic applica-
tions. These materials enhanced osteoblast (bone-forming cell) functions,
whereas functions of cells that contribute to fibrous-tissue encapsulation
events for bone implants (fibroblasts) decreased on PU composites contain-
ing increasing amounts of CNs. In this manner, this study provided the first
evidence of the future that CN formulations may have in interacting with
bone cells, which is important for the design of successful neural probes and
orthopedic implants.

4.3.2. Nanotechnology-Based Scaffolds for Bone Growth

Artificial bone scaffolds have been made from a wide variety of materials,
such as polymers or peptide fibers. Their drawbacks include low strength and
the potential for rejection in the body. Chemically functionalized single-
walled carbon nanotubes (SWNTs) have been used as scaffolds for the
growth of artificial bone material (27). The strength, flexibility, and light
weight of SWNTs enable them to act as scaffolds to hold up regenerating
bone. Bone tissue is a natural composite of collagen fibers and crystalline
hydroxyapatite, which is a mineral based on calcium phosphate. SWNTs
can mimic the role of collagen as a scaffold for inducing the growth of
hydroxyapatite crystals. By chemically treating the nanotubes, it is possible
to attract calcium ions and to promote the crystallization process while
improving the biocompatibility of the nanotubes by increasing their water
solubility. SWNTs may lead to improved flexibility and strength of artifi-
cial bone, new types of bone grafts, and to inroads in the treatment of osteo-
porosis and fractures.

Bone cells can grow and proliferate on a scaffold of CNTs. Because
CNTs are not biodegradable, they behave like an inert matrix on which cells
can proliferate and deposit new living material, which becomes functional,
normal bone (28). CNTs carrying a neutral electric charge sustained the
highest cell growth and production of plate-shaped crystals. There was a
dramatic change in cell morphology in osteoblasts cultured on multiwalled
CNTs, which correlated with changes in plasma membrane functions. CNTs
hold promise in the treatment of bone defects in humans associated with the
removal of tumors, trauma, and abnormal bone development and in dental
implants. More research is needed to determine how the body will interact
with CNTs, specifically in its immune response.
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One study has assessed bone formation from mesenchymal stem cells
(MSCs) on a novel nanofibrous scaffold in a rat model (29). A highly
porous, degradable poly(-caprolactone) scaffold with an ECM-like topogra-
phy was produced by electrostatic fiber spinning. MSCs derived from the
bone marrow of neonatal rats were cultured, expanded, and seeded on the
scaffolds. The cell–polymer constructs were cultured with osteogenic sup-
plements and maintained the size and shape of the original scaffolds when
explanted. Morphologically, the constructs were rigid and had a bone-like
appearance. Cells and ECM formation were observed throughout the con-
structs. In addition, mineralization and type I collagen were also detected.
This study establishes the ability to develop bone grafts on electrospun
nanofibrous scaffolds in a well vascularized site using MSCs.

4.4. Diseases of the Nervous System

Two important issues in management of diseases of the CNS are regener-
ation and neuroprotection; both can be facilitated by nanobiotechnology. The
ultimate goal is to develop novel technologies that directly or indirectly aid
in providing neuroprotection and/or a permissive environment and active
signaling cues for guided axon growth.

4.4.1. Application of Nanotechnology for Neuroprotection

Nanobiotechnology is being used to help neuroscientists better understand
the physiology of and develop treatments for disorders such as brain injury,
spinal cord injury, degenerative retinal disorders, and Alzheimer’s disease in
order to develop strategies for neuroprotection (30). Quantum dot (QD)
technology is used to gather information about how the CNS environment
becomes inhospitable to neuronal regeneration following injury or degenerative
events by studying the process of reactive gliosis. Glial cells, housekeeping
cells for neurons, have their own communication mechanisms that can be
triggered to become reactive following injury. QDs are being used to build
data capture devices that are easy to use by neuroscientists, and a new protocol
has been developed for tracking glial activity. Other research is looking at
how QDs might spur the growth of neurites by adding bioactive molecules
to the QDs as a means to provide a medium that will encourage this growth
in a directed way.

4.4.2. Nanotechnology for Repair of CNS Injuries

One of the major problems CNS injuries is repair of neural tissues: these
do not regenerate spontaneously, and there are no satisfactory methods of
neural transplants. Nanotechnology-based methods have been useful for
growing nerve cells in tissue cultures. Neural progenitor cells have been
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encapsulated in vitro within a three-dimensional network of nanofibers
formed by self-assembly of peptide amphiphile molecules (31). The self-
assembly of the nanofiber scaffold was initiated by mixing cell suspensions
in media with dilute aqueous solutions of the molecules, and cells survived
the growth of the nanofibers around them. These nanofibers were designed
to present to cells the neurite-promoting laminin epitope. Relative to laminin
or soluble peptide, the artificial nanofiber scaffold induced very rapid differ-
entiation of neural progenitor cells into neurons, while discouraging the
development of astrocytes. These new materials, because of their chemical
structure, interact with cells of the CNS in ways that may help prevent the
formation of scar due to astrocyte proliferation, which is often linked to
paralysis resulting from traumatic spinal cord injury.

4.5. Eye Diseases

Some of the strategies for treating eye disorders involve prevention of
neovascularization. Examples of how nanotechnology can refine these
procedures are as follows.

Photodynamic therapy (PDT) has been used for exudative age-related
macular degeneration (AMD). This therapy can be refined by using a supra-
molecular nanomedical device, i.e., a novel dendritic photosensitizer (DP)
encapsulated by a polymeric micelle formulation (32). The characteristic
dendritic structure of the DP prevents aggregation of its core sensitizer,
thereby inducing a highly effective photochemical reaction. With its highly
selective accumulation on choroidal neovascularization (CNV) lesions, this
treatment results in a remarkably efficacious CNV occlusion with minimal
unfavorable phototoxicity.

Dendrimer glucosamine 6-sulfate has been shown to block fibroblast
growth factor (FGF)-2-mediated endothelial cell proliferation and neoan-
giogenesis in human Matrigel and placental angiogenesis assays (33).
When dendrimer glucosamine and dendrimer glucosamine 6-sulfate were
used together in a validated and clinically relevant rabbit model of scar tis-
sue formation after glaucoma filtration surgery, they increased the long-
term success of the surgery from 30% to 80%. Synthetically engineered
dendrimers can be tailored to have defined immuno-modulatory and
antiangiogenic properties, and they can be used synergistically to prevent
scar tissue formation.

4.6. Infections

Nanobiotechnology has improved the diagnosis of infectious diseases.
Even a few viruses or bacteria can be detected. Furthermore, biotechnology
provides many opportunities for microbicidal agents.
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4.6.1. Nanotubes for Detection and Destruction of Bacteria

A simple molecule has been synthesized from a hydrocarbon and an
ammonium compound to produce a unique nanotube structure with antimi-
crobial capability (34). The quaternary ammonium compound is known for
its ability to disrupt cell membranes and causes cell death, whereas the
hydrocarbon diacetylene can change colors when appropriately formulated;
the resulting molecule would have the desired properties of both a biosensor
and a biocide. In the presence of Escherichia coli, some strains of which
are food-borne pathogens, the nanotubes turned shades of red and pink.
Moreover, with the aid of an electron microscope, the tubes were observed
to pierce the membranes of the bacteria like a needle being inserted into the
cell. Both the polymerized (those that can change color) and the unpolymerized
nanotube structures were effective antimicrobials, completely killing all the
E. coli within an hour’s time. The findings have implications for developing
products that can simultaneously detect and kill biological weapons.

4.6.2. Nanoemulsions as Microbicidal Agents

The antimicrobial nanoemulsions (NanoBio Inc.) are emulsions that contain
water and soya bean oil with uniformly sized droplets in the 200–400 nm
range. These droplets are stabilized by surfactant and are responsible for the
microbicidal activity. In concentrated form, the nanoemulsions appear as a
white milky substance with the taste and consistency of cream. They can be
formulated in a variety of carriers allowing for gels, creams, liquid products,
etc. In most applications, the nanoemulsions become largely water-based,
and in some cases, such as a beverage preservative, comprise 0.01% or less
of the resultant mixture. Laboratory results indicate a shelf life of at least 2 yr
and virtually no toxicity. The nanoemulsions destroy microbes effectively
without toxicity or harmful residual effects. The nanoparticles fuse with the
membrane of the microbe and the surfactant disrupts the membrane, killing
the microbe. The classes of microbes eradicated are virus (e.g., HIV, herpes),
bacteria (e.g., E. coli, Salmonella), spores (e.g., anthrax), and fungi (e.g.,
Candida albicans). Clinical trials have shown efficacy in healing cold sores
due to herpes simplex virus 1 and toenail fungus. The nanoemulsions also
can be formulated to kill only one or two classes of microbes. As a result in
large part of the low toxicity profile, the nanoemulsions are a platform tech-
nology for any number of topical, oral, vaginal, cutaneous, preservative,
decontamination, veterinary, and agricultural antimicrobial applications.

4.6.3. Silver Nanoparticle Coating as Prophylaxis Against Infection

The Institute for New Materials (Saarbrucken, Germany), a research institute
specializing in applied nanotechnology applications, has developed a silver
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nanoparticle surface coating that is deadly to fungi and bacteria. Applications
include any surface where microorganisms can gather and possibly endanger
public health, including surfaces in hospitals, public buildings, and factories.
The coating could be applied to almost any surface that people touch often, such
as metal, glass, or plastic, and would eliminate the need for constant cleaning
with liquid disinfectants, especially in areas where hygienic conditions are
crucial. People who normally cannot use hearing aids that lie inside the ear
because of the risk of infection of the auditory canal can safely wear nanocoated
appliances. Commercial preparations of silver nanoparticles are available.

4.7. Skin Disorders

4.7.1. Nanoparticles for Improving Targeted Topical Therapy of Skin

Long-term topical glucocorticoid treatment can induce skin atrophy by
the inhibition of fibroblasts. Therefore, there is a need for drug carriers that
may contribute to a reduction of this risk by an epidermal targeting.
Prednicarbate (PC; 0.25%) was incorporated into solid lipid nanoparticles of
various compositions, and studies were conducted in which conventional PC
cream of 0.25% and ointment served as reference (35). Local tolerability as
well as drug penetration and metabolism were studied in excised human skin
and reconstructed epidermis. PC incorporation into nanoparticles appeared
to induce a localizing effect in the epidermal layer that was pronounced at 6 h
and declined later. Dilution of the PC-loaded nanoparticle preparation with
cream did not reduce the targeting effect, whereas adding drug-free nanopar-
ticles to PC cream did not induce PC targeting. Therefore, the targeting
effect is closely related to the PC nanoparticles and is not a result of either
the specific lipid or PC adsorbance to the surface of the formerly drug-free
nanoparticles. Lipid nanoparticle-induced epidermal targeting may increase
the benefit/risk ratio of topical therapy.

4.7.2. Topical Nanocreams for Inflammatory Disorders of the Skin

Inflammatory skin diseases, including atopic dermatitis and psoriasis, are
common. The current treatment is unsatisfactory, although several topical
and systemic therapies, including steroids and immunomodulators, are
available. Their efficacy is not durable and they are associated with
adverse effects. Efforts continue to develop safer alternative treatment for
these disorders. Nanocrystalline silver has been demonstrated to have exceptional
antimicrobial properties, and has been successfully used in wound healing.
Studies conducted by Nucryst Pharmaceuticals have revealed that topical
application of Nanocrystalline silver cream (0.5%, and 1%) ointment produced
significant suppressive effects on allergic contact dermatitis in a guinea pig
model. There was a clear concentration–response relationship to the decrease
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of inflammation, as lower concentrations were not effective. The effects
were equivalent to the immunosuppressant tacrolimus ointment. This study
suggests that nanocrystalline silver cream has therapeutic potential for treating
inflammatory skin diseases.

4.8. Wound Healing

Several nanotechnology-based products have been used for wound care.
Polyurethane membrane, produced via electrospinning (a process by which
nanofibers can be produced by an electrostatically driven jet of polymer
solution), is particularly useful as a wound dressing because of the follow-
ing properties: it soaks fluid from the wound so that it does not build up
under the covering, and does not cause wound desiccation (36). Water loss
by evaporation is controlled, there is excellent oxygen permeability, and
exogenous microorganism invasion is inhibited because of the ultra-fine
pores size. Histological examination of the wound shows that the rate of
epithelialization is increased and the dermis becomes well organized if
wounds are covered with an electrospun nanofibrous membrane. This mem-
brane has potential applications for wound dressing.

Silver nanoparticles have been incorporated in preparations for wound
care to prevent infection. Acticoat bandages (Smith & Nephew) contain
nanocrystal silver, which is highly toxic to pathogens in wounds.

5. SAFETY ISSUES OF NANOPARTICLES 
IN THE HUMAN BODY

The success of nanomaterials is due to their small size, which enables us
to get them into parts of the body where usual inorganic materials cannot
enter because of their large particle size. There is an enormous advantage in
drug-delivery systems or cancer therapeutics. Current research is trying to
find simple ways to control the degree of a particle’s toxicity. This control
means that the particle will be toxic only under certain desirable circum-
stances, such as for curing cancer. This also raises questions about uninten-
tional effects of such powerful agents on the human body. This, however,
would not be an issue for the use of nanoparticles for in vitro diagnostics.

Effects of particles on human health have been studied previously by tox-
icologists, as they are present in environments. Effects of larger particles
generated by the wearing down of implants in the body and aerosolized par-
ticles of all sizes have also been studied. However, there is little information
on the health impacts of nano-engineered particles under 20 nm. The main
concern will be about particles less than 50 nm, which can enter the cells.

The biological impacts of nanoparticles are dependent on size, chemical
composition, surface structure, solubility, shape, and aggregation. These
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parameters can affect cellular uptake, protein binding, translocation from
portal of entry to the target site, and the possibility of causing tissue injury.
The effects of nanoparticles depend on the routes of exposure, including
gastrointestinal tract, skin, lung, and systemic administration for diagnostic
and therapeutic purposes. The interaction of nanoparticles with cells, body
fluids, and proteins play a role in their biological effects and ability to dis-
tribute themselves throughout the body. Nanoparticle binding to proteins
may generate complexes that are more mobile and can enter tissue sites that
are normally inaccessible. Accelerated protein denaturation or degradation
on the nanoparticle surface may lead to functional and structural changes,
including interference in enzyme function. Nanoparticles also encounter a
number of defenses that can eliminate, sequester, or dissolve them. There are
still many unanswered questions about their fate in the living body. Because
of the huge diversity of materials used and the wide range in size of
nanoparticles, these effects will vary greatly. It is conceivable that the
particular sizes of some materials may turn out to have toxic effects. At
this stage, no categorical statement can be made about the safety of
nanoparticles, i.e., one cannot say that nanoparticles are entirely safe or
that they are dangerous. Further investigations will be needed. Currently
available information about toxicity studies of various nanoparticles have
been summarized elsewhere (1).

6. FUTURE OF NANOMEDICINE

6.1. Place in Future Healthcare Systems

Remarkable changes are taking place in the practice of medicine in the
21st century. Developments in biotechnology, particularly genomics and
proteomics, during the past decade are having a clinical impact. The num-
ber of biotechnology-based drugs is increasing. There is a concern about
the adverse effects of drugs, and efforts are being made to find safer and
more effective drugs. Nanobiotechnology has an assured place in contribut-
ing to an increased understanding of the pathomechanism of disease, the
design of better treatments, the improvement of drug delivery, and, finally,
the personalization of medicine. All of these advances would justify the
term “nanomedicine.”

6.2. Role of Nanobiotechnology in Development 
of Personalized Medicine

Personalized medicine is beginning to be recognized, and is expected to
become a part of medical practice within the next decade. Nanobiotechnology
will facilitate the development of personalized medicine by:
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• Improving the understanding of molecular mechanism of disease.
• Refining molecular diagnostics for early detection and monitoring of disease 

as well as therapy.
• Providing the possibility of integrating diagnostics with therapeutics.

One example of the role of nanobiotechnology in personalized medicine is
in cancer, where it will facilitate both diagnosis and drug delivery (37). This
would be the ultimate in personalized management of cancer. With current
advances in nanotechnology, it is feasible to design a miniature robotic device
that can be introduced in the body to locate, identify, and destroy cancer cells
while its in vivo activities are monitored by an external device. Such a device
could integrate diagnostics and therapeutics by incorporating a nanobiosensor
to identify cancer cells and carry a supply of nanoparticulate anticancer
substances that could be released on encountering cancer cells.

6.3. Concluding Remarks

Nanotechnology will also provide devices to examine tissue in minute
detail. Biosensors that are smaller than a cell would give us an inside look at
cellular function. Tissues could be analyzed down to the molecular level, giv-
ing a completely detailed “snapshot” of cellular, subcellular, and molecular
activities. Such a detailed diagnosis would guide the appropriate treatment.

Nanobiotechnology has greatly improved drug delivery to the desired
site of action. This will improve the efficacy and reduce the toxicity of
drugs. It is expected that within the next few years, we will have a better
understanding of how to coat or chemically alter nanoparticles to reduce
their toxicity to the body, which will allow us to broaden their use for dis-
ease diagnosis and for drug delivery. Two nanotechnology-based anticancer
drugs are already on the market, and more are expected to be approved in
the near future.

Disease and other disturbances of function are caused largely by damage
at the molecular and cellular level, but current surgical tools are large and
crude. Even a fine scalpel is a weapon more suited for tearing and injuring
than healing and curing. It would make more sense to operate at the cell
level to correct the cause of disease, rather than to cut off large lesions as a
result of the disturbances at cell level.

Nanotechnology will enable construction of computer-controlled molec-
ular tools that are much smaller than a human cell and built with the accuracy
and precision of drug molecules. Such tools will be used for interventions in
a refined and controlled manner at the cellular and molecular levels. They
could remove obstructions in the circulatory system, kill cancer cells, or take
over the function of subcellular organelles. Instead of transplanting artificial
hearts, a surgeon of the future would be transplanting artificial mitochondrion.
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Nano-Sized Carriers for Drug Delivery

Sanjeeb K. Sahoo, Tapan K. Jain, Maram K. Reddy,
and Vinod Labhasetwar

Summary
Drug delivery is an important issue, especially with a new generation of thera-

peutics, which are either unstable in the biological environment, have poor transport
properties across biological membranes, are insoluble in water, or have very low
bioavailability. Nano-sized drug carriers can address some of the above issues and
enhance their therapeutic efficacy. Different types of nano-sized carriers, such as
nanoparticles, nanowires, nanocages, dendrimers, etc., are being developed for
various drug-delivery applications. The challenge is to determine the therapeutic
dose of the drug formulated in a system, which could be significantly different from
that of the drug nanocarrier. In this regard, a better understanding of the patho-
physiology of the disease condition under consideration is critical so that one can select
and design an appropriate drug carrier system that would deliver a therapeutic dose
of the drug in the target tissue or a body compartment at a rate and for the duration
that is therapeutically effective and can cure the disease.

Key Words: Conjugates; drug therapy; nanomedicine; nanosystems; polymers; 
targeting.

1. INTRODUCTION

The National Cancer Institute, under the National Nanotechnology
Initiative Program, recently defined nano-sized drug carriers as those which
are typically 300 nm or smaller in size (1). The main objective of develop-
ing nano-sized drug carriers is to enhance the therapeutic potential of drugs
so that they are less toxic and more effective. The goal is to alter the biodis-
tribution of therapeutic agents so that they concentrate more in the target
tissue. The new generation of therapeutics, which have been developed as
a result of research in genomics and proteonomics, have a different set of
drug-delivery issues. Although these molecules are potent and specific in

From: NanoBioTechonology: BioInspired Devices and Materials of the Future
Edited by: Oded Shoseyov and llan Levy © Humana Press Inc., Totowa, NJ

329



their action, their instability in the biological environment and, in some
instances, their inaccessibility to the target site limit their therapeutic utility.
In general, the objectives of drug delivery are to: (1) design nano-sized drug
carrier systems that can incorporate different types of therapeutic agents in
sufficient doses, (2) identify disease-specific ligands that can be conjugated
to drug carrier systems to achieve targeted drug therapy, (3) protect drug
molecules from degradation in the body prior to their reaching the target,
(4) develop drug carrier systems that can release the drug at the target site
and at a desired or controllable rate, and for the duration necessary to elicit
the desired pharmacological response, (5) achieve effective intracellular
drug delivery for those therapeutic agents whose receptor or site of action
is intracellular, and (6) develop nano-sized drug carrier systems that are
biocompatible and biodegradable so that these can be used safely in
humans. Because of the complex nature of these issues, drug delivery has
become an integral part of drug discovery and development. Nano-sized
drug carrier systems are expected to play a critical role in overcoming some
of the above issues (2). In this book chapter, we review different nano-sized
drug carrier systems (Fig. 1) and briefly describe their therapeutic applica-
tions in drug delivery.

2. NANO-SIZED DRUG CARRIER SYSTEMS

2.1. Solid Lipid Nanoparticles

Solid lipid nanoparticles (SLN) were developed at the beginning of the
1990s as an alternative to emulsions and liposomes for controlled drug
delivery (3). These particles are made from solid lipids (i.e., lipids that are
solid at room temperature and also at body temperature) and are stabilized
by surfactant(s). SLN can be formulated using highly purified triglyc-
erides, complex glyceride mixtures, or even waxes. SLN have certain
advantages over liposomes or emulsion for drug delivery applications,
such as their good tolerability and biodegradation (4), and their use in a
wide-range of drug delivery applications, such as to improve ocular bioavail-
ability of drugs (5), for targeting of drugs to the brain (6), and for drug
delivery via parenteral (7,8), pulmonary, and dermal routes (9,10). These
can be made “stealth” by incorporating polyoxyethylene glycol (PEG) or
Pluronics into the formulation so that they are not recognized by the
body’s defense system and cleared rapidly by the reticuloendothelial sys-
tem (RES) (11). Stealth SLN have been shown to increase the tumor accu-
mulation of antineoplastic agents, as well as can transport drugs to the
brain which are otherwise incapable of crossing the blood-brain barrier
(BBB) (12).

330 Sahoo et al.



2.2. Polymeric Nanoparticles

Over the past few decades, there has been considerable interest in developing
biodegradable nanoparticles as a drug delivery system (13–15). Depending on
the process used for their preparation, these can be nanoparticles, nanospheres,
or nanocapsules. Nanospheres have a matrix-like structure, where active com-
pounds can be either firmly adsorbed at their surface, entrapped, or dissolved
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Fig. 1. Schematic drawing of different types of nano-sized carriers for drug
delivery.



in the matrix. Nanocapsules have a polymeric shell and an inner core. In this
case, an active substance is usually dissolved in the core, but can be
adsorbed at their surface (13,14). The main advantages of nanoparticles for
drug delivery applications is their small size, hence they can penetrate
through smaller capillaries and are taken up by cells, which could allow
efficient drug accumulation at the target sites (16–19). Biodegradable mate-
rials used for the formulation of nanoparticles result in sustained drug
release within the target site over a period of days or even weeks. Our labo-
ratory has been investigating biodegradable nanoparticles formulated from poly
dl-lactide co-glycolide (PLGA) and polylactide (PLA) polymers for sustained
drug delivery (Fig. 2) (14,20,21). Our interest also lies in studying their
intracellular trafficking and determining the parameters that are critical to
their efficient cellular uptake and retention. Recently, we have demonstrated
rapid escape of nanoparticles from the endo-lysosomal compartment to the
cytoplasmic compartment (20). Greater and sustained antiproliferative activ-
ity was observed in vascular smooth muscle cells that were treated with
dexamethasone-loaded nanoparticles whereas with drug in solution the effect
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Fig. 2. Transmission electron micrograph of poly(DL-lactide-co-glycolide)
nanoparticles (Bar = 500 nm).



was transient (22). Nanoparticles were effective in sustaining intracellular
dexamethasone levels, thus allowing a more efficient interaction of the drug
with the glucocorticoid receptors, which are cytoplasmic (22).

Multidrug resistance (MDR) is one of the major causes of treatment fail-
ure in cancer therapy, which is attributed to the reduced accumulation of drug
in the tumor in addition to the possibility of membrane glycoprotein (P-gp)-
dependent accelerated drug efflux (23,24). To overcome the problem of
efflux action of P-gp and to sustain the drug effect, various drug delivery sys-
tems have been developed. For example, doxorubicin formulated in nanopar-
ticles following its chemical conjugation to the terminal end group of
polymer by an ester linkage demonstrated sustained release over 1 mo (25).
Paclitaxel, a naturally occurring antineoplastic drug, despite its high potency,
has posed challenges because of its poor solubility and low permeability
associated with mucosal P-gp efflux action in cancer cells. Cremophor EL
employed as a solubilizer caused serious side effects. Mu and Feng formu-
lated a novel PLGA nanoparticle loaded with paclitaxel using vitamin E D-α-
tocopheryl polyethylene glycol 1000 succinate (TPGS) as emulsifier. These
nanoparticles demonstrated better drug encapsulation, uniform size distribu-
tion, morphological and physicochemical properties, and sustained drug
release characteristics (26).

Moghimi et al. recently reviewed applications of nanoparticles for tar-
geted drug delivery (27). Targeted delivery can be achieved by either active
or passive targeting. Active targeting of a therapeutic agent is achieved by
conjugating a therapeutic agent or the carrier system to a tissue- or cell-spe-
cific ligand. For example, if tumor-targeted drug delivery is desired, mono-
clonal antibodies such as antinuclear auto-antibodies (ANAs) can be
attached to drug-loaded nanoparticles to promote drug delivery to tumor cells
but not to normal cells (28). ANAs have nucleosome-restricted specificity,
which enables them to recognize the surface of tumor cells. Passive targeting
is achieved as a result of enhanced permeation retention (EPR) effect (29).
This occurs because tumor vasculature is leaky; hence, circulating nanoparti-
cles can accumulate more in the tumor tissue than in normal tissue. Another
approach is the direct intratumoral delivery of anticancer agents using
nanoparticles, an approach that can be used in the treatment of local cancers
such as prostate or head and neck cancers. Recently, we have demonstrated
that transferrin (Tf)-conjugated paclitaxel (Tx)-loaded biodegradable
nanoparticles are more effective in demonstrating an antiproliferative effect
of the drug than drug in solution or with unconjugated drug-loaded
nanoparticles (Tx–NPs). In a human prostate cancer cell line (PC3), the IC50
(concentration of drug for 50% inhibition of cell growth) with Tf-conjugated
nanoparticles was fivefold lower than that with Tx-NPs or drug in solution.
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The better efficacy of conjugated nanoparticles was due to their greater cellular
uptake and sustained intracellular retention in comparison to unconjugated
nanoparticles or drug in solution. This characteristic of conjugated nanopar-
ticles maintained higher intracellular drug levels than in cells treated with
drug in solution or with unconjugated nanoparticles. Animals that received
a single-dose intratumoral injection of Tf-conjugated drug-loaded nanoparti-
cles (Tx dose = 24 mg/kg) demonstrated complete tumor regression (Fig. 3)
and greater survival rate than those treated with equivalent doses of either uncon-
jugated drug-loaded nanoparticles or drug in Cremophor EL formulation (30).

Another characteristic function of nanoparticles is their ability to deliver
drugs across biological barriers to the target site (31,32). The brain delivery of a
wide variety of drugs, such as antineoplastic and anti-HIV drugs, is markedly
hindered because they have great difficulty in crossing the BBB (33,34). The
application of nanoparticles to brain delivery is a promising way of overcoming
this barrier. Kreuter and colleagues demonstrated that poly(butylcyanoacrylate)
nanoparticles coated with polysorbate-80 are effective in carrying different
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Fig. 3. Tumor regression with drug delivery in prostate tumor model. A represen-
tative animal from the group in which animals were treated with control nanoparticles
(A) and transferrin-conjugated paclitaxel-loaded nanoparticles (B) at 45 d. PC3 cells
(2 × 106 cells) were injected subcutaneously in athymic nude mice. Tumor nodules were
allowed to grow to a diameter of about 5 to 6 mm prior to receiving a single intratumoral
injection of nanoparticles. Animals that received transferrin-conjugated drug-loaded
nanoparticles demonstrated complete tumor regression.



agents to the brain (35). Although not fully elucidated, the most likely trans-
port mechanism for these particles is via endocytosis across the endothelial
cell lining of the BBB.

2.3. Ceramic Nanoparticles

The use of inorganic (ceramic) particles for drug delivery, especially bio-
macromolecular therapeutics, is a new area (36–38). Ceramic nanoparticles,
because of their ultra-low size (less than 50 nm) and porous nature, are
becoming an important drug delivery vehicle. Smaller-sized drug carrier sys-
tems are more effective in evading the uptake by the RES. In addition, ceramic
nanoparticles do not show swelling or changes in porosity with pH. Therefore,
these particles can effectively protect doped biomacromolecules such as
enzymes against denaturation induced by changes in the external pH and tem-
perature. In addition to silica, other materials, such as alumina, titania, etc.,
which are highly compatibile with biological systems because of their inert
nature, are also being widely used for the formulation of nanoparticles.
Further, their surfaces can be easily functionalized for conjugation to target-
specific ligands such as monoclonal antibodies (39,40). Roy et al. reported
a novel nanoparticle-based drug carrier for photodynamic therapy (38). The
group synthesized ultra-fine organically modified silica-based nanoparticles
(diameter ~30 nm), entrapping water-insoluble photosensitizing anticancer
drug, 2-devinyl-2-(1-hexyloxyethyl) pyropheophorbide, in the nonpolar core
of micelles formed by hydrolysis of triethoxyvinylsilane. The resulting
drug-doped spherical monodispersed nanoparticles demonstrated uptake
into the cytosol of the tumor cells which, when irradiated, generated singlet
oxygen and damaged tumor cells. Silica nanoparticles have been also tested
as a nonviral vector for gene delivery (41).

2.4. Magnetic Nanoparticles

The most promising application of colloidal magnetic nanoparticles is for
site-specific drug delivery. These nanoparticles can carry therapeutic agents
on their surface or in their bulk when formulated using polymers, which can
be driven to the target organ under an external magnetic field and then
released there. For these applications, the size, charge, and surface chem-
istry of magnetic particles are particularly important, as these properties
strongly affect both their blood circulation time and bioavailability of the
particles within the body (42). In addition, magnetic properties and internal-
ization of particles in the target tissue depend strongly on the size of the
magnetic particles (43). For example, following systemic administration,
larger particles with diameters greater than 200 nm are usually sequestered
by the spleen as a result of mechanical filtration and are eventually removed
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by the cells of the phagocyte system, resulting in decreased blood circulation
times. On the other hand, smaller particles with diameters of less than 10 nm
are rapidly removed through extravasation and renal clearance. Particles
ranging from ca. 10 to 100 nm are optimal for intravenous injection and
demonstrate the most prolonged blood circulation times. Magnetic nanopar-
ticles in the above size range are small enough to both evade the RES of the
body and penetrate small capillaries within the body tissues, and therefore
may offer the most effective distribution in certain tissues.

Several studies have demonstrated applications of magnetic nanoparticles
for drug delivery. Widder et al. demonstrated the utility of magnetic albumin
microparticles in animal tumor models in which they showed greater
response in terms of tumor size regression and animal survival than with drug
alone (44). In another study, Gupta et al. demonstrated efficacy of magnetic
microspheres in drug targeting, predominantly as a result of the magnetic
effect and not to particle size (45). Magnetic nanoparticles are usually
injected into the arterial supply of the target organ to take advantage of first-
pass organ extraction. Because these particles are smaller in diameter, they
are able to pass through target capillaries, prior to systemic clearance. As
magnetic particles traverse the target organ capillaries, an external magnetic
field can retain them in small arterioles and capillaries, and they are ulti-
mately taken up by the tumor cells. Gomez-Lopera et al. have described a
method for preparing colloidal particles formed by a magnetite nucleus and
a biodegradable poly(DL-lactide) polymer coating (46). The method is based
on the so-called double-emulsion technique, employed to obtain polymeric
spheres loaded with therapeutic drugs, to be used as drug delivery vectors.

Recently, we developed a novel water-dispersible oleic acid (OA)-Pluronic-
coated iron oxide magnetic nanoparticle formulation that can be loaded
easily with high doses of water-insoluble anticancer agents (doxorubicin or
paclitaxel) (Fig. 4) (47). The magnetic property of the core iron oxide
nanoparticles remains unaltered after drug loading. These nanoparticles
further demonstrated sustained intracellular drug retention relative to drug
in solution and a dose-dependent antiproliferative effect in breast and
prostate cancer cell lines. This formulation can thus be used as an effective
carrier system for systemic administration of water-insoluble drugs while
simultaneously allowing magnetic targeting.

2.5. Polymer-Drug Conjugates as Drug Delivery System

Polymer chemistry for drug conjugation for drug targeting was conceptu-
alized in 1975 (48). Over the last decade, numerous polymer-drug conju-
gates have entered into phase I or II clinical trials as intravenous injectable
anticancer drug therapy. These macromolecular prodrugs are comprised of a
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minimum of three components: a natural or synthetic water-soluble polymeric
carrier (usually 10–100 kD); a biodegradable polymer-drug linkage, and a
bioactive antitumor agent. In certain cases, ligands for receptor-mediated tar-
geting have also been incorporated to enhance tumor-specific delivery of
anticancer agents (49). As some of the drug carriers often exert their effect via
an intracellular pharmacological receptor, it is essential that drug carriers
eventually access the correct intracellular compartment. Covalent attachment
of drugs to a hydrophilic polymer enhances the aqueous solubility of poorly
soluble drugs, and, with the aid of targeting moieties, tumor-selective delivery
can be achieved. Following intravenous administration, most chemotherapeu-
tic agents readily enter cells, crossing the plasma membrane by diffusion (23).
Conversely, a polymeric macromolecular prodrug enters cells by endocytosis
(50). This leads to a change in the pharmacokinetics of the drug once polymer-
bound. In the 1980s, Maeda and colleagues recognized that long-circulating
polymer conjugates demonstrate significant tumor uptake even in the absence
of targeting moiety (51). The phenomenon has been termed the EPR effect and
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Fig. 4. Transmission electron micrograph of oleic acid-pluronic stabilized mag-
netic nanoparticles (Bar = 100 nm).



it arises as a result of the hyperpermeability of the angiogenic tumor vascula-
ture to circulating macromolecules and lack of tumor lymphatic drainage,
which causes retention of the accumulating polymer conjugate (52).

Most of the anticancer-drug conjugates that have been tested clinically
used N-(2-hydroxypropyl)methacrylamide (HPMA) copolymers as a drug
carrier. HPMA homopolymer was originally developed by Kopecek and col-
leagues as a plasma expander (53). Collaborative research with Duncan and
colleagues in the early 1980s produced two HPMA copolymer–doxorubicin
conjugates that subsequently progressed into phase I/II evaluation under the
co-sponsorship of the UK Cancer Research Campaign (54).

Another important polymer–protein conjugate designed to provide localized
treatment for hepatocellular carcinoma received market approval in Japan in
1990. It was demonstrated that chemical conjugation of the antitumor protein
neocarzinostatin (NCS) with the synthetic copolymer of styrene maleic acid
(SMA) significantly improves the physicochemical, biochemical, and phar-
macological properties of anticancer drugs. This conjugate consists of two
polymer chains of styrene maleic anhydride (SMA) covalently bound to the
NCS (55). The conjugate is called poly(styrene-co-maleic acid anhydride)
neocarzinostatin (SMANCS), which demonstrated significant antitumor
activity in a number of animal models (55), and in clinical studies, 95% of
the patients demonstrated a decrease in tumor size (56). Several polymer–
drug complexes are in clinical studies, such as HPMA copolymer conjugate
of paclitaxel and camptothecin (57), PGA-paclitaxel (58), and PEG-camp-
tothecin (59). Phase II and Phase III clinical studies with these conjugates
include combinations of PGA-paclitaxel with cisplatin and carboplatin to
maximize the antitumor effect (60).

2.6. Nanotubes, Nanowires, and Nanocages as Drug Delivery System

The design of new strategies for the delivery of drugs and molecular
probes into cells has been necessitated by the poor cellular penetration of
many small as well as macromolecules, including proteins and nucleic acids
(61). Strategies in which a poorly permeating drug or probe molecule is cova-
lently attached to a transporter to produce a cell-penetrating conjugate offer
a solution to this problem. Several classes of transporters have been investi-
gated, including lipids, PEG, and, more recently, peptides (62,63). The ability
of new materials, such as nanotubes or nanocages, to serve as biocompatible
transporters, has gained significance in recent years (64–66). Nanotube
structures that resemble tiny drinking straws are made from different materi-
als such as organosilicon polymer, self-assembling lipid microtubes (65),
fullerene carbon nanotubes (67), template-synthesized nanotubes, and pep-
tide nanotubes (68,69). Nanotubes offer some interesting advantages relative to
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spherical nanoparticles for biotechnological applications. For example, they
have large inner volumes (relative to the dimensions of the tube), which can be
filled with any desired chemical or biochemical species, ranging in size from
small molecules to proteins. In addition, nanotubes have distinct inner and
outer surfaces, which can be differentially modified for chemical or bio-
chemical functionalization (70,71). This creates the possibility, for example, of
loading a drug inside of a nanotube with a particular biochemical payload, and
at the same time imparting chemical features to the outer surface that render it
biocompatible. The cylindrical geometry allows encapsulation of the drug fol-
lowed by fabrication and modification of the vehicle. Drugs can be covalently
bound on the surface, as has been demonstrated for testosterone (72).

Thus far, the main activities with nanotubes include functionalization
and immobilization of biomolecules on their surface for characterization,
manipulation, separation, and for device applications such as biosensors
(73,74). Few reports exist on how carbon nanotubes interact with and affect
living systems. Mattson et al. investigated the growth pattern of neurons on
as-grown and functionalized multi-walled nanotubes (75). Recently,
Pantarotto et al. reported the internalization of fluorescently labeled nan-
otubes into cells with no apparent toxic effect (76).

2.7. Dendrimers as Drug Delivery System

Dendrimers are polymeric macromolecular complexes that comprise a
series of well-defined branches around an inner core (77) and have attracted
significant attention in recent years for drug delivery applications because of
their nanometer size range, ease of preparation and functionalization, and
their ability to display multiple copies of surface groups for biological reor-
ganization processes (78,79). The higher generation dendrimers occupy a
smaller hydrodynamic volume compared to the corresponding linear poly-
mers, as a result of their globular structure (80). Since their discovery in the
early 1980s, dendrimers are the best examples of controlled hierarchical syn-
thesis, allowing the generation of complex systems (81). Initial studies with
dendrimers as potential delivery systems were focused on their use as unimol-
ecular micelles and “dendritic boxes” for the noncovalent encapsulation of
drug molecules. For example, in early studies, DNA was complexed with
polyamidoamine (PAMAM) dendrimers for gene delivery applications. These
were then developed for the delivery of hydrophobic drugs and dye molecules
for imaging applications (82,83). In some cases, harsh conditions are required
for dendrimer formulation (83), whereas in others, the encapsulated drug 
is not well retained and the molecules are released relatively rapidly (84). It
has been shown that introduction of stabilizing polyethylene oxide (PEO)
chains on the dendrimer periphery has expanded the scope of dendrimers, as
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it allows incorporation of anticancer drugs such as 5-fluorouracil, methotrex-
ate, and doxorubicin and their release from the system at a sustained rate (85).

An alternative approach to the development of dendrimers as anticancer
drug carriers is to exploit their well defined multivalency for the covalent
attachment of drug molecules to the dendrimer periphery. The drug loading
can be tuned by varying the generation number of the dendrimer, and release
of the drug can be controlled by incorporating degradable linkages between
the drug and dendrimer. Some of these linkages can be peptide-based; these
are broken down by specific enzymes that are overexpressed in disease con-
ditions, such as overexpression of proteases in the arthritic condition.
Duncan and co-workers (86) have prepared conjugates of PAMAM den-
drimers with cisplatin, a potent anticancer drug with nonspecific toxicity and
poor water solubility. The conjugates show increased solubility, decreased
systemic toxicity, and selective accumulation in solid tumors. Zhou et al.
have described the preparation of PAMAM dendrimers from a cyclic
tetraamine core and the subsequent attachment of 5-fluorouracil to the den-
drimer periphery (87). Fréchet and co-workers prepared multivalent conju-
gates of folic acid and the drug methotrexate using polyaryl ether dendrimers
(88). Although the presence of several copies of folic acid or the hydrophilic
drug molecule on the periphery of the dendrimer renders these conjugates
water-soluble, the water solubility of the these dendrimers can be increased
further by attaching PEO chains to the periphery (84). By using a careful syn-
thetic strategy with two different chain-end functionalities, it is also possible
to attach both hydrophobic drugs and PEO moieties to the dendrimer periph-
ery in a controlled manner (89). The multivalent folic acid conjugates of den-
drimers have important implications for targeting to tumor cells and also
allow the attachment of various payloads, including targeting and diagnostic
and therapeutic molecules, as well as combinations of these agents (90,91).
Recently, folate-modified PAMAM dendrimers have been successfully used
as carriers of boron isotopes (10B) in boron neutron-capture treatment of can-
cer tumors (92). Boron neutron capture therapy is a cancer treatment based
on a nuclear capture reaction (93). When 10B is irradiated with low energy or
thermal neutrons, highly energetic α-particles and 7Li ions are produced that
are toxic to tumor cells. In addition, PAMAM dendrimer silver complexes
that slowly release silver have shown antimicrobial activity against various
Gram-positive bacteria (94).

2.8. Polymeric Micelles as Drug Delivery System

Block copolymer micelles are promising drug carriers for various
hydrophobic drugs including anticancer agents (95). A polymeric micelle
usually consists of several hundred block copolymers and has a diameter

340 Sahoo et al.



ranging from 20 to 50 nm (13,95). There are two spherical concentric regions
of a polymeric micelle, a densely packed core consisting of hydrophobic
blocks and a shell consisting of a dense brush of hydrophilic block. PEO is
frequently the hydrophilic block. Hydrophobic blocks include poly-alpha-
hydroxy acids and poly-L-amino acids (96,97). Because micelles can solubi-
lize hydrophobic drugs, they can be used for intravenous administration of
different water-insoluble drugs (95,97). The hydrophilic corona of the
micelles can prevent their interaction with blood components, and their
small size can prevent their recognition by the immune system, and thus
long circulation times in the blood stream may be achieved. Polymeric
micelle-incorporated drugs may accumulate to a greater extent than free
drug into tumors and demonstrate a reduced distribution in nontargeted areas.
Accumulation of polymeric micelles in malignant tissue is due to increased
vascular permeability and impaired lymphatic drainage (98,99). Active tar-
geting is also possible by modifying the peripheral chain ends of the poly-
mers with conjugating ligands including antibodies to the micelle surface
(100). Recently, Torchilin et al. formulated antitumor antibody-conjugated
polymeric micelles (immunomicelles) encapsulating the water-insoluble
drug paclitaxel inside the hydrophobic core of the micelles (101).

Pluronics are available in a wide range of molecular weights and ratios of
PEG to poly(propylene glycol), thus varying in hydrophobicity (102). Kabanov
et al. have recently reviewed applications of Pluronics in drug delivery (103).
Besides drug solubilization, Pluronics exert interesting and important biologi-
cal effects that have consequences on drug and gene delivery (104). The group
has demonstrated inhibition of drug efflux effect of P-gp with certain Pluronics
(105). They have also demonstrated increased drug uptake into the brain and
drug absorption via oral administration using Pluronics (106). Kataoka and col-
leagues have designed self-assembling polymeric micelles (NK911; 42 nm in
diameter) using block copolymers of PEG (MW ~5000 g/mol)-poly(aspartic
acid) where doxorubicin is covalently bound to the polymer (~45%). NK911
system accumulates preferentially in the tumor tissue as a result of the EPR
effect, leading to a three- to fourfold improvement in targeting (98).

3. CONCLUDING REMARKS

The successful development of nano-sized drug carriers for drug therapy
requires an integrated approach, involving various disciplines such as polymer
science, pharmaceutics, biology, engineering, etc. It requires a fundamental
understanding of interactions of nano-sized systems with cell membranes and
receptors, their intracellular pathways, and intracellular sorting mechanisms.
Further, a better understanding of the biodistribution of nano-sized drug
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carriers and their interactions with blood proteins and tissues is necessary to
explore their applications for drug targeting. In addition, the large-scale pro-
duction of nano-sized systems requires expertise in engineering. The field of
drug delivery thus has become a multidisciplinary enterprise.
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14
Gene and Drug Delivery System with

Soluble Inorganic Carriers

Jin-Ho Choy, Man Park, and Jae-Min Oh

Summary
Inorganic-based delivery systems are attracting increased attention partially

because their inertness gives rise to safety and stability in biosystems and partially
because their frameworks can be readily and exactly manipulated. Among the diverse
inorganic candidates, such as nanoparticles and clays, we have focused our attention
on layered double hydroxides (LDH) with anion-exchange capacity. Diverse anionic
molecules can be loaded into the interlayer space of LDH by various routes, such as
coprecipitation, anion exchange, and reconstruction. Furthermore, the loaded mole-
cules can be completely discharged by both anion exchange and framework disinte-
gration. When DNA is hybridized with LDH, the intercalated DNA is safely protected
against harsh conditions, such as strong alkaline to weakly acidic environments, as
well as against DNase attack, which enabled us to develop a novel gene delivery
system. HL-60 cells treated with As-myc/LDH hybrids exhibited time-dependent
inhibition of cell proliferation, indicating nearly 65% inhibition of growth compared
to the untreated cells, after 4 d. On the other hand, LDH itself was noncytotoxic
towards HL-60, indicating its biocompatibility. We also demostrated the successful
application of a drug–LDH hybrid to in vitro cancer treatment in which LDH played
an essential role in the protected delivery of methotrexate (MTX). The initial prolifer-
ation of Saos-2 cells was more strongly suppressed by treatment with the MTX-LDH
hybrid than with MTX alone. A series of genetic and efficacy assays indicated that
LDH does not exert appreciably harmful effects on either normal or cancer cells, and
that the action mechanism of MTX is not affected by hybridization. Furthermore,
LDH could be vein-injected without any significant effects on tissues or organs below
a dose rate of 100 mg/kg. Therefore, we believe that, in the not-so-distant future, LDH
will serve as next-generation drug carriers for a broad spectrum of drugs.

Key Words: Antisense; bio-LDH hybrids; inoganic-organic-hybrids; layered double
hydroxides (LDH); methotrexate.
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1. INTRODUCTION

Protected and controlled delivery of the desired amount of drug to a specific
site promises immeasurable benefits for the treatment of various severe dis-
eases in humans, animals, and plants. Not only can it minimize the side effects
resulting from frequent and excessive dosages, but it can also allow adminis-
tration of many potential drugs that cannot be applied today as a result of
their inherent problems, such as liability, high toxicity, low availability, etc.
Recently, inorganic-based delivery systems have attracted attention, partially
because their inertness gives rise to safety and stability in biosystems and par-
tially because their frameworks could be readily and exactly manipulated
(1–19). Among the diverse inorganic candidates, such as nanoparticles and
clays, particular attention has been paid to layered double hydroxides (LDH)
with anion-exchange capacity (AEC) (5–20). Their fascinating features for
drug delivery stem from their unique structure and physicochemical properties.

The fundamental structure of LDH is based on hydrotalcite, which can be
easily synthesized, typically by coprecipitation. Depending on the arrange-
ment of an octahedral layer and an interlayer, two polytypes of layer struc-
ture are well recognized. The one (hydrotalcite) has a rhombohedral unit cell
containing three stacked repeat units, whereas the other (manasseite) has a
hexagonal unit cell containing two stacked repeat units (21,22). These two
polytypes exhibit the same local topology of layer–interlayer bonding, but
differ in the long-distance layer–layer interactions. The sheet in these layer
structures can be constructed in two distinct modes: hydrotalcite-like and
hydrocalumite-like. The hydrotalcite-like sheet is constructed with a stacking
brucite structure of Mg(OH)2, in which Mg(OH)6 octahedra are connected
through edge sharing into two-dimensional sheets with a layer thickness of
4.8 Å. Some divalent cations in the brucite layer are substituted by trivalent
cations such as Al3+, which develop a permanent positive layer charge. On the
other hand, Ca-containing LDH have hydrocalumite-like sheets with corru-
gated brucite-like main layers (22). Ca atoms are hepta-coordinated, with six
hydroxides and one interlayered water, which are edge-shared with octahedral
trivalent metal cations. The general formula of hydrotalcite-type LDH is
[M2+

1−xM
3+

x(OH)2]
−(Am−)x/m, nH2O, where the Mn+ are metal cations (M2+ =

Mg2+, Zn2+, Ni2+, Cu2+,…, M3+ = Al3+, Fe3+,…) and Am− are interlayer anions
(Am− = CO3

2−, NO3
−, SO4

2−, and other anionic species). Whereas LDH with
hydrocalumite-like sheets are formed in an almost fixed molar ratio of 
2 Ca2+/M3+, which results in the general formula of [Ca2M(OH)6]

+ A−⋅ mH2O,
the kind of M3+ in the hydroxide layer is very limited, typically Fe3+ and Al3+.
Another unique group of LDH are layered hydroxide salts with AEC (22–25).
The layered hydroxide salts can be classified into two structural types based
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on the structure of either zinc or copper hydroxide nitrate with the typical com-
positions, Zn5(OH)8 (NO3)2⋅2H2O and Cu2(OH)3NO3 , in which the inter-
layered nitrate is exchangeable. A fraction of the Zn or Cu cations can be
isomorphically substituted for other divalent cations. These hydroxide salts are
fundamentally built of brucite-like layers in which one-fourth of the octahedral
sites are vacant. In particular, vacant zinc sites are occupied with tetrahedral
zinc cations.

Their exceptional properties, which are very attractive for drug delivery,
include high AEC (2–5 meq/g), great flexibility of chemical composition,
swelling properties, extreme affinity to carbonate ion, pH-dependent solubil-
ity, and availability (9–11,20,21). In particular, their preference for carbonate
ion as interlayer anion and acid liability along with exact control of framework
composition make LDH compatible with a variety of biosystems, such as
humans. These properties allow a variety of anionic substances to be interca-
lated into the interlayer space through electrostatic interaction. Fortunately,
there are many important biomolecules to be negatively charged within the
biosystem. They include oligomers and polymers like nucleotides and double-
stranded DNA, as well as simple molecules like nucleic acids and vitamins.
Hybridization of these biosubstances with LDH can offer unique features such
as stabilization against physicochemical and biological degradation, con-
trolled release, enhanced cellular uptake, and, presumably, targeted delivery.
In fact, there have been an increasing number of attempts to apply LDH as a
drug delivery matrix for therapeutic and pharmaceutical purposes (5–19).
These studies showed that LDH can successfully function as delivery matrices
to strikingly enhance drug efficiency without noticeably harmful effects. Here,
we review the feasibility of LDH for advanced delivery of biologically active
substances to develop their therapeutic and pharmaceutical applications.

2. STRUCTURAL ASPECTS OF BIO-LDH HYBRIDS

Bio-LDH can be prepared by three distinct routes: anion exchange, copre-
cipitation, and reconstruction. The choice of method depends mainly on the
inherent property of the guest biosubstance. Except in the coprecipitation
route, pristine LDH are required as the host matrix for the guests. In this review,
we focus on the preparation of bio-LDH hybrids by the anion-exchange route
(4–9). LDH can be easily prepared by the typical coprecipitation method under
N2 atmosphere following the conventional route (5,23,24). A mixed aqueous
solution containing Mg2+ [0.024 M, from Mg(NO3)2] and Al3+ [0.012 M, from
Al(NO3)3] is titrated dropwise into a 0.1 M NaOH solution with vigorous stir-
ring at room temperature to give rise to Mg2Al(NO3)-LDH. For the pristine
Zn2Al(NO3)-LDH, a mixed aqueous solution containing Zn2+ [0.02 mol, from
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Zn(NO3)2⋅6H2O] and Al3+ [0.01 mol, from Al(NO3)3⋅9H2O] is titrated drop-
wise with NaOH (0.1 M) solution. During the titration, the solution pH is
adjusted to a value of 10 ± 0.2 and 7 ± 0.2 for MgAl-LDH and ZnAl-LDH,
respectively.

The powder X-ray diffraction (PXRD) patterns and the schematic diagrams
for each hybrid are displayed in Figs. 1–5. According to the PXRD results, the
interlayer distance of LDH increases from 0.85 nm for the pristine LDH
to 1.45 nm for cytidine-5′-monophosphate (CMP), 1.69 nm for adenosine-
5′-monophosphate (AMP), 1.84 nm for guanosine-5′-monophosphate (GMP),
2.39 nm for DNA, 1.94 nm for ATP, 1.88 nm for fluorescein 5-isothiocyanate
(FITC), and 1.71 nm for As-myc, 2.19 nm for methotrexate (MTX), 1.05 nm
for vitamin C, and 5.38 nm for vitamin E, upon intercalation of biologically
functionalized molecules into the interlayer space of the hydroxide layers
(5–10). Considering the thickness of the LDH layer (~0.48 nm) and the size
of each molecule, we can deduce that the biologically functionalized molecules
are intercalated in the interlayer space of LDH by electrostatic interaction. The
lack of changes in structure or chemical identity were further confirmed by
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Fig. 1. Powder X-ray diffraction patterns and structural diagrams of (A) the pris-
tine MgAl- layered double hydroxides (LDH), (B) CMP-LDH hybrid, (C) AMP-
LDH hybrid, (D) GMP-LDH hybrid, and (E) DNA-LDH hybrid.
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Fig. 2. Powder X-ray diffraction patterns and structural diagrams of (A) the
pristine MgAl- layered double hydroxides (LDH), and (B) ATP-LDH hybrid.

Fig. 3. Powder X-ray diffraction patterns and structural diagrams of (A) the
pristine MgAl- layered double hydroxides (LDH), (B) FITC-LDH hybrid, and (C)
As-myc-LDH hybrid.

various spectroscopic analyses, such as ionizing radiation (IR) and ultraviolet
(UV)-vis spectrophometry.

3. PROPERTIES AND CELLULAR BEHAVIORS 
OF BIO-LDH HYBRIDS

3.1. Monophosphate- and DNA-LDH Hybrids

Monophosphate- and DNA-LDH hybrids were prepared by ion-exchanging
the interlayer nitrate ions in the pristine MgAl-LDH with nucleoside
monophosphates such as AMP, GMP, CMP, and herring testis DNA, at pH 7.0.
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Fig. 5. Powder X-ray diffraction patterns and structural diagrams of (A) the
pristine ZnAl-layered double hydroxides (LDH), (B) vitamin C-LDH hybrid, and
(C) vitamin E-LDH hybrid.

Fig. 4. Powder X-ray diffraction patterns and structural diagrams of (A) the
pristine MgAl-layered double hydroxides (LDH), and (B) MTX-LDH hybrid.

For the DNA-LDH hybrid, the protein-free DNA was extracted from the
crude materials and then sheared off to the size of 500–1000 bp prior to
intercalation. The pristine LDH was dispersed in a decarbonated aqueous
solution containing an excess of dissolved AMP, GMP, CMP, and DNA, and



reacted for 48 h with steady stirring. The reaction products were then isolated
and washed by centrifugation.

Electrophoretic analysis was carried out to prove that DNA-LDH could
play a role as a gene reservoir. To test the resistance of the hybrid against
DNase I, 96 U of DNase I was added to the nanohybrids (8 µg) and the native
DNA (15 µg) directly and treated for 0.5, 1, and 24 h at 37°C. DNA was
recovered from the hybrid after the reaction was quenched with DNase I stop
solution (0.2 M NaCl, 40 mM EDTA, and 1% sodium dodecyl sulfate [SDS])
and then the medium was acidified to pH 2.0 to dissolve the host lattice. Then
DNase I-treated samples and acid-treated samples were analyzed through gel
eletrophoresis.

The DNA/LDH hybrid has a gallery height of 19.1 Å, which is consistent
with the thickness of a DNA molecule (20 Å) in a double-helical conforma-
tion. It is clear that the interlayer DNA molecules are arranged parallel to the
basal plane of the hydroxide layers. From the circular dichroism (CD) analysis,
it was determined that the intercalated DNA was stable between the hydroxide
layers because the CD band of the DNA/LDH hybrid was observed at the
same wavelength as the band of ordinary B-form DNA. Figure 6 represents the
electrophoretic analysis of DNA/LDH hybrid, which shows that the DNA/LDH
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Fig. 6. Electrophoretic analyses of the DNA-layered double hydroxides (LDH)
hybrids with respect to pH. The pH of the solution dispersed with hybrid was adjusted
to 7.5, 6.0, 5.0, 4.0, 3.0, 2.0, and 1.0, respectively, by adding 1 M HCl. Lane 1, λ/Hind
III-cut DNA marker (descent to 23.1, 9.4, 6.5, 4.3, 2.3, 2.0 kbp); lane 2, 500-bp DNA
marker; lane 3, DNA; lanes 4–10, DNA-LDH hybrids at pH 7.5, 6.0, 5.0, 4.0, 3.0, 2.0,
and 1.0, respectively; lane 11, DNA-LDH hybrid treated with DNase I and DNA
recovered by acid treatment; lane 12, DNA only treated with DNase I.



hybrid has pH-dependent properties (5). There are no DNA bands beyond
pH ≈3.0, indicating that the DNA molecules in the hybrid system were quite
stable, even in a weakly acidic atmosphere. However, the DNA bands appeared
when the hybrids were treated in a strong acidic medium below pH ≈2.0. This
result indicated that the hydroxide layers are dissolved under such acidic con-
ditions (Fig. 6, lanes 1–10). From the DNA elution, as shown in Fig. 6, lanes
11 and 12, it can be deduced that the DNA/LDH hybrid can protect DNA from
DNase I enzyme. Consequently, the electrophoretic analysis revealed that
the DNA/LDH hybrid plays a role as a gene reservoir.

3.2. ATP-LDH Hybrid

The ATP-LDH hybrid was prepared by the ion-exchange route using pris-
tine MgAl-LDH and ATP (containing 40 mCi of [γ-32P]ATP). An excess
amount of ATP was added to the aqueous dispersion of pristine MgAl-LDH
and reacted at pH 7.0 for 48 h with constant stirring. The reaction products
were then isolated and washed as described above. The isotope-labeled ATP-
LDH hybrid and [γ-32P]ATP only were added to the HL-60 cells in 20 mL
of RPMI-1640 with 10% heat-inactivated fetal bovine serum, and then incu-
bated in a 5% CO2 incubator at 37°C for 1, 2, 4, 6, 20, or 24 h. For each reac-
tion time, 1 mL of sample was taken and centrifuged, then the separated
supernatant was collected and the cell pellet washed once with 1 mL of phos-
phate buffer (10 mM Na2HPO4, pH 7.4, 150 mL NaCl) followed by sedimen-
tation. The supernatant was again separated and collected, and the cell pellet
was lysed in 200 mL of lysis buffer (10 mM Tris/Cl, pH 7.4, 150 mL NaCl,
1% SDS) and then extracted with 200 mL of phenol. After separating the
aqueous phase, the phenol phase was extracted again with 200 mL of water.
Aliquots of the combined aqueous extracts, cell walls, and culture-medium
supernatant were analyzed by liquid scintillation counting. The percentage of
hybrid and [γ-32P]ATP taken up by the cells was calculated by dividing the
counts in the combined aqueous phases of the cell pellet extract by the total
counts in the cell pellet, cell wash, and culture-medium supernatant. All of
the procedures were repeated three times to check the reproducibility.

Figure 2 clearly demonstrates that LDH also successfully encapsulates ATP
via the intercalation route. Fourier transform infrared (FT-IR) spectroscopy
proved that the ATP molecules stabilized in the interlayer space of LDH
retained their chemical and biological integrity. The biomolecules were well
stabilized in the LDH lattice. However, they could be, if necessary, deinter-
calated by ion-exchange reaction with other anions and carbonate from CO2
atmosphere. These features allow LDH to be applied as new drug or gene
carriers if the transfer efficiency of the bio-hybrid to target organs or cells is
proved to be enhanced (6).
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To elucidate the transfer efficiency, isotope-labeled [γ-32P]ATP-LDH
hybrid was applied for the cellular uptake test with eukaryotic cells, and its
cellular behavior was monitored with respect to incubation time. Figure 7
clearly demonstrates that the exogenously introduced ATP-LDH hybrid can
enter HL-60 cells effectively within a relatively short time (8). The transfer
efficiency was found to be much higher, up to about 25-fold after 2 h incuba-
tion, than that of ATP only, whereas after 4 h incubation, the uptake
amount of the hybrids decreases, below 12-fold. The triphosphate group of
[γ-32P]ATP has a negative charge, which inhibits [γ-32P]ATP’s internaliza-
tion into the cell through the negatively charged cell walls. The hybridiza-
tion between ATP and LDH neutralizes the surface charge of anionic
phosphate groups in ATP as a result of the cationic charge of LDH, which
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Fig. 7. Histogram for uptake efficiency of [γ-32P] radioactive isotope labeled ATP-
layered double hydroxides (LDH) hybrids into HL-60 cells. The uptake efficiency of
ATP-LDH hybrids was normalized to that of ATP only. After it was carried out three
times, the error bar was plotted from their standard deviation.



becomes favorable for endocytosis of cells, and eventually results in enhanced
transfer efficiency. The longer the incubation time in a CO2 atmosphere, the
more ATP will be released from the interlayer space of the hydroxide lattice.
In spite of this kind of ATP release, the transfer efficiency of the hybrid
remains higher than that of ATP alone, up to about fourfold after 24 h incuba-
tion. This result indicates that the hybridization between cationic layers and
anionic biomolecules would greatly enhance the transfer efficiency of biomol-
ecules to mammalian cells or organs.

3.3. Antisense and FITC-LDH Hybrids

The c-myc antisense oligonucleotide (As-myc) with sequence 5′-AACG
TTGAGGGGCAT-3′ and FITC were intercalated into pristine MgAl-LDH
through ion-exchange reaction at pH 7.0 for 48 h.

To verify the cellular uptake behavior of FITC-LDH hybrid, laser-scanning
confocal microscopy (LSCM) analysis was carried out. NIH3T3 cells were
grown on round cover-slips in a 12-well culture plate and cultured for 
a day. The 1 µM and 3 µM of FITC-LDH hybrids were added to the cells
and incubated for 1, 2, 4, 6, and 8 h, respectively. For comparison, a con-
trol experiment was performed with only 5 µM of FITC itself under the
same conditions. All of the samples were washed with phosphate-buffered
saline (PBS) buffer three times and fixed with 3.7% formaldehyde in PBS.
After washing again with PBS, the samples were observed with LSCM
(Carl Zeiss LSM 410).

The cellular-uptake experiments were carried out for As-myc-LDH
hybrids. HL-60 cells were used to prove that the LDH could act as a drug-
delivery vector in gene therapy. HL-60 cells were exposed to As-myc or
As-myc-LDH hybrid at a final concentration of 5, 10, and 20 M, respectively.
Cell viability was estimated by spectrophotometry measurement of the samples
treated with 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl tetrazolium bromide
(MTT) assay. MTT assay is a colorimetric method that measures the reduction
of MTT reagent by mitochondrial succinate dehydrogenase. Because the
reduction of MTT can only occur in metabolically active cells, the level of
activity is a measure of the viability of the cells.

We also performed cellular uptake experiments using FITC as a probe to
verify the delivery potential. The evidence of cellular uptake of the FITC-
LDH hybrid was obtained directly from LSCM experiments. FITC-LDH
hybrids (1 µM and 3 µM) were added to NIH3T3 cells and then incubated
for 1, 4, and 8 h. Then the cells were washed with PBS, and fixed with 3.7%
formaldehyde prior to measurements. Figure 8 shows the cellular localization
of the fluorophore obtained after a fixed incubation time. The fluorophores
were detected in cells within an hour of incubation, and the fluorescence
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Fig. 8. Laser confocal fluorescence microscopy of fluorophore in NIH3T3 cells.
Cells were incubated with 1 µM FITC-layered double hydroxides (LDH) for 1, 4,
and 8 h, respectively. The other fluorescence micrograph was obtained with 5 µM
FITC only. The bar is 10 µm.

intensities were increased continuously up to 8 h. The fluorophores in the
cells were distributed mainly in peripheral and cytosol parts, although some
were found in the nucleus. Moreover, the cells treated with 3 mM FITC-LDH
hybrids showed more intense fluorescence than those with the 1 µM (Fig. 8).
In contrast, the cells treated with 5 µM FITC remained dark regardless of
incubation time (Fig. 9), because cells could not take up FITC itself, even at
high concentrations. It is obvious that LDH plays an important role in mediat-
ing the cellular uptake of FITC. All of the cells can engulf the neutralized
nanoparticles through phagocytosis or endocytosis. Moreover, it has been
confirmed that FITC in the hybrid can be partially released gradually by
ion-exchange reaction in a physiological salt condition over 8 h. It has also
been found that LDH as encapsulating materials can be gradually dissolved
in a weakly acidic solution. Therefore, we conclude that the intracellular
fluorescence was created by deintercalated FITC and some by FITC-LDH
hybrids in the cell.

It is necessary to test the cytotoxicity of LDH themselves in the cells for use
as antisense oligonucleotide delivery carriers. In fact, one critical factor for the
overall transfection efficacy of an oligonucleotide delivery system is cytotoxi-
city. Cell damage resulting from a cytotoxic delivery system is detrimental
because the subsequent delivery in the cell must be capable of supporting



360 Choy et al.

Fig. 9. Laser confocal fluorescence microscopy of fluorophore in NIH3T3 cells.
Cells were incubated with 3 µM FITC-layered double hydroxides for 1, 2, 6, and 8 h,
respectively.

translation and transcription. As shown in Fig. 10, LDH themselves had no
effect on the viability of HL-60 cells, the human promyelocytic leukemia
cell, when administered at levels below 1000 mg/mL for up to 4 d. However,
many previously examined cationic lipid complexes have been found to be
toxic to cells at concentrations near their effective doses if exposure times are
extended to several hours (26–32). This suggests that the molecules cannot
easily be metabolized. For example, polylysine was the first polymer used to
mediate the transfection of cells (27), and polyethyleneimine (PEI) was of
the new “proton sponge” category hypothesized to mediate the escape of
plasmid DNA from the endosomal pathway. However, although these poly-
mers were demonstrated to be the optimal polycations to mediate transfec-
tion, they were associated with a considerable degree of cytotoxicity
(29,30). When COS-7 cells (immortalized African green monkey kidney
fibroblasts) were incubated with polylysine and PEI, their cell viability was
approx 50% at 20 µg/mL and approx 2% at 10 µg/mL after 48 h, respec-
tively (30). In addition, when Vero cells (African green monkey kidney)
were exposed to the various concentrations of DOTMA/DOPE
(Lipofectin™, a 1:1 [w/w] formulation of the cationic lipid, DOTMA), at
100 mg/mL, there were no viable cells left after 4 d of continuous treatment
(31). Thus, less toxic and more efficient delivery vehicles are needed for
oligonucleotide-based therapeutics. In contrast, LDH themselves show no



discernible cytotoxic effects on HL-60 cells when administered at levels
below 1000 mg/mL for up to 4 d.

3.4. Methotrexate-LDH Hybrid

MTX, a folic acid antagonist, is also well known for the treatment of certain
human cancers, such as bone cancer and leukemia, among others (33–37), and
it has been used in clinical diagnostics for more than 50 yr. MTX acts as an
inhibitor of dihydrofolate reductase (DHFR) during the folate cycle, in
which the thymidylate is synthesized for DNA (35,36). Upon DHFR inhibi-
tion, the folate cycle stops, and consequently, the cell dies as a result of a
lack of newly synthesized DNA. Because DNA synthesis is most essential
for tumor cell proliferation, MTX can effectively suppress tumors. However,
affinity of MTX to DHFR is fairly low compared with dihydrofolate.
Therefore, the maintenance of high cellular MTX levels is essential for drug
activity. Unfortunately, the very short plasma half-life and high efflux vs
influx rate of MTX necessitates administering a high dose of drugs to maintain
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Fig. 10. Cytotoxicity experiment of layered double hydroxides (LDH) in HL-60
cells. Various amounts of LDH were added to cells at final concentrations from
1 µg/mL to 1000 µg/mL.



the cellular MTX level, and this could lead to drug resistance and nonspe-
cific toxicities in normal proliferating cells.

MTX-LDH hybrids were prepared by the ion-exchange route. The pristine
MgAl-LDH was dispersed in aqueous solution containing a threefold excess
amount of MTX for AEC, and stirred vigorously at 60°C for 3 d under N2
atmosphere. The resulting solids were washed, vacuum-dried, and used for
subsequent investigations.

To evaluate the tumor-suppression effects of MTX-LDH hybrids, the human
osteosarcoma cell line, Saos-2, was used. Four columns of 96-well plates were
prepared, each plate containing 1.2 × 104 Saos-2 cells. Each column was
treated with MTX and MTX-LDH hybrids. The MTX treatment concentra-
tions were 500, 50, 5, 5 × 10−1, 5 × 10−2, 5 × 10−3, 5 × 10−4, 5 × 10−5,
5 × 10−6 µg/mL. The tumor-suppression effects were evaluated every 24 h
from 24 h to 96 h by MTT assay (9).

We verified the drug-delivery efficacy of MTX-LDH hybrid with the cancer
cell line Saos-2 (osteosarcoma, human), and also proved the cancer specificity
of the hybrid with a normal fibroblast cell line (tendon, human). Figures 11 and
12 show the results of cell-line test with Saos-2 and fibroblast cell lines, respec-
tively. In the fibroblast cell-line, MTX itself, MTX-LDH, and LDH had no sig-
nificant effect on the proliferation of normal cells. However, MTX and
MTX-LDH suppressed the proliferation of tumor cells, whereas LDH itself
exerted no significant effect. During the initial period, MTX-LDH was more
efficient than MTX in the suppression of tumor cells. The clear difference in
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Fig. 11. The effect of MTX-layered double hydroxides at a concentration of
5.0 µg/mL on (A) tumor cell growth and (B) normal cell growth.



drug efficiency between MTX and MTX-LDH lasted for 3 d after adminis-
tration. This result indicates that MTX delivery to the tumor cell is noticeably
enhanced by hybridization with LDH. It seems that MTX itself needs a lag
time to be effective because of its very short plasma half-life, which results
in a decrease in its concentration during the initial period. In the hybrid system,
however, MTX can reach the tumor cell membrane without any early decom-
position, because the MTX molecules are stabilized and protected in the
interlayer space of the LDH lattice.

This result clearly confirms that the intercalation reaction causes no drug
denaturation and also enhances both the permeability of the drug into the
target cell and cancer cell specificity.

3.5. Vitamin-LDH Hybrids

Vitamin-LDH hybrids with various kinds of vitamin molecules, such as
vitamins C and E, were prepared for pharmaceutical and cosmetic uses. The
vitamin C (VC)-LDH hybrid was synthesized by anion-exchange reaction of
the pristine ZnAl-LDH with ascorbic acid at pH 7.0. The pristine LDH
(0.001 mol) was dispersed in decarbonated aqueous solution containing an
excess amount of ascorbic acid (0.003 mol), and reacted for 48 h in an ice-bath
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Fig. 12. Release patterns of intercalated (A) vitamin C and (B) vitamin E. Inset
shows free vitamin C (solid line) and deintercalated vitamin C (dotted line).



(at 0°C) with constant stirring. The reaction product was isolated, washed, and
freeze-dried. The vitamin E (VE)-LDH hybrid was directly synthesized by
coprecipitation reaction under N2 atmosphere. A mixed aqueous solution con-
taining Zn2+ (6.657 × 10−4 mol) and Al3+ (2.219 × 10−4 mol) was titrated drop-
wise with NaOH (0.1 M) solution in the presence of vitamin [(+)-α-tocopherol
acid succinate; 3.768 × 10−4 mol) with vigorous stirring. The solution pH was
adjusted to 7.5 ± 0.2 at 25°C. The resulting precipitates were washed thor-
oughly with deionized water and ethanol.

Deintercalation of vitamin C from the hybrid was carried out in CO3
2−-

saturated aqueous solution, whereas that of vitamin E was performed in 50%
ethanol solution saturated with CO3

2−, respectively. Each sample was stirred
in an incubating shaker for 0, 2, 4, 6, 8, 10, 12, and 24 h, respectively. The con-
centrations of deintercalated vitamin were estimated by measuring the UV
absorbance of vitamins C and E at 265 and 277 nm, respectively.

From the PXRD pattern shown in Fig. 5, we can deduce that vitamins C
and E are stabilized between the LDH layers. The FT-IR, thermogravimetry,
and UV-vis spectroscopic results also confirmed that the vitamin molecules
were well encapsulated and well oriented by hydroxide layers. To utilize
vitamin-LDH hybrids for various applications, such as pharmaceuticals
or cosmetics, it is important to be able to recover the intercalated vitamin
molecules in various media. We examined the deintercalation kinetics of
vitamin molecules from vitamin-LDH hybrids (10).

Deintercalation of the VC-LDH hybrid was carried out in CO3
2−-saturated

aqueous solution, whereas that of the VE-LDH hybrid was performed in
50% ethanol. The concentrations of deintercalated vitamins were estimated by
the characteristic absorption peaks at 265 and 277 nm in the UV/vis spectra of
vitamins C and E, respectively. The amounts of deintercalated vitamins were
plotted with reaction times. Figure 12 clearly shows that vitamin release
occurrs relatively slowly. Both hybrids exhibit the L-type release pattern that
typically results from ion-exchange reaction. VC-LDH showed a consider-
able deviation from the other. This deviation could be explained by its rapid
degradation into oxalic aicd, L-threonic acid, CO2, and L-xylonic acid in the
presence of O2. Because water-dissolved O2, even at extremely low concen-
trations, results in quick oxidation of deintercalated vitamin C, it was
nearly impossible to obtain the exact cumulative amount for the long time
in CO3

2−-saturated aqueous condition. In fact, Fig. 12 (inset) shows that
free vitamin C (solid line) and deintercalated vitamin C (dotted line) con-
tents decrease exponentially after 8 h. To revise the cumulative amount of
vitamin C, the deintercalated amount was added to the decomposed amount
of free vitamin C. However, the overall release patterns of the vitamins
clearly indicate that intercalated vitamins are mainly anion-exchanged by
dissolved carbonates.
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The release rates of vitamins from vitamin-LDH hybrids are likely to be
affected by factors such as solvent, kind of anion, and charge density, which
can be easily controlled. Therefore, it is highly feasible that vitamins can be
dispensed in a controlled manner even in under ambient conditions.

4. CONCLUDING REMARKS

LDH exhibit unique features, such as high anion-exchange capacity
(2–5 meq/g), exceptionally high affinity for carbonate ion, and pH-dependent
solubility, which make them one of the most interesting biocompatible carri-
ers for diverse anionic biosubstances. The results summarized in this review
indicate that a positively charged framework enables LDH not only to accom-
modate a considerable amount of biosubstances, but also to decrease the cell-
wall barrier for enhanced cellular uptake of intercalated biosubstances. In
addition, acid liability and carbonate affinity can lead to targeted delivery
as well as controlled release. The suggested mechanism governing the
delivery of biomolecules by LDH is illustrated in Fig. 13. Although the in
vivo evidence is still not fully validated, hybridization of biosubstances with
LDH could open a new area in advanced drug-delivery systems.
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Molecules, Cells, Materials, and Systems

Design Based on Nanobiotechnology 
Use in Bioanalytical Technology

Tetsuya Haruyama

Summary
Bioanalytical chemistry has undergone remarkable development in the past 30 yr,

along with the progress of related fields. Connected technologies belong to many
different fields, because bioanalytical technology has expanded its scope of applica-
tion and its principles. And because bioanalysis requires the most sophisticated tools,
bioanalytical chemistry has adopted novel concepts and techniques. Clinical applica-
tions, such as the design of novel drugs, are the most important kind of application
in bioanalytical chemistry. Usually, analytical chemistry is interested in the accurate
quantification of specific molecules. However, novel concepts have now been devel-
oped that enable scientists to obtain biological information from cultured cells and
tissues. In cellular/tissular biosensing, the goal is not to determine the existence and
amount of specific molecules, but to survey the effects of chemical/physical stimuli
on cells/tissues or organs. In order to develop such novel analytical technology, an
interdisciplinary approach is required. By using the nanobiotechnology methods
focused on molecular design, model-cell fabrication, and instrumental system fabri-
cation, a novel bio-inspired technology has been developed for novel biosensing. The
author has developed the concept of cellular/tissular biosensing, and has created
practical techniques. Therefore, here I review recent progress in the area of bioana-
lytical technology, which is based on nanobiotechnology and is focused on the
biosensing of biological information, e.g., cellular/tissular biosensing.

Key Words: Artificial enzyme; biosensor; cellular biosensing; engineered cell;
nanobiotechnology; synapse model; tissular biosensing.

1. INTRODUCTION

In the life sciences, much valuable information has been obtained and
many viable technologies have been developed through the great progress
in biotechnology. In particular, molecular biology and cellular/tissular
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engineering have progressed, and new techniques have enabled the creation
of new functional proteins and cells/tissues. Moreover, computer/digital
technology has progressed rapidly in the last 20 yr. Simulation technology
is one of the great outcomes of this progress. The advent of three-dimen-
sional (3D) simulation software for molecular designing has made it possi-
ble to visualize the relationship between molecular structures and their
function. These new techniques are of great help in creating a new paradigm
for biotechnology.

Another new area of knowledge, concerned with the novel phenomenon
of nanospace, has been keenly pursued. Nanostructures may reveal hitherto-
unknown functions of known materials. In this paper, the author presents his
own and others’ recent achievements in the area of designed molecules, cells,
materials, and systems. These achievements have been obtained through
molecular biology, cellular/tissular technology, simulation technology, and
nanotechnology.

2. DESIGNED MOLECULES FOR USE IN BIOANALYTICAL
TECHNOLOGY

Many functional molecules have already been designed and synthesized.
Some of them are out on the market as functional materials. These are not
based on mimetic molecular design but on the synergy effect of functional
groups. On the other hand, biomolecules, especially enzyme molecules,
have been the target of biomolecular mimetic design. Enzymes are catalytic
functional molecules, and are frequently employed as bioreactors, in assay
kits, in biosensors, and for other industrial purposes. Therefore, artificial
enzymes are very much in demand. The molecular design of artificial
enzymes is studied from the perspective of mimetic molecular design and
minute organic synthesis. Many types of artificial enzyme molecules have
been designed and synthesized. For instance, cyclodextrin is a circular
compound often employed as the base skeletal structure of an active center.
Because the active center of natural enzymes is always surrounded by func-
tional residues, the hole at the center of the cyclodextrin molecule provides
a suitable frame for the design of artificial enzymes. Tsutsumi et al. have
obtained artificial protease by attaching several functional residues to the
interior of the cyclodextrin molecule (1). Most enzymes are metallo-
enzymes, and are mimicked through minute organic synthesis. Komiyama
has designed artificial nucleases based on a minute-synthesized metallo-
complex molecule (2). Most of these molecular designs are aimed at either
high catalytic activity or strict molecular selectivity such as that found in
natural enzyme molecules. These excellent studies have developed bio-
mimetic engineering techniques in the course of producing novel molecules.
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This means, however, that the technological achievements of these studies
are not wholly practical. Nevertheless, they have provided important informa-
tion for further the development of practical, usable artificial functional mol-
ecules. Artificial enzymes are probably the solution to the problem. Because
natural enzymes are digested and degraded by proteases that exist under bio-
logical conditions, enzyme sensors are difficult to employ in cellular/tissular
biosensing. However, artificial enzymes can be designed at the molecular
level so that their characteristics can make them invulnerable to digestion.

The author has designed an artificial enzyme (a polymer–metal–polymer,
or PMP, complex) as a molecular transducer for biosensors that are able to
detect adenosine triphosphate (ATP). ATP and its derivatives (e.g., ADP,
PPi) are key molecules in living systems, providing a crucial parameter for
the determination of both cellular/tissular viability and genetic information.
However, there is as yet no sophisticated method of measuring ATP in situ.

As shown in Fig. 1, the PMP complex created by the author consists of
one or more metal ions and two or more polymers, and is synthesized by
coordinative self-assembly. First, the metal-ion coordinative polymer is
formed and shrinks through the formation of a complex with the metal ion(s).
In the case of ATP-sensing, copper ions and poly-L-histidine are employed.
At the same time, functional polymers, such as polystyrene sulfonate, form
a polyion–polyion complex with each other, leading to the strengthening of
the structure. Through a bottom-up process, the metal complex sites of the
active center (nanocavities) are integrated into the matrix, as shown in Fig. 1.
The PMP complex has thus been created with ATP biosensing in mind. As
illustrated in Fig. 2, the PMP complex is laid out as a thin membrane on an
electrode surface of the sensor device. The PMP complex membrane allows
for three modes of molecular selectivity: (1) molecular sieving enabled by
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Fig. 1. The bottom-up synthesis of integrated metal complex sites as active centers
(nanocavities) in an artificial enzyme, the polymer–metal–polymer complex.



the stitched structure of the polyion-polyion complex, (2) hydropathical
selectivity through the mixing ratio of the polymers, and (3) electrostatic
selectivity through the charged polymers (3,4). The PMP complex also acts
as a molecular transducer. In the case of the PMP complex designed for the
hydrolysis of ATP, the PMP complex hydrolyzes the ATP in the nanocavity
and then the PO4

3− broken away by hydrolysis is accumulated between the
PMP complex layer and the electrode. The accumulated PO4

3− is reduced
electrochemically, and this represents the sensory response (Fig. 3) (4). The
response current is proportional to the bulk ATP concentration. In the ordi-
nary system, phosphate cannot be measured electrochemically. However, in
the present system, phosphate ions (PO4

3−) are produced through the hydrol-
ysis of ATP, a reaction catalyzed by the PMP complex, an artificial enzyme.
The phosphate ion is immediately reduced electrochemically, before it is
protonated and is stabilized by H2O.

The sensor device can determine ATP concentrations from 1 nM to 10 mM.
This high sensitivity is practical; this is the first instance of an artificial
enzyme successfully applied in biosensor fabrication.

We have also designed and synthesized a PMP complex for the detection
of another biological molecule. Cellular nitric oxide (NO) detection has
been performed in cell/tissue culture media (5). NO is a well known biolog-
ical substance which acts as a regulation factor in various organs, e.g., blood
vessels, the myocardium, macrophages, and the cerebellum. Regarding the
PMP complex design for NO detection, the NO diffuses smoothly from the
bulk solution into the interior of the PMP complex. In the PMP complex
layer, NO binds to the metal complex in the nanocavities, and is accumu-
lated in NO-metal form in the nanocavities. Then, the NO-metal is oxidized
by pulsed potential in order to obtain a sensory response.
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Fig. 2. Hypothetical illustration of molecular selection by the polymer–metal–
polymer complex layer on the surface of an electrode.
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Fig. 3. Schematic reaction of ATP in the polymer–metal–polymer complex layer
on the surface of an electrode.

The PMP complex has been designed and synthesized based on a unique
bottom-up assembly. The molecular design makes it possible to detect
molecules that cannot be detected by conventional biosensors.

3. ENGINEERED CELLS DESIGNED FOR USE 
IN BIOANALYTICAL TECHNOLOGY

Bioassay is a major technique for obtaining the titer of chemicals (clini-
cal drugs) in the living body. However, animal experimentation makes the
research problematic in terms of both ethics and expense. On the other hand,
animal cells and tissues can be cultured easily as a result of recent technical
developments. As cells represent the minimum functional and integrated
communicable units of a living system, cellular biosensing can be performed
to determine the presence of extracellular chemical/physical stimuli.
Cultured cells transduce and transmit a variety of chemical and physical
signals, in the form of specific substances or proteins produced by them.
Such signals can be employed as parameters for clinical drug screening
through a high-throughput process. Many types of cultured-cell- or tissue-
based bioassay methods have been developed. However, neural systems
have very peculiar functions with regards to signal transduction. Of course,
the central nervous system has been keenly studied with the aim of developing
drugs. Most bioassays for the nervous system have been performed in animal
experiments. For the primary screening of drugs targeting the nervous
system, the high-throughput bioassay method is appropriate (6).

The author’s research group has developed a unique strategy to both
demonstrate and monitor the channel-gated receptor function on engineered
cells (7). We employed a glutamate receptor (GluR; channel-gated receptor)



which was cloned from a postsynaptic nerve membrane. The cloned gene
was transfected into insect cells that can be easily handled. The engineered
cell expressed the GluR on the cell surface, in a similar way to the postsy-
naptic membrane, as illustrated in Fig. 4. As shown in the illustration, GluR
was overexpressed and accrued on the cell surface. This type of engineered
cell can be employed as a synaptic model cell for the evaluation of the chem-
ical effectiveness of the channel-gate receptor function. In the process of the
evaluation, the synaptic model cell was connected to a microelectrode,
which in turn was connected with a reference electrode through an amplifier
and a potentiometer, as illustrated in Fig. 5.

This system can both perform and monitor the postsynaptic function. The
principle on which this system is based is the ionic flux intermediated by
GluR between the outside and the inside of the cell. When the agonistic
ligand (e.g., glutamic acid) binds to the GluR, a channel opens and a Na+ ion
enters the cell selectively through the GluR channel. This entrains the exit of
a K+ ion from the cell, as illustrated in Fig. 5. The selective ion flux leads to
the localization of Na+ ions between the vicinity of the cell and the bulk
solution. This concentration of ions creates a difference in the electrode
potential when the electrode system is set up as illustrated in Fig. 5. In the
case of the engineered cell, GluR was overexpressed and accrued on the cell
surface. In this system, Na+ ion flux is highly intensified in comparison to
the native postsynaptic membrane. Therefore, the dynamic behavior of the
potential profile of the GluR channel-gated receptor can be monitored based
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Fig. 4. Glutamate channel-gated receptor (GluR) expressed on the surface of an
engineered cell. (A) Hypothetical illustration of a native nerve postsynaptic nerve
membrane with GluR. (B) Hypothetical illustration of engineered cell (a cell
expressing GluR on its surface).



on the influx of Na+ ions through the GluR (7). In short, bioassay of the
postsynaptic function can be performed using engineered GluR cells and 
an outer cell potential (OCP) recording system, as illustrated in Fig. 5.

Engineered cells can be genetically designed to transmit specific signals
in response to specific effects on cells. Such cellular signals are not very
easy to detect. However, with a sophisticated system employing engineered
cells and sensor devices, such as the present one, cellular biosensing can be
achieved as a practical and feasible bioassay for drug screenings, pharma-
ceutical studies, and chemical safety proofing.

4. DESIGNED MATERIAL SURFACE FOR BIOANALYTICAL
TECHNOLOGY

The modification of existing materials is an important way of obtaining
functional surfaces. In the field of bioanalytical technology, the molecular
modification of metal is a key technology for creating biosensor devices. In
the case of enzyme biosensors, the detection principle is based on the redox
reaction of an enzyme located near an electrode. In other words, the enzyme
biosensor can detect analytes by the electron transfer between the enzyme
molecule (coenzyme or catalytic product) and an electrode. The design of
the interface between the molecule and the electrode (or other transuding
device) is crucial for smooth electron transfer from the molecule.

Many kinds of molecular immobilization techniques have been studied.
Most of these immobilization methods are based on either chemical covalent
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Fig. 5. The dynamic function of Na+-ion influx through the GluR channel of the
engineered cell in an OCP system.



bonding (8–11) or specific/nonspecific adsorption (12–14). However,
chemical modification might lead to the unwanted loss of the functional
characteristics of the proteins used, because the functional residues are anni-
hilated indiscriminately by the chemical coupling reaction. In the case of
protein immobilization on a metal substrate, thiol-Au self-assembly has
been virtually the only available method. Thiol residues (−SH) can form 
a type of coordinate bond (mercaptide bond) with Au or Pt (15). The mercap-
tide bond has already been employed in immobilizing protein on a metal sur-
face. However, because the thiol mercaptide bond is very much dependent on
the flatness (atomic epitaxy) of the solid metal surface, the method does not
have wide application. More sophisticated types of molecular immobiliza-
tion on metal substrates are necessary for more advanced protein/metal appli-
cations. In order to develop such new molecular immobilization methods, a
novel basis as for the interaction between molecules and substrate materials
is probably required.

We discovered the novel phenomenon of the formation of a neutral metal
complex on a redox surface (16). This finding suggests that the neutral metal
complex can be employed as an anchor to immobilize molecules on a redox
surface, such as that of an electrode. The author developed the ECtag method
for molecular immobilization based on the formation of a neutral metal com-
plex on a redox surface. The ECtag method can be employed to achieve
molecular immobilization through a simple process. As hypothetically shown
in Fig. 6, the ECtag method is based on the electrochemical deposition on
the redox surface of the metal, which forms a neutral metal complex with the
ECtag ligand. The ECtag ligand (metal coordinative ligand with a flexible
structure) is tagged onto a protein molecule or any other molecule which is
to be immobilized. The structure of the ECtag ligand can be designed in

376 Haruyama

Fig. 6. Molecular immobilization through the ECtag method.



many ways, and the ECtag can be tagged onto the molecule either genetically
or chemically. The ECtag-tagged part coordinates the metal ion. The coordi-
nated metal ion is reduced and deposited on the redox surface as a result of
the electrode potential. However, the reduced metal (M0) is kept coordinated
by the ECtag ligand. Through an electrochemical reaction, the tagged mole-
cule is immobilized on the electrode surface because the molecule is tagged
with the ECtag as illustrated in Fig. 6. The ECtag method can be applied to
most molecules and most metals and conductive materials.

In the case of protein immobilization using the ECtag method, the
molecular orientation can be controlled genetically. Figure 7 shows a sim-
ulated image of immobilized protein A (a bio-affinity protein from a
Staphylococcus strain) immobilized on a platinum electrode by the ECtag
method. The image simulation is based on both the actual amount of immo-
bilized protein A-ECtag and its actual structure. As clearly shown in the
simulation image, the protein A molecules are immobilized at substantial den-
sity in perpendicular orientation.

The ECtag method can be used to immobilize molecules other than
genetically constructed proteins. As described above, the ECtag ligand can
be selected from a variety of metal-coordinative residues and can be struc-
tured in many ways, and the ECtag can be tagged onto molecules either
genetically or chemically. In other words, the ECtag method can immobi-
lize various molecules on various conductive materials. Moreover, because
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Fig. 7. Simulated surface of protein A immobilized on the surface of an elec-
trode by the ECtag method. The value of the molecular density is based on the
experimental data.
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tagging and insertion of the ECtag can be designed through either genetic or
chemical techniques, the interfacial interaction between the molecule and
the electrode can be optimized for the smooth transmission of molecular
information. The interface design can potentially be sophisticated enough
to enable both catalytic and affinity biosensing. Furthermore, this ECtag
technology will contribute to the creation of biocompatible metallic mate-
rials for clinical use.

5. CELLULAR/TISSULAR SENSING SYSTEMS FOR USE 
IN BIOANALYTICAL TECHNOLOGY

Cells represent the minimum units of living systems, particularly in terms
of molecular response to extracellular stimuli (chemical and physical).
Cultured cells transduce and transmit both chemical and physical signals in
response to extracellular stimuli. Such cellular responses are probably
useful when surveying chemical information about living systems. This type
of surveillance can be employed as a screening tool to ensure both pharma-
ceutical and chemical safety, as schematically illustrated in Fig. 8. However,
such cellular signals are mostly very weak and not easily detected with
conventional analytical methods. To enable the significant assessment of
cellular responses, signal profiles are needed, and to monitor the cellular-
response profiles, in situ analysis is required.

Electrochemical assay, including measurement with biosensors, is a superior
method when performing in situ analysis. Both electrochemical assay

Fig. 8. The concept of cellular biosensing through a cascade of cellular responses.
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Fig. 9. Scanning electrochemical microscopy (SECM).

devices and biosensor devices can be miniaturized to size scale of cells.
They can be positioned near the cells, and this allows them to detect cellular
signals before they are attenuated.

Scanning electrochemical microscopy (SECM) is an example of biological
activity imaging. As illustrated in Fig. 9, SECM is a type of scanning probe
microscope similar to atomic force microscopy (AFM) and scanning tunneling
microscopy (STM). If a micro dissolved-oxygen (DO) electrode is employed
as the scanning probe, the dimensional localization of oxygen concentra-
tions can be obtained. If the cell undergoes lively respiration, the oxygen
concentration in its vicinity decreases, leading to a decreased current
response from the micro oxygen electrode. Using this system, the localization
of cellular viability can be monitored.

The microarray electrode, shown in Fig. 10, is another example of a cellular
biosensing device. It has been used to monitor active potential propagation
across neural networks.

Both examples of biosensing systems have been developed within semi-
conductor engineering. It is a fundamental technology for constructing the
miniaturized systems described here.

These are also examples of systems which can monitor the functions of
native cultured cells. As described under Subheading 3, engineered cells
can be fitted with additional features through a genetic design that allows
them to transmit signals in response to extracellular influences on “specific
parts of living systems.” It is of the utmost importance to obtain significant
information from cells/tissues for an evaluation of the effects of chemicals
on living systems.

If the specific cellular responses can be obtained, nonminiaturized biosensor
devices can gather sophisticated information through cellular biosensing.
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Fig. 10. The application of a microarray electrode for cellular biosensing.

Fig. 11. Cellular biosensing based on a cellular-nitric oxide sensor device equipped
with a cell-culture bottle.

Figure 11 shows an instrumental setup for the cellular biosensing and moni-
toring of cellular NO. The biological roles of NO have been well documented
(17–19). NO regulates typical biological functions in various organs, as well
as in various cultured cells and tissues. On the other hand, the production
profile of cellular and tissue NO is a significant marker of vital information
both in vitro and in vivo. A number of techniques have been developed for the
direct measurement of biological NO. However, in situ measurement of NO is
difficult with conventional analytical methods, because NO as a biological
signal is only present in low concentrations. Furthermore, NO has 
a very short half-life under physiological conditions. We previously devel-
oped several types of principles for the detection of NO (20,21). In our most
current achievement in the field of NO sensing, the NO sensor material not
only monitors the cellular NO profile but also provides cell-adhesive activity
in order to culture mammalian cells on their own (5). Because the sensor



material is designed and synthesized through coordinative self-assembled
structure (see Subheading 2), it is easy to co-materialize with cell-adhesive
polymer through the process of coordinative self-assembly. In the PMP
complex, there are metal-coordinating nanocavities. Cellular NO can
smoothly diffuse into these nanocavities, because the cells adhere to the
PMP complex layer tightly. Therefore, NO diffuses into the PMP complex
quickly and accumulates in the nanocavities. The accumulation of NO
enables its high-sensitivity electrochemical detection.

6. CONCLUSION

Nanostructured materials display new characteristics which enable in situ
detection of biological information. These functions also allow the develop-
ment of new concepts in bioanalysis. For example, a synapse model cell and
its instrumental system can be used in a high-throughput bioassay to survey
the effect of chemicals on synapse function. In the case of nanostructured
artificial enzyme, the PMP complex can perform in situ sensing of biological
substances that cannot be monitored with conventional assay methods. These
are successful achievements in the field of bioanalysis based on bionanotech-
nology. As described above, nanotechnology and bionanotechnology yield
both novel concepts and novel technologies for the development of bio-
analytical techniques. A novel field of analytical technology has been opened.
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Self-Assembly of Short Peptides 

for Nanotechnological Applications

Ehud Gazit

Summary
The self-association of molecules to form nanoscale assemblies is a key element

in “bottom-up” nanotechnological design. Biomolecules represent a unique case of
self-assembling modules because of their inherent biological specificity. Such speci-
ficity can mediate precise molecular recognition processes that lead to the formation
of well ordered nanoscale structures from very simple building blocks. Furthermore,
the biochemical nature of the biomolecules facilitates a variety of chemical and
biological modifications that allow the formation of highly functional self-assembled
material. In this review, we will focus on the properties of natural and designed self-
associating short peptide fragments. This class of biomolecules is of special interest
as a result of its large chemical diversity, small size, biocompatibility, and simple
synthesis in large amounts. The peptides may contain any of the natural amino acids
but also hundreds of nonnatural ones, which results in matchless chemical diversity
and remarkable molecular properties. The rationale of the selection and design of
the peptides, as well as the mechanism of molecular recognition and self-assembly
that includes hydrophobic, electrostatic, and aromatic interactions, are described.
Moreover, specific applications that include biomaterial fabrication, cell-support
scaffold preparation, biomineralization, and bio-inorganic patterning and composite
formation are reviewed. Finally, future prospects for the use of peptide-based
nanoscale assemblies are described.

Key Words: Nanotechnology; peptide building blocks; peptide nanotubes; peptide
nanospheres; bio-inspired assembly; molecular recognition; self-assembly.

1. BOTTOM-UP ASSEMBLY OF NANOSCALE DEVICES

The process of miniaturization revolutionized the world of electronics
in the 20th century. In less than half a century, the number of components
per electronic circuit rose from tens to hundreds of millions. This remarkable
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achievement was mainly the result of very sophisticated and inspired
top-down attempts that allowed continuous improvement of the lithogra-
phy process (Fig. 1). Current industrial procedures have already reached
a standard process at the 90-nm scale using advanced lithography and
etching techniques (1,2).

In spite of the impressive success in the advancement of top-down minia-
turization, it appears that these techniques are about to reach a critical limit that
is due to the basic physical properties of matter. To address this limitation,

386 Gazit

Fig. 1. Top-down vs bottom-up approaches. Modern microelectronics utilized
miniaturization and optimization of lithography and etching techniques to achieve
increasingly complex integrated circuits (as well as electromechanical devices; see
text). This allows the organization of hundreds of millions of transistors on a sin-
gle chip. Currently, a 90-nm process is used for the production of modern elec-
tronic devices. The bottom-up scheme, on the other hand, is based on the molecular
recognition and self-assembly of molecules in the range of nanometers or even
smaller. The molecules self-assemble to structures of the size of several tens of
nanometers or larger. These structures can be then modified, functionalized, and
integrated into functional devices.



various approaches have been devised, the most important being those that are
“bottom-up” (Fig. 1). These directions of fabrication at the nanoscale are not
based on the continuous improvement of successful existing techniques but
on the use of much simpler building blocks for the fabrication of complex
nanoscale systems. The bottom-up process is mainly derived from the ability
of very small and simple elements to self-associate into much more complex
structures (Fig. 1). The process of self-association or self-assembly is based
on molecular recognition principles. The essence of molecular recognition is
the preferred interaction between two or more molecules that is, on the one
hand, energetically favorable, but on the other, specific. To achieve such strong
yet specific interactions, the molecular associations that mediate the process are
comprised of a set of different noncovalent interactions. These include hydrogen
bonding, electrostatic interactions, hydrophobic interactions, and aromatic inter-
actions, among many others. The combination of the entire set of interactions
vs the entropic tendency for dissociation defines the level of interaction.

A limitation of the top-down approach stems from its predominant
restriction to silicon-based technology. This technique is very useful for the
fabrication of electronic elements such as transistors. Moreover, the tech-
nique has been used not only in microelectronics but also for the fabrication
of micro-mechanical and micro-electromechanical (MEMS) systems. Micro-
scale accelerometers, inductors, and tunable capacitors can be fabricated using
well optimized silicon-based processes (3). Yet, the predominant silicon-based
technology limits many biological-related applications that occur in aqueous
solution near biocompatible organic surfaces.

2. CARBON NANOTUBES

Carbon nanotubes (CNTs) are considered to be major building blocks for
future bottom-up applications (4). From their discovery in 1991, the superb
mechanical, electrical, and thermal properties of CNTs were pinpointed to
suggest their use as key features for the fabrication of nanoscale devices.
The CNTs, ranging in diameter from less than a nanometer (for single-
walled CNTs [SWNTs]) to tens of nanometers (in the case of multi-walled
nanotubes [MWNTs]) is indeed appropriate for the fabrication of nanoscale
electronic, mechanical, and electromechanical devices.

In spite of the superb properties of the CNTs, they also present many
limitations, especially for biological-related applications. One major limita-
tion of the CNTs is their remarkable hydrophobicity. The sp2 graphite-like
aromatic carbon organization results in extremely hydrophobic material that
tends to aggregate in aqueous solution. Another limitation of the tubular
carbon material is its lack of chemical functionality. The simple carbon
structure is completely nonreactive. This results in a significant restriction of
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the orientation and integration of the carbon structures into functional
elements. Only end-derivation or coating with functional molecules (espe-
cially organic molecules) allow further medication. Furthermore, some of the
CNTs are remarkable conductors with metal-like properties. Yet, CNTs are
synthesized as a random mixture of conductive and semi-conductive species
with no way to sort between the two classes of tubes. Finally, CNTs are espe-
cially expensive materials. The price of CNT samples is in the range of
hundreds of dollars per gram and is not expected to go any lower than $10
per gram in the near future. Therefore, many applications that have been sug-
gested for CNTs, including field emitters for flat panel displays and harden-
ing elements for composite materials, are currently not commercially viable.

3. BIOLOGICAL APPROACH TO SELF-ASSEMBLY

The self-assembly of complex structures from simple building blocks is very
common in biology (5). The essential boundary of cellular entities, the cell
membrane, is formed by the self-assembly of phospholipids into closed-cage
micro-scale structures. This assembly, which is based on simple hydrophobic
interactions, results in the formation of two-dimensional (2D) bilayers that are
closed into spherical structures. The phospholipid membranes also possess
some further chemical information due the various phospholipid head groups
that may be acidic, zwitterionic, or, on rare occasion, basic. Biological phos-
pholipid bilayer membranes may, in and of themselves, serve as ordered struc-
tures at the nanoscale level (such as the well studied self-assembled monolayers
[SAM] [6]). Furthermore, phospholipids may form nanoscale spherical assem-
blies such as small unilamellar vesicles (SUVs), which may range in diameter
from tens to hundreds of nanometers. Such SUVs may have ample uses as
nanocontainers in drug delivery, biosensing, nanofluidics, and other nanotech-
nology applications.

Biological systems may of course assemble into much more complex
entities. Elaborate biological machines, such as the DNA polymerase assem-
bly, the photosynthetic system, the protein-synthesizing ribosome machine,
or molecular motors, are based on the precise assembly of tens or hundreds
of proteins with or without the addition of nucleic acids or small organic and
inorganic elements. These structures are practically nanoscale machines that
are built entirely on the basis of molecular self-assembly (7).

The basis for the formation of such complex structures from biological
building blocks stems from the enormous molecular information and struc-
tural diversity that is available for biological molecules. Protein molecules
are especially rich in molecular information. A simple protein of 100 amino
acids represents a structural diversity of 20100 conformations, as any of the 20
naturally occurring amino acids can be present in the polypeptide chain.



Naturally amino acids represent a variety of chemistries with functional
groups that include amines, carboxyls, thiols, alcohols, aliphatic moieties of
various lengths and branching, and more. Furthermore, synthetic peptide
chemistry allows further incorporation of hundreds of nonnatural amino-acid
derivatives. Peptide synthesis by solid-phase chemistry is a well established
procedure and the synthesis of 30-amino-acid peptides is easily performed.
Nucleic acids, which have four building blocks, represent less diverse struc-
tural species, but the structural diversity of a 100-mer nucleic acid is 4100, i.e.,
more than 1060.

The assembly process is then based on a molecular recognition process.
The summation of the noncovalent interactions results in the fabrication of
well ordered assemblies that execute complicated biochemical activities.

4. MODEL SYSTEMS FOR THE FORMATION 
OF NANOSTRUCTURES

As mentioned above, synthetic peptides represent a favorable molecular
system for molecular self-assembly. This is based on the remarkable and
diverse molecular recognition abilities that may be achieved in relatively simple
molecules. Furthermore, the synthesis of peptides is a straightforward proce-
dure and peptides may be easily synthesized in gram or even kilogram quan-
tities. For various application, peptides can be synthesized in a D-isomer
conformation. The use of these steroisomers not only increases the confor-
mational space but is also highly useful for attaining biostable derivatives that
are not sensitive to degradation by natural biological enzymes.

Peptide nanostructures have been in use for more than a decade in various
nanotechnological applications. The first major example of self-assembled
peptide nanostructures was based on the use of cyclic peptide building blocks
(8–10). These alternating D- and L-isomers of cyclic peptides self-assemble into
ordered arrays of peptide nanotubes, of which the internal diameter can be
controlled by the size of the peptide building blocks (Fig. 2). The cyclic
peptides transform into a beta-sheet conformation upon assembly, which
results in an alternation of 90° in the direction of the composing residues. The
molecular organization of the tubular structures resembles the organization of
CNTs with nearly 1D characteristic. The application of the peptide nanotube
arrays was demonstrated in various systems. The most interesting was the
utilization of the peptide nanotubes as artificial ion channels (9). Upon their
application to cells, the peptide structures form transmembrane pores of nano-
metric diameter that cause the uncontrolled release of solutes from the cell,
which finally leads to their death. Thus, these agents can serve as novel
antibacterial and cytotoxic agents (10). Another recent application of the cyclic
peptide nanotubes is for molecular electronics (10). In those applications,
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aromatic moieties of small band gap are conjugated into the side chain of the
peptide to form well ordered arrays of electron-transferring moieties that are
adjacent in space. Thus, these organic materials allow the directional transfer of
electrons in space to achieve a conducting biomaterial at the nanoscale.

Fig. 2. Molecular schemes to achieve peptide-based self-assembly. Peptide struc-
tures are highly useful building blocks for nanoscale assemblies. The first demonstra-
tion of peptide-based nanotechnological assemblies is that of the cyclic peptide
nanotubes. These tubes are based on the stacking of closed cyclic structures to form an
array of tubes (8–10). Another well studied approach is the use of peptide amphiphile
(11–16). The assembly in this case is based on hydrophobic core formation. A recent
approach is based on very short aromatic building blocks (18–21). These short peptides
(as short as dipeptides) can form either tubular or spherical structures.



5. HYDROPHOBIC LINEAR PEPTIDES 
AND PEPTIDE CONJUGATES

Other studies using peptide systems are based on the self-assembly of linear
building blocks via hydrophobic interactions (Fig. 2). This mechanism of assem-
bly is quite similar to the above-described formation of biological membranes.

The first examples of hydrophobic peptide assembly are based on the conju-
gation of aliphatic hydrophobic moieties into polar peptide building blocks
(11–15). The conjugated structures therefore have an amphiphilic structure,
with a polar peptide moiety and a hydrophobic aliphatic one. Therefore, upon
transfer of the organic structures into aqueous solution, a micellization process
occurs (Fig. 2). The hydrophobic parts of the peptides form a water-protected
core whereas the polar parts are directed to the aqueous phase. Appropriate
design of the architecture of the molecules results in a well ordered structure
on the nanoscale. In most cases, the desired organization is that of fibrillar or
tubular structures that resemble to some extent the hexagonal-phase organiza-
tion of phospholipid molecules.

Another approach that is based solely on peptide building blocks is the use
of hydrophobic (aliphatic) and hydrophilic amino-acid moieties to attain a
molecule with only amphiphilic peptides (16). As with the conjugated peptide
structure, the peptide-only amphiphilic molecules self-assemble into micelle-
like structures on the nanoscale. These peptides are designated “surfactant-like
peptides” to reflect their amphiphilic nature. It was recently demonstrated that
such peptide structures, as short as octapeptides, can form well ordered arrays
of peptide nanotubes and nanovesicles.

A variation on these types of peptide-only building blocks is based on
peptides that have not only hydrophobic and hydrophilic parts, but also
complementary charges (17). The electrostatic interaction between positively
charged moieties such as lysines and arginines and negatively charged ones
such as aspartic and glutamic acids results in the rapid assembly of the build-
ing blocks into supramolecular structures on the nanoscale.

6. AROMATIC PEPTIDE NANOTUBES AND OTHER 
PEPTIDE NANOSTRUCTURES

Another direction for the assembly of peptide structures on the nanoscale is
based on the interaction of short aromatic peptides (18–21). These peptides are,
in most cases, significantly shorter than the aforedescribed peptide systems.
The interaction of this peptide is also based on hydrophobic, entropy-driven
interaction, like the amphiphilic peptide. However, in this case the geometrically
restricted interactions between aromatic moieties allow the achievement of
highly ordered structures using very small building blocks (Fig. 2).
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The most significant case of the self-assembly of such aromatic peptides
is the formation of nanotubes by the diphenylalanine peptide. This peptide
is derived from the core recognition motif of the β-amyloid polypeptide
(18–20). The notion for the use of this peptide is derived from insights into
the formation of nanofiber amyloid structures by various polypeptides.
Amyloid structures are ordered semi-crystalline fibers with a diameter of 7 to
10 nm that are associated with major human diseases (21,22). It has been
shown that the assembly of many of the amyloid-forming peptides is facili-
tated by aromatic interactions (23–25). The search for minimal peptide frag-
ments that contain the molecular information needed for the assembly of
amyloid fibers resulted in the discovery of the nanotube-forming dipeptides.
These peptides self-assemble into hollow tubular structures at the nanoscale.
The ability of the tubes to serve as a casting mold for inorganic nanomateri-
als was also demonstrated. In these experiments, metal ions, such as silver
ions, are reduced to solid metal within the lumen of the tubes. The peptide
structure is then enzymatically degraded to end up with metal nanowires with
a diameter of about 20 nm (18). For other applications in which stable
nanotubes are needed, the tubes can be formed by D-amino-acid isomers.
These tubes are identical to the L-isomer nanotubes but are completely resist-
ant to proteolytic degradation (18). The use of the peptide nanotubes for
electrochemical-based biosensing was recently demonstrated (26).

The search for even simpler aromatic peptide building blocks led to the
study of the nonnatural diphenylglycine building blocks (27). These dipeptides
self-assemble into closed-cage nanospheres with a diameter of several tens of
nanometers (Fig. 2). These spherical structures may be used for a variety of
applications, such as the nanocontainers described above for the SUVs. But
beyond that, the peptide vesicles offer a variety of chemical modifications and
structural diversity that is far greater than that of the phospholipid vesicles.

7. THE USE OF SELF-ASSEMBLED PEPTIDE STRUCTURES
FOR TISSUE-ENGINEERING

The development of novel biomaterials is another key area for advancing
medical technology. Biologically compatible scaffolds are an emerging mate-
rial for controlled drug release, tissue repair, and tissue engineering (28). This
is due to the fact that many diseases cannot be treated solely by small-molecule
drugs, and thus cell-based therapy is emerging as an alternative approach.
Several types of collagen-based biological scaffolds, their derivatives, and other
biocompatible polymers have shown great promise in this area.

Self-assembling peptide systems are especially attractive for this purpose
because of their ability to serve as biologically compatible scaffolds. Previous
studies have described the use of ionic self-complementary oligopeptides for
this purpose (28). These biological-material scaffolds are hydrogels that consist
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of greater than 99% water content (peptide content 1–10 mg/mL). Fabricated
biomaterials made from these peptides have been shown to support cell attach-
ment and differentiation, neurite outgrowth, and the formation of functional
synapses of primary and cultured neuronal cells (28).

8. FUTURE PROSPECTS

The fabrication of well ordered nanostructures by simple biological build-
ing blocks has been clearly demonstrated. The next step in the utilization of
these assemblies is the move from ordered structures to functional ones. One
of the greatest advantages of the bio-based building blocks is the ability to
modify them with chemical and biochemical moieties. This should allow the
incorporation of bio-recognition as well as enzymatic activities into the
ordered bio-nanoassemblies.

Another key challenge is the ability to form artificial 3D assemblies using
bio-inspired building blocks. Although the biological machines are mostly
3D, the self-assembled structures describeD here are mostly 1D or 2D.
Much of the current effort in the field is being directed toward this goal. The
combination of DNA recognition elements together with peptide building
blocks may be highly useful in achieving this goal.

9. CONCLUSIONS

Bottom-up fabrication of nanomaterials by the self-assembly of small build-
ing blocks represents a key alternative to top-down fabrication schemes.
Biological building blocks serve as especially attractive components because of
the elaborate and diverse recognition between biological moieties. Among the
biological building blocks, short peptides are the most studied. Assembly of
peptide fragments based on hydrophobic, electrostatic and/or aromatic interac-
tions has been demonstrated as a useful route for the fabrication of nanoscale
materials. The use of these nanostructures has already been demonstrated in
various applications.
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Nanotube Membranes for Biotechnology

Lane A. Baker and Charles R. Martin

Summary
In this chapter, we discuss nanopore membranes developed for applications in the
field of bio/nanotechnology. These nanopore membranes are suitable for template
synthesis, bioseparations, and chemical and biochemical sensor development. We
will briefly review the materials and methods of nanotube membrane technology
and then discuss research and applications of these membranes with respect to tem-
plate synthesis, separations, and sensing.

Key Words: Sensor; separations; template; bioanalytical; analytical; materials;
electrochemistry.

1. INTRODUCTION

Nanomaterials are transforming bioanalytical chemistry. At the nanome-
ter scale, the physical properties of the macroscale world no longer hold.
Therefore, the physical and chemical properties of a nanoscale material may
be altogether different from an analogous macroscale material. Synthesizing
and manipulating materials at the nanometer scale is a fundamental require-
ment for the application of nanotechnology across a wide variety of disci-
plines. We have been investigating membranes with pores of controllable
size, geometry, and surface chemistry (1–3). The pores of these membranes
can be modified, creating nanometer-scale tubes that retain the geometry of
the original pores and imparting additional functionality to the membrane.
These nanotube membranes show promise for use in the fields of bioanaly-
sis and biotechnology. Specifically, these membranes and materials prepared
from these membranes can be used for chemical and biochemical separa-
tions, as platforms for biochemical sensing, and for the template synthesis
of biofunctionalized materials. In this chapter, we will review the materials
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and techniques used to create, manipulate, and interrogate nanotube mem-
brane systems.

Nanotube membranes are an attractive platform for nanotechnology in
large part because of the simple, yet effective, ways in which they can be
used. Membrane approaches to nanotechnology offer a facile way to handle
and manipulate nanomaterials without the use of highly specialized equip-
ment. Further, homogenous pores ensure homogenous nanomaterials, a char-
acteristic that is often not easily achieved at these small scales. Appropriate
membranes can be purchased commercially, or can be fabricated, and rela-
tively simple techniques can be used to chemically or physically modify the
membrane properties.

There are three general membrane-based strategies that we have used to
prepare nanomaterials. These strategies are illustrated in Fig. 1. In the first,
template synthesis, nanometer-scale pores are used to synthesize and modify
materials with at least one dimension that is nanometer in scale. In a second
strategy, nanometer-scale pores are used to separate species that translocate a
nanotube membrane. In a third approach, we describe steps toward the use of
nanotube membrane-based sensors. In this review, we will discuss these uses
of nanotube membranes in the context of biotechnology. We will briefly
review the materials and methods of nanotube membrane technology and then
discuss biochemically oriented research and applications of these membranes
with respect to separations, sensing, and template synthesis.
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Fig. 1. Schematic illustration of the uses of nanotube-based membrane systems
in biotechnology. Clockwise from top: template synthesis, biochemical sensors,
and biochemical separations.



2. MATERIALS AND MEASUREMENTS

2.1. Track-Etch Membranes

Membranes prepared by the track-etch procedure are created by bom-
barding (or “tracking”) a thin film of the material of interest with high-
energy particles, creating damage tracks. The damage tracks are then
chemically developed (or “etched”) to produce pores. A variety of mem-
brane materials are compatible with this technique; however, polymer films
have shown the greatest utility. Porous poly(carbonate), poly(ethylene
terephthatlate), and poly(imide) membranes are all commonly produced
with this method. Track-etch membranes are available from commercial
sources or can be fabricated using tracked material. Pore dimensions can be
controlled by development conditions, including pH, temperature, and time.
The density of pores can range from a single pore to millions of pores, and
is controlled by the fluence of impinging particles in the tracking process. An
example of a poly(carbonate) membrane produced using this method is
shown in Fig. 2 (4).

2.2. Porous Alumina Membranes

Alumina membranes are obtained through the electrochemical growth of
a thin, porous layer of aluminum oxide from aluminum metal in acidic
media. Membranes of this type may be obtained commercially with a vari-
ety of pore sizes, or can be grown using well established procedures. Pores
with dimensions from 200 to 5 nm can be obtained in millimeter-thick mem-
branes. The pores created are nominally arranged in a hexagonally packed
array. Pore densities can be as high as 1011 pores cm−2. An example of such
a membrane is shown in Fig. 3 (5).
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Fig. 2. Scanning electron micrograph of a polycarbonate membrane.
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Fig. 3. Scanning electron micrographs: A, top, B, cross section, of an anodically
etched alumina membrane.

2.3. Membrane Measurements

Measuring the transport or separation of an analyte with a nanotube mem-
brane typically requires the use of a U-tube permeation cell or a conductiv-
ity cell. Membranes are initially mounted in a holder to ensure a tight seal,
with the membrane separating the two halves of the cell. A schematic dia-
gram of a typical configuration for mounting a membrane using parafilm
spacers and glass slides is shown in Fig. 4 (6). The membrane is then placed
between two half-cells of a U-tube cell (schematically illustrated in Fig. 5),
and the entire assembly is held together with a clamp. By placing a solution
with species to be separated in the half-cell on one side of the membrane
(feed side) and monitoring the concentration of species present in the oppo-
site half-cell (permeate side) as a function of time, the flux of a species
across the membrane may be determined. Typically, the flux is monitored
using ultraviolet (UV)/vis spectroscopy or chromatographic methods. Flux
of species across the membrane may be modulated by applying a voltage
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Fig. 4. Schematic illustration of the procedure for mounting a nanoporous mem-
brane in a support structure.

Fig. 5. Schematic illustration of a U-tube cell used for preparing and measuring
the properties of nanotube membranes.

between the two half-cells, resulting in electrophoretic movement, or by
applying an anisotropic pressure between the two half-cells, resulting in
pressure-driven flow.

2.4. Electroless Deposition of Gold

We have found electroless plating of materials in and on these nanoporous
membranes to be a powerful method for both synthesizing materials and
providing a membrane that is amenable to surface modification. We have



described our method for electroless plating in detail previously (7). Briefly,
template membranes are “sensitized” by soaking in a solution of Sn(II)Cl,
which results in adsorption of Sn(II) to the surface of the membrane. The
Sn(II) coated membrane is then soaked in a solution of Ag(NO3). The Sn(II)
adsorbed to the surface of the membrane is oxidized by the Ag(I) present in
solution (Eq. 1), resulting in the deposition of Ag(0) nanoparticles on the
membrane surfaces.

Sn(II)surf + 2Ag(I)aq → Sn(IV)aq + 2Ag(0)surf (1)

The membrane with Ag particles adsorbed to the surface is then soaked
in a commercial Au-plating solution. The silver particles at the surface
reduce Au(I) present in plating solution, resulting in the deposition of Au(0)
nanoparticles on the membrane surfaces (Eq. 2). The deposited Au particles
serve as

Ag(0)surf + Au(I)aq → Ag(I)aq + Au(0)surf (2)

autocatalysts for further Au deposition using formaldehyde as a reducing
agent. The Au films deposited on the membranes cover both the pore walls
and the surface of the membrane, but do not close the pore mouths. Further,
the gold surface layer can be selectively removed, leaving Au nanotubes
present in the pores. Electroless plating affords additional control over two
critical parameters in nanotube membrane systems, pore size, and surface
chemistry. By controlling the plating time and conditions, the amount of Au
deposited can be controlled. This translates into more precise control over
the pore diameter. The use of Au allows facile Au-thiol chemistry to be uti-
lized to control the surface chemistry of the pores. Adsorption of charged
thiols, thiolated DNAs, or functional thiols (which can undergo further
chemical modification) allows the incorporation of appropriate chemistries
for separations and sensing into the pores.

2.5. Sol-Gel Deposition

Another method we have found useful for materials preparation using
membranes is sol-gel chemistry (8). This method has been extremely versa-
tile and can be used to produce nanotubes or nanowires, as desired. In the
sol-gel method, a sol of tetraethyl orthosilicate is formed in an acidic ethanol
solution. A template membrane is then sonicated in the sol solution, is
removed, and is then dried and cured overnight at 150°C. Adsorption of the
sol on the membrane produces a thin film of silica on the pore walls and
membrane surface. Control of time and sol concentration during deposition
allows control of thickness at the nanometer level. Deposited silica can be
easily modified further using silane chemistry, allowing the incorporation of
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almost any functionality. Further, by mechanical polishing, the silica present
at either or both faces of the membrane can be removed. When the membrane
is dissolved, a silica negative of the original template membrane is obtained.
Additionally, other inorganic materials, such as TiO2, ZnO, and WO3 can be
templated using this sol-gel method.

3. SEPARATIONS WITH NANOTUBE MEMBRANES

Nanotube membranes may be used in biochemical separations by placing
a mixture of molecules on one side of a membrane (feed side); selected mol-
ecules then translocate the membrane to the opposite side (permeate side)
either by passive diffusion or a diffusion-assisted process, such as elec-
trophoresis. Selectivity of nanotube membranes for species in the feed solu-
tion can be achieved through several means, including the size of the
nanotubes in the membrane, the surface charge of the nanotubes in the mem-
brane, and the addition of selective complexing agents to the nanotubes of
the membrane. We have used these methods, and others, to create membranes
for separating species of biochemical interest, including ions, small mole-
cules, proteins, and nucleic acids. We have used both alumina and polymer
membranes in a variety of configurations. Experiments related to biochemical
separations will be discussed in this section.

3.1. Separation of Proteins by Size

The simplest and most straightforward use of nanotube membranes for
separations uses the size of the inner diameter of the nanotube to physically
select for a molecule based on its hydrodynamic radius. In this case, the mol-
ecules being separated are proteins (9). Six-micrometer thick polycarbonate
membranes with pores either 30 or 50 nm in diameter are plated with gold
using electroless deposition. After deposition, the inner diameter (i.d.) of the
gold-plated 50 nm pore membrane is 45 nm. Membranes with smaller diam-
eter pores are obtained after plating the 30-nm pore membranes. The gold
plated membranes are soaked 6 d in a 1 mM solution of a thiol-terminated
poly (ethylene glycol) (PEG-thiol; molecular weight [MW] = 5000 Da).
Previous measurements have shown the thin film formed from this polyeth-
ylene glycol (PEG)-thiol is approx 2.4 nm. The PEG-thiol film is used to
prevent nonspecific adsorption (and resulting pore blockage) to the mem-
brane surfaces.

Gold nanotube membranes with PEG-thiol monolayers are placed in 
a U-tube permeation cell and solution from the feed side of the membrane is
forced through the cell by applying 20 psi pressure. The concentration of
protein is monitored by periodically sampling the permeate side of the U-tube
using UV/vis spectroscopy. The results of permeation experiments with single
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protein solutions of lysozyme (Lys; MW = 14 kDa) and bovine serum albumin
(BSA; MW = 67 kDa) through a 40-nm-i.d. nanotube membrane are shown in
Fig. 6. The Stokes radii for BSA and Lys are 3.6 and 2 nm, respectively. Using
the Stokes-Einstein equation, the calculated diffusion coefficient for Lys
should be 1.8 times higher than BSA. From the data in Fig. 6, a much higher
flux for Lys relative to BSA is observed. The higher flux is a consequence of
the smaller size of Lys relative to BSA, as BSA is physically hindered from
translocating the membrane.

Experiments with two proteins in the feed solution were also performed.
In this case, the experiments are carried out in a similar fashion, except the
feed side of the membrane contained an equimolar ratio of Lys and BSA,
and the results were monitored using high-performance liquid chromatogra-
phy (HPLC). The results for two protein Lys/BSA permeation experiments
as a function of nanotube inner diameter are shown in Fig. 7. In Fig. 7A,
HPLC data of the initial feed solution are shown. Figure 7B shows HPLC
data of the permeate solution after transport through a 45-nm-i.d. nanotube
membrane. In analogy to the single-protein permeation experiments shown
in Fig. 6, the permeation of BSA is hindered relative to Lys, as observed by
the diminished BSA peak. Figure 7C shows the HPLC of the permeate solu-
tion of a 30-nm-i.d. nanotube membrane: in this case, the BSA peak is
highly attenuated, indicating a small relative amount of BSA has permeated.
In the case of a 20-nm-i.d. nanotube membrane (Fig. 7D), there is no
detectable permeation of BSA. (Although it is unlikely there is no BSA present
in the permeate solution, the amount of BSA present is below the detection
limit.) The selectivity coefficient, defined as the ratio of the concentration
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Fig. 6. Plots of moles transported vs time for lysosome (triangles) and bovine
serum albumin (circles) across a 40-nm Au inner diameter nanotube membrane.
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of Lys to the concentration of BSA present in the permeate solution, is a
quantifiable measurement of nanotube membrane performance. The selec-
tivity coefficient decreases with increasing nanotube diameter, from ≥20 to
13 to 2.2 for nanotube i.d.s of 20, 30, and 45 nm, respectively. There is a
tradeoff for increased selectivity, however, as flux decreases with decreasing
nanotube i.d., resulting higher selectivity but lower productivity for the
smaller-i.d. nanotube membranes.

3.2. Charge-Based Separation of Ions

In the case of the experiments just discussed, we have used a chemisorbed
thiol to prevent nonspecific adsorption to the membrane and nanotube walls.
We have also demonstrated that this same strategy, adsorption of a func-
tional thiol, can induce chemical selectivity to gold plated nanotube mem-
branes. Early experiments showed the adsorption of a hydrophobic or
hydrophilic thiol could promote transport of a chemical species based on the
hydrophobicity of the permeate molecule (7,10). In a similar manner, we
have demonstrated that the chemisorbtion of L-cysteine (through the sul-
fur-bearing side chain) to the interior of the nanotube walls affords a

Fig. 7. High-performance liquid chromatography data for two-protein (lysosome/
bovine serum albumin) permeation experiments. (A) Feed solution. Permeate solu-
tions after transport through (inner diameter) 45-nm (B), 30-nm (C), and 20-nm (D)
nanotube membranes.



406 Baker and Martin

Fig. 8. Schematic representation showing the three states of protonation and the
resulting ion-permselectivity of the chemisorbed cysteine. (A) Low pH, cation-reject-
ing/anion-transporting state. (B) pH 6.0, non-ion-permselective state. (C) High pH,
anion-rejecting/cation-transporting state. Note: ion transport in one direction (e.g.,
anions from left to right in A) is balanced by an equal flux of the same charge in the
opposite direction, so that electroneutrality is not violated in the two solution phases.
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method of separating ionic species based on charge, creating a pH-switchable
ion-transport selective membrane (11). A schematic representation of this is
shown in Fig. 8. Polycarbonate membranes 6 mm thick with 30-nm-diame-
ter pores are plated with gold to varying inner diameters. L-cysteine is
chemisorbed to the gold nanotube walls by soaking the plated membranes in
a 2 mM solution overnight. The chemical structures and molecular volumes
of species separated, methylviologen (MV2+), 1,5-naphthalene disulfonate
(NDS2−), 1,4-dimethylpyridinium iodide (DMP+), and picric acid (Pic−) are
shown in Fig. 9. Cysteine-modified gold nanotube membranes are mounted
in a U-tube for permeation experiments. The transport of species across the
membrane as a function of time is monitored using UV/vis spectroscopy at
molecule-appropriate wavelengths.

Fig. 9. Chemical structures and molecular volumes for the permeate ions that
were investigated.

Fig. 10. Permeation data for (A) MV2+ and (B) DMP+ at various pH values for the
1.4-nm-inner diameter Au nanotubule membrane that was modified with L-cysteine. The
error bars represent the maximum and minimum values obtained from three repli-
cate measurements.
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Table 1
Flux Data

Flux (107 × mol cm−2 h−1)

Permeate ion Nanotubule i.d. pH 2.0 pH 6.0 pH 12.0

DMP+ 0.9 0.25 0.66 1.6
Pic− 0.9 0.89 0.44 0.22
MV2+ 0.9 0.018 0.18 0.40
NDS2− 0.9 0.12 0.042 0.030
DMP+ 1.4 2.9 4.8 6.5
Pic− 1.4 4.7 3.6 2.6
MV2+ 1.4 0.086 0.98 2.1
NDS2− 1.4 1.7 0.75 0.14
MV2+ 1.9 1.5 6.8 15
NDS2− 1.9 1.5 6.3 2.0
MV2+ 3.0 3.1 11 21
NDS2− 3.0 20 11 3.4

The effect of pH on the transport of cations, MV2+ and DMP+, through the
L-cysteine-modified gold nanotubes is shown in Fig. 10. At pH 2.0, the nanotube
walls are positively charged, resulting in low cation flux due to electrostatic
repulsion of the like-charged cations. In the case of pH 12.0, the nanotube walls
are negatively charged and a high cation flux is observed. At pH 6.0, close to
the isoelectric point of cysteine, an intermediate flux is observed. In the case of
transport of anions, NDS2− and Pic−, the opposite effects are observed (not
shown). At pH 12.0, the nanotube walls are negatively charged, resulting in
low anion flux due to electrostatic repulsion of the like-charged anions. In the
case of pH 2.0, the nanotube walls are positively charged and a high anion flux
is observed. Again, at pH 6.0, close to the isoelectric point of cysteine, an
intermediate flux is observed. The results of these experiments in terms of
nanotube i.d. and flux (Table 1) and selectivity coefficient, as defined by the
ratio permeate transported as a function of pH (Table 2), are shown. A detailed
investigation of the mechanism of the observed pH transport properties determined
two electrostatic effects responsible for the selectivity observed. One electro-
static effect, an electrostatic accumulation effect, occurs when the permeate ion
has a charge opposite the charge on the nanotube wall. A second electrostatic
effect, an electrostatic rejection effect, occurs when the permeate ion has the
same charge as the charge on the nanotube walls. These experiments clearly
demonstrate the ability to design membranes selective for ionic species, in this
case, using an chemisorbed amino acid.



3.3. Separations Using Molecular Recognition
3.3.1. Enzymatic Molecular Recognition

One of the earliest examples of biochemical separations with a nanotube
membrane uses enzymes immobilized in a polymeric membrane as a selec-
tive molecular recognition agent (12). The membrane used for this separa-
tion is a 10-mm thick polycarbonate membrane with 400-nm-diameter
pores. A cartoon of the final modified membrane is shown in Fig. 11. To
modify the membrane for biochemical separations, a thin gold film is then
sputtered across one face of the membrane. This sputtered film is too thin
to close the membrane pores, but is thick enough to provide a conductive
electrode layer. This electrode is then used to electropolymerize a thin
(~100 nm) polypyrrole layer, forming plugs of polypyrrole that were
porous enough for solvent molecules to permeate, but were not porous
enough for larger enzymes to permeate. A thin gold film is then sputtered
on the other side of the membrane and a solution of an apoenzyme is vac-
uum filtered through the membrane from the open to closed end. An apoen-
zyme is chosen as a molecular recognition agent, because without the
addition of a cofactor, substrate molecules would not be catalyzed by the
apoenzyme, allowing the substrate to be selected for without chemical
conversion. After the membrane is loaded with an apoenzyme, a layer of
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Table 2
αpH12/pH2 and αpH2/pH12 Values

Selectivity coefficient

Permeate ion Nanotubule i.d. (nm) αpH12/pH2 αpH2/pH12

DMP+ 0.9 6.4
Pic− 0.9 4.0
MV2+ 0.9 22
NDS2− 0.9 4.0
DMP+ 1.4 2.2
Pic− 1.4 1.8
MV2+ 1.4 24
NDS2− 1.4 12
MV2+ 1.9 10
NDS2− 1.9 6.8
MV2+ 3.0 6.9
NDS2− 3.0 5.9



polypyrrole is electropolymerized across the top layer of the membrane,
encapsulating the apoenzyme in a porous matrix permeable to solvent and
substrate molecules.

Membranes modified with alcohol dehydrogenase apoenzyme (apo-
ADH) are mounted in a U-tube permeation cell. The membranes are then
subjected to pure and mixed solutions of ethanol and phenol. (Ethanol is
a substrate for apo-ADH, but phenol is not.) The results of transport
experiments with this membrane and a control membrane with no apoenzyme
loaded are shown in Fig. 12. In Fig. 12A, which shows the control vs the
apo-modified membrane, it is clear the amount of ethanol transported by
the apo-ADH-modified membrane is higher than the unmodified mem-
brane. In Fig. 12B, the transport of ethanol and phenol with the apo-
ADH-modified membrane is shown. The ratio of the slopes of the flux of
ethanol and phenol yields a selectivity coefficient of 9.2 for ethanol. The
selectivity from a mixed solution (shown in Fig. 12B) is analogous to the
selectivity obtained when transport experiments of the individual mole-
cules were performed. Membranes are also modified with a variety of
other apoenzymes, including apo aldehyde dehydrogenase, and apo D-amino
acid oxidase (apo-D-AAO). Apo-D-AAO binds only to D-amino acids,
allowing us to interrogate the ability of this type of membrane to separate
enantiomers. In these enantioselective membranes, a selectivity coeffi-
cient of 3.3 is obtained for D-phenylalanine vs L-phenylalanine. By
using smaller pores, this selectivity coefficient could be increased to 4.9,
because of an increase in the amount of permeate transported through
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Fig. 11. Schematic cross-section of the polypyrrole/polycarbonate/polypyrrole
sandwich membrane with the apoenzyme entrapped in the pores. The membrane is
drawn as coming out of the plane of the paper. The various components are not
drawn to scale.
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Fig. 12. (A) Plots of amount of ethanol transported from the feed solution
through the membrane and into the permeant solution vs time for a membrane
loaded with apo-ADH and for an apo-ADH-freemembrane. The feed solution was
0.5 mM in both ethanol and phenol. The slopes of these lines provide the ethanol
flux across the membrane. (B) Plots of amount of ethanol (substrate) and phenol
(nonsubstrate) transported vs time for the apo-ADH-loaded membrane. Feed solu-
tion as in A. The ratio of the slopes provides the selectivity coefficient for ethanol
vs phenol transport.
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facilitated mechanisms as compared to the amount of permeate transported
through passive diffusion.

3.3.2. Chiral Separation

We have also used antibody modified alumina membranes to perform
enantiomeric separations of a drug molecule (13). In these experiments,
alumina membranes with initial pore diameters of 20 and 35 nm are used.
A sol-gel method (similar to that described previously) is used to deposit
silica nanotubes in the pores of the membrane. The silica nanotubes are
then modified with an aldehyde silane. Biochemical recognition is incor-
porated into this membrane by coupling the aldehyde groups of the silanes
with primary amines present in antibody Fab fragments. Antibodies are
selected that bind the drug 4-[3-(4-fluorophenyl)-2-hydroxy-1-[1,2,4]tria-
zol-1-yl-propyl]-benzonitrile, an inhibitor of aromatase enzyme activity.
This molecule has two chiral centers, yielding four possible isomers, RR,
SS, SR, and RS. Fab fragments (anti-RS) of this antibody that selectively
bind the RS relative to the SR form of the drug are used to modify
membranes.

A racemic mixture of the drug molecule is placed on one side of a U-tube
permeation cell, and the flux of each species is monitored as a function of time
by periodically monitoring the concentration of each enantiomer present in the
permeate solution with a chiral chromatographic method. A selectivity of 2
was obtained for the RS relative to the SR enantiomer, indicating that the
membranes transport the RS form twice as fast as the SR form. A facilitated
transport mechanism was determined to be responsible for transport in these
membranes. As in the case of the apoenzyme modified membranes, by
decreasing the pore diameter the selectivity coefficient is increased to 4.5 
(at the expense of lower total flux). It was also found that by adding dimethyl
sulfoxide (DMSO) to the feed and permeate solutions in concentrations from
10 to 30%, the rate of transport for the RS form of the drug could be regulated.
This occurs because DMSO weakens the affinity of the anti-RS Fab fragment
for the RS enantiomer. Thus, at 30% DMSO content, the relative transport rates
for the RS and SR enantiomers were essentially equal. Because antibodies can
be developed for a wide variety of species of biochemical interest, this method
should be highly adaptable to a wide variety of targets.

3.3.3. Separation of Nucleic Acids

We have also used nanotube membranes to perform separations of DNA
with single-base mismatch selectivity (14). In these experiments, 6-mm
thick polycarbonate membranes with 30-nm-diameter pores are coated with
gold using electroless deposition. The diameter of the pores after gold



deposition is determined to be 12 ± 2 nm. Linear DNA or hairpin DNA are
used as the molecular recognition agent in these experiments. DNA hairpins
contain complementary sequences at the each end of the molecule, and
under appropriate conditions, form a stem–loop structure. As a result of this
structure, hybridization of complementary DNA is very selective: in optimal
cases a single-base mismatch will not hybridize. A 30-base DNA hairpin
with a thiol modification at the 5′ end allowed facile chemisorption of the
molecular recognition agent to the gold-coated nanotubes. The six bases at
each end of the DNA strand were complementary, forming the stem, with
the loop comprised of the remaining 18 bases in the middle of the DNA
strand. The thiol-modified linear DNA molecular recognition modifiers
used the same 18 bases in the middle of the molecule, but the 6 bases at each
end were not complementary; thus, these linear sequences do not form the
stem–loop structure. DNA molecules to transport are 18 bases long and are
either perfect complements to the bases in the loop or contained one or more
mismatches.

DNA-modified membranes are mounted in a U-tube permeation cell
and molecules to transport are added to the feed side of the membrane.
Transport is monitored by measuring the UV/vis absorbance of the per-
meate solution as a function of time. These systems also demonstrated a
facilitated transport mechanism for complementary sequences of DNA. In
the case of linear DNA, the selectivity coefficient for perfect-complement
DNA (PC-DNA) vs single-base mismatch DNA is 1; that is to say, there
was no selectivity. PC-DNA vs a seven-base mismatch showed a selectiv-
ity coefficient of 5. In the case of hairpin DNA-modified membranes,
transport plots of PC-DNA through a modified and unmodified membrane
are shown in Fig. 13. In Fig. 13A, the flux of DNA through an unmodi-
fied membrane is significantly lower than transport through the
membrane modified with a perfectly complementary hairpin DNA. In
Fig. 13B, the “Langmurian” shape characteristic of facilitated transport is
observed for the PC-DNA, whereas diffusive flux is observed for the
membrane with no DNA modification. In the case of hairpin DNA molec-
ular recognition elements, a selectivity coefficient of 3 is obtained for a
PC-DNA sequence vs a single-base mismatch sequence. A selectivity
coefficient of 7 is obtained for a PC-DNA sequence vs a seven-base
mismatch.

Nanotube membranes have shown the ability to separate an amazingly
diverse field of biochemical species, from ions to DNA to proteins to drug
molecules. The selectivity in each of these separations is governed by the
inherent selectivity in the immobilized biochemical species used to effect
recognition or through physical properties of the nanotubes themselves.
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4. TOWARDS NANOTUBE MEMBRANES 
FOR BIOCHEMICAL SENSORS

Many of the principles of biochemical sensing with nanotube mem-
branes are inspired by results obtained with separations using such
membranes. The small, often molecular, sizes of the nanotubes prepared
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Fig. 13. (A) Transport plots for perfect-complement (PC)-DNA through gold
nanotube membranes with (triangles) and without (circles) the immobilized hairpin-
DNA transporter. The feed solution concentration was 9 µM. (B) Flux vs feed con-
centration for PC-DNA. The data in red and blue were obtained for a gold nanotube
membrane containing the hairpin-DNA transporter. At feed concentrations of 9 µM
and above, the transport plot shows two linear regions. Squares, data obtained from
the high slope region at longer times; circles, data obtained from the low slope
region at shorter times; triangles, data obtained for an analogous nanotube mem-
brane with no DNA transporter.



offer new approaches to bioanalytical chemistry at the nanometer scale.
We have previously described composite membranes with thin polymer
skins that function as chemical sensors. In this review, we will discuss our
results with nanotube membranes that function as ion channel mimics.
These experiments are our first steps towards constructing nanotube based
biochemical sensors that function in a manner analogous to biological
channels.

4.1. Ligand-Gated Membranes

Ligand-gated ion channels in biochemical systems respond to an exter-
nal chemical stimulus by switching between an off (no current or low cur-
rent) and on (high current) state (6). We have created synthetic nanotube
membranes that can mimic the function of natural ligand-gated ion chan-
nels. Our ion channel mimics start in the low- or no-current state and
convert to the high-current state in the presence of the appropriate analyte,
in analogy to the functioning of acetylcholine-gated channels found in
nature. Sixty-micrometer thick alumina membranes with 200-nm-diameter
pores were modified with an octadecyl silane or gold-coated alumina
membranes were modified with an octadecyl thiol. This creates a highly
hydrophobic membrane that does not become wet when placed in water.
When the membrane is mounted in a U-tube permeation cell and a trans-
membrane potential is applied, the hydrophobicity of the pores results in
the passage of zero or very low currents, effectively an off state. Initial
experiments using an ionic surfactant, dodecylbenzene sulfonate, showed
that when 10−6–10−5 M were added to one side of the membrane, it parti-
tions into the pore. This creates a more hydrophilic environment inside the
pore, allowing the pores to become wet. This wetting results in a dramatic
drop in resistance and the passage of a measurable current, effectively an
on state.

These ligand-gated ion channel mimics can also be used to detect drug
molecules. In these experiments, the effects of the hydrophobicity of three
drug molecules, bupivacaine, amiodarone, and amitriptyline, on the
observed transmembrane resistances were investigated. The hydrophobicity
of these molecules, a function of molecular weight, and polarity, increases
in the order: bupivacaine < amitriptyline < amiodarone. If the hydrophobic
nature of these molecules is responsible for the partitioning of these mole-
cules into the membrane, and thus turning on the current, then transitions
from the off to on state of the membrane would occur at the lowest concen-
trations of amiodarone. This is what is observed experimentally (Fig. 14).
Bupivacaine is the least hydrophobic of these compounds, and it is also
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observed experimentally that bupivacaine requires the highest concentration
to effect gating from off to on.

4.2. Voltage-Gated Conical Nanotube Membranes

In addition to ligand-gated ion channels, we have also mimicked the
properties of voltage-gated ion channels (15). In these studies, we have
used polymer membranes with a single pore. The single-pore membranes
are prepared either by isolating individual pores in low-density tracked
films, or using films with a single damage track. This approach allows us
to investigate the properties of a single nanopore rather than the ensemble
of pores present in conventional membranes. By applying a transmem-
brane current, we are able to monitor the flow of ionic currents through the
pore analogous to ion channels in lipid bilayers using traditional patch
clamp techniques. Current can be monitored as a function of time or as a
function of applied voltage. Pores used for these studies are anisotropi-
cally etched to create conical, rather than cylindrical, pores. The use of
conical pores lowers the total resistance of the pore, allowing higher
currents to flow, while retaining the nanometer dimension at the tip of the
conical pore. Single-conical-pore membranes used in these studies have
been plated with gold through electroless deposition to permit the
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Fig. 14. Plots of log membrane resistance vs log[drug] for the indicated drugs
and a C18-modified alumina membrane.



chemisorption of functionalized thiols that enable us to control the surface
chemistry of the nanotube walls.

In the first study, 12-mm thick poly(ethylene terephthalate) membranes
with a single damage track were obtained from GSI (Darmstadt,
Germany). The track was anisotropically etched using a basic solution on
one side and an acidic stopping medium on the other. This results in the
formation of a conical pore. By controlling the etching time and concen-
trations of base and acid, pores with nominal cone tips 20 nm in diameter
and cone bases 600 nm in diameter can be obtained. Conical pores are then
plated with gold, forming conical gold nanotubes. After plating, the small
diameter (cone tip) of the pore was nominally 10 nm. The membrane was
then mounted in a conductivity cell with a solution of 0.1 M KCl on both
sides of the half-cell. In the case of a bare gold membrane (Fig. 15), ionic
currents are rectified, creating a two-state system. At negative potentials,
the pore is “on” whereas at positive potentials, the pore is “off.” This phe-
nomenon is observed as a result of the adsorption of Cl− to the walls of the
gold nanotube, creating a high negative charge at the nanotube surface.
When the solution is changed from 0.1 M KCl to 0.1 M KF rectification is
not observed (Fig. 15). This is due to the fact that F- does not adsorb to
gold, as Cl− does.

The effect of charge on the nanotube walls was further investigated by
measuring current-voltage curves of nanotubes with chemisorbed 2-
mercaptopropionic acid (Fig. 16) or mercaptoethyl ammonium (not shown)
to respective nanotube membranes. In the case of 2-mercaptopropionic acid,
the carboxylate group can be protonated or deprotonated by varying the
solution pH. At pH 6.6, the carboxylic acids are deprotonated resulting in 
a negatively charged nanotube surface. Current-voltage curves at this pH
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Fig. 15. I-V curves in 0.1 M KCl (squares) and 0.1 M KF (triangles).
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Fig. 16. I-V curves in 0.1 M KF for gold nanotubes modified with 
2-mercaptopropionic acid; pH = 6.6 (squares) and pH = 3.5 (circles).

Fig. 17. Electron micrographs showing (A) large-diameter (scale bar = 5.0 µm)
and (B) small-diameter (scale bar = 333 nm) opening of a conical nanopore, and (C)
a liberated conical Au nanotube (scale bar = 5.0 µm).

showed rectification, similar to that observed in the case of Cl− adsorbed to
bare gold nanotubes. When the pH was lowered to 3.5, the carboxylic acid
groups were protonated, removing the negative charge at the surface.
Current-voltage curves at this pH showed no rectification, as observed when
KF was used as the electrolyte. By using mercaptoethyl ammonium, a posi-
tively charged cation, current rectification can be reversed, meaning that at
positive potentials higher current is passed and the nanotube is “on,” and at
negative potentials, low current is passed and the nanotube is “off.” A
detailed model of the mechanism of rectification based on the formation of
an electrostatic trap that arises as a result of the inherent asymmetry in
charged conical pores was developed to explain the observed current-voltage
curves and rectification.



4.3. Electromechanically-Gated Conical Nanotube Membranes

In an effort to design more sophisticated biomimetic conical nanotubes, we
have constructed single conical nanotubes with a built-in electromechanical
mechanism that controls rectification of ionic currents based on the movement
of charged DNA strands (16). In these experiments, low-density tracked
poly(carbonate) membranes were anisotropically etched to form conical
nanopores. Membranes were masked in a manner that allowed the isolation
and characterization of a single conical nanotube. Figure 17 shows SEM
images of the large opening of a pore (Fig. 17A), and the small opening of a
pore (Fig. 17B). In Fig. 17C, a scanning electron microscopy (SEM) image of
a gold replica of a prepared pore is shown that demonstrates the conical geometry
of the conical nanopore. Conical nanopores were plated with gold through
electroless deposition, forming membranes possessing a single conical gold
nanotube. After plating, conical gold nanotubes with small-diameter radii
between 13 and 100 nm were obtained (Table 3). Thiolated DNA strands of
varying base pair length and sequence were then chemisorbed to the surface
of the gold nanotube. The DNA nanotubes prepared show an off state (low
currents at positive potentials) and an on state (high currents at negative
potentials) (Fig. 18A). We propose the rectification observed is due to 
electrophoretic movement of the DNA chains into (off state, Fig. 18C) and out
of (on state, Fig. 18B) the nanotube mouth. The movement of the DNA chains
into the nanotube mouth results in occlusion of the nanotube orifice, resulting
in a higher ionic resistance. In Fig. 18, the effect of chain length on rectification
can be clearly observed. That is to say, as DNA chain length increases, the
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Table 3
Nanotube Mouth Diameter (d), DNA Attached, rmax, Radius of Gyration
of DNA (rg), and Extended Chain Length (l)

d(nm) DNA attached rmax rg l (nm)a

41 12-mer 1.5 1.4 5.7
46 15-mer 2.2 1.6 6.9
42 30-mer 3.9 2.9 12.9
38 45-mer 7.1 4.0 18.9
98 30-mer 1.1 2.9 12.9
59 30-mer 2.1 2.9 12.9
39 30-mer 3.9 2.9 12.9
27 30-mer 11.5 2.9 12.9
13 30-mer 4.7 2.9 12.9
39 30-mer hairpin 1.4 n/a 6.9

aIncludes the (CH2)6 spacer.
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Fig. 18. (A) I-V curves for nanotubes with a mouth diameter of 40 nm contain-
ing no DNA (linear, circles) and attached 12-mer (diamonds), 15-mer (circles), 30-
mer (triangles), and 45-mer (squares) DNAs. (B,C) Schematics showing electrode
polarity and DNA chain positions for on (B) and off (C) states.

Fig. 19. Schematic of a method for template synthesis with nanoporous mem-
branes. A, chemical etch of damage tracks; B, deposition of material to be templated
(i.e., gold, silica); C, removal of material templated at the membrane faces through
a tape stripping or mechanical abrasion; D, removal of material templated at one
membrane face through tape stripping or mechanical abrasion; E, dissolution of the
membrane and filtration of nanotubes; F, membrane removal through dissolution or
oxygen plasma etch.
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extent of rectification increases. It was found that an optimal length of DNA
induces rectification based on the diameter of the small end of the nanotube.
This work demonstrated the first example of a simple chemical (DNA chain
length) or physical (nanotube pore size) method to control the extent of recti-
fication of an artificial ion channel.

Studies of nanotubes and conical nanotubes that function as artificial
ion channels are a relatively new endeavor in bioanalytical chemistry. We
expect future applications of nanotube membranes to include highly
sensitive and selective chemical sensors based on the design principles of
Mother Nature.

5. TEMPLATE SYNTHESIS

Template synthesis is a powerful and elegant method capable of produc-
ing nanometer scale materials in a controlled fashion. Template synthesis
involves the use of a template, or master, with nanometer scale features.
Membranes, such as those described in the experimental section, have
been our template of choice because they are convenient, versatile, and
robust. A general scheme for template synthesis is shown in Fig. 19.
Synthesis in the template involves the growth or deposition of materials
inside the pores. The surrounding membrane material is then selectively
removed, leaving nanomaterials that are negatives of the original mem-
brane template. Depending on the conditions of membrane removal, the
templated material can form a surface-bound array, or can be “freed” from
the template to form individual nanoparticles. By controlling the parameters
involved in the synthesis of a given material, a variety of geometries can be
obtained. For instance, wires, tubes, and cones can be prepared with ease.
Additionally, multi-component structures, such as segmented wires or
coaxial tubes, can be prepared by modulating the materials templated. A
diverse range of materials are amenable to template synthesis, including
metals, semiconductors, and polymers. Further, we have demonstrated tem-
plate-synthesized nanomaterials can be modified with or constructed using
biochemical species.

5.1. Enzymatic Nanoreactors

Materials prepared through template synthesis can be used as nanome-
ter-scale test tubes. One example of our use of these nano test tubes is the
immobilization of enzymes (17). In Fig. 20, a schematic of the process
used to create nanometer scale enzymatic bioreactors is shown. This
method makes use of a combination of electrochemical, chemical, and
physical deposition methods. A polycarbonate membrane is first sputtered
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Fig. 20. Schematic diagram of methods used to synthesize and enzyme-load the
capsule arrays. A, Au-coated template membrane; B, electropolymerization of
polypyrrole film; C, Chemical polymerization of polypyrrole tubules; D, loading
with enzyme; E, capping with epoxy; F, dissolution of the template membrane.

with a thin layer of gold (~50 nm) (Fig. 20A). This gold film serves as an
electrode to electropolymerize a thin polypyrrole film across the mem-
brane. A short polypyrrole plug is deposited in the pores as well (Fig.
20B). Additional polypyrrole is then chemically polymerized at the
nanopore walls, forming a closed nanotubule, in effect a nano test tube
(Fig. 20C). The thickness of the polypyrrole deposited can be controlled
through the reaction conditions. Thickness is an important parameter, as
the entrapment ability and permeability of the film depends greatly on the
films’ thickness.

These features are used to encapsulate an enzyme using the electropoly-
merized film as a filter. An enzyme is then loaded into the nano test tubes



by filtering a solution of the enzyme through the polypyrrole-modified
membrane (Fig. 20D). The solvent can pass through the polymer coating,
but the enzyme is too large to pass and is retained. After the nano test tube
is loaded with the enzyme, a layer of Torrseal epoxy is applied to the membrane
(Fig. 20E). The membrane is then dissolved in dichloromethane (Fig. 20F),
leaving the enyzme loaded nano test tubes affixed to the epoxy backing in
a random array.

Using this method, glucose oxidase, catalase, subtilisin, trypsin, and alco-
hol dehydrogenase have been successfully encapsulated. An example of the
activity of glucose oxidase-filled nano test tubes is shown in Fig. 21. The
enzymatic activity was evaluated using a standard o-dianisidine/peroxidase
assay. In Fig. 21A,B, the catalytic activities of two different capsule arrays
with different enzyme loadings are shown. In Fig. 21C,D, a competing
encapsulation method—incorporation into a thin film of polypyrrole—is
shown. In Fig. 21E, nano test tubes with no enzyme are shown. This work
demonstrated that biochemical activity of templated materials could be
retained, and that certain advantages, such as high surface area/volume ratio,
can be obtained using template synthesis.
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Fig. 21. Evaluation of the enzymatic activity of GOx-loaded capsules (curves A
and B) and empty capsules (curve E). The standard o-dianisidine/peroxidase assay
was used. A larger amount of GOx was loaded into the capsules used for curve A
than in the capsules used for curve B. Curves C and D are for a competing GOx-
immobilization methods, entrapment within a polypyrrole film.



5.2. Nano Test Tubes

Another use of template synthesis with implications for biotechnology
is the synthesis of nano test tubes free of a solid support (18). Such mate-
rials have potential applications in drug delivery. For instance, if the void
region of a nano test tube could be loaded with a specific payload, the open
end could then be “capped,” forming a nanometer-scale delivery vehicle.
Molecular recognition chemistry could then be incorporated on the exte-
rior of the capped nano test tube that would direct the nano test tube and
payload to a specific portion of a cell. The cap could then be selectively
released, or the nano test tube could degrade, releasing the payload at the
targeted site.

Nano test tubes comprised of silica have been synthesized using an anod-
ically oxidized alumina as the template. A schematic of the synthetic process
is shown in Fig. 22. In the first step, Fig. 22A, an aluminum/alumina
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Fig. 22. Schematic of the template-synthesis method used to prepare the nano
test tubes.



template is produced by partial anodization of the aluminum substrate. This
creates a template with one end open and one end closed, an appropriate
configuration for the formation of nano test tubes. Silica is then deposited on
the pore walls and surface of the template using a sol-gel method (Fig. 22B).
The surface silica film is removed through a mechanical/chemical step
with ethanol and polishing. The template membrane is then dissolved in a
25% (wt/wt) solution of H3PO4, liberating the templated nano test tubes
(Fig. 22C). Transmission electron micrographs of silica nano test tubes
prepared using this method are shown in Fig. 23. By varying the pore size
and depth, the diameter and length of the prepared test tubes can be con-
trolled. In Fig. 23A–C, nano test tubes prepared from membranes of differ-
ing geometries are shown. In the inset of Fig. 23A, it is clear that one end of
the nano test tube is closed, as expected.

We have also shown that open-ended silica nanotubes can be prepared
with a strategy similar to that used to prepare to prepare nano test tubes (19).
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Fig. 23. (A) Transmission electron micrograph of a prepared nano test tube.
The inset shows a close-up of the closed end of this nano test tube. (B,C)
Transmission electron micrographs of nano test tubes prepared in membranes
with different pore dimensions, demonstrating the variability in nano test tube size
that can be templated.



These open-ended silica nanotubes can be selectively functionalized with
different chemistries on the interior or exterior of the tubes. Template-
synthesized, open-ended silica nanotubes are prepared by the sol-gel
method previously described using either 60- or 200-nm-diameter alumina
membranes. While still in the membrane, the tubes were exposed to a solu-
tion of a silane to selectively modify the interior of the tubes. Silica at the
membrane faces is then removed by mechanically polishing the membrane
on each side. The alumina membrane is then dissolved, liberating the silica
nanotubes with the interiors selectively silylated. The liberated nanotubes
with interior chemical modification are then exposed to a second solution
of silane with a different chemical functionality, which only attaches to the
previously unexposed nanotube exterior. In this manner, silanes with
hydrophobic/hydrophilic character or silanes with molecular recognition
capabilities can be selectively placed on the interior or exterior of a nan-
otube. This creates a functionalized nanotube with a specific chemistry on
the tube interior and a potentially different chemistry on the tube exterior.
These differentially functionalized nanotubes could be used for biosepara-
tions and biocatalysis.

We have demonstrated the use of these materials as a smart nanophase
extractor to remove molecules from solution was demonstrated. In these
experiments, 5 mg of nanotubes having hydrophobic octadecyl silane
coatings on the interior of the tubes and hydrophilic bare silica exteriors are
suspended in a 1.0 × 10−5 M solution of aqueous 7,8-benzoquinoline (BQ).
BQ is hydrophobic and has an octanol/water partition coefficient of 10. The
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Fig. 24. Chiral high-performance liquid chromatograms for racemic mixtures of
FTB before (A) and after (B,C) extraction with 18 mg/mL of 200-nm Fab-containing
nanotubes. Solutions were 5% dimethyl sulfoxide in sodium phosphate buffer, pH 8.5.



suspension is stirred for 5 min and then filtered to recover the nanotubes.
UV/vis spectroscopy of the filtrate solution showed as much as 82% of the
BQ could be removed from solution. Control nanotubes with no coating
showed less than 10% extraction of BQ.

The use of hydrophobic/hydrophilic interactions for extraction/separation
is a general but nonspecific example of the use of functionalized nanotubes.
The ability to use functionalized nanotubes for bioseparations in a highly
specific manner has also been demonstrated. In these experiments, enan-
tiomers of the drug 4-[3-(4-fluorophenyl)-2-hydroxy-1-[1,2,4]triazol-1-yl-
propyl]-benzonitrile (FTB; Fig. 24) could be separated from a racemic
mixture using RS enantiomer specific Fab antibody fragments. The Fab
fragments are attached to the interior and exterior of the nanotubes using an
aldhyde-terminated silane. The nanotubes are then suspended in a racemic
mixture of FTB and stirred. Nanotubes are collected by filtration and the fil-
trate is assyed for the presence of the two enantiomers using chiral HPLC.
Chromatograms of the filtrate are shown in Fig. 24. The top chromatogram
(Fig. 24A) is a solution 20 µM in SR and RS enantiomers of FTB. The mid-
dle chromatogram (Fig. 24B) is the same solution as that present in Fig.
24A, but after exposure to the Fab-functionalized nanotubes. From integra-
tion of the peak ratios, 75% of the RS enantiomer, but none of the SR enan-
tiomer, is removed. When the concentration of the initial racemic solution is
lowered from 20 µM to 10 µM, all of the RS enatiomer could be removed
(Fig. 24C). Unfunctionalized nanotubes do not remove any appreciable
quantity of either enantiomer. Differential modification of the nanotube inte-
riors with the RS specific Fab fragments also removed only RS FTB from
solution, but at lower concentrations.

We have further demonstrated the ability to effect biocatalytic transfor-
mations with these modified nanotubes. The enzyme glucose oxidase (GOD)
is immobilized on the interior and exterior of silica nanotubes using the
same aldehyde silane coupling procedure used for the Fab fragments.
The GOD nanotubes are suspended in a solution of glucose (90 mM) and the
activity is assayed using a standard dianisidine-based assay. A GOD activity
of 0.5 ± 0.2 units/mg is determined. When the nanotubes are filtered from
solution, oxidation stopped, indicating that the enzyme does not leach from
the nanotubes and that the enzyme retains biochemical activity when immo-
bilized on the nanotubes.

5.3. Self-Assembly with Nano and Micro Tubes

We have also reported a method for preparing materials using template
synthesis that can be self-assembled through modification with biomolecular
recognition elements, namely streptavidin and biotin (20). Using a modified
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Fig. 25. Scanning electron micrographs. (A) The surface of a poly(AEPy)
microwire-containing membrane after self-assembly of the latex particles to the ends of
the microwires; the inset shows a higher magnification image of a single
microwire/latex assembly, (B) the surface of an analogous membrane treated in the
same way as in panel a but omitting the biotinylation step, and (C)Au/poly(AEPy) concentric
tubular microwires after dissolution of the template membrane and self-assembly.



deposition procedure, nanowires comprised of poly[N-(2-aminoethyl)-2,5-
di(2-thienyl)pyrrole] (poly(AEPy) or of poly(AEPy) coated with a thin film
of gold could be produced. The membrane was then soaked in a solution of
biotinyl-N-hydroxysuccinimide, resulting in coupling of biotin to the amine-
containing polymer through amide bonds only at the tips of the nanowires.
The array was then soaked in a solution of polystyrene beads coated with
streptavidin (Spherotech). Scanning electron micrographs of such experi-
ments are shown in Fig. 25. In Fig. 25A,B, membranes with nanowires of
poly(AEPy) prior to membrane dissolution are shown. In Fig. 25A, the
membrane has been biotinylated, whereas in Fig. 25B, the membrane has
not. In both instances, the membranes are exposed to streptavidin-coated
spheres, but only in the case of the biotinylated membrane, is specific irre-
versible adsorption observed. In Fig. 25C, free-standing (membrane dis-
solved) gold-coated biotinylated poly(AEPy) nanowires with streptavidin
particles assembled specifically at the tip of the tubes are shown.

The examples given above demonstrate several important aspects of tem-
plate-synthesis in the context of biotechnology. First, the activity of tem-
plated biochemical species, such as enzymes, can be retained. Second,
biochemical recognition can be used for diverse functions, such as the
assembly of templated materials or the separation of stereoisomers. Finally,
templated materials of sizes appropriate for drug delivery applications can
be synthesized. We believe that the template synthesis method affords the
ability to prepare materials with unique properties, such as biodegradability,
biocompatibility, ruggedness, size, and functionality. The ability to control
these and other biomaterial design parameters will allow the investigation of
new nanometer scale materials for biological applications.

6. CONCLUSIONS

In this chapter, we have reviewed our work related to nanotube mem-
brane systems in biologically oriented or inspired settings. The ability to
tune the material, size, and surface chemistries of the nanotubes affords a
flexible venue to address a host of questions and problems at the forefront
of bio-nanotechnology. “Smart” nanodelivery systems, artificial ion chan-
nels and separations platforms with unique selectivity are some of the imme-
diate questions that we and others seek to address. An ultimate goal of
nanotube membranes is to match or exceed the performance of transmem-
brane proteins found in living systems.

Although these technologies are largely tools available to the experimen-
tal nanotechnologist, mass production of templated materials is certainly pos-
sible. There is much to be done to optimize and expand the techniques of
membrane-based nanotubes. Eventually, we hope to transition these impor-
tant nanoscale systems to the biotechnology community in general.
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Perhaps the most exciting venue for nanotube membranes lies in bio-
mimetic strategies. The design and construction of membranes with
nanometer-scale features that draw their fundamental inspirations from bio-
logical systems promises exciting possibilities for both fundamental and
applied research in the nanotechnology community.
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Engineering a Molecular Railroad

Russell J. Stewart and Loren Limberis

Summary
It has been almost 20 yr since Spudich and his colleagues demonstrated purified flu-

orescent actin filaments writhing on a surface coated with purified myosin in an
inverted in vitro motility assay (1). These assays, and the many techniques that have
been developed since to manipulate and modify filament-associated motors in vitro,
have led many to believe that biological motors will become important nanoengineer-
ing components. Still, only the first small steps have been taken toward packaging these
remarkable motors into practical and useful mechanisms. Motor proteins have several
engineering limitations, one of the most important being the limited range of chemical
and physical conditions under which they are stable and operative. With these limita-
tions in mind, we believe that the first practical implementation of motor proteins may
be in microdevices implanted into physiological systems. The motors in such a device
may transport system components between compartments as on a conveyor belt, may
actuate gates or valves, or may power a microgenerator by scavenging energy from
biological hosts in the form of ATP. Critical hurdles to nanoengineering with motor pro-
teins include the development of compatible interfaces with the cold hard materials of
conventional micro- and nanoengineering, the development of techniques to lay the fil-
amentous tracks in precisely defined arrays, the development of mechanisms to couple
cargos to the motors, and the development of control systems to throttle motor action
and to load and unload cargo. In this chapter, we review progress towards addressing
these challenges, focusing on the kinesin family of microtubule stepping motors. 

Key Words: Active transport; kinesin; microdevices; microsystem engineering;
microtubule; protein immobilization; silicocompatibility.

1. INTRODUCTION

The fact that we can raise a glass in a toast with friends is everyday proof
of the existence of powerful, precisely controlled, long-lived, multilength
contraptions built with nanoscale biological motor proteins. These motors
power processes ranging from the powerful contraction of muscles to the
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exquisitely precise sorting of chromosomes during cell division and the secre-
tion of chemicals from highly polarized cells. During the last 20 yr or so, the
remarkable biomachines that can read DNA and spin out a perfectly comple-
mentary copolymer, as well as much of the other machinery responsible for
taking care of DNA, have been taken out of the cell and packaged into nearly
foolproof kits for cloning and recombining DNA in vitro. The ability to
manipulate DNA in the test tube so conveniently has had a profound effect on
many industries. From this perspective, it seems entirely reasonable to imag-
ine that the biomachines responsible for subcellular transport will be taken out
of the cell and eventually packaged into easy to use molecular engine kits or
molecular train sets. The widespread availability of efficient nanoscale trans-
port machinery could lead to profound advances in micro- and nanosystem
engineering by replacing mechanisms that depend on diffusion or bulk trans-
port and conventional power sources.

2. MOLECULAR BIOLOGY OF MICROTUBULES 
AND KINESIN

Eukaryotic cells operate subcellular active transport systems that are highly
analogous to railroad systems. The tracks are the filaments of the cytoskeleton
and the engines are motor proteins of the myosin, dynein, and kinesin fami-
lies. Myosin motors track on actin filaments, dyneins, and kinesins on micro-
tubules. The microtubule transport network radiates from a small focused
region (the microtubule organizing center) near the cell center out into every
cell sector. The rolling cargo of this transport system depends on the cell type
but includes vesicles destined for or returning from the cell surface, subcellu-
lar membranous organelles like mitochondria, the golgi, and the endoplasmic
reticulum, nuclei, mRNAs, and during cell division, mitotic chromosomes (2).
The elaborate organization and complex subcellular commerce of eukaryotic
cells depends on these actively powered, directional, and precisely regulated
transport systems.

2.1. Microtubule Structure

Microtubules would be more accurately called nanotubules. They are hollow
tubes, 24 nm in diameter, formed by the self-association of tubulin subunits
(Fig. 1). The tubulin subunits, with dimensions of roughly 4 × 4 × 8 nm (3),
are heterodimers of α- and β-tubulin proteins. The tubulin subunits associ-
ate in a head-to-tail fashion into protofilaments, which gives microtubules an
8-nm periodicity running along the protofilaments. Lateral association of
parallel protofilaments with a 5-nm stagger forms hollow, unbranching,
relatively rigid tubes with a helical subunit lattice. The persistence length of
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microtubules reassembled in vitro has been estimated to be between 2 and
10 mm (4–6). In the cell, microtubules always contain 13 protofilaments, but
microtubules reassembled in the test tube can contain 12–16 protofilaments,
depending on the assembly conditions (7). The head-to-tail arrangement of
tubulin subunits and parallel arrangement of protofilaments results in an
overall structural polarity of microtubules; one end has the β-tubulin subunit
of each heterodimer exposed, whereas the α-tubulin subunit is exposed at the
other end (8).

2.2. Microtubule Assembly Dynamics

Microtubules are dynamic, self-assembling, and, importantly for their cel-
lular functions, self-disassembling structures. Assembly requires that the
exchangeable nucleotide binding site of β-tubulin be occupied by GTP (the
nucleotide binding site of α-tubulin is nonexchangeable). After addition of a
subunit to the end of a microtubule, the β-tubulin GTP is hydrolyzed, which
destabilizes the assembled state of the microtubule. A few terminal subunits
containing GTP may stabilize the entire microtubule. When these few sub-
units are lost stochastically, either through dissociation or by hydrolyzing
their GTP, the microtubule disassembles rapidly by peeling apart at the ends (9).
The dynamic nature of microtubule assembly is intimately related to
their cellular functions, particularly the dramatic cytoskeletal rearrangements
that occur during cell division and accompany the assembly of the mitotic
spindle. In the cell, assembled microtubules are stabilized against intrinsic
disassembly by microtubule-associated proteins (MAPs) and perhaps other
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Fig. 1. Schematic representation of microtubule structure. Microtubules are 24-nm
hollow tubes formed by the self-assembly of tubulin heterodimers. The asymmetry of
the tubulin subunits gives the microtubule polymer an inherent structural polarity. One
end of the microtubule terminates with α-tubulin subunits (minus-end), whereas the
opposite end terminates with β-subunits (plus-end).



mechanisms. In the test tube, assembled microtubules can be stabilized with
the plant alkaloid, taxol, purified from the Pacific Yew tree (10).

The kinetics of tubulin subunit addition during microtubule assembly dis-
plays a polarity that is related to the structural polarity. The subunits add to
the β-tubulin-terminated end faster than to the α-tubulin-terminated end of
the microtubules. The consequence is that at steady-state, when the number
of subunits adding to the microtubules is balanced by the number of subunits
falling off the microtubules, there is a net addition of subunits at the β-end
and a net loss of subunits at the α-end. Hence, the β-end is referred to as the
plus-end and the α-end as the minus-end in the microtubule literature. In the
cell, microtubule assembly is nucleated from the minus-end, resulting in a
polarized organization with the plus-end distal to the cell center.

2.3. Kinesin Structure

The kinesins are a superfamily of proteins that are related by a conserved
approx 340-amino-acid core domain that binds ATP and microtubules. The
kinesin superfamily is subdivided into 14 families (11). The first kinesin,
now known as kinesin-1, was discovered in 1985 (12). The kinesin-1 heavy
chain is a multidomain protein containing, in addition to the N-terminal core
domain, a short neck region, a coiled-coil stalk, and a C-terminal tail domain
(Fig. 2). Together, the core domain and neck region constitute the force-
generating motor domain. The coiled-coil stalk dimerizes two heavy chains
and provides an extended spacer (~80 nm) between the motor and cargo.
The tail domain binds light chains and hitches onto the kinesin-1 cellular
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Fig. 2. Structural representation of the kinesin motor protein. Kinesin-1 is a heterote-
tramer consisting of two heavy chains and two light chains. The heavy chain motor
domain, located on the N-terminus of the polypeptide, is the site of mechanochemical
energy transduction.



cargo, which is a subset of neuronal vesicles (13). The motor domain, which
has a cross-sectional area on the order of 10 nm2 (14), is sufficient to gener-
ate force and motility in vitro (15). Other kinesin families have diverse struc-
tural adaptations outside of the core domain that are related to their unique
activities and cellular roles. The kinesin-5 family members, for example, are
anti-parallel tetramers that bundle microtubules. The kinesin-14 family has C-
terminal motor domains and move in the opposite direction as N-terminal
kinesins, i.e., toward the microtubule’s minus-end (although it is their unique
neck regions that determine direction rather than the position of the motor
domain) (16–20). As one more example, the kinesin-13 family members
have internal motor domains and function as microtubule depolymerizing
ATPases rather than moving along intact microtubules like conventional
motors (21). The tail domains of the kinesin families specify their cellular
cargoes and function.

2.4. Kinesin Motility

Many of the molecular details of kinesin-1 motility have been revealed
through biochemical (22,23), structural (14,24,25), and, especially, functional
studies using single-molecule motility assays. The development of in vitro
motility assays for kinesin paralleled the development by Spudich and
co-workers of these assays for myosin (1,26). Kinesin motility can be inves-
tigated in either of two assay configurations: the “inverted” configuration,
where kinesin-1 is adsorbed onto a glass surface and free microtubules are
transported over the field of fixed motors (12), or a configuration in which
the microtubules are fixed to a glass surface and kinesin-1 is attached to free
microspheres (27) (Fig. 3). Microtubules can be readily reassembled in vitro
from purified tubulin, stabilized with taxol to inhibit their dynamic nature, and
visualized by either enhanced differential interference contrast microscopy or
fluorescence microscopy. To determine the direction a motor moves on micro-
tubules, the polarity of reassembled microtubules can be marked by polymer-
izing dim fluorescently labeled tubulin onto brightly labeled microtubule
seeds (28). The polarity of the fluorescent microtubules is revealed by the
asymmetric position of the bright seed since tubulin assembles onto the plus-
end of the nucleating seed about three times faster than onto the minus-end.
In either of the assay configurations, the motility of single kinesin-1 motors
can be studied under a light microscope (27,29). The bead configuration was
particularly conducive to experiments using optical traps, which are created
in the sample chamber of a light microscope by focusing a laser beam in the
field of view. Optical traps can be used to position “motorized” microbeads
onto microtubules and to apply calibrated loads to moving beads. Combined
with split photodiode detectors, optical tweezers have been used to study the
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motility of single kinesin-1 proteins with nanometer spatial and kilohertz
temporal resolution (30–32).

The experimental approaches described above have culminated in the
following understanding of kinesin motility. At top speed, kinesin-1 typically
moves along its microtubule track with a velocity of about 0.8 µm/s. The
velocity as a function of ATP concentration fits the Michaelis-Menten relation-
ship, v = Vmax [ATP]/([ATP] + Km), under both unloaded and loaded condi-
tions (30,33–35). The Km for ATP is about 30 µM (36). Each time kinesin
associates with a microtubule, it can go through hundreds of ATP hydrolysis
and stepping cycles before detaching from the microtubule, which is a meas-
ure of its processivity (27,29). Other kinesins, in contrast, like the ncd motor
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Fig. 3. Configurations for kinesin motility assays. (A) Schematic representation of
a surface motility assay. Kinesin molecules are coated on a coverslip and interact with
free microtubules in solution. The resultant motility is observed as microtubules “gliding”
on the coverslip surface with the minus-end leading. (B) Schematic representation of a
bead motility assay. Kinesin molecules are coated onto glass microspheres. The motors
interact with immobilized microtubules on a coverslip surface and transport the bead
towards the plus-end of the microtubule. Laser-based optical traps are used to “grab”
the bead and place it on a microtubule. Optical traps are also used to measure motility
characteristics of kinesin, such as step size and force production.



protein, are nonprocessive and let go of the microtubule after each force-
generating event (37). Mechanistically, kinesin is a stepping motor fueled by
ATP. For each ATP molecule hydrolyzed, kinesin takes an 8-nm step from one
tubulin dimer to the next along a single protofilament (38,39). This stepping
distance corresponds to the dimensions of the tubulin subunits. The highly
processive stepping of kinesin is thought to occur as the side-by-side
kinesin-1 motor domains alternately bind to the microtubule, such that one
head is always attached as the other moves forward (40,41). The coupling of
ATP hydrolysis to stepping and force generation is diagrammed in Fig. 4. In
load-velocity experiments using optical traps, single kinesin-1 molecules
generated peak forces of 6 to 7 pN (42,43). The maximum efficiency of
kinesin-1 can be estimated from the work done at peak load (~7 pN × 8 nm =
56 pN⋅nm) compared to the free energy released by ATP hydrolysis under
physiological conditions, which is about 20kT, where k is Boltzmann’s con-
stant and T is temperature in Kelvin, which corresponds to about 80 pN⋅nm
(44). Kinesin-1 efficiency is therefore about 70%. Others have estimated
kinesin-1 work efficiency at about 50 to 60% (45).

In the following sections, we summarize published work done with the
goal of applying kinesin motors to microsystem engineering. Almost all of
this enabling work has been done with kinesin-1. As this field progresses, it
is likely that members of the many other kinesin motor families, each with
unique specifications, will be particularly suitable for some engineering
tasks. The kinesin superfamily and proteins of the microtubule cytoskele-
ton may become a rich parts catalog for building dynamic microsystems.
For example, the minus-end-directed kinesin-14s, geared to go in reverse,
will allow for force generation in both directions on arrayed microtubules.
At 2.5 µm/s, some fungal kinesins have apparently been “geared-up” to
move almost twice as fast as the original kinesin-1 (46). Nonprocessive
motors with short duty ratios (the fraction of the mechanochemical cycle in
which they are tightly bound to the microtubule) would allow many motors
to work together without gumming up the works by interfering with each
other and may therefore be more appropriate in some applications. Kinesins
from extremophilic organisms may be more stable and may widen some-
what the limited range of physical and chemical conditions under which
microtubule motors can be employed.

3. ENGINEERING WITH KINESINS

3.1. Specifications

As components of a microsystem, kinesin motors can conceivably be
used in the same way that motors are used in any system—to change one
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Fig. 4. Schematic representation of the mechanochemical cycle of the microtubule
kinesin ATPase. The diagram illustrates one step in the cycle along a microtubule
protofilament. In the absence of microtubules, kinesin has a low steady-state rate of
ATP hydrolysis and predominantly has adenosine 5′-diphosphate (ADP) tightly bound
in both heads. In the presence of microtubules, the ATPase rate of kinesin increases
over 1000-fold (22). The cycle starts with two ADP molecules bound to the kinesin
heads prior to interacting with a microtubule. One head binds to a tubulin subunit,
releases the ADP, and subsequently binds ATP causing the lagging head to move
towards the plus-end of the microtubule. The ATP is hydrolyzed into ADP and Pi 



form of energy into mechanical force so as to sort and transport compo-
nents of the system, to actuate gates, valves, switches, shutters, and mirrors,
or to power pumps or electrical generators. The difference is that the
kinesin motor domain consumes a single molecule of “gas” per cycle and
100,000 of them would fit in a square micrometer. For perspective, about
8000 kinesin motor domains would fit on a single field effect transistor, the
basic functional element of a computer chip. Producing 6 to 7 pN of force
over an 8-nm displacement, the peak power produced by a single kinesin
molecule per ATP hydrolysis cycle is on the order of 1 × 10−18 W. The
power-to-weight ratio of a single kinesin-1 motor domain (17 W/g) is there-
fore around twice as much as a jet turbine (8 W/g). At a maximum packing
density of 105 motor domains/µm2, with each motor generating peak forces
of up to7 pN, cumulative forces on the order of 650 nN/µm2 could be gen-
erated at the theoretical upper limit with little waste heat. For comparison,
the force density generated by high-force, densely arrayed electrostatic
actuators is on the order of 1 nN/µm2 (47).

3.2. Stability and Operational Lifetime

The other difference between kinesins and conventional machines is that
kinesins are designed for optimal operation in salty water that is buffered
near neutral pH, with the correct metal cofactors, near the temperature of the
organism it came from, at the intracellular redox potential of a eukaryotic
cell, in the absence of photo-oxidizing radiation, firmly attached to cargo
adapter proteins, in a thick soup of co-evolved macromolecules. In other
words, kinesin-based devices are not likely to be the first choice for mission
critical components of deep-space probes. Bohm and co-workers (48,49)
have reported parametric studies of the effect of assay conditions including
metal cofactors, pH, ionic strength, and temperature on in vitro kinesin-1
motility. Outside of a narrow range, all of these factors had profound effects
on motility. In addition to direct effects on the motor, significant deviations
from physiological conditions will affect other biological components, like
the microtubule tracks, and biological interactions, like cargo coupling.
Brunner et al. (50) investigated the operational lifetime of kinesin-1 using taxol-
stabilized, fluorescently labeled microtubules in flowchambers fabricated
from glass, polyurethane, polymethylmethacrylate, polydimethylsiloxane,
and ethylene-vinyl alcohol copolymer. Under intense light exposure, even in
the presence of an enzyme-based oxygen-scavenging system, the motility
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Fig. 4. (Continued) inducing the free head to bind to the next tubulin subunit. The
lagging head detaches from the tubulin subunit and releases the Pi. The cycle then
repeats at this point.



lifetime was on the order of hours, limited by the oxidation and depolymer-
ization of the fluorescently labeled microtubules. In the absence of strong
illumination, kinesin-1 retained activity for 1 to 2 d. Verma et al. (51) have
reported the effects of micro- and nanofabrication processing chemicals,
such as lithography resists, developers, and removers, on the functionality of
kinesin proteins and microtubules. Aside from tetramethylammonium
hydroxide, kinesin can be used in conjunction with acetone and isopropyl
alcohol solvents, methyl isobutyl ketone developer, and polymethyl-
methacrylate and UV5 photoresists. On the other hand, microtubules are quite
susceptible to these chemistries. Dilution of some developers in aqueous
buffers was required to prevent microtubule depolymerization.

In a neuron it would take kinesin-1 traveling at 1 µm/s at least a million
seconds (more than 11 days) to transport a vesicle from the cell body to the
end of a meter-long axon. Because axons a meter long and longer are not
unusual in nature (think of a giraffe), it seems likely that kinesin-1 has an
intrinsic operational lifetime of at least several weeks and probably much
longer in vivo. By designing kinesin-based devices to be put back into the envi-
ronment for which they were optimized during evolution, at least some of the
stability limitations may be solved. As nanocomponents of semi-permeable
medical implants, for example, the motors would be operating at their optimal
temperature, pH, ionic strength, and redox potential, protected from radiation.
Perhaps most importantly, the implanted kinesin-powered mechanisms
would have access to essentially unlimited fuel by scavenging ATP from its
biological host. Storage and delivery of ATP fuel to the kinesin device would
be unnecessary. Similarly, kinesin-based actuators or transporters in a biosen-
sor could be “powered-up” by ATP in the biological sample itself. This could
have important applications in remote medical diagnostics and remote sens-
ing of biological signals. In addition to scale, potential power density, and
efficiency, one of the most significant advantages of kinesin motors, com-
pared to scaled-down conventional power sources, may be the ability to
scavenge energy directly from a biological host, or biological sample.

3.3. Device Configurations

Like in-vitro motility assays, two configurations have been employed in
demonstrating proof-of-principle kinesin devices. The “engines down” config-
uration, commonly referred to as molecular shuttles, is similar to the original
inverted motility assay (Fig. 3A) in which the kinesin-1 is immobilized on the
surface of a flowchamber and taxol-stabilized, fluorescently labeled micro-
tubules float freely above the fixed motors. Microtubules land with random
orientations and move in whatever direction that their minus-end is pointing.
This is akin to building a railroad by planting the engines upside-down and
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hauling freight by moving the railroad tracks. A clever application of this con-
figuration to imaging surface topography was described by Hess and co-workers
(52). By summing accumulated images of a few hundred fluorescent
microtubules crawling in random directions on a kinesin-coated surface, a
fluorescent image of the surface is gradually filled in (the opposite effect to
the inchworm computer screen saver). The topography of the surface is
revealed because the stiff microtubules cannot climb steep walls, leaving ele-
vated structures dark in the bright surface image. In the “tracks down” device
configuration, the microtubules are fixed to the surface of the flowchamber
and the cargo is attached directly to the kinesin engines, as in the bead-motility
assays (Fig. 3B). This configuration is more analogous to the natural transport
system in the cell. Both device configurations are likely to have advantages
and be better suited to some applications than to others. In the following, we
address design issues that are common to both configurations.

3.4. Silicocompatibility

In much the same way that the biocompatibility of synthetic materials placed
in a biological system is a major issue for the medical device industry (53), the
compatibility of protein machines with synthetic microdevice materials will be
a major challenge. In their natural environment, proteins encounter conditions
quite distinct from the hard surfaces of devices fabricated out of silicon, glass,
ceramics, metal, or plastic. Controlling protein interactions at interfaces will
be essential for maximizing device efficiency and operating lifetime both by
preventing protein denaturation and by presenting proteins in a biologically
meaningful orientation in the device. In the case of kinesin, this means with
the motor domains away from the surface and accessible to microtubules.

As yet, developing well defined interfacial chemistries for immobilizing
kinesins has not been a major emphasis in kinesin-1 microsystem prototype
engineering. In most cases, kinesin-1 has been surface immobilized by precoat-
ing all device surfaces with the milk protein, casein, followed by nonspecific
absorption of kinesin-1. Although effective and expedient for kinesin-1, this
casein passivation method has not worked as well for other kinesin families.
In the long run, a more generalized and defined method of motor immobiliza-
tion will be needed. Several somewhat more specific immobilization schemes
have been reported for in vitro motility studies but have not yet been applied in
microdevices. These include genetic fusions of kinesin-1 with the biotinylated
domain of the biotin carboxyl carrier protein, which are then immobilized on
streptavidin-coated surfaces (54,55); fusions with glutathione S-transferase
(GST), which are immobilized on GST antibody-coated surfaces (56); and
fusion with green fluorescent protein (GFP), followed by immobilization
on GFP-antibody coated surfaces (16).
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Another immobilization approach was based on Pluronic™ surfactants,
which are tri-block copolymers of two hydrophilic poly(ethylene oxide)
(PEO) chains connected by a hydrophobic poly(propylene oxide) (PPO)
chain. The hydrophobic PPO block organizes the surfactant at hydrophobic
interfaces into a protein-repelling layer of PEO blocks extending away from
the surface. The anti-fouling properties of Pluronics and PEO have been well
documented (57–61). Pluronics have been end-group activated and fit with
functional groups for conjugating proteins to the activity preserving interface
provided by the PEO groups (62–64). By adding metal-chelating nitrilotri-
acetic acid (NTA) groups to Pluronic F108, in another embodiment of this
approach, His6-tagged proteins, like surface-sensitive firefly luciferase, could
be immobilized with high specific activity (65). When used in assays with a
His6-tagged ncd motor (66) and truncated Drosophila kinesin-1, the F108-NTA
allowed quantitative motility experiments without blocking proteins. In the
presence of Ni2+, the rate that microtubules landed on the surface of the flow
chamber and moved was proportional to the number of added motor proteins.
In the absence of Ni2+, no microtubules landed on the surface, even when
high numbers of motors were added to the motility chamber. This and similar
approaches may eventually lead to standardized methods for controlling
motor interactions at device interfaces.

3.5. Finding Direction

Like any railroad system, the engines of the subcellular active transport
system can only go where there are appropriate gauge tracks. The direction
of kinesin transport in the cell is determined by the orientation of the micro-
tubule tracks. As described above, the microtubule plus-ends grow out from
nucleating sites (the microtubule organizing center or spindle poles).
Therefore, plus-end motors haul their loads toward the cell periphery, minus-
end motors transport cargo or generate forces directed toward the microtubule
nucleating sites. In the same way that cellular function depends on appropriately
directed kinesin forces, most kinesin devices will be useless without being
able to efficiently direct the kinesin generated forces.

3.5.1. Laying the Tracks

In the “tracks down” configuration, as in the cell, the direction of kinesin
transport will be guided by the immobilized microtubules. There will be no
net transport on a randomly oriented array of fixed microtubules, whereas
transport will be unidirectional on a polarized array. The ultimate functionality
and efficiency of these kinesin-based devices will be determined by the ability
to lay tracks of parallel microtubules with defined polarities. Immobilizing par-
allel arrays of microtubules is straightforward: because microtubules have a net

444 Stewart and Limberis



negative charge at neutral pH and bind strongly to positively charged surfaces,
such as amino-silane-treated glass (67,68), and because the shear forces on a
solution of microtubules flowing into a chamber cause the microtubules to
align in the direction of fluid flow, simply flowing a microtubule solution into
an amino-silanized flowchamber creates a parallel array of surface-immobilized
microtubules. The microtubules will be oriented with plus- and minus-
ends pointing in both directions, however. To immobilize polarized parallel
microtubule arrays is more challenging.

One method of polarizing an array is to subject microtubules gliding on a
low-density field of immobilized kinesin-1 to fluid flow in one direction (69).
Microtubules gliding upstream into the flow eventually turned and glided
downstream. After polarizing microtubules in this way, the array was fixed to
the chamber surface by treatment with glutaraldehyde. The chemically fixed
microtubule arrays still support kinesin motility (70) and can be stored in the
refrigerator for several days (71). Recently,Yokokawa and colleagues reported
cryopreservation of immobilized microtubules on polydimethylsiloxane
(PDMS)-glass surfaces for up to 30 d (72). In a similar approach, Stracke (73)
used an electric field to align microtubules gliding on a field of immobilized
kinesin-1. Microtubules in suspension subjected to a static electric field
moved toward the positive electrode but did not orient with one end prefer-
entially pointing toward the electrode. However, microtubules gliding on
the kinesin-1 surface re-oriented with the minus-end pointing toward the positive
electrode depending on the kinesin-1 surface density. At high kinesin-1 surface
densities, the rigid microtubules are attached to the surface at too many points
to be influenced by the electric field. At low densities, on the other hand, the
leading end (the minus-end) of the gliding microtubules were detached from
the surface for sufficient time and for a sufficient length to be turned by the
electric field.

The potential for using electric fields for controlling the direction of
microtubule gliding was also investigated by Jia and colleagues (74). As dis-
cussed by the authors, because each tubulin has a net negative charge of 48 e−,
corresponding to 84,000 e−/µm of microtubule, microtubules should experi-
ence strong electrophorectic forces in a DC electric field. The charges, how-
ever, are shielded by counterions in the buffered physiological solutions used
for kinesin motility. By measuring the velocity of microtubule movement in
a static electric field, the effective charge was calculated to be 3 × 10−4 e− per
tubulin dimer. In AC electric fields, microtubules were observed to accumu-
late by dielectrophoresis in regions of high electric field and possibly electro-
oriented between the electrodes.

Microtubules can also be polarized by holding onto one end of the micro-
tubules while flowing fluid past them. Limberis and Stewart (75) used a
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single-chain antibody specific for the N-terminus of α-tubulin, which is
exposed only at the minus-end of the microtubules, to specifically attach
only the minus-end of microtubules to a flowchamber surface. The single-
chain antibody was surface-immobilized through metal coordination bonds
using F108-NTA. Subsequent fluid flow through the chamber aligned the
microtubules with greater than 90% of the minus-ends pointing upstream.
The oriented arrays were stabilized by adding a low concentration of methyl-
cellulose to suppress rotational diffusion of the microtubules. With further
development, the polarized arrays could also be fixed by photocrosslinking to
the flowchamber surface.

In the cell, microtubule polarity is achieved by controlled nucleation from
focused nucleating sites. This is the approach that Brown and Hancock (76)
took to create polarized arrays of microtubules. Short segments of microtubules
were immobilized in surface patterns and used as nucleating sites for the
assembly of long microtubules. Because the critical concentration for sponta-
neous microtubule nucleation is much higher than the critical concentration for
tubulin assembly onto existing microtubules, by using low tubulin concentra-
tions, microtubules were assembled only onto the existing seeds. Growth was
limited to the plus-end by treating the tubulin with N-ethyl maleimide, which
prevents tubulin from adding to the microtubule minus-end. This method has
several advantages: (1) microtubules can be positioned precisely in desired
locations or patterns; (2) an array can be grown within confined geometries;
and (3) high densities of immobilized microtubules can be achieved.

Another promising approach for immobilizing and possibly polarizing
microtubule arrays using reversible DNA hybridization was reported by
Muthukrishnan and co-workers (77). Microtubules were polymerized with
biotinylated tubulin and conjugated with single-stranded biotinylated
oligonucleotides through neutravidin. Complementary biotinylated oligonu-
cleotides were patterned on surfaces through neutravidin by microcontact
printing or parylene dry lift-off (78). The oligo-labeled microtubules were
specifically and reversibly immobilized through hybridization between the
complementary oligonucleotides. The oligonucleotide modifications did not
interfere with kinesin motility on the immobilized microtubules. With fur-
ther development using dip-pen lithography or microarray spotting tech-
niques to create higher resolution patterns, and by making segmented
microtubules with different oligonucleotides on each segment, it may be
possible to pattern surfaces with complementary oligonucleotides that
define the positions and orientation of microtubule arrays.

Another approach to manipulating microtubules, for use in a separation
device, is reported by Yokokawa and colleagues (79). Individual microtubules are
polar aligned and immobilized within arrays of parallel submicrometer-wide
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channels fabricated on a PDMS membrane. Kinesin-coated surfaces trans-
port microtubules from a loading chamber into the channels toward a sepa-
rate collection chamber. Because microtubules enter from only one side of
the microchannel array they are polar aligned within the array. The micro-
tubules are immobilized within the channels by exposing the gliding assay
to a mercury ultraviolet (UV) lamp. Surface kinesin is inactivated by the
exposure but microtubules remain bound and active. By processing single
microtubules in a channel, the transport direction is defined.

3.5.2. Working the Chain Gang

Although the “tracks down” configuration entails the extra problems of
immobilizing polarized microtubule arrays for highest transport efficiencies, it
has several important design advantages over the “engines down” configura-
tion. Perhaps the most important advantage is that hundreds of thousands (any
number really) of kinesin motors can be “ganged” on the surface of a large
load to work together on a polarized microtubule array. The polarized array
directs the cumulative force of the ganged motors. This approach does not
limit us to the nanometer scale of the individual components when designing
kinesin devices. Instead, as in biology, kinesin-powered devices useful at the
millimeter and even larger length scales can be designed. Muscles, for exam-
ple, are bundles of billions of myosin motors operating together to effect
powerful movements on the meter-length scale. Engineering with kinesin
motors is not limited to the nano- and microscale. Millimeter-scale devices
could exploit kinesin’s power density, efficiency, and especially its ability to
use biological energy stores. These attributes are not easily achieved using
scaled-down conventional engineering technologies.

The movement of relatively large loads for relatively long distances on fixed
microtubule arrays has been reported. Kinesin-1 attached to 10 µm × 10 µm ×
5 µm microfabricated silicon chips transported the chips over three or four
parallel microtubules at approximately 0.8 µm/s, the speed of unloaded
kinesin (80). The microtubule array in this experiment was aligned but not
polarized. Other microchips, interacting with two anti-parallel microtubules,
rotated around a stationary point on the surface. These observations demon-
strated, in principle, that kinesin-1 can actuate micromachine parts fabri-
cated out of silicon and the direction of actuation was controlled by the
orientation of fixed microtubules. Similarly, Bohm et al. (71) reported uni-
directional kinesin-1 transport of micrometer-sized glass beads and glass
shards (~24 µm × ~12 µm × 2–5 µm) on polar aligned microtubule arrays.
Glass beads (3–10 µm in diameter) traveled distances of up to 2.2 mm by
interacting simultaneously with several parallel microtubules. Individual
microtubules in the array were 10 to 40 µm long, which is typical of
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microtubules reassembled in vitro. In similar experiments, Yokokawa et al.
(81) reported immobilizing polar-aligned microtubules (10–30 µm) with
densities on the order of 5 × 104 filaments/mm2, which supported unidi-
rectional transport of kinesin-coated 320-nm diameter polystyrene beads
at densities of 2–3 × 105 beads/mm2. These experiments demonstrated
that kinesin-based active transport of cargo across distances several times
longer than reassembled microtubules is feasible on polarized micro-
tubule arrays.

3.5.3. Riding the Halfpipe

In the “engines down” configuration, the kinesin-1 motors are randomly
distributed on a flowchamber surface and transport microtubules in whatever
direction they happen to be pointing when they land on the surface. Because
individual surface-immobilized kinesin-1 are able to swivel through large
angles to interact with microtubules pointing in almost any direction (82),
transport cannot be directed by orienting the engines. Instead, most efforts have
focused on physically constraining the microtubule shuttles within channels.
The problem of directing transport in the “engines down” configuration was
illustrated by Hess and co-workers (83), who replica-molded polyurethane
transport channels onto coverslip surfaces. They reported that microtubules
moved predominantly within the channels if the angle of approach to the side-
walls was less than 20°. At greater angles, the microtubules climbed up and out
of the channel, driven by kinesin-1 absorbed to the channel walls. Efforts to
chemically guide microtubule movement by patterning kinesin-1 in strips were
about as effective (84); about 80% of microtubules detached from the surface
at the boundary and only microtubules approaching the boundary at an angle of
10° or less were efficiently guided along kinesin-1 strips.

Better microtubule channeling has been achieved by limiting the absorp-
tion of kinesin-1 to the bottom of microchannels. Hiratsuka (85) photolitho-
graphically patterned channels in photoresist on glass. In an anionic detergent
and high ionic strength buffer, kinesin was selectively absorbed on the glass
bottoms of the channels, which effectively restrained the microtubules to
moving within the microchannels. Similarly, deep channels patterned in the
epoxy-based SU-8 photoresist efficiently restrained microtubule gliding to
the glass channel (86). The advantages of the SU-8 photoresist are the high
aspect ratio surface channel features (1–200 mm) that are possible in a single
spin-coat process and the photoresist does not absorb functional kinesin-1,
preventing active motors from absorbing to the channel walls.

Another effective guiding approach has been to build “halfpipe” tracks that
redirect shuttling microtubules off the walls and back onto the channel floor
(87). The photolithographically patterned photoresist channels are 200-nm
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high and have 1-µm deep sidewall undercuts that prevent microtubules from
climbing the sidewalls. The halfpipe tracks effectively guided microtubules
within channels without the need for treating the sidewalls to prevent
kinesin absorption.

All of the techniques reported for localizing mictrotubule movements in
microfabricated channels have used open-top systems. Although this configu-
ration is optimal for studying microtubule motility in channels using fluores-
cence microscopy, microtubules that detach from the kinesin-coated surfaces
simply diffuse away. Open channels also require the handling of bulk fluid
above the channels, which complicates packaging for functional devices and
presents problems with evaporation of the sample fluid. Huang et al. report the
design and construction of capped channels with microfluidic connections for
sample introduction (88). SU-8 photoresist was used to fabricate open channels
which were then encapsulated with a layer of dry-film photoresist, bisbenzocy-
clobutene (BCB). Motility assays in the capped channels showed an overall
improvement in microtubule confinement and transport by preventing stalling
at walls and diffusion of transiently detached filaments. Microtubules that
detached from the channel floor rebounded to the surface, increasing the
number of functional microtubules from a device standpoint.

3.5.4. Finding Directions

Although the methods described above effectively corral gliding micro-
tubules within microchannels, they do not control the direction of shuttling;
microtubules still go in both directions within the channel depending on which
way they are pointing when they land on the channel surface. An elegant
solution to this problem representing a big step toward practical kinesin-1
shuttle devices was reported by the Uyeda group (85). Arrowhead shapes
patterned into microchannels acted as physical rectifiers of bidirectional
microtubule transport (Fig. 5). Microtubules traveling in the direction
defined by the arrowheads continued around the channels in the same direc-
tion. Microtubules moving against the arrowhead direction, on the other
hand, were redirected by the dead-end barbs of the arrowheads to travel in the
opposite direction. Microtubules were turned around with up to 70% efficiency,
depending on the arrowhead pattern. The technique was also used to create
pinwheel ratchet patterns that effectively rectified the direction of shuttle
movement (89). The undercut walls and directional rectifiers culminated in a
recent investigation of the efficiency of several types of undercut channel
structures that might be useful for sorting in shuttle-type microdevices (90).
The structures included blind alleys meant to reverse the direction of gliding
microtubules, “figure eights” with orthogonally crossing junctions or tangen-
tially arranged curving channels, and one-way culs-de-sac that microtubules
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could enter but never leave. Slightly different arrowhead-type rectifier
geometries, best described as Valentine’s Day hearts, were reported by van den
Heuvel et al. (91). By longitudinally offsetting the entrance and exit channels
through the rectifier and curving the exit channel, microtubule rectification
efficiency up to 92% was achieved with 97% overall unidirectional movement.
Combinations of these structures can be used to guide microtubules around
elaborate channel networks. It will be interesting to see what the first real
cargo and application of these microtubule shuttle devices might be.

3.6. Unnatural Freight

As subcellular transporters, kinesins have been adapted to haul dozens of
distinct cellular cargos through natural fusions of the motor domain with
unique protein domains that specifically couple the motor to a cargo.
Mimicking this natural approach for addressing cellular freight, it is possible to
genetically fuse freight-coupling domains directly to recombinant kinesin-1.
For example, if kinesin-1 were fused to protein A, a staphylococcal protein that
binds the Fc region of mammalian IgG antibodies (92,93), the kinesin cargo
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Fig. 5. Arrowhead rectifiers for bidirectional microtubule movement. (A) A
microtubule entering the arrowhead in the direction of the arrow passes through the
pattern. (B) Schematic demonstration of a microtubule entering the arrowhead in
the opposite direction and turning around. (C) Relative efficiencies of arrowhead
patterns as rectifiers. For additional information, see ref. 85.



could be the antigen of IgG monoclonal antibodies (94). This is a very large
category of potential cargos relevant to biosensor applications and medical
diagnostics. To generalize this concept further, recombinant His6-tagged
kinesin and a recombinant His6-tagged segment of protein A were indirectly
coupled by co-immobilization on polystyrene microbeads (95) (Fig. 6). The
advantage of this configuration is that only a handful of motors could trans-
port hundreds or thousands of antibodies and their antigens (analytes) as part
of an active separation device or biosensor.

The molecular shuttle configuration requires that the freight be attached to
the microtubule tracks. In several reported examples, this has been accom-
plished using biotin and streptavidin linkages. Microtubules are reassembled
spiked with biotinylated tubulin, which can be uniformly distributed along
the microtubule or limited to smaller regions by seeded assembly. Cargo
coated with the biotin-binding streptavidin protein bind to and are transported
by the biotinylated microtubules gliding on a kinesin-1 surface. Shuttled
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Fig. 6. Schematic representation of motorized antibodies. His6-tagged truncated
kinesin and His6-tagged B and C IgG-binding domains of staphylococcal protein A
are specifically co-immobilized on polystyrene beads through NTA-derivatized
Pluronic™ F108 surfactant. The histidine-tagged proteins bind to metal ions
chelated by NTA at the poly(ethylene oxide) (PEO) termini of the F108 triblock
copolymer. The hydrophobic poly(propylene oxide) (PPO) segment of the triblock
copolymer interacts with the hydrophobic polystyrene surface, leaving the
hydrophilic PEO chains to extend into solution. Large quantities of antibodies, as
well as their antigens, are coupled indirectly to a few kinesin molecules through
protein A and can be transported along microtubule tracks.



cargos have included superparamagnetic polystyrene beads (83), DNA (96),
and quantum dots (97). DNA linked by one end to a flowchamber surface and
the other end to a microtubule was stretched as the microtubule translocated
on a kinesin-1 surface. It was envisioned that the kinesin-1-stretched DNA
molecules could be used as precisely positioned templates for metallization
into nanowires (98). With much more development, the system might be
useful for assembling components, like nanowires, into multidimensional
structures. Another intriguing observation was that in some cases, the DNA
restrained the microtubule to gliding in circles, like a goat tethered to a stake
in a pasture. DNA tethering may be another useful means of controlling
microtubule transport direction. As another example of a shuttled cargo,
quantum dots have also been coupled to microtubules using biotin and strep-
tavidin. If streptavidin-coated quantum dots were coupled along the entire
length of biotinylated microtubules, microtubule surface binding and motility
was significantly inhibited, likely because of the 10- to 15-nm dimensions of
the dots. On the other hand, quantum dots coupled to short biotinylated micro-
tubule segments did not interfere significantly with microtubule transport.
Active transport of quantum dots was interesting because of the potential for
assembling dynamic photonic materials. Eventually, these approaches and
combinations of these enabling techniques may become practical approaches
for moving and positioning the components of microscale structures using
biological motors.

3.7. Throttles and Brakes

Perhaps the biggest challenge to practical kinesin devices will be developing
systems to control the starting, stopping, and speed of kinesin-based transport
mechanisms. One potential solution is to throttle the flow of fuel, Mg2+ATP,
to the kinesin engines. At concentrations above approx 200 µM Mg2+ATP,
kinesin-1 steps at its maximum rate (Vmax, around 1 µm/s). Below the sat-
urating Mg2+ATP concentration, kinesin moves at a rate proportional to the
Mg2+ATP concentration, limited by the diffusion of Mg2+ATP into the
active site. As a throttle mechanism, Hess and his colleagues (83,99) used
UV irradiation to release pulses of caged ATP. The concentration of ATP
created by photocleavage was proportional to the intensity of UV radiation.
To brake the motors, hexokinase was included in the system to quickly con-
sume ATP released by the UV irradiation to stop transport. The authors
reported that the rate of microtubule motility would rise suddenly after expo-
sure to UV light and would decline exponentially as the hexokinase competed
with kinesin-1 for ATP. Repeated flashes of UV light could be used to move the
microtubules a few micrometers at a time.

Dielectrophoresis seems to be a promising second force, in addition to
kinesin motor forces, for manipulating microtubules in microdevices (74).
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Perhaps dielectrophoretic counterforces could be used in some circum-
stances as a control mechanism to brake kinesin-generated forces on micro-
tubules. Kinesin velocity decreases linearly with increasing load up to a stall
force (42,43). Dielectric force fields could temporarily stop microtubules at
loading or unloading stations if the counterforce and the kinesin surface den-
sity were balanced. The microtubules would be underway again when the
field was switched off. Or, as suggested by the authors, dielectric fields
could function as switching stations to selectively shunt some microtubules
and their cargo onto sidetracks. It may also be possible to selectively control
the speed of certain cargos as an on-the-run sorting mechanism.

Another significant control problem for the shuttling transport devices pro-
posed so far in the literature will be the spatial and/or temporal loading and
unloading of cargos. For biotin-streptavidin-coupled cargos, Hess et al. (83)
have proposed using “smart” streptavidin, which binds and unbinds in
response to changes in pH or other environmental parameters (100), or photo-
cleavable biotin, allowing cargo to be dumped by exposure to UV light. The
known sensitivity of kinesin-1 and microtubules to UV irradiation suggests
that photochemistry will not be the best mechanism for controlling either ATP
concentration or cargo loading for the long haul. The natural control systems
have not been fully worked out, but at least in part involve kinases and phos-
phatases working as cellular loadmasters. An analogous approach for some
applications may be to station kinases in loading areas to ticket freight for
specific destinations by marking it up with phosphate groups. Phosphatases
stationed at transfer and destination points could unload the marked freight
at the correct station.

4. CONCLUSION

We are optimistic that the microtubule transport system of eukaryotic cells
will find practical, but probably limited applications in microsystem engi-
neering. Perhaps the biggest step forward so far has been the invention of
directional rectifiers (85), which have given microtubule shuttle-type devices
a means for controlling direction. What will the next big step forward be? As
more research groups enter the field from different backgrounds, with differ-
ent perspectives and new tools, kinesin devices will likely look less and less
like elaborate in vitro motility assays. There remains plenty of room for
invention in control system engineering, materials compatibility, enhancing
operational lifetimes, and in packaging and plumbing. Expectations about
potential applications should be realistic. It will eventually take a significant
market force to drive continued development of kinesin technology. In the end,
perhaps the practical applications of kinesins will be narrow, limited to short-
lived, disposable devices. Of course, someone has probably said similar things
about other nascent technologies.
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Water-Based Nanotechnology

What if We Could Dope Water?

Andreas Kage and Eran Gabbai

Summary
For many years, scientists around the world have studied water, the basis of all life

on our planet. Expecting to reach disruptive benefits similar to the huge value created
by doping silicon and glass fibers, some scientists have been relentlessly searching
for ways to dope water and bring about a quantum leap in life sciences similar to
those seen in microelectronics and communications. Although early failures such as
the now infamous “polywater” discovery discouraged and disappointed some in the
scientific community, these temporary setbacks have not halted the effort. The quest
to dope water and to create a revolutionary material upon which to base a new gener-
ation of aqueous material useful for therapeutics has continued unabated. Recent
developments in nanotechnology, which focuses on materials at their nanometer scale,
are enabling scientists to experiment with and understand a new class of water-based
nanotechnology materials that are poised to become the first generation of “doped-
water” materials.

In the first section of this revealing chapter, the reader is invited to take a closer
look at some of the unique packaging and other properties of the material that we call
“water.” Following a brief primer on nanotechnology, we describe a novel water-
based nanotechnology approach that links the unique properties of nanoparticles (i.e.,
large surface-to-volume ratio) with those of water (i.e., density anomaly point) as a
viable path to reach the goal of doping water. We close the chapter by summarizing
some preliminary experimental results obtained by applying a first-generation class of
doped-water material, branded as “Neowater™,” to biotechnology, and specifically 
to molecular biology. We postulate that the benefits from these early demonstrated
successes integrating doped-water materials into biotechnology applications are just
the “tip of the iceberg,” and the best is yet to come from water-based nanotechnology.

Key Words: Nanobubbles; nanotechnology; structured water; wetting; hydrophobic
effect; PCR; transfection; nanostructures.

From: NanoBioTechonology: BioInspired Devices and Materials of the Future
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1. INTRODUCTION: THE UNIQUE PROPERTIES OF WATER

Water is the third most common molecule in the universe, the most abundant
substance on earth, and the only naturally occurring inorganic liquid. Liquid
water is unique, and as much as 37 anomalous properties are reported (1).
Because of the central role that water plays in all living things, it has been very
well studied. In this section, we present some of the essential water properties
as well as an overview of water packaging.

Water has the molecular formula H2O, but the hydrogen atoms are con-
stantly exchanging as a result of protonation/deprotonation processes at 
a millisecond rate for pH 7.0 and at higher rates for different pH values. Note
that this has to do with the fundamental principles of symmetry, which do not
enable a stationary state with electric dipole. There are two mirror planes of
symmetry and a twofold rotation axis where the hydrogen atoms can be parallel
(ortho-water) or antiparallel (para-water) (see Fig. 1) (2).

Most of the properties of water are attributed to the above-mentioned
hydrogen bonding between singular water molecules occurring when a hydro-
gen atom is attracted by rather strong forces to two oxygen atoms (as opposed
to one), so that it can be considered to be acting as a binding between the two
atoms. These hydrogen bondings cause special properties such as high surface
tension, high viscosity, and the capability of forming ordered hexagonal,
pentagonal, or dodecahedral water clusters by themselves or around other
substances (3). The strength of hydrogen bonding raises the melting point of
water to 100 K or higher if compared to other molecules with similar molec-
ular weight. In the hexagonal ice phase of the water (the normal form of ice
and snow), all water molecules participate in four hydrogen bonds (two as
donor and two as acceptor) and are held relatively static (4). The free energy
change must be zero at the melting point (5). During the melting process,
hydrogen bonds are broken to allow the molecules to move around. The
amount of energy required for breaking these bonds is much larger than the
amount of energy required for the change in volume. Melting will only
occur when there is a sufficient entropy change to provide the energy
required for the bond breaking (6). The low entropy (high organization) of
liquid water causes this melting point to be high (6).

Water has its highest density in the liquid phase at a temperature of
3.984°C (7). This phenomenon is known as the density anomaly of water,
and can be explained by the cohesive nature of the hydrogen-bonded network
resulting in dodecahedral molecule clusters. This reduces the free volume and
ensures a relatively high density, compensating for the partial open nature of
the hydrogen-bonded network (8–10).

The hydrogen-bonded network can also form other structures described
as hexagonal or pentagonal clusters of water molecules (2,11). A rise in
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temperature is accompanied by positive changes in entropy and enthalpy and
a collapsing of those clusters (1); the ordering effects of hydrogen bonding
are neutralized by disordering kinetic effects (13,14).

Most of the ordered structures of liquefied water are on a short-range
scale, typically about 1 nm (25). Principally, hydrogen-bonding enables the
formation of large, ordered icosahedral water clusters consisting of hundreds
of water molecule clusters when the water is in its liquid phase (23,26–30).
However, such long-range order has an extremely low probability of occuring
spontaneously, because molecules in a liquid state are in constant thermal
motion (26).

As known, water molecules can form ordered structures and superstruc-
tures with other molecules. For example, shells of ordered water form around
various bio-molecules such as proteins and carbohydrates (15,16). The
ordered water environment around these bio-molecules plays a significant
role in biological function with regard to intracellular function including, for
example, signal transduction from receptors to cell nuclei (17,18,19). These
water structures are stable and can protect the surface of the molecule (20–24).

Other properties of water include a high boiling point, a high critical point,
reduction of melting point with pressure (the pressure anomaly), compressibil-
ity that decreases with increasing temperature up to a minimum at about 46°C,
and the like (31,32).

2. A NANOTECHNOLOGY PRIMER

Nanoscience (or nanotechnology) is the science of small particles of
materials and is one of the most important research frontiers in modern science.
These small particles are of interest from a fundamental viewpoint because
many properties of a material, such as its melting point and its electronic and
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optical properties, change when the size of the particles that make up the mate-
rial becomes nanoscopic. One of the key characteristics of small particles in
general, and of nanoparticles in particular, is that the surface area-to-volume
ratio is orders of magnitude larger than that of millimetric-sized particles.

With new properties come new opportunities for technological and com-
mercial development, and applications of nanoparticles have been shown or
proposed in areas as diverse as micro- and nanoelectronics, nanofluidics,
coatings and paints, and life sciences.

Much industrial and academic effort is presently directed toward the
development of integrated micro devices or systems combining electrical,
mechanical, and/or optical/electro-optical components, commonly known as
micro electromechanical systems (MEMS). MEMS are fabricated using
integrated circuit batch processing techniques and can range in size from
micrometers to millimeters. These systems can sense, control, and actuate
on the micro scale, and are able to function individually or in arrays to gen-
erate effects on the macro scale.

In the biotechnology area, nanoparticles are frequently used in nanometer-
scale equipment for probing the real-space structure and function of biological
molecules. Auxiliary nanoparticles, such as calcium alginate nanospheres, have
also been used to help improve gene transfection protocols.

In metal nanoparticles, resonant collective oscillations of conduction elec-
trons, also known as particle plasmons, are excited by optical fields. The reso-
nance frequency of a particle plasmon is determined mainly by the dielectric
function of the metal and the surrounding medium and by the shape of the par-
ticle. Resonance leads to a narrow, spectrally selective absorption and an
enhancement of the local field confined on and close to the surface of the metal
particle. When the laser wavelength is tuned to the plasmon resonance fre-
quency of the particle, the local electric field in proximity to the nanoparticles
can be enhanced by several orders of magnitude. Hence, nanoparticles are used
for absorbing or refocusing electromagnetic radiation in proximity to a cell or a
molecule, e.g., for the purpose of identification of individual molecules in bio-
logical tissue samples, in a similar fashion to the traditional fluorescent labeling.

An additional area in which nanoscience can play a role is heat transfer. It
is well known that materials in solid form have thermal conductivities that are
orders of magnitude larger than those of fluids. Low thermal conductivity is a
primary limitation in the development of energy-efficient heat transfer fluids
required in many industrial applications. Numerous theoretical and experi-
mental studies of the effective thermal conductivity of dispersions containing
particles have been conducted since Maxwell’s theoretical work was pub-
lished more than 100 yr ago. Maxwell’s model shows, for millimeter and
micrometer particles, that the effective thermal conductivity of suspensions
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containing spherical particles increases with the volume fraction of the solid
particles. However, thermal conductivity of suspensions also increases with
the ratio of the surface area to volume of the particle. Because the surface area
to volume ratio is 1000 times larger for particles with a 10-nm diameter than
for particles with a 10-mm diameter, a much more dramatic improvement in
effective thermal conductivity is expected as a result of decreasing the particle
size in a solution than can obtained by altering the particle shapes of large par-
ticles. Consequently, a new class of heat transfer fluids called nanofluids has
been developed. These nanofluids are typically liquid compositions in which
a considerable amount of nanoparticles are suspended in liquids such as water,
oil, or ethylene glycol. The resulting nanofluids possess extremely high ther-
mal conductivities compared to the liquids without dispersed nanoparticles.

Traditionally, nanoparticles are synthesized from a molecular level up, by
the application of arc discharge, laser evaporation, pyrolysis process, use of
plasma or sol gel, and the like. Widely used nanoparticles are the fullerene
carbon nanotubes, which are broadly defined as objects having a diameter
below about 1 µm. In a narrower sense, a material having the carbon hexago-
nal mesh sheet of carbon in parallel with the axis is called a carbon nanotube,
and a material with amorphous carbon surrounding a carbon nanotube is also
included within the category of carbon nanotube.

Nanoshells are nanoparticles that have a dielectric core and a conducting
shell layer. Similarly to carbon nanotubes, nanoshells are manufactured from
a molecular level up, for example, by bonding atoms of metal on a dielectric
substrate. Nanoshells are particularly useful in applications in which exploita-
tion of the above-mentioned optical field enhancement phenomenon is desired.
Nanoshells, however, are known to be useful only in cases of near-infrared
wavelengths applications.

It is recognized that nanoparticles produced from a molecular level up tend
to lose the physical properties characterizing the bulk, unless further treat-
ment is involved in the production process. As can be understood from the
above nonexhaustive list of potential applications in which nanoparticles are
already in demand, there is a large diversity of physical properties to be con-
sidered when producing nanoparticles. In particular, nanoparticles retaining
physical properties of larger, micro-sized particles are of utmost importance.

3. WATER-BASED NANOTECHNOLOGY: 
COMBINING NANOPARTICLES AND WATER

Several implementations of combining nanoparticles and water have
been reported. As an example of a straightforward combination, we have
already mentioned nanofluids, and other examples may include sonification
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of nanoparticles and water to create a dispersion of the former in the 
latter.

Recently, a new, first-generation class of doped-water material has been
manufactured using a novel “top-down” process that creates nanoparticles in
water from an insoluble, micron-sized crystal aggregate. The process involves
heating the crystals in an oven, and quenching them in reverse osmosis (RO)
water maintained just below the density anomaly temperature of water. The
quenching process takes place while a radiofrequency (RF) signal (cold rf) is
applied to create gas nanobubbles inside the liquid water. The nanoparticles,
which are in very low concentration inside the water (1015 particles/L), modify
the physical properties of the water around them by organizing the nanobubbles
and packaging the surrounding water. Thus, the average distance between the
nanostructures in the composition is rather large, in the order of microns.

Figure 2 illustrates such a nanostructure 10 comprising a core material 12
of a nanometric size, surrounded by an envelope 14 of ordered water mole-
cules. The core material 12 and envelope 14 are in a steady physical state,
meaning that objects or molecules are bound by any potential having at least
a local minimum. Representative examples of such a potential include, but
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Fig. 2. Nanostructure of a first-generation class of doped-water material.
(http://-www.wipo.int/ipdl/IPDL-CIMAGES/images3.jsp?WEEK=35/2005&-
DOC=05/079153&TYPE=A2&TIME=1139352476).



are not limited to, van der Waals potential, Yukawa potential, Lenard-Jones
potential, and the like. Other potentials are also possible.

As demonstrated in Fig. 3, because envelope 14 comprises a gaseous mate-
rial, the nanostructure is capable of floating when subjected to sufficient 
g-forces. Core material 12 is not limited to a certain type or family of crystal
materials, and can be selected in accordance with the application for which
the nanostructure is designed. Representative examples include ferroelectric
material, a ferromagnetic material, and a piezoelectric material. The nanos-
tructure 10 has a particular feature in which macro scale physical properties
are brought into a nanoscale environment.

The nanostructure 10 is capable of clustering with at least one additional
nanostructure. More specifically, when a certain concentration of nanostruc-
ture 10 is mixed in a liquid (e.g., water), attractive electrostatic forces
between several nanostructures may cause adherence among each other so as
to form a cluster of nanostructures. Even when the distance between the
nanostructures prevents cluster formation, nanostructure 10 is capable of
maintaining long range interaction (about 0.5–10 µm) with the other nanos-
tructures. Long-range interactions between nanostructures present in a liquid
induce unique characteristics in the liquid, which can be exploited in many
applications, such as, but not limited to, biological and chemical assays.

The formation of the nanostructures in the water may be explained as
follows. The combination of cold water and RF radiation (i.e., highly oscil-
lating electromagnetic field) influences the interface between the solid
phase and the water, thereby breaking the solid material and water molecule
clusters into singular water molecules, which envelope the (nano-sized)
debris of the solid material. Being at a low temperature, the singular water
molecules and the debris enter a steady physical state. The attraction of the
singular water molecules to the nanostructures can be understood from the
relatively small size of the nanostructures compared to the correlation
length of the water molecules. It has been argued that a small-sized perturba-
tion may contribute to a pure Casimir effect, which is manifested by long-
range interactions (33). The long-range interaction and thereby the long-range
order of the liquid composition allows the liquid composition self-organize, so
as to adjust to different environmental conditions such as, but not limited to,
different temperatures, electrical currents, radiation, and the like.

4. EXPERIMENTAL OBSERVATIONS OF APPLICATIONS 
WITH A DOPED-WATER MATERIAL

One of the characteristics of the nanoparticle-doped water material is the
small contact angle if attached to a solid surface. The contact angle between
the doped-water material and the surface is significantly smaller than a contact
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Fig. 3. (A,B) Effect of centrifugation on doped water. A sample of doped water
was centrifuged (about 30 Kg). Figure 3A–B shows results of five integrated light
scattering (ILS) measurements of the sample (LC1) after centrifugation. Figure 3A
shows signals recorded at the lower portion of the tube. As shown, no signal from
structures less that 0.5 mm was recorded from the lower portion. Figure 3B shows
signals recorded at the upper portion of the tube. A clear presence of structures less



angle between water (without the nanoparticles) and the surface. It can thus be
appreciated that a smaller contact angle allows the liquid composition to “wet”
the surface in a larger extent (Fig. 4).

As an example of the benefits of doped-water materials in molecular
biology applications, we provide below experimental results based on a
novel type of nanoparticle-doped water material branded as Neowater™.
This particular doped-water material is capable of improving the efficiency
of a nucleic acid amplification process, namely, enhancing the catalytic
activity of a DNA polymerase in PCR procedures, increasing the sensitivity
and/or reliability of the amplification process, and/or reducing the reaction
volume of the amplification reaction (Fig. 5).

As a second example of the benefits of doped-water materials in molecular
biology applications, below are experimental results of the same doped-water
material applied to DNA transfection experiments (Fig. 6).
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Fig. 3. (Continued) than 0.5 mm is shown. In all the measurements, the location
of the peaks are consistent with nanostructures of about 200–300 nm. This experi-
ment demonstrates that the specific gravity of the nanostructures is lower than the
specific gravity of water. (Courtesy of Do-Coop Technologies Ltd.)

Fig. 4. Contact angle comparison. Surface wetting after 5 min shows that
reverse-osmosis water spreads more over a hydrophilic surface than doped-water.
Drops placed on aluminum surface. (White lines drawn to show contact angle.)
(Courtesy of Do-Coop Technologies Ltd.)



5. CONCLUSIONS

We have shown in this chapter that atypical properties of water are related
to the formation of molecule clusters, which are stabilized by hydrogen
bonding. The spontaneous occurrence of larger clusters is a very rare event
in nature. By doping water with nanoparticles, we can induce the formation
of very large clusters of water molecules that display beneficial effects in
molecular biology experiments.

Although a final proof is difficult, we propose that these effects and many
others not shown in this chapter are caused by a perturbation effect of the liquid
water by nanostructures, which consists of singular nanoparticle attached air
bubbles (nanobubbles). Because the air–water interface is hydrophobic, water
molecules form clathrate shells with an “ice-like” structure around the
nanobubbles, which can induce nano-scale ordering in the water that can
have singular effect on the convection patterns and the formation of the
double layer at the solid–liquid interface.

We have all enjoyed the benefits in our daily lives from advances in the
information technology (IT) and telecommunications industries with their
evolving applications based on the value of doped materials such as silicon
and glass fiber. We invite the reader to closely follow the unfolding of the
quest to dope water in general, and the new developments in the field of
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Fig. 5. 1.5% Agarose gel result of a 69% GC-rich PCR with double-distilled
water/undoped water (Lane 1) and with doped-water material (lanes 2–8) under
identical PCR program conditions. (Courtesy of Do-Coop Technologies Ltd.)



water-based nanotechnology in particular. The benefits of breakthrough
advances in this field are as large, wide, and deep as the reader’s imagination.
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Fig. 6. Example of enhancement of transfection of human primary culture cells. (A)
Human primary culture cells transfected with standard Lipofectamine 2000 transfection
reagent (Invitrogen’s TM). (B) Transfection of the same human primary culture cells
using a mix of Neowater™ and just 12.5% of the vendor’s recommended Lipofectamine
2000 reagent amount. (Photo taken 48 h posttransfection.) (Courtesy of O. Karnieli.)
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