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Preface

Multidisciplinary research has evolved in many innovative areas of science and
technological revolution by providing new dimensions as well as challenges in
healthcare, robotics, energy, and transportation. Cyber-physical systems (CPS) are
no exception to this revolutionary change and many application specific subclasses
have already been defined. Examples include aerospace CPS, transportation CPS,
healthcare CPS, etc. Cyber-physical systems (CPS) are being developed that are
part of a globally networked (with each other as well as with other systems via
internet) future world, in which products, equipment, and objects interact with
embedded hardware and software. Moreover, when it comes to adding intelligence
in CPS by, for example, multiobjective constrained decision algorithms, the
conventional CPS merges with the Computational Intelligence for real applica-
tions. This has presented some challenging problems, both theoretical and prac-
tical, but recently, researchers have witnessed the emergence of some significant
results, especially in respect of reducing the computational complexity of high
performance computational intelligence algorithms when implemented in low
power embedded CPS devices guaranteeing real-time decision support efficiently.
This aspect of Computational intelligence for CPS has got little exposure as
compared to standalone CPS and CI discussion. This gap is targeted in this
volume.

This book is aimed as a ready reference for graduate students and researchers
for their knowledge buildup in the application areas of computational intelligence
in view of various types of Cyber Physical Systems.

The book has been divided into five parts with respect to CPS application areas.
These include wireless sensor and actuator networks (WSANs), Health care and
medicine, Robotics, Power and Energy, and industrial applications where we have
combined various specialized areas, e.g., logistic systems, aerospace, quality
inspection/pre-evaluation, etc.
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Finally, we enjoyed going through these impressive chapters which do provide
new ideas and scientific research hints, each one within its specific field of study.
We wish success for all authors who are keen to perform scientific research in the
hope to implement innovative ideas and reliable solutions leading towards a better
future for people worldwide.

Zeashan H. Khan
A. B. M. Shawkat Ali

Zahid Riaz
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Part I
Wireless Sensor and Actuator Networks



Configurable, Energy-Efficient,
Application- and Channel-Aware
Middleware Approaches
for Cyber-Physical Systems
Khalid Nawaz, Ilia Petrov and Alejandro P. Buchmann

Abstract The use of Wireless Sensor and Actuator Networks (WSAN) as an
enabling technology for Cyber-Physical Systems has increased significantly in
recent past. The challenges that arise in different application areas of Cyber-
Physical Systems, in general, and in WSAN in particular, are getting the attention
of academia and industry both. Since reliability issues for message delivery in
wireless communication are of critical importance for certain safety related
applications, it is one of the areas that has received significant focus in the research
community. Additionally, the diverse needs of different applications put different
demands on the lower layers in the protocol stack, thus necessitating such
mechanisms in place in the lower layers which enable them to dynamically adapt.
Another major issue in the realization of networked wirelessly communicating
cyber-physical systems, in general, and WSAN, in particular, is the lack of
approaches that tackle the reliability, configurability and application awareness
issues together. One could consider tackling these issues in isolation. However, the
interplay between these issues create such challenges that make the application
developers spend more time on meeting these challenges, and that too not in very
optimal ways, than spending their time on solving the problems related to the
application being developed. Starting from some fundamental concepts, general
issues and problems in cyber-physical systems, this chapter discusses such issues
like energy-efficiency, application and channel-awareness for networked wire-
lessly communicating cyber-physical systems. Additionally, the chapter describes
a middleware approach called CEACH, which is an acronym for Configurable,
Energy-efficient, Application- and Channel-aware Clustering based middleware
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service for cyber-physical systems. The state-of-the art in the area of cyber-
physical systems with a special focus on communication reliability, configura-
bility, application- and channel-awareness is described in the chapter. The chapter
also describes how these features have been considered in the CEACH approach.
Important node level and network level characteristics and their significance vis-à-
vis the design of applications for cyber physical systems is also discussed. The
issue of adaptively controlling the impact of these factors vis-à-vis the application
demands and network conditions is also discussed. The chapter also includes a
description of Fuzzy-CEACH which is an extension of CEACH middleware ser-
vice and which uses fuzzy logic principles. The fuzzy descriptors used in different
stages of Fuzzy-CEACH have also been described. The fuzzy inference engine
used in the Fuzzy-CEACH cluster head election process is described in detail. The
Rule-Bases used by fuzzy inference engine in different stages of Fuzzy-CEACH is
also included to show an insightful description of the protocol. The chapter also
discusses in detail the experimental results validating the authenticity of the
presented concepts in the CEACH approach. The applicability of the CEACH
middleware service in different application scenarios in the domain of cyber-
physical systems is also discussed. The chapter concludes by shedding light on the
Publish-Subscribe mechanisms in distributed event-based systems and showing
how they can make use of the CEACH middleware to reliably communicate
detected events to the event-consumers or the actuators if the WSAN is modeled as
a distributed event-based system.

1 Introduction

Wireless Sensor and actuator Networks (WSAN) fulfill the criteria to be termed as
an enabling technology for cyber-physical systems. They enable much richer
measurement and control of physical processes than what was possible with wired
systems. Cyber-Physical Systems represent a class of systems that are composed of
computing devices that monitor and control the real world physical processes. The
monitoring task requires these devices to be equipped with sensing elements which
provide primary input in the form of raw data to the computing elements of
the system. The output of the computing elements is generally channeled to the
actuation elements of the system for the desired actuation to take place. The
actuation serves as the controlling mechanism for the monitored physical process
and also closes the sensing-processing-actuation loop. The interaction of these
systems with the physical processes introduces some challenges regarding the
physical characteristics such as shape, size and robustness of the devices in
addition to the more challenging problem of impedance mismatch between the
inherently concurrent physical processes and inherently sequential computing
processes. In order for these systems to perform monitoring and control functions
on the physical processes, networking of the computing elements, generally on an
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ad hoc basis, is also necessary. In a nutshell we can describe cyber-physical
systems as being composed of networked, embedded, computing elements that are
equipped with sensing and actuation capabilities so that they can monitor and
control physical real-world processes.

In Fig. 1 a simplified schematic of a typical cyber-physical system indicating
the information flows between sensing, processing and actuation parts is shown. It
also shows two optional user interface elements, one is used for configuring the
devices and the other one to present the end users with their desired information.
Such user interface components mostly find use in intelligent industrial automation
systems.

Sensor networks are an essential part of the cyber-physical systems, as they
provide necessary input to these systems. This input is processed and analyzed and
it could result in a possible actuation, thus impacting some physical, real-world
process. Though wired sensor networks have been around for decades, their
modern incarnation, wireless sensor networks, was made possible only by the
advances in wireless communication in 1990s. Therefore, the sensor networks also
went through a transformation due to the progress in technology. Now wireless
sensor networks are gradually finding their way into those application areas where
wired sensor networks were always used in the past.

Because of the flexibility that wireless communication offers, wireless sensor
networks have removed many barriers and have made deployments possible in
such scenarios where wired sensor networks were impractical or were very
expensive to deploy, e.g. wildfire monitoring with proper coverage, search and
rescue in a disaster area, volcanic activity monitoring etc.

Most wireless sensor network deployments collect data from an area of interest
called a sensing field. These collected data have traditionally been processed at a
central base-station or a sink node. Such a central base-station generally works as a
gateway to some other network, proprietary or public, or an actuator. Therefore, in
many cases it possesses interface(s) to some other network(s), like the Internet or a
private network. In case, some actuators are to be controlled via the central base-
station, the collected data is analyzed and relevant actuation decisions are made
and then executed by sending a signal to an attached actuator.

It is this model which facilitates intelligent decision making at a central loca-
tion, i.e. a base-station. Later models diverged from centralized base-station model
and focused on distributed processing of sensed data in the network. In-network
processing of sensor data has several advantages. One very important advantage is
the reduction in communication costs as transport of the raw sensor data, in much
larger amounts, to the base station is avoided. In the in-network processing model,
the data is processed in the network and only the results are sent over to the base-
station. Since processing takes much less energy than data communication in a
wireless sensor network, the life of the network can be significantly prolonged by
in-network processing of data [21].

The important considerations for such distributed processing of sensor data
inside the network and intelligent decision making have many important conse-
quences. The first and foremost of these issues is the selection of processing
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centers in the network, which would serve as distributed base-stations, but, in
reality they are common sensor nodes. The selection criterion of these sensor
nodes should take the application needs as well as the underlying network con-
ditions into account. Since both of these factors vary over time, keeping account of
them is not trivial.

The factors that define the state of the underlying network could be divided into
two categories, namely, node centric factors and the network centric factors.
The node-centric factors characterize a single node in the network. These are the
features of a node that influence the role of a node in the network. Examples of the
node centric features are a node’s residual energy, location vis-à-vis the base-
station, hardware capabilities, communication range, and communication power
variability, message servicing/processing rate etc.

On the other hand the relationship that binds the nodes into a network starts at a
node’s immediate neighborhood. The factors that termed as network centric are the
ones that determine a node’s significance in the network. Examples of Network
centric factors are: Size of a node’s neighborhood, the strength of the communi-
cation links between the node and its direct neighbors, the set of down-stream
direct neighbors of a node, the set of upstream neighbors of a node, and network
density (number of nodes per unit area in the sensing field).

The interdependence between some of the network centric and node centric
factors is also noteworthy. For instance, the size of a node’s direct neighborhood is
determined by the radio output power chosen by the node. And in fact, the size of a
node’s direct neighborhood is strongly connected with the node’s capability to
transmit radio signals. The variability in the transmission power varies the number

Fig. 1 Schematic of a typical cyber-physical system
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of nodes which can listen to the transmission and can intelligently decipher it thus
determining the size of the direct neighborhood of a node.

Having such features in a middleware service which can provide configurable
and energy-efficient solution keeping the demands of different applications in
perspective is an idea worth considering. Additionally, the unreliable nature of
wireless communication also necessitates some reliability mechanisms in place
otherwise achieving reliable control of physical processes in a cyber-physical
system will remain an elusive goal.

Like many other promising research areas, there are several issues in cyber-
physical systems that arise with wireless sensing and actuation which are also
topics of active research in the research community today. Some of these issues
are:

• Appropriate data models to represent the distributed sensor data.
• In-network versus Base Station (centralized) processing of sensor data, thus

influencing the actuation model as well.
• Impedance mismatch between the application-layer and the current middleware

approaches for cyber-physical systems.
• Reliable communication between participating nodes in the network.
• Appropriate Wireless Networking Standards from a cyber-physical systems’

perspective [39] which can withstand interference from other co-existing
wireless communication systems.

• Localization of sensors and actuators and suitable abstractions for information
exchange between them.

• Time synchronization issues which enable coordinated sleep and wakeup times
thus allowing for intelligent use of limited energy resources that are usually
available to these systems, and also enable time-stamping of sensor data with
globally meaningful time stamps to assist in coordinated actuation.

• Resource constrained nature of wireless sensor and actuator networks in terms
of computing, memory, communication bandwidth and limited battery power is
also a major concern.

1.1 Application Areas

There are numerous areas where cyber-physical systems can be applied. The
CeNSE Project, Central Nervous System of the Earth [35], by Hewlett Packard is
an example of an ambitious large scale cyber-physical system. The aim of the
project is to revolutionize the way information is gathered, processed, analyzed
and acted upon, i.e. actuation. The planned system is envisaged to have billions of
nanoscale nodes embedded with sensors that can feel, smell, taste, see, and hear
the environment around them and report it back to the core of the central nervous
system which will be composed of powerful computing engines. These computing
engines are envisaged to have so much computing power that they can analyze and
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act upon the huge volumes of sensory data in real-time. The actuation part is
envisaged to consist of new breed of business applications and web services. How
effective this system is going to be in achieving its stated goals remains to be seen?

Additionally, the applicability of cyber-physical systems in controlling indus-
trial processes in intelligent industrial automation is also a promising prospect for
future and can change the way industrial automation is done today. The issue of
reliability in wireless communication, however, is a major unresolved problem in
industrial communication systems. Moreover, the cycle-times in industrial bus-
systems are much shorter than what could be achieved with ZigBee, 802.15.4
based networks or other wireless communication standards which are prevalent in
cyber-physical systems today.

Additionally, cyber-physical systems have been successfully applied in sce-
narios like habitat monitoring [25], precision agriculture [18], military applications
like surveillance and reconnaissance [1], health applications like patient vital signs
monitoring and emergency response [28], smart home applications [34], industrial
applications like structural health monitoring [19], elderly care [37], and for
ensuring personnel safety in industrial setups [30], automotive systems [38],
advanced electric power grid [27, 32], Vehicular Ad-hoc Networks (VANET) [43]
etc (see Fig. 2).

1.1.1 Industrial Process Control

Cyber-physical systems find use in Industrial automation, especially at the lowest
end of the automation spectrum where sensors and actuators interact with the
physical world. Actuator-Sensor Interface (AS-i) [2] and similar standards define
the networking of the sensors and actuators to form a cyber-physical system for
industrial automation and control. The current AS-i standard, version 3.0, and all
previous versions of it define a cable-based network. The current state of the
wireless communications technology, especially in the low-power and low band-
width range, has reliability issues and is not mature enough for safety–critical
applications in the industrial automation world. Another constraint to the adoption
of wireless technology in the safety–critical industrial automation systems is that
the cycle times for data exchange, in safety–critical industrial automation appli-
cations, are also very short. For instance, the AS-i standard mandates that the cycle
time be 5 ms or less for an AS-i network consisting of an AS-i Master and up to 62
AS-i slaves, both sensors and actuators. During this cycle time the AS-i master
should be able to query all the connected AS-i slaves. These cycle times are
difficult, if not completely impractical, to keep if low-power and low-bandwidth
wireless communication is used.

That said, there are successful adoptions of wireless communication, though at
higher bandwidths and with high power radios, in industrial applications also.
Industrial Wireless LAN (IWLAN) could be cited as an example in this regard.
IWLAN uses IEEE 802.11a/b/g/n standard based radios to provide wireless
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connectivity at higher transmission rates (up to 450 Mbps). Such wireless data
transmission rates are suitable for video streaming from video sensors and could
also be used in surveillance applications. IWLAN offers good prospects for a
possible wireless AS-i standard in future, since the available bandwidth allows
multi-channel simultaneous data exchange with all the connected slaves within the
cycle time of 5 ms.

1.1.2 Underground Mining Applications

Underground mining represents a good application scenario for cyber-physical
systems. The need to apply environmental controls inside an underground mine is
well known in the mining industry. The health and safety of miners is directly

Fig. 2 Different application areas of cyber-physical systems
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coupled with the success of these environmental control measures. With regard to
the safety of mine workers, control of the underground environment by using
actuators like ventilators for bringing in fresh air and expelling the hazardous gases
out is very important. Having a network of sensors deployed inside a mine and the
actuators like ventilators controlling the mine environment, offers a good practical
solution. Nawaz et al. [31] explain an underground mining scenario for the
application of wireless sensor and actuator networks with a novel concept of
proximate environment monitoring using intelligent mobile agents. The writers
extend the same concept to other industrial set-ups, for example, chemical pro-
cessing plants where there is always a danger of having some industrial accident
and leaking of hazardous substances into the air making it unsafe for the workers.

1.1.3 Participatory Sensing Applications

The widespread use of smart phones with embedded sensors has given rise to a
different kind of cyber-physical system based upon the principle which is popu-
larly known as participatory sensing. In their seminal paper on the subject [13]
explain how a citizen powered approach like participatory sensing works. Their
envisaged participatory sensing system is depicted in Fig. 3.

According to the authors a participatory sensing system works on the principle
of data collection/sensing by a group, small to very large, of people, using smart
devices with embedded sensors and wireless communication capabilities, e.g.
smart phones, doing routine activities and sharing these data ubiquitously through
cellular networks. These data are analyzed and processed in the cloud. People
interested in these data can query the Cloud which provides them with the results
of the analysis done on raw data in the form of simple to understand visualizations.
Lau et al. [22] suggest a participatory sensing based cyber-physical system in the
public transport domain. Their prototypical system is named ContriSenseCloud
and follows client–server model of computing and assists people in sharing and
querying contributed data by the people.

A participatory sensing system, in principle, is a system that is powered by the
people, for the people and the participation of people in it is purely on a voluntary
basis. People can learn through experiences of others using participatory sensing
and can then coordinate and plan their activities accordingly. This informed
coordination and planning of activities using analysis data obtained from the
participatory sensing system can be regarded as the actuation part in a cyber-
physical system context.

The early trends indicate that smart-phones are becoming popular than ever and
if the privacy concerns are addressed properly the use of participatory sensing will
continue to rise at a rapid pace in more interesting scenarios of human activity.

10 K. Nawaz et al.



1.1.4 Fuzzy Logic Based Approaches in Cyber-Physical Systems

The term fuzzy logic was first coined in the seminal work done by Zadeh [42] on
fuzzy set theory. Since then fuzzy logic has been applied to solving problems in
many systems including control systems modeling problems, because it can act as
a bridge between qualitative and quantitative modeling of such systems. Since
many cyber-physical systems are in fact control systems, the application of fuzzy
logic based models for solving cyber-physical systems’ problems is a natural
consequence.

Fuzzy logic is based upon the principle of mimicking the human ability to
reason and arrive at a conclusion or a decision despite the vagueness of input
parameters. This reasoning follows a finite number of rules and produces a fuzzy
output which is defuzzified into a smooth output often using interpolation. The
rules are based upon multi-valued logic, instead of classical logic where we have
absolute truth and false values for variables. A fuzzy logic variable could belong to
multiple fuzzy sets to a different extent or degree, i.e. the degree of membership of

Fig. 3 A system based upon the principle of participatory sensing as envisaged by Goldman
et al. [13]
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fuzzy logic variables to fuzzy sets varies or partial memberships of fuzzy logic
variables to fuzzy sets is possible.

Following the fuzzy set theory presented by Zadeh, a fuzzy subset X of a crisp set
Y is obtained by assigning to each element x of X the degree of membership of x in
Y. A very simple example of fuzzy sets is the following. Consider Y to represent the
set of all soccer players in German national football team and X to be the set of
‘‘tall’’ and ‘‘good’’ soccer players in the German national football team. Since the
definition of ‘‘tall’’ and ‘‘good’’ is qualitative and subjective, according to the fuzzy
set theory of Zadeh, we can only assign soccer players to the fuzzy sets based upon
their degrees of membership. A given player could be ‘‘tall’’ and ‘‘short’’ at the
same time, to varying degrees of membership, in these fuzzy sets. As the height of a
player increases, his membership into the fuzzy set ‘‘tall’’ increases and his
membership into the fuzzy set ‘‘short’’ decreases. The same logic applies to the
membership degree of a player into ‘‘good player’’ and ‘‘bad player’’ fuzzy sets.

Since the antecedent propositions could be compound, as in the soccer player
example, one needs to use compositional rules to obtain a numeric value repre-
senting the degrees of memberships of the individual conditions in the antecedent
proposition to the fuzzy sets. Since the propositions are mostly either conjunctive
or disjunctive, commonly used methods for combining them are to take a con-
junction (AND, which means taking a minimum) or a disjunction (OR, which
means taking a maximum). For instance, if a player has a height of 180 cm and if
the number of goals scored by him per game is 0.3, should he be termed as a ‘‘tall’’
and a ‘‘good player’’? Considering his height, 180 cm, he might belong to the
fuzzy set ‘‘short’’ with a membership degree of 0.6 and to the fuzzy set ‘‘tall’’ with
a membership degree of 0.4. Additionally, the goals scored per game value 0.3
might get him a place in the ‘‘average player’’ fuzzy set with a degree of mem-
bership of 0.8 and a place in the ‘‘good player’’ fuzzy set with a degree of
membership of 0.2. Such partial memberships of fuzzy logic variables to fuzzy sets
make the fuzzy logic stand apart from the classic logic where the variables could
either have a True (1) or a False (0) value. Further explanation of fuzzy logic is
given in a subsequent section of the chapter where it is applied to solving a
concrete problem in wireless sensor and actuator networks.

1.2 Important Issues for Cyber-Physical Systems

This section describes some of the issues that are important for cyber-physical
systems. These issues are also a topic of research in the community and very
promising solutions to these issues are being suggested.

1.2.1 Data Models to Represent Distributed Sensor Data in WSAN

The sensing component of a cyber-physical system is composed of sensors that
sense the environment and produce a collection of raw bytes. Similarly, the
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actuation part of these systems is composed of actuators that require digital or
analog signal. Each sensor node in the network can potentially be equipped with
multiple sensors, each producing different data reading. When semantic infor-
mation is added to these data, it changes these data from raw form to their logical
semantic and more meaningful form. The representation of these sensor data is
also challenging especially when one considers the ways to visualize, access,
process and present these data. Once the semantic information has been added to
these data, they remain no more a collection of raw bits and bytes; rather they are
enriched with their semantics which make them meaningful for the applications
and the end users alike. The representation of these data needs appropriate data
models, an aspect which was ignored by many earlier protocols and middleware
approaches. That said, there have been some promising efforts in this regard like
the Cougar approach [40] and TinyDB [24]. Additionally, the work done by [15] in
combining the network abstraction called scopes with the declarative SQL-like
queries offered by TickyDB is another promising approach in this regard. Such a
representation of sensor data with appropriate data models has made the under-
standing and visualization of the data easier for the end users as well as for the
designers of such systems. Writing simple queries on virtual sensor tables, where
each sensor reading forms a column and when combined with the timestamp and
location information it forms a row in the table, and associating their processed
output to the actuators which may cause required actuation is much simpler than,
say, writing applications in programming languages like C. Such approaches have
enabled the researchers, in natural sciences and in other disciplines, to use sensor
and actuator networks and design and write applications themselves rather than
communicate their requirements to some programmers who could write programs
for them.

This has also given rise to further research on topics like in-network efficient
joins [17] using virtual sensor tables like representation of sensor data and query
distribution and processing in the network.

1.2.2 In-network Versus Base-Station Processing of Sensor Data

In order for a cyber-physical system to make intelligent decisions the input comes
from a sensor network. Traditionally these sensor networks have had wired
communication but with the improvement in technology the micro-electro-
mechanical sensing devices equipped with wireless radio modules emerged. These
devices when deployed in a field network with each other forming what is com-
monly known as a wireless sensor network. These sensor networks generally are
structured in a way that a base-station or a sink node acts as the root and the rest of
the sensors form a routing tree rooted at the sink node. Generally these sensors
sense and send raw data to the sink which acts as a gateway providing the actuators
with an actuation signal after processing the raw data. However, this model is
in-efficient as the sensor nodes deplete their batteries quickly because of sensing
and sending raw data without any processing. Later protocols diverged from this

Configurable, Energy-Efficient, Application- and Channel-Aware 13



sense and send model and moved to sense and send only if needed model, like if
the data exceeds a given threshold. Still these threshold based models were
in-efficient as when the threshold exceeds the data is still sent without applying any
processing or aggregation scheme. Another improvement over the threshold based
model is sense, process and send only if needed approach. This model is popularly
known as In-network processing. This model is a good improvement over the other
two models and has been able to successfully improve the sensor network lifetime
and as a result the lifetime of the whole cyber-physical systems.

In Industrial automation systems the wired sensor and actuator networks are
still dominant and in-network processing of sensor data is not the norm. The data is
generally processed at a central controller or a master node and the actuators are
also controlled from there. Examples of such systems are Actuator-Sensor Inter-
face (ASi), Controller Area Network (CAN) and Controller Area Network Safety
(CAN-Safety), CAN in Automation (CiA), CANOpen [5], DeviceNet etc.

1.2.3 Impedance Mismatch Between the Application Layer
and the Middleware

One of the primary goals of a middleware is to provide services to the applications
that match the needs of applications. Even better strategy for a middleware is to
show adaptive behavior in the face of changing needs of the applications under
evolving network conditions. However, most middleware for cyber-physical
systems fail on these counts. This problem of impedance mismatch between the
needs of applications and the services that a middleware offers makes many
middleware unsuitable for real-world deployments. Ideally speaking, for appli-
cation developers focusing on the application logic and its associated problems
should be the only concern. Using a middleware that offers little qualitative and
adaptive services to the applications make the problem worse for the application
developers as they not only face the problem of implementing the application logic
but also the problem of taking care of the issues in the layers underneath the
application layer while developing applications. The impedance mismatch
between the middleware services and the application needs thus adds to the
worries of the application developers. Therefore, in order for cyber-physical
middleware to avoid this impedance mismatch, the dynamic adaptive behavior in
their services should be provided.

1.2.4 Message Transport Reliability in the Network

As an essential part of a cyber-physical system the sensor networks need to pro-
vide the input required for intelligent decision making in these systems reliably.
The wireless communication has always reliability concerns and it is the single
most important factor for keeping this technology out of the most safety related
industrial applications. Message retransmission schemes on the transport layer
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tend to increase the message delivery costs. The schemes incorporating either
explicit message acknowledgements (ACK) or implicit acknowledgements (IACK)
and their variants are widely used to provide better message delivery reliabilities.

1.2.5 Localization of Sensors and Time Synchronization Issues

As opposed to other distributed systems the link between a sensor node and its
location is much stronger. The reason for this stronger link is very obvious. In most
applications not only the sensed information is of significance but also the place
this sensor reading is taken at is equally important. Without the location infor-
mation the sensor reading will be meaningless. Therefore, the localization of
sensors is an important issue in sensor networks and thus in cyber-physical systems
also. Determining the sensor locations is not very trivial as most sensor nodes are
without any positioning hardware on them, e.g. GPS modules. The GPS modules
would make the cost of the nodes higher as well as they would drain the batteries
of these nodes quickly. Another problem with the GPS based localization is that
the GPS signal doesn’t get through dense vegetation and inside buildings. The
positioning methods based upon directional antennae have also been suggested but
again such special hardware increases the cost of the sensor nodes. Methods based
upon triangulation and time of flight and time of arrival of radio signal have shown
promise and are mostly used also.

Time synchronization issues in a sensor network are also very important to
consider for two reasons. The first and foremost is to maintain synergy between
sensing and actuation in a real-time system where late actuation is equivalent to no
actuation. The second reason is that the sensor readings make sense only in the
context of space, where they were taken, and time, when they were taken.
Maintaining the sensor clocks synchronized, by no means, is an easy task. There
have been several protocols that have been suggested in the literature for this
purpose [33] but most of them have high overhead. Also keeping a protocol’s
overhead low and still ensuring a good degree of time synchronization is a chal-
lenging task.

1.2.6 Hardware Constraints

The nodes used in wireless sensor and actuator networks are known to have
constrained resources in terms of memory, processing power, sensing range,
communication bandwidth, and communication range. Generally these nodes are
battery powered. Therefore, ensuring network longevity by controlling battery
usage is of critical importance. Different energy scavenging or harvesting tech-
niques have been applied to enhance the operational life of sensor nodes. However,
the additional hardware required for the purpose increases the cost of the nodes to
make them infeasible for the applications where low-cost nodes are a prerequisite
for the success of the deployment.
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The controllers used for process control in industrial automation, like AS-i
master nodes that lie at the interface between the more resourceful fieldbus devices
and less resourceful actuators and sensors, generally possess better hardware
resources than the sensors and actuator elements in the system. That said, these
controllers still are considered constrained in resources and whatever software is
written for them has to work within these constraints.

1.3 Additional Issues for Cyber-Physical System Middleware

In addition to the issues discussed in the previous section, there are issues that are
important for the applications in cyber-physical systems. This section describes
some of them. The middleware approaches that are developed for cyber-physical
systems should consider these issues important and they should have mechanisms
in place to cater for these issues. It is by no means a comprehensive list but it does
shed light on important issues like configurability, energy-efficiency, application
and channel-awareness.

1.4 Putting Configurability into Context

Configurability in the context of a cyber-physical system middleware is the ability
of the middleware components to adapt them to better cater for the needs of the
applications running and using their services. This implies that the applications,
that use the services provided by an underlying middleware, should be able to
dictate their preferences to the latter or a component thereof. The middleware and
its components on their part should have the capability to adapt to the needs of the
application. One aspect of this adaptability could be to make several protocols
available that an application can choose from. However, in resource constrained
devices such a connotation of adaptability is difficult to support. Therefore,
CEACH protocol, which is developed around the ACDMCP protocol presented in
[29] and is described later in this chapter, also provides a range of choices for the
applications. It allows applications to dictate their preferences on a number of
aspects including, among others, residual energy, link reliability, hop-distance, and
neighborhood size of a node in the network.

1.4.1 Energy-Efficiency

Since the sensor nodes used in most sensor network deployments are operated on
two AA size batteries, it is one of the primary concerns for network designers as
well as for application developers to follow such network architectures as well as
application designs that enable conserving the battery power of the nodes as much
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as possible. One might wonder why we can’t use more powerful batteries that can
hold longer and keep the network operations intact for a longer period of time.
However, due to form- and cost-factor of these devices, more powerful batteries
can not be put on them.

One of the most important criteria for the success of an approach for these
systems is its energy efficiency. Since energy efficiency has a direct impact on the
life of the network, the longer a node holds on to its battery power, the longer is the
network lifetime. Additionally, disconnections in the network, due to the death of
critical nodes in the network, are a known problem. It has been observed in most
sensor network deployments that the sensor nodes that lie close to the base station
die early than their counter-parts which lie further away from the base-station. One
logical reason for this phenomenon is the fact that the nodes that lie close to
the base-station have to process more messages on average than the nodes that lie
further away from the base station. Some in-network processing techniques have
shown promise in this regard, since they focus on processing the data in the
network and apply data aggregation techniques to lower the network traffic.
Therefore, a balanced use of energy in the network is a desired feature in most
sensor network protocols.

1.4.2 Application-Awareness

Application-awareness is another desirable feature in cyber-physical system
middleware but there are few approaches that actually possess this feature.
Application-awareness, in our opinion, can be categorized into two classes,
namely, adaptive and non-adaptive or static. Any middleware providing compile
time switches to adjust its services for the applications running over it belongs to
the non-adaptive or static application-awareness class. On the other hand, the
middleware that provides for mechanisms for run-time behavioral changes in its
services based upon application demands and the evolving network conditions
belongs to the adaptive application-awareness class. It is clear from the definition
of these classes that providing for adaptive application-awareness is much more
challenging than providing for non-adaptive one.

1.4.3 Channel-Awareness

Wireless links are prone to interference from a range of sources. These interfer-
ence sources include other co-existing concurrently happening wireless commu-
nications in the ISM1 band in addition to the multi-path interference and the fact
that a group of nodes are sharing the same wireless channel. As a result many

1 The ISM band is the radio band reserved internationally for the use of radio frequency energy
for industrial, scientific and medial purposes.
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protocols suffer performance problems and have low message delivery ratios.
Especially in a cyber-physical system message communication reliability takes a
completely different dimension and becomes much more relevant than, say, in an
experimental setup or a fun application. If a cyber-physical system is deployed to
do some safety–critical actuations based upon sensor input in a distributed net-
work, then certain message transport reliability guarantees have to be given to
meet the safety needs of the application.

If a given protocol takes the dynamics of the wireless channel into account and
takes measures to make the better use of this information for improving message
delivery ratios, we can say that the protocol is channel-aware and this feature itself
is termed as channel-awareness.

Unfortunately most application protocol developers leave the provision of
message transport reliability on the transport layer in the protocol stack [29], if the
transport layer is present at all. Some protocols do implement mechanisms for
channel-quality assessments and choose routing paths accordingly. Collection Tree
Protocol (CTP) suggested by [12] could be cited as an example in this regard.
Therefore, these protocols, which consider link reliabilities in the network layer
especially, have higher message delivery ratios than the ones which don’t. The
experimental results presented later in the chapter attest to this fact.

1.4.4 Hierarchical Clustering

Traditionally message communication in a WSAN or a WSN has been flat. The
need to structure these networks gained prominence as the size of the deployments
grew and the need to process the data in the network arose. Since in smaller
deployments each node could directly send data to the sink which would process it
and make intelligent actuation related decisions accordingly, earlier protocol
developers didn’t feel the need to structure the network into some sort of a hier-
archy. However, soon it was realized that even in single hop WSN considerable
energy savings could be achieved by clustering the network. Initial efforts to
hierarchically structure the network e.g. LEACH [14], represent an effort in this
regard. Later efforts departed from the single-hop network model assumed by
earlier protocols and clustering protocols for multihop sensor networks began to
emerge, e.g. HEED protocol [41].

There are also quite a few clustering protocols that have been suggested for
Mobile Ad hoc Networks (MANETS for short). Protocols like LCA [3] and WCA
[6] which have been suggested for MANETS have limited applicability in WSN
due to their focus on mobility of the nodes than on other attributes which are more
relevant in WSN.

The CEACH middleware service, described later in the chapter, utilizes
hierarchical clustering in an adaptive and application-aware way to provide for
in-network processing.
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1.5 The CEACH Approach

CEACH is an acronym for Configurable, Energy-efficient, Application- and
Channel-aware, Clustering based middleware service for WSAN. This section
begins with a description of the major features of it (see Fig. 4). That is followed
by the description of the network model assumed by CEACH. Important design
goals that are set for CEACH have been included also. The importance of channel
awareness and the way it has been accomplished in CEACH and its associated
benefits get a mention also. The description of how applications can dictate their
requirements to a network layer that models the network into a hierarchical
structure is also described. The cost metric used in CEACH for choosing cluster
heads distributedly and its configurability is also mentioned.

1.5.1 CEACH Features

Any middleware approach targeted at the resource constrained platforms like
WSAN should possess features that make it resource aware. One very important
consideration that the designers of many middleware services for WSAN overlook
is meeting the needs of the applications in the face of evolving network conditions.

Fig. 4 Major CEACH features
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Ignoring these conditions make such solutions vulnerable to excessive message
loss. Consequently, these protocols end up showing poor performance in terms of
data delivery ratios and reduced network lifetime.

In what follows, some of the features that the CEACH middleware service
possesses are described. They are presented comparatively with other relevant
approaches like HEED and the Collection Tree Protocol (CTP) [12]. Figure 5
presents the same comparison in a more succinct form.

Usage as a Middleware Service

One of the prime features that CEACH possesses is that it is conceived as a
middleware service and not merely as a network layer service which is agnostic to
the needs of the applications running on top of it. This is an important feature that
makes CEACH stand out among other clustering services like HEED and/or link
reliability based collection protocols like CTP. As a middleware service it offers
different data reduction functions like MIN, MAX, AVERAGE as well as different
data aggregation mechanisms. This enables applications to choose their desired
data reduction or a data aggregation function.

CEACH and Application Awareness

Applications running in a distributed WSAN could possibly have very different
requirements from one another. Experience has shown that the application
developers only like to focus on implementing the core application logic in the
application layer and the rest of the services, which are the responsibility of the
lower layers in the protocol stack anyway, they want them to be selectable and
configurable. The CEACH approach has been developed with these priorities in
mind. It provides applications enough freedom to specify their priorities, so that
they can achieve the desired shape and behavior of the network with the end result
of higher message delivery ratios and higher network lifetime.

Channel Awareness in CEACH

One of the major advantages that CEACH offers over other clustering services is the
channel-awareness feature in it. The core clustering service in CEACH incorporates

Fig. 5 Feature comparison
of CEACH with CTP and
HEED. If an approach
possesses a feature it is
shown with a ‘+’ sign, if it
doesn’t it is shown with a ‘-’
sign, and if it is an irrelevant
feature, it is shown with
a ‘/’sign
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link reliability mechanisms to improve the operational performance of the network
in terms of data delivery ratios and prolonged network lifetime. Unreliability of the
Wireless channel is one of the major factors for the non-adoption of this technology
in safety critical applications. It is only the channel aware protocols and middleware
that offer some promise for such applications. CEACH middleware service looks a
promising advancement that has the potential to achieve the same end. Channel
quality in CEACH is regarded as a property of the wireless link between two
communicating nodes in the network. The links in a wireless network tend to show
directional properties and link reliabilities can be different between a pair of
communicating nodes in either direction. For the same reason, CEACH considers
the wireless links as directional and tries to assess message communication reli-
ability on directional basis.

Energy Awareness in CEACH

Wireless ad-hoc networks like WSN and WSAN have traditionally been composed
of energy constrained nodes. The sensor nodes are generally operated on a pair of
alkaline (AA) batteries with limited lifetime. Research has shown that the major
energy consuming operation in the nodes is the radio. Therefore, for any protocol
or a middleware approach to be successful in such networks, it should possess
energy-awareness features. Despite this requirement, many approaches disregard
this factor altogether and doesn’t consider it a protocol design constraint. CEACH
middleware service incorporates such mechanisms that ensure better use of the
energy resources available to the nodes. Channel-awareness in CEACH also
translates into energy-awareness, since it is channel-awareness which enables the
nodes choose better cluster heads. Additionally, these cluster heads then choose
the best cluster heads as their upstream neighbor for upstream data traffic in the
network towards the base-station or the sink node. This happens only if the
application scenario demands it. The core clustering service also incorporates
residual energy of the nodes in choosing the cluster head nodes. This increases the
probability that the network structure will last longer without any reconfigurations.

Some WSN approaches try to conserve node battery power by utilizing efficient
duty cycling of the radio [4]. Such approaches work at the MAC layer and have
shown promise. However, the designers of the upper layers have mostly left the
energy awareness issue for the MAC layer to tackle. CEACH diverges from this
trend and applies energy-aware mechanisms in the network layer on top of the duty
cycling mechanisms offered by the MAC layer underneath.

Adaptive Transmission Power Control

This is another mechanism that is useful in conserving battery power of the nodes.
The basic physics books on radio communication tell that larger the distance
between communicating nodes, larger will be the communication cost. Considering
a perfect noise and interference free channel, this principle holds true. Therefore,
the nodes should not use maximum radio power available to them when they
communicate with the nodes lying in close vicinity. However, implementing such
mechanisms is not trivial. CEACH approach incorporates adaptive transmission
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power control in its core clustering service for both intra-cluster as well as inter-
cluster communication.

Any-Hop Clustering

Most clustering approaches like HEED, LEACH and other similar approaches
assume 1-hop clusters. The LEACH approach is even restrictive as it assumes that
all nodes can directly communicate with the base-station or the sink node. This
reduces the flexibility of these approaches especially in such deployments where
node density is non-uniform. CEACH approach, on the other hand, offers appli-
cations running on top of it to dictate the size of cluster themselves. The feature is
called any-hop clustering, since the application can decide the size of clusters
dynamically. If the application sees that in a given round of clustering the data
delivery ratio was low, despite assigning maximum importance to link reliability
feature, it can choose a different size of clusters for the next round of clustering.
Since cluster size has an impact on the level of data aggregation that is possible in
the network, choosing larger size clusters can improve the data aggregation effi-
ciency of the network.

Adaptive Beaconing

In order for a protocol to maintain its topology and keep its estimate of the link
quality updated, it needs to send short probe messages periodically on each of its
links. Sending such beacons too often enables the protocol keep its topology well
intact as well as a good estimate of link quality within its neighborhood. However,
it increases the communication overhead of the protocol, thus impacting the net-
work lifetime negatively. Since the wireless links tend to be dynamic, their quality
assessment needs to be continuously updated. The CTP protocol uses a mechanism
called adaptive beaconing, which simply means that a node’s beacon rate to its
neighbors is dependent on the link quality assessment itself. This enables a node to
have a low beacon rate, if the network is stable and vice versa.

The link assessment module in the CEACH approach diverges from the
beaconing model and uses actual data packets to assess link quality. This approach
has two advantages. First it doesn’t have any beaconing overhead. Second the link
assessments done using short beacons have lower probability of packet collision
than, say, actual data packets, simply because the latter are generally longer and,
thus, occupy the wireless channel for a longer period of time. Therefore, the link
assessments done using short beacons tend to overestimate the link quality.

Graceful Node-Failure Handling

In a static WSN, the most probable reason for a node failure is the battery
exhaustion, i.e. nodes generally fail, in a static network, when their batteries run
out of charge. Suddenly disappearing nodes add another dimension of complexity
to the problem of topology maintenance in the network. The beaconing mecha-
nism, as described in the previous section, can help resolve this issue as well.
However, the beaconing mechanism does discover dying nodes on a reactive basis,
i.e. if the link quality keeps on degrading on a given link and a node keeps on not
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receiving any acknowledgements back for its sent data packets, at certain point in
time the node declares the given link and its counterpart node as dead. However,
this entails lost data-packets and too many message (re-)transmissions (data,
acknowledgements, and beacons) resulting in higher energy consumption.

CEACH utilizes a more pro-active approach in discovering node failures. Each
node keeps track of its residual energy and that of its immediate neighbors. This
data is exchanged as part of cluster formation protocol. When a node runs low on
battery power, it sets energy-bit in its outgoing messages indicating that it is
running low on battery power and might soon not be available. Other nodes then
start looking at alternate nodes in their neighborhood to keep the network topology
intact. Secondly, when the nodes know the energy levels of their neighboring
nodes, they already make intelligent decisions while choosing their upstream
neighbors on the route towards the base-station. This is an additional assurance
that the nodes communication partners possess enough energy to keep the topol-
ogy intact for longer period of time than, say, in those protocols, like CTP, where
residual energy of the nodes is not considered.

Load Balancing

In protocols that follow a greedy approach, like CTP, HEED and many others, in
choosing the routing paths, it is generally not possible to balance the message
servicing load in the network. The nodes which possess high energy or better link
quality generally end up servicing more messages, because they are chosen by
more of their neighbors as communication partners thus creating hot-spots in the
network. Therefore, these nodes which lie at these hot-spots consume their bat-
teries at a higher rate and tend to die early. This results in a reduced total network
lifetime.

In CEACH approach, load balancing mechanisms are also in place which
prevent the hot-spot problem. Firstly, CEACH doesn’t use a single node or net-
work parameter, like residual energy or link quality, to make topology related
decisions. Secondly, the graceful handling of the nodes that exit the network
because of running low on battery power by making them inform their neigh-
borhood about it. Thirdly, cluster heads, which have the potential of becoming a
natural hot-spot, when consume their batteries up to a threshold give up their
cluster head role, preventing the hotspot and an early death problem.

1.5.2 CEACH Architecture

The CEACH middleware is architected in a way to provide services to the
application layer directly as well as to any other middleware that requires services
from it. Therefore, an application running in the network can dictate its prefer-
ences to the CEACH middleware service directly or through another middleware
regarding its network structuring priorities. The size of the node groups or clusters,
the characteristics of the nodes which should get priority in becoming group
leaders or cluster heads, their 1-hop neighborhood size, their residual energy, and
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hop-distance from the base-station or the sink node are examples of the prefer-
ences that an application or a middleware can dictate to CEACH.

The major architectural components that make up CEACH are shown in Fig. 6
and are the following:

• CEACH Link Estimation Module
• CEACH Neighborhood Management Module
• CEACH Core Clustering Service
• CEACH data reduction Module

Before describing details of these components it is appropriate to describe the
network model assumed by CEACH that will help put everything in the right
context.

1.5.3 The Network Model and Important Definitions

CEACH models a WSN as a directed graph G(V, E) with the set of vertices (V)
representing the set of nodes in the network and the set of edges (E) representing
communication links between the nodes. The communication links are symmetric

Fig. 6 CEACH middleware architecture for a typical sensor device
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in the sense that if a node (V1) can communicate with a node (V2) at a given radio
output power level pr, then the node (V2) can also communicate with the node (V1)
at the same radio output power level. However, the wireless links, in terms of
communication reliability, are not necessarily symmetric which shows their
probabilistic nature.

Communication link reliability (kei,j) represents the probability of a successful
packet transmission from a node (Vi) to a node (Vj) having a communication link
ei,j, where nodes Vi and Vj lie in each others’ communication range. Communi-
cation reliability on a link is an asymmetric property of the link, i.e. it depends on
the direction of the link. For instance, if the communication link reliability
between two nodes (V1 and V2) in the direction V1 ? V2 is kei,j, it might not be
the same in the opposite direction V2 ? V1, i.e.

kei;j 6¼ kej;i

All edges that are incident upon a vertex (node) represent in-Links of the node
from its one hop neighbors. The communication reliability on each of these
in-Links is termed as in-Link reliability (in-LR) of the node. Similarly, all edges
that emanate from a vertex (node) represent out-Links of the node and commu-
nication reliability on these links is termed as out-Link Reliability (out-LR) of the
node with its one hop neighbors.

In the multi-hop case, the directed path ~m between two nodes Vi and Vm of
length d-hops (3-hops in present case) is represented by ~m ei;j; ej;k; ek;l; el;m

ffi �
, where

the directed edges from Vi to Vm are given in their order of appearance starting
from the node Vi. Since link reliability is a multiplicative metric, on a multi-hop
directed path, it is the product of the link reliabilities of the constituent links of the
multi-hop directed path that constitute the communication reliability of the multi-
hop path. Consequently, End-to-end communication Link Reliability ELR(Vi, Vm)d

between two nodes Vi and Vm that lie d-hops from each other is the product of the
link reliabilities of all the communication links that make up the d-hop path
between Vi and Vm.

ELR Vi;Vmð Þd¼
Yd

e~m

kei;j

The neighborhood set of a node (Vi), represented as N(Vi), is composed of the
nodes that the node Vi can directly communicate with in a single hop at some
specified transmission power level. The neighborhood sets of neighboring nodes
overlap with each other. However, two neighborhood sets must have at least one
unique member to make them unique, i.e.

N Við Þ = N Vj

ffi �
; iff Vi = Vj:

The size of the neighborhood set of a node Vi is called the degree of the node
N(Vi). The set of all communication links for a node Vi with each of the nodes in
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its neighborhood set is represented as E(Vi). The values of the in/out-link reli-
abilities on each of these links can vary depending upon factors like transmission
power, presence of obstacles, multi-path interference, and presence of other
devices communicating with each other at frequencies in the ISM band. The
average of these values over all the in-links in E(Vi) for a node Vi is termed as the
Mean in-Link Reliability of the node. Similarly the Mean out-Link Reliability of a
node is the average of the communication reliability values on all the out-Links of
the node.

MLRin outj Við Þ ¼

Pk

j¼1
kei;j

k

where k is the size of the neighborhood set of the node Vi.
A Cluster Head (CH) is a node Vi such that it has the highest Cluster Head

Competence Value CHCVMLRin Við Þ (defined later) in its neighborhood set. A cluster
is composed of any subset (C) of the set of nodes (V), such that all elements of the
subset (C) are in either direct communication range of the cluster head (Vi) or are
transitively reachable through some member of C, which is called a Transitive
Cluster Head (TCH).

A direct Cluster Member (CM) is a node Vi such that it can reach the cluster head
in a single hop and that its Cluster Head Competence Value based upon LRout,

CHCVLRout , is better than its CHCVLRout with all other cluster heads that are
reachable in a single hop from it. If CHCVLRout of a node turns out to be equal for all
the cluster heads that are at 1-hop from it, then the node successively compares the
components of the CHCVLRout of the CHs to choose the best one to join. A k-level
Cluster Member of a cluster is a node Vi which joins the cluster through some
existing direct cluster member or some (k-1)-level cluster member. The k-level
cluster members also compare the CHCVLRout of all 1-hop neighbors which are
already cluster members or (k-1)-level cluster members and which have made a
cluster joining offer.

1.5.4 CEACH Core Clustering Service: Parameter-Space

The core idea of CEACH revolves around structuring the network into node
groups called clusters. In order to achieve this goal it uses important attributes
related to the individual nodes as well as to the network. It intelligently incor-
porates different incarnations of these, node and network level attributes, in
different phases of its operation. These attributes embody different aspects of the
requirements that either come from the application layer or are a result of
the evolving network conditions.

Important node and network parameters that can be incorporated in a given
routing scheme, either flat or hierarchical, hold the key to its effectiveness. Dif-
ferent routing protocols suggested in the WSN literature mostly focus on reducing
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the energy consumption of the nodes and thus strive for prolonging the life of the
network. The core idea in the CEACH approach is to focus only on the set of the
parameters which is relevant to grouping the nodes in order to structure the net-
work into a clustering hierarchy. In order to better understand the parameters and
their significance vis-à-vis the node grouping process, it is appropriate to cate-
gorize them either as node oriented parameters or network oriented parameters.

Node Oriented Parameters

Node oriented parameters, as the name suggests, are the ones which relate with
individual nodes in the network. These are the characteristics that either indicate
the behavior of a node or represent some of its static property. Here we provide
some examples of these parameters along with their significance and usage.

Node Identifier
One of the most fundamental parameters that represent a node is the node iden-
tifier. It is a static property of a node that generally doesn’t change during its
lifetime. Most protocols suggested for WSN and WSAN assume that each node
has a unique node identifier which may serve as its address also. However, there
are some protocols that disregard it citing the data oriented nature of WSN where
collected/sensed data takes precedence over static information about the node
which reported this data. The CEACH approach, however, assumes that each node
in the network has a unique identifier, which could be an IP address (in case of
TCP/IP based Internet of Things setup), or a simple positive integer.

Node Residual Energy
One of the primary concerns in wireless sensor and actuator networks, especially
where the nodes are operated on batteries, is to conserve the energy of the nodes
with an aim to prolonging the life of the network. Keeping this primary goal in
mind, many protocols have built-in mechanisms to make efficient use of this
important resource.

The CEACH approach also uses such mechanisms that enable it to ensure
balanced energy consumption in the network. This approach ensures that all nodes
consume their energy roughly at the same rate by using intelligent load balancing
mechanisms. Consequently the chances of developing energy holes in the network
are markedly reduced. Additionally, network connectivity can also be ensured for
a longer period of time.

Transmission Power
Most sensor nodes, available in the market and which are used in WSN deploy-
ments, are embedded with radio modules that can transmit at different output
power levels. This node characteristic is exploited by some protocols to conserve
battery power also, since radio is one of the biggest consumers of a node’s battery.
Duty cycling of the radio is an important feature of many MAC protocols [4].
Additionally, many routing schemes also utilize radio duty cycling to ensure
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longevity of the battery resource of the nodes. Moreover, a node’s neighborhood is
determined by its transmission power level. Higher transmission power levels can
increase the size of the neighborhood set of a node, since the node can reach and
discover more nodes at higher transmission power levels.

The CEACH approach also exploits different transmission power levels avail-
able to the nodes. More precisely, the CEACH approach uses different transmission
power levels for communication within the clusters (intra-cluster) and across the
clusters (inter-cluster). The higher transmission power level is used by the cluster
heads to communicate with other cluster heads in the cluster head overlay to
transport data in the upstream direction towards the base-station or the sink node.
However, if the sink node lies within low-power radio range of a cluster head, then
the latter uses low radio output power level to communicate with the former.

Network Oriented Parameters

Node Degree
Node degree, simply put, is the number of nodes that a given node can commu-
nicate with at a specific radio output power level. Since the neighborhood of a
node depends on the radio transmission power level used for communication and
since CEACH uses two different power levels for intra-cluster and inter-cluster
communication, this results in two different neighborhoods for a node depending
upon its role in the communication hierarchy. For ordinary nodes, i.e. cluster
members, there is a low power neighborhood, where low power is a defined power
level known to each node. For nodes in the cluster head role, there are two
neighborhood sets and consequently two values for Node Degree. Like the nodes
in the ordinary cluster member status, the cluster heads have a low power
neighborhood. However, for inter-cluster communication, they have a high power
neighborhood also that consists of those cluster heads which they can communi-
cate at the defined high power level.

Network Size
Total number of nodes in the network defines the network size. Some centralized
clustering approaches require the network size to be known beforehand for the
clustering protocol to work. However, the distributed clustering approaches like
the one used by CEACH also, because of their very nature, don’t require network
size to be known beforehand.

Hop Distance
One important parameter for any multi-hop protocol is the number of hops that a
given message needs to travel before arriving at its final destination. It also
indicates the volume of network traffic as higher number of hops means higher
number of message transmissions. Many routing protocols try to reduce the hop
distance between a given node and the base station while forming a routing tree. In
a multi-hop clustering protocol, hop distance is of significance in defining not only
the intra-cluster topology but also the inter-cluster topology. A communication
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path with lesser number of hops should be preferred over a path with higher
number of hops provided the average hop-length in the shorter path is not longer
than the average hop length in the longer path [8].

Sensor Data Correlation
Since a clustering hierarchy can be exploited for data aggregation and date fusion
purposes, clusters with the nodes which observe more cohesive sensor data can
perform better data fusion jobs than the ones where there is little correlation
between sensor readings of the nodes. Some recent approaches that emphasize data
fusion using clustering structures do emphasize the use of spatial data correlation
as one of the parameters while forming clusters. On the other hand, it could be
argued that parameters like temperature and humidity don’t change that abruptly
over shorter distances except for in controlled environments; therefore, sensor data
is correlated anyway in a given neighborhood in the network.

Link Reliability
Generally speaking, incorporation of link reliability information by routing and
clustering protocols can bring dividends. Since it is the quality of a communication
link that really defines communication cost over a link than any other factor, it
underscores the importance of considering link reliabilities in the clustering pro-
cess. Traditionally, metrics like hop-count, round-trip time and latency have been
used to estimate the quality of a routing path. These traditional metrics, however,
have shown to be of lesser significance in estimating quality of wireless links in
WSN [23].

Specifically, the minimum hop-count metric has been used extensively in
wireless networks to choose better routing paths in several protocols. However,
Expected Number of Transmission count (ETX) metric suggested by [8] have been
shown to be better than the simple hop-count metric. There are quite a few metrics
that have been suggested in the WSN reliability literature that could be used as
such for this purpose. They have been included here along with their significance
in the clustering process and their ease or difficulty of assessment. Important
aspects of a metric are: the ease of its measurement, its effectiveness and its
representativeness of the quantity that it measures. A given metric which is
straightforward to determine but is not representative of the physical quantity that
it is supposed to measure is not a good metric. With the same principle in mind, we
list the available link reliability metrics along with their significance, ease of
measurement and representativeness (see Fig. 7).

Hardware Oriented Link Quality Estimators
One category of link quality estimators are called the hardware based estimators,
since their estimation is based upon the data provided by the radio hardware. They
are very conveniently and rather easily obtained from the radio chip on the node.
They, however, have been criticized for not being truly representative of the link
quality [23]. Some of the more well known hardware oriented link assessment
metrics are:
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• Received Signal Strength Indicator (RSSI)
• Signal to Noise Ration (SNR)
• Link Quality Indicator (LQI).

Software Oriented Link Quality Estimators
Software oriented link quality metrics are shown to be more representative in
describing the quality of a link. These metrics are generally harder to obtain than
their hardware counter-parts. But their suitability to representing quality of a link
more accurately outweighs the difficulty that one faces in assessing them.

• Packet Reception Ratio (PRR)
• Required Number of Packet Transmissions and Retransmissions (RNP)
• Expected Number of Transmissions (ETX)
• Fourbit (4Bit)
• Exponentially Weighted Moving Average (EWMA)
• Window Mean with Exponentially Weighted Moving Average (WMEWMA)

(t, a).

Packet Reception Ratio (PRR)
Simply stating, Packet Reception Ratio (PRR) on a given link is the ratio between
the number of packets sent over the link to the number of packets that is actually
received. Since PRR doesn’t take into account the underlying distribution of the
packet losses over a given link, it tends to overestimate the link quality.

Required Number of Packet Transmissions and Retransmissions (RNP)
RNP is a metric suggested by [7] for assessing quality of low power wireless links.
According to the authors, RNP shows good co-relation with the temporal prop-
erties of a wireless link. It measures the total number of transmissions needed to
deliver a packet over a wireless link in a network where Automatic Repeat Request
(ARP) for an undelivered packet is enabled. One issue with this metric is that it
assumes that the underlying packet distribution for the wireless links in the net-
work is known apriori.

Expected Number of Transmissions (ETX)
De Couto et al. [8] suggested Expected transmission count (ETX) on a given
wireless link as an estimate of the number of packet transmissions and retrans-
missions, including acknowledgements, that are expected between two nodes for a

Fig. 7 Metric space for link reliability assessments in ad-hoc wireless networks
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successful unicast packet transmission. It is relatively a simple metric to compute
and precisely for this reason is quite popular link estimation metric in the research
community. ETX for a link, between two nodes A and B, can be computed as
follows:

ETX ¼ 1=PRRA!B � PRRB!A

It is a beacon based metric, in the sense that a node uses beacons, and not data
packets, to estimate link quality using ETX. Packet Reception Ratio in each
direction between two nodes need to be computed in order to know ETX for that
link.

Fourbit (4Bit)
It is a link estimation metric that utilizes information from PHY, Link, and
Network layers. A link assessment metric should be accurate/precise, responsive
and should provide useful information. Its main argument is that PHY layer
provides per packet information and misses the temporal variations in the channel
quality. The PHY layer provides the channel quality information for the suc-
cessfully received packets, thus over estimating the quality of a link. At the Link
layer the acknowledgement mechanism can be used to keep a count of the
acknowledged and unacknowledged packets thus generating a very accurate
estimate of the quality of the link. ETX operates at this level, but it uses dedicated
probe broadcasts to assess the link quality assuming that these probe broadcasts
show the same behavior or follow the same pattern as the actual data traffic.
Moreover, the network layer has the routing information, thus it has the knowledge
which links are most important to routing.

However, estimating link quality at the network layer is inefficient and slow to
adapt to the changes in the link quality.

Window Mean with Exponentially Weighted Moving Average (WMEWMA)(t, a)
This metric measures link quality as a percentage of the packets that are received
undamaged over a given wireless link. It tries to compute an average success
packet delivery success rate during a given time window of duration (t).
WMEWMA then tries to smoothen this packet delivery success rate with an
Exponentially Weighted Moving Average (EWMA). The tuning parameters used
by WMEAMA are the time window for the current delivery success rate mea-
surements, t, and a history contribution factor, a. Since this metric incorporates
history into its measurements, it is considered to represent quality of a given link
better than the metrics that don’t incorporate history factor. The simplicity of the
metric along with less memory requirements and incorporation of the history
factor are considered its advantages. However, the metric has received some
criticism for requiring at least W packet transmissions before making an estimate
of the link quality.
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1.5.5 CEACH Link Estimation Module (CLEM)

Different link estimation metrics described in the previous section highlight the
significance that is associated with link assessments in routing and topology
maintenance in wireless ad-hoc networks. The incorporation of link quality
assessments while making routing or topology maintenance decisions has been
shown to pay dividends in terms of higher message delivery ratios [12, 29] and
longer network life times. However, some clustering protocols, like the one sug-
gested by [36], try to locate centers of mass in the network which act as cluster
heads. These centers of mass are the nodes that lie in the high node density regions
and at a central location in these high density regions where they are supposedly
more reachable from other nodes.

Additionally, several routing protocols are based upon the assumption that
energy consumption in a wireless network is a function of the distance between
communicating nodes. For precisely this reason many protocols use hop-count or
Euclidean distance between nodes to optimize parent selection in the network.
However, these approaches are naïve in assuming that the energy consumption in
the network is a function of the distance between communicating nodes. They
ignore the fact that such centers of mass in the network could not only create
hot-spots, having high message traffic and high energy consumption, but can
potentially be also low average link reliability regions.

CEACH approach shifts markedly from the centers-of-mass approach and
presents the idea of centers of high link reliability regions. These are the regions in
the network where the mean link reliability is high. Figure 8 depicts the process of
locating centers-of-high-link-reliability regions in the network.

Additionally, the nodes’ coloring scheme indicates their residual energy,
another parameter used in CEACH for determining cluster heads as well as
communication partners for upstream data traffic.

The link estimation module in CEACH is responsible for locating centers-
of-high-link-reliability. This module, in principle, can use any of the link
estimation metrics presented in the previous section. That said, for the results
presented later in the chapter, it uses WMEWMA to estimate link quality.

1.5.6 CEACH Neighborhood Management Module (CNMM)

Neighbor discovery in wireless ad-hoc networks like wireless sensor and actuator
networks is not a trivial task. Even if it is assumed that all the nodes are static, still
the nodes can die by running out of their battery power. The wireless links are also
prone to changes in their quality of service and there are occasions when a wireless
link is considered either too expensive to communicate over due to bad link quality
or completely unavailable due to outage of communication over it. These factors
make neighbor discovery a non-trivial problem in WSN and WSAN. Therefore,
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the neighbor-lists need to be kept up-to-date using some agile mechanism. Using
explicit beacons at fixed intervals add to the communication overhead especially if
the beacon interval is too low. Having a long beacon interval, on the other hand,
make the neighbor table entries unreliable. CNMM uses Neighbor Discovery
Messages (NDM) for the purpose. These messages are multi-purpose, as they not
only act as a neighbor discovery mechanism but also as a means to share other
information like residual energy of the node within its neighborhood. This scheme
of using a type of a message to achieve multiple goals keeps the overhead low.

CEACH Data Reduction Module (CDRM)
Since in-network processing is crucial to conserving battery power of the nodes
and in turn improving the network lifetime, CEACH provides in-network pro-
cessing in the form of data reduction functions. Data reduction in this context
refers to removing redundancy from data, e.g. threshold based data reporting, as
well as aggregation functions like MIN, MAX, and AVERAGE etc. Since these
functions can be applied on a dataset, applications can dictate a time window
called an EPOCH which is used by the CDRM to apply these functions. Moreover,
CEACH offers application of data reduction functions on a spatio-temporal basis,
thereby meaning that these functions can be applied on the level of a node as well
as on the level of cluster heads. The provision of these functions at the level of
cluster heads provides for the spatial data reduction in the network. The combi-
nation of spatial and temporal data reduction functions make CEACH middleware
appropriate for many sensor network applications where these features are
required.

Fig. 8 CEACH approach—locating the centers of high communication reliability in the network
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1.5.7 CEACH Clustering Service (CCS)

The core CEACH Clustering Service (CCS) provides two interfaces and also uses
two interfaces. The interfaces that it provides are the following:

• Interface to the application running over it and using its services, so that the
application can give its preferences over to the CCS.

• Interface to any middleware service that is using its services, so that the mid-
dleware can give its preferences over to the CCS.

The interfaces that CCS needs are the following:

• Interface from the Neighbor Management Module for gaining access to the
up-to-date neighbor list.

• Interface from the Link Estimation Module to gain access to the up-to-date link
quality statistics over various links that the node has within its neighborhood.

CCS uses a cost metric to evaluate the suitability of a node for becoming a
cluster head. The metric is named Cluster Head Competence Value (CHCV) and is
explained in the next section.

CEACH Clustering Service: The Cost Metric

CCS uses a weighted composite metric (CHCV) that incorporates important node
and network oriented attributes. The constituent attributes of this metric are
converted to indices, whose values vary between 0 and 1, using schemes that
ensure the desired contribution and impact of the attributes in the metric.

Residual Energy Index (REI)
If a WSN is structured into clusters, the nodes that form a cluster generally report
their data to the elected CHs, which normally applies spatial aggregation func-
tion(s), the type of aggregation function applied depends on the application
preferences, and forward these data to the base station either directly in a single-
hop or multiple hops. The role of the cluster head, thus, has some additional
responsibilities which put higher demands on their already constrained resources.
In some approaches, CHs are assumed to have better resources, e.g. long-life
batteries, than the normal nodes in the network. However, most clustering
approaches consider all nodes to have homogeneous resources. Therefore, it is
wise to consider the residual energy of the nodes while choosing CHs. The
approaches that consider residual energy of a node while choosing cluster heads,
however, mostly try to relate power consumption with the distance between the
nodes and not with communication link reliability.

CCS also attaches great importance to the Residual Energy (ERE) available to
the nodes and uses the information about it in different phases of its operation.
Many approaches that consider residual energy in structuring the network, assume
that all nodes have the same initial energy. However, unlike these approaches,
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CCS doesn’t make any prior assumptions about the energy homogeneity of the
nodes. It also takes a broader view of power consumption and doesn’t confine it to
just the distance between the communicating nodes. This point is worth noting,
since most approaches relate the power consumption to the distance between the
communicating nodes and ignore the quality of the link between them altogether.
CCS also defines a threshold value for the energy (ETE) of the nodes which marks
the bare minimum energy level a node should possess, if it is to take part in the
cluster head election process. This is a design parameter of the protocol and can be
tuned appropriately to suit the application needs and expected load on the CHs. As
soon as the ERE of a cluster head falls below the ETE, it gives up its cluster head
status and calls for re-clustering the network.

In each round of clustering, the ETE value is reduced by a specific percent of its
value in the last round. This is necessary to ensure that there are nodes that have
higher ERE than the ETE, which enable them to contest the cluster head election. It
could, however, be argued that a cluster head whose ERE falls below the ETE,
might become a cluster head again in the subsequent round, if ETE is dropped by a
certain amount in each round of clustering.

In reality it could seldom happen, since CHs consume more energy in carrying
out additional duties. So, even if a cluster head whose ERE has fallen below the
ETE and which has called for re-clustering the network, subsequently has a higher
ERE than the ETE after lowering the later, it might not necessarily be the best node
in its neighborhood to assume the cluster head role again. Each node is assigned an
REI between 0 and 1, as is given in the Algorithm 1, where 1 is the best value.
However, if a node’s ERE is below the ETE, it is assigned a minimum value of
0.001 to eliminate its chances of becoming a cluster head.

Node Degree Index (NDI)
Another aspect that the CCS incorporates in the CHCV metric is the size of the
node’s neighborhood, i.e. Node Degree. It gives an indication of the possible size
of the 1-hop membership of a cluster, should the node become a cluster head.
Therefore, in the cluster head election and cluster joining phases of the clustering
process, node degree is used in the CHCV metric. CCS uses the notion of Ideal
DEGree (IDEG), which serves the purpose of giving more importance to the nodes
that have the desired degree in becoming CHs. This could be used as a load
balancing mechanism in the cluster joining phase. Similar to REI, each node

Algorithm 1 DETERMINE REI 
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computes Node Degree Index (NDI) (as depicted in Algorithm 2) whose value
varies between 0 and 1, with 1 being the best value. This scheme ensures that the
nodes with degrees equal to the IDEG get a maximum value of 1 and other nodes
always get a value lower than 1. In the inter-cluster communication phase, how-
ever, CCS doesn’t use node degree to compute NDI.

There CCS uses each cluster head’s actual 1-hop membership count instead.
This scheme could be exploited to the benefit by CCS in two different ways.
Firstly, if CHs strive for a higher degree of aggregation in the network, they can
choose those CHs, as their upstream neighbors, which have a higher 1-hop
membership count. On the other hand, if the goal is to balance the load and
consequently energy consumption, then CHs with a lower 1-hop membership
count could be chosen as upstream neighbors because they have less cluster
management load and would possibly have a higher ERE too.

Link Reliability Variants
The CHCV metric slightly differs in each phase of the CCS’s clustering process.
In the cluster head election phase, Mean in-Link Reliability (MLRin) is used to
calculate it and is accordingly represented as CHCVMLRin Við Þ.

CHCVMLRin Við Þ ¼ REI � IFREI þ NDI � IFNDI þMLRin Við Þ � IFMLR ð1Þ

The inclusion of MLRin in the above Eq. (1) guarantees that the nodes which are
strongly connected in their 1-hop neighborhood have higher chances of getting
elected as CHs. Please note that CCS includes the in-link reliabilities to compute
MLR because it assumes that most of the information flow, in a clustered network,
is in the upstream direction, i.e. from nodes to the CHs and then towards the sink.
It, however, doesn’t limit the application of CCS protocol, in any way, to the
scenarios where information flows in both directions. In such cases, MLR is
computed by considering both in and out link reliabilities of the edges that are
incident upon or are emanating from a node.

One important question arises because of the inclusion of MLRin or an average
ETX value of all the links that a given node has in its 1-hop communication graph.
Since the successful election of a node as a cluster head doesn’t necessarily mean
that all the nodes in its 1-hop communication graph will join it to form a cluster,
one can raise questions on the significance of using MLR as an important

Algorithm 2 DETERMINE NDI°
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parameter in electing CHs. If a node’s contribution in MLR to any of its neighbor’s
increases the latter and then in the cluster formation phase this node doesn’t join
the resulting cluster and instead joins some other neighboring cluster, even then it
doesn’t affect the validity of the cluster head election. In the cluster formation
phase, each node, lying at 1-hop from the elected CHs, uses (Eq. 2) which is
obtained by replacing MLRin in Eq. (1) with out-Link Reliability of the node with
the elected CHs to evaluate their cluster joining offers.

CHCVLRout Við Þ ¼ REI � IFREI þ NDI � IFNDI þ LRout Við Þ � IFLRout ð2Þ

The nodes that are not in direct communication range of any cluster head join
clusters transitively through existing CMs or TCMs. Their cluster joining decision
is also based upon a mix of attributes which is represented by Eq. (3). In the same
way, when the inter-cluster communication paths are formed, CHs use
CHCVELRin outj , which is obtained by replacing MLRin in Equation with end-to-end
out/in-Link Reliability of the cluster head with the sink node, to choose the best
upstream neighbor.

CHCVELRout Við Þ ¼ REI � IFREI þ NDI � IFNDI þ ELRout Við Þ � IFELRout þ
1
f
� IFf

ð3Þ

It is evident from the above three Eqs. (1, 2, and 3) that CCS incorporates
relevant notions of link reliabilities in all phases of the clustering process. Addi-
tionally, it incorporates node’s residual energy to make sure the nodes with higher
energy get preference in all phases of the CCS clustering process. The impact of
the constituent parameters of CHCV can be controlled by varying the values of the
Impact Factors (IFs) in the above equation. The value of each of these Impact
Factors varies between 0 and 1, and like any weighted average their sum equals 1.
CCS, however, avoids assigning a value of 0, which would effectively remove the
influence of that particular parameter from the metric. However, if a given
application demands maximum focus on only one of these parameters, then an
Impact Factor of 1 could be assigned to that parameter. The incorporation of
Impact Factors in CHCV adds flexibility and allows one to choose an appropriate
mix which suits the given application scenario.

1.5.8 Link Reliability and Hop-Distance

The third component of the CHCV metric depends upon a node’s strength of
communication links with its 1-hop neighbors, i.e. link reliability. Two types of
metrics could be used to assess reliability of a communication link, namely,
hardware based and software based, as described previously. Examples of the
hardware based metrics are Link Quality Indicator (LQI), Received Signal
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Strength Indicator (RSSI), and Signal to Noise Ratio (SNR). These metrics are easy
to obtain directly from the radio hardware. However, they are calculated by the
radio hardware only for the successfully received packets and that too on the basis
of the first 8 symbols of the received packet. They have also been shown to be
inadequate to properly represent the quality of a communication link. Among the
software based link reliability metrics, the most well known are the Packet
Reception Ratio (PRR) and its derivatives. CCS uses WMEWMA to quantitatively
represent the reliability of a communication link. The hop-distance, (represented
by 1 in Eq. 3) between either a k-level CM and its cluster head or a node and
its upstream neighbor in the inter-cluster communication, can influence commu-
nication costs. Although the multiplicative nature of the end-to-end link reliability
takes care of the hop-distance implicitly, it fails to distinguish between two multi-
hop routes where link reliability has a maximum value of 1. CCS, therefore,
incorporates hop-distance into the CHCV metric (Eq. 3) wherever multi-hop paths
are involved. This enables the nodes, while evaluating either k-level cluster
membership offers or potential upstream neighbors in the inter-cluster communi-
cation, to minimize their hop-distance and, thus, lower the communication cost.

1.5.9 CEACH Clustering Service: The Cluster Head Election

At the beginning of the CCS cluster head election protocol each node is in the UC
state. The first task is to determine the neighborhood set N(Vi) of each node as well
as the initial link reliabilities within the neighborhood set. It is achieved by ran-
domly broadcasting Neighbor Discovery Messages (NDMs) with one of the lower
transmission power levels PTX available to the node. The higher transmission
power levels are allocated for inter-cluster communication. During this initial
phase of determining its neighborhood set, each node sends ‘‘n’’ such broadcasts
where ‘‘n’’ is a positive number whose value could be chosen depending upon the
degree of certainty required in determining the link reliability.

These repeated random broadcasts serve two purposes. For one, they help in
determining accurate N(Vi) of a node. Secondly, they help determine the link
reliability of each node with the members of its neighborhood set using WMEWMA
metric. In the first phase of clustering, i.e. cluster head election, each node
determines its Mean in-Link Reliability (MLRin) which is based upon the initially
exchanged NDMs.

However, upon re-clustering the network, the nodes utilize the messages
exchanged during the normal operation of the network to compute both in and out-
link reliabilities again using the WMEWMA metric. This takes into account the
time varying nature of the link reliability values of the links, since the information
used to compute them is gathered over a time window of duration (t). This also
adds to the adaptive nature of CEACH, since between two clustering periods each
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node collects statistics on its successful or otherwise message transmissions with
its 1-hop neighbors. These statistics are shared within the 1-hop neighborhood in
each new round of clustering, so that they could be used to recompute link reli-
abilities. Thus each node has more reliable data on its communication links which
enables it to make better decisions in each successive round of clustering. One of
the design parameters of CEACH, which has been included to ensure that only
high energy nodes compete for becoming CHs, is the threshold energy (ETE).
Figure 9 shows a WSAN which has been structured by CEACH middleware
service as well as a possible actuation scenario in an industrial setting.

Fig. 9 A WSAN structured by CEACH middleware service, showing a possible actuation
scenario of industrial scale ventilators to implement air quality control mechanisms in hazardous
work environments
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Algorithm 3 CLUSTERING (PHASE-1: CH ELECTION) 

This is the bare minimum residual energy of a node which allows it to assume the
role of a cluster head. Since CCS wants to achieve well balanced clusters that don’t
vary in size greatly and which can also minimize the interference (should the
application desires some TDMA based MAC scheme inside the clusters), CCS can
achieve that by assigning an appropriate value to the IDEG design parameter. This
parameter defines CCS’s preferred cluster size. In the experiments, it has been
assigned a value of 4 which simply means that the nodes having a degree of 4 are
favored in becoming cluster heads. This value could be changed easily, if the
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application requirements are to have clusters of some specific size. The way CCS
utilizes it in the cluster head election phase is shown in the Algorithm 3.

It ensures that a node, having a degree closer to IDEG, is preferred to assume
the role of cluster head in its neighborhood. The three parameters that make up the
metric, which is used in cluster head election phase of the clustering process, are
shared with the nodes in the 1-hop neighborhood. Each node in the CHC state
determines if it is the best suited node to assume the role of a cluster head by
comparing its CHCVMLRin Við Þ value with that of its neighbors. Ties are broken by
comparing the constituent parameters of the CHCVMLRin Við Þ metric in the desired
order. Currently, CCS resolves ties by comparing the nodes’ MLRin, ERE, and NID
respectively. This order is based on the observation that a node having relatively
higher energy can dissipate it quickly, if it has poor link reliability with its
neighbors in its 1-hop neighborhood. Finally, the best node assumes the cluster
head role and broadcasts its cluster joining offer to its 1-hop neighbors to form
clusters. Figure 10 shows the CCS’s clustering phase in a state-transition diagram.

1.5.10 Cluster Formation

In the cluster formation phase of CCS, the nodes wait, a specific amount of time, to
hear cluster head announcements (cluster joining offers). Upon hearing these
offers, each node selects the best offer using the CHCVLRout Við Þ metric. In this metric
out-Link Reliability is used, since it is more relevant in a clustering hierarchy as
most of the communication takes place from the nodes to their respective cluster
head. It, however, can be replaced with a metric like Estimated Transmission count
(ETX) (or WMEWMA) that includes both in and out link reliabilities, should the
application requirements necessitate so.

If two offers have the same value for CHCVLRout Við Þ, nodes use out-link reliability,
degree, ERE, NID respectively to break the tie. The nodes that lie outside 1-hop
range of the elected CHs cannot hear any cluster head announcements directly.

They, however, receive offers from existing CMs or TCMs to join a cluster
transitively. Once a node hears such offers, it uses CHCVLRout Við Þ to evaluate them.
Here the notion of end-to-end link reliability of the complete d-hop path to the
cluster head is used instead of a greedy approach whereby out-link reliability to the
nodes offering transitive cluster membership is used. CCS chose this end-to-end
approach because of its obvious advantage over the greedy approach. The greedy
approach would suffer if the multi-hop communication link up to the cluster head
has low link reliability after the immediate neighbor. In case of a tie between two
offers, nodes use ELRout between themselves and their cluster head, hop-distance
to the cluster head, degree, ERE, and NID to break the tie. The Fig. 11 shows in/
out-link reliabilities on the edges between nodes. The ELRs are shown with lines
that span more than one edge length. Node-12 is faced with a complex cluster
joining decision. It has no CH in its 1-hop communication range. After receiving
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transitive cluster joining offers, it finds out that there is a tie on the basis of the
value of the CHCVELRout Við Þ metric in all the three offers that it receives. If it were
to take a greedy approach, it should accept that offer with the highest out-LR,
which in the present case is not applicable, since on all three out-links it has the
same out-LR (0.5). On the contrary, it takes an end-to-end approach and compares
the offers on ELR basis. The ELRs on two paths have the same value of 0.35. In
order to break this tie, it successively compares the other parameters that make up
the CHCVELRout Við Þ metric, ultimately breaking the tie using ERE. Therefore, the end
result is that the node-12 chooses CH-5 via TCH-4 instead of CH-7 via node-3,
since the node-4 has a higher ERE than the node-3, assuming everything else being
equal.

Fig. 10 State-transition diagram depicting different states a node goes through during the
execution of CCS
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Algorithm 4  CLUSTERING (PHASE-2: CLUSTER FORMATION) 

•

• •

• •

•

•

•

•
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The usefulness of TCHs can be exploited by CCS if it makes them share the
cluster management load with their CHs by registering the TCMs with themselves
and bearing all the responsibility of aggregating and forwarding their data to the
CHs. In this way, the CHs receive one aggregated message from a TCH which
represents data of both TCH and its sub-neighbor(s) or the nodes which are TCMs
via it. In case a CH loses its status, the TCMs can be informed of this change by the
CHs. The adaptive nature of the CCS allows nodes to switch clusters, if they
receive a better offer, even after they have accepted an earlier cluster joining offer.
This, however, raises some concern regarding the network state consistency, as
multiple CHs or TCHs can have a node listed as their CM or TCM respectively.
This issue is resolved in CCS by exploiting the broadcast nature of the wireless
communication as explained below.

•

•

•

Algorithm 5  CLUSTERING (PHASE-3: INTER-CLUSTER 
COMMUNICATION) 
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•

•

•

Fig. 11 Cluster formation process of CCS
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Maintaining Network State Consistency

CCS makes use of the broadcast nature of the wireless communication to its
advantage and exploits it to ensure network state consistency. For instance, after
accepting a cluster joining offer, the node broadcasts either a Transitive Cluster
Joining Notification (TCJN) or a Cluster Joining Notification (CJN), depending
upon the type of cluster membership (direct or transitive), which includes the NID
of the chosen CH/TCH. When a node receives CJN/TCJN, if it finds that it has
been selected as a CH/TCH, it marks the sender as its CM or a sub-neighbor (TCM)
in case of a transitive membership. If some other CH/TCH had the sender as its
CM or TCM before, it un-marks the sender after finding out that it has joined some
other cluster as a direct or transitive member. This approach exploits the broadcast
nature of wireless communication and has a higher probability of keeping the
network in a consistent state than the one where such notifications are unicast.

1.6 CEACH: Inter-Cluster Communication Overlay

For the sake of Inter-cluster Communication (ICCOM), the CHs form a multi-hop
communication overlay in which communication takes place at high power. The
process is started at the sink node, which broadcasts messages at high power that
are meant for discovering CHs in its 1-hop range. The sink node broadcasts
multiple messages to assess the link quality with the CHs in its 1-hop range. Upon
hearing these messages, the CHs discover that they are at 1-hop from the sink
node. They further broadcast this message at high power, with their hop count
from the sink and the address of their upstream neighbor (which is the sink node
itself for the CHs that are at 1-hop from it) along with number of times heard from
the upstream neighbor, end-to-end in-link reliability with the sink, ERE and direct
membership count (number of direct CMs). Upstream neighbors overhear this
forwarded message (kind of an implicit ACK (IACK)) and use information con-
tained therein to assess its in- and out-Link reliability with the sender. The sink
node and other upstream CHs send a Block ACK (BACK) to inform their down-
stream CHs of the number of times heard from them, information which is useful
for them to compute their out-link reliability with their upstream CHs. Since it is
very likely that the sink finds no CH in its 1-hop range, it broadcasts messages at
low power also to discover ordinary nodes that lie in its low power 1-hop range.
The same procedure is followed by the low power 1-hop neighbors of the sink
except for that they send an ACK for each ICCOM discovery message that they
hear from the sink. This ACK is used by the sink to assess its in-link reliability with
these nodes. If a CH hears both high power as well as low power ICCOM dis-
covery message sent by the sink, it uses low power to communicate with the latter
instead of using high power. The sink also sends a BACK at low power to inform
its 1-hop neighbors of the number of times it heard from each of them, information
that is useful for these nodes to compute their out-link reliability with the sink.
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These nodes forward the ICCOM discovery message further so that their CHs can
discover routes back to the sink through them. In this way, these nodes serve as
gateway nodes for ICCOM when either two CHs can’t directly communicate at
high power or a CH can’t directly reach the sink node at high power. During the
normal operation of the network, when CHs receive data from their CMs and
aggregate it, if needed by the application, and relay it towards the sink using the
ICCOM. If a CH finds no high power CH or the sink node in its 1-hop range, it
uses one of these gateway nodes and forwards messages at low power to it. The
CHs that lie at 1-hop low power range of the sink node also send the data to the
sink at low power rather than sending it at high power. This adaptive power control
contributes to conserve the battery of the nodes and helps prolong the life of the
network.

1.7 Fuzzy-CEACH: Fuzzy Logic Based Cluster-Head
Election

Fuzzy logic based description of the cluster head election process of Fuzzy-
CEACH offers some interesting insights. The Fuzzy descriptors used for the
cluster head election are the same as described in an earlier section, namely,
node’s residual energy, node’s degree, node’s in- and out-link reliabilities with its
one-hop neighbors, node’s hop-distance from a collection point/sink/or a central
base-station.

These fuzzy descriptors serve as inputs to the fuzzy logic based cluster-head
election process. This process, from the fuzzy logic perspective and following
Mamdani’s approach [26], consists of the following steps:

1.7.1 Fuzzification of the Crisp Inputs

The first step in the Fuzzy-CEACH is the conversion of the crisp inputs—residual
energy, degree, in-/out-link reliability, hop-distance from the sink—into their
respective fuzzy logic descriptors. These fuzzified descriptors are then allocated to
their respective fuzzy sets. This process is popularly known as fuzzification in the
fuzzy logic literature. This transformation involves assignment of crisp input
variables to the linguistic descriptors used in fuzzy logic. For the fuzzy logic
descriptor residual energy three fuzzy sets have been identified and they are Low,
Average, and High. In Fig. 12 we depict the distribution of these fuzzy sets over
the values of the fuzzy variable residual energy. Assuming a maximum residual
energy that the wireless nodes could have is 5,000 mJ, the fuzzy set boundaries,
which overlap and follow trapezoidal distribution, are shown in Fig. 12.

A node having a residual energy of 1,000 mJ, has a partial membership of the
fuzzy set ‘‘Average’’ with a degree of membership 0.2. At the same time it has a
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partial membership of the fuzzy set ‘‘Low’’ and its degree of membership in this
set is 0.35.

Similarly, if the in-LR descriptor has a crisp value of 0.6, as shown in the
Fig. 13, it will fall in the fuzzy set ‘‘Average’’ and its degree of membership will
be 0.76.

Here, the degree of membership of the in-LR descriptor against a crisp value of
0.6 falls exclusively in the ‘‘Average’’ fuzzy set and is not a shared membership
unlike in the previous example where residual energy had a crisp value 1,000 mJ
which got a shared membership in two fuzzy sets, namely, ‘‘Low’’ and ‘‘Average’’.

Figure 14 shows three fuzzy sets defined for the fuzzy logic descriptor Node
Degree which is the third component considered in the Fuzzy-CEACH for
choosing cluster heads. The fuzzy sets defined for this descriptor are also ‘‘Low’’,
‘‘Average’’, and ‘‘High’’. The node degree descriptor for a node with degree 6
belongs to the fuzzy set ‘‘Average’’ with degree of membership of 1. This again is
a full membership, since the crisp value 6 is not shared among other two fuzzy

Fig. 12 Fuzzy sets for the
fuzzy logic descriptor
residual energy of the nodes
(assuming a maximum
residual energy of 5,000 mJ)

Fig. 13 Fuzzy sets for the
fuzzy logic descriptor in-link
reliability of a wireless link of
a node
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sets. Similarly, Figs. 15 and 16 show fuzzy sets for two fuzzy logic descriptors,
namely, hop-distance of a node from the base station and the out-Link reliability of
a wireless link of a node respectively.

1.7.2 Fuzzy Inference Engine

The core of a fuzzy system is the inference engine. It is this part where the fuzzified
inputs are processed using the fuzzy Rule-Base and fuzzy reasoning process. For
the cluster head election in Fuzzy-CEACH the Rule-Base used is given in Table 1.
In order to keep things simple, we show only three fuzzified descriptors, namely,
residual energy, node degree, and MLR in Table 1. The fourth fuzzified descriptor
used in cluster head election in Fuzzy-CEACH is the hop-distance from the base-
station. It is kept out of Table 1 to keep the table short and simple.

Generally, the linguistic variables used to represent fuzzy sets and their asso-
ciated membership degrees for a given input are processed using simple functions
like MAX (maximum) or MIN (minimum) depending upon the type of compound
proposition in the antecedent. If in the compound proposition in the antecedent the
individual statements are joined with a conjunction (and), the conjunction operator
(AND, which means minimum) is applied to get a concluding value. If in the
compound proposition in the antecedent the individual statements are joined with
an OR, the disjunction operator (OR, which means maximum) is used to obtain a
concluding value. For instance, the compound statement in the antecedent is a
conjunction: ‘‘if the color of a fruit is orange and the shape is round, then it is an
orange.’’ On the other hand the compound statement, ‘‘if the service quality is bad
or the food is not delicious or the food is very expensive, then the rating of the
restaurant is bad’’, is a disjunction.

In Fuzzy-CEACH the application of the minimum or maximum functions is
complemented by the importance that the application layer associates with each of
these fuzzified variables. For instance, a normal fuzzy rule-base would simply
apply either a MAX or a MIN function to get a resulting output fuzzy value.

Fig. 14 Fuzzy sets for the
fuzzy logic descriptor degree
of a node
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However, fuzzy-CEACH goes a step further in making the application layer’s
concerns addressed in terms of the preferences it associates with different fuzzy
descriptors.

In Table 1, the value of the ‘‘consequent’’ fuzzy variable CHCVMLRin Við Þ rep-
resents the chances of a node of being elected as a cluster head in its neighborhood.
The value of this output variable (‘‘consequent’’) varies between ‘‘Low’’ and
‘‘High’’. For instance, rule number 12 says that ‘‘If a node has an ‘‘Average’’
residual energy and a ‘‘Low’’ degree and a ‘‘High’’ MLR, then it should have a
‘‘High’’ value of the output variable CHCVMLRin Við Þ’’. Since CHCVMLRin Við Þ deter-
mines the likelihood of a node assuming the role of a cluster head, it is important
to determine a crisp value associated with the suggested fuzzified output value of
‘‘High’’ as dictated by the rule number 12. This process of converting the output

Table 1 Rule-base for the fuzzy logic based cluster head election process

Rules-base for fuzzy logic based CH election

Rule no. RE Node degree MLR CHCVELRout Við Þ�

1 Low Low Low Low
2 Low Low Average Low
3 Low Low High Average
4 Low Average Low Low
5 Low Average Average Low
6 Low Average High Low
7 Low High Low Low
8 Low High Average Low
9 Low High High Average
10 Average Low Low Low
11 Average Low Average Average
12 Average Low High High
13 Average Average Low Low
14 Average Average Average Average
15 Average Average High High
16 Average High Low Low
17 Average High Average Average
18 Average High High Average
19 High Low Low Average
20 High Low Average High
21 High Low High High
22 High Average Low Low
23 High Average Average High
24 High Average High High
25 High High Low Average
26 High High Average Average
27 High High High High

* The adaptive nature of Fuzzy-CEACH allows the allocation of importance factors to each fuzzy
logic input descriptor, thus influencing the decision outcome
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value from fuzzified form to its corresponding crisp form is termed as defuzzifi-
cation and is explained in the next section. The rule-bases for cluster formation and
inter-cluster overlay formation process are given in Tables 2 and 3 respectively.
We don’t describe these two processes in detail here for the sake of brevity. These
processes follow exactly the same pattern as the fuzzy-CEACH cluster head
election process.

1.7.3 Defuzzification of the Output

The application of fuzzy reasoning through fuzzy inference engine produces a
resulting fuzzy set which describes for each possible value how reasonable it will
be to use it. In simpler terms one can say that for every possible value one knows
the degree of membership to the resulting fuzzy set which indicates the reason-
ability of its use.

Fig. 15 Fuzzy sets for the
fuzzy logic descriptor hop-
distance from the base-station

Fig. 16 Fuzzy sets for fuzzy
logic descriptor out-link
reliability of a wireless link of
a node
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However, in a fuzzy system one would like to get a crisp value as an output that
the system applies or suggests to the user rather than a fuzzy set as an output. For
instance, we don’t want the system to tell us that the node has a high or low chance
of being elected as a cluster head. Rather we want the system to tell us a numeric
value for the CHCVMLRin Við Þ fuzzy descriptor, so that we can determine if the node
has a highest value in its one-hop neighborhood and if it is the node which will be
elected as a cluster head. This process of transforming the output fuzzy set into a
crisp value is called defuzzification.

Numerous approaches have been suggested in the fuzzy logic literature to
achieve defuzzification. Some of the most popular ones are: center of gravity
approach, center of singleton method, methods based upon finding maximum,
margin properties of the centroid methods.

Table 2 Rule-base for the fuzzy logic based cluster formation process

Rule-base for fuzzy logic based cluster formation

Rule no. RE Node degree Out-LR CHCVELRout Við Þ�

1 Low Low Low Low
2 Low Low Average Low
3 Low Low High Lowe
4 Low Average Low Low
5 Low Average Average Low
6 Low Average High Low
7 Low High Low Low
8 Low High Average Low
9 Low High High Low
10 Average Low Low Low
11 Average Low Average Average
12 Average Low High High
13 Average Average Low Low
14 Average Average Average Average
15 Average Average High High
16 Average High Low Low
17 Average High Average Average
18 Average High High Average
19 High Low Low Average
20 High Low Average High
21 High Low High High
22 High Average Low Low
23 High Average Average Average
24 High Average High High
25 High High Low Low
26 High High Average Average
27 High High High Average

* The adaptive nature of Fuzzy-CEACH allows the allocation of importance factors to each fuzzy
logic input descriptor, thus influencing the decision outcome
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Table 3 Rule-base for the fuzzy logic based inter-cluster overlay formation process

Rule-base for fuzzy logic inter-cluster communication overlay formation

Rule no. RE Node degree ELR-out Hop-distance CHCVELRout Við Þ�

1 Low Low Low Low Low
2 Low Low Low Average Low
3 Low Low Low High Low
4 Low Low Average Low Average
5 Low Low Average Average Low
6 Low Low Average High Low
7 Low Low High Low Average
8 Low Low High Average Average
9 Low Low High High Low
10 Low Average Low Low Low
11 Low Average Low Average Low
12 Low Average Low High Low
13 Low Average Average Low Average
14 Low Average Average Average Average
15 Low Average Average High Low
16 Low Average High Low Average
17 Low Average High Average Average
18 Low Average High High Low
19 Low High Low Low Low
20 Low High Low Average Low
21 Low High Low High Low
22 Low High Average Low Average
23 Low High Average Average Low
24 Low High Average High Low
25 Low High High Low Average
26 Low High High Average Low
27 Low High High High Low
28 Average Low Low Low Low
29 Average Low Low Average Low
30 Average Low Low High Low
31 Average Low Average Low Average
32 Average Low Average Average Average
33 Average Low Average High Low
34 Average Low High Low Average
35 Average Low High Average Average
36 Average Low High High Average
37 Average Average Low Low Low
38 Average Average Low Average Low
39 Average Average Low High Average
40 Average Average Average Low Average
41 Average Average Average Average Average
42 Average Average Average High Low
43 Average Average High Low High

(continued)
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Table 3 (continued)

Rule-base for fuzzy logic inter-cluster communication overlay formation

Rule no. RE Node degree ELR-out Hop-distance CHCVELRout Við Þ�

44 Average Average High Average High
45 Average Average High High Average
46 Average High Low Low Low
47 Average High Low Average Low
48 Average High Low High Low
49 Average High Average Low Average
50 Average High Average Average Average
51 Average High Average High Low
52 Average High High Low Average
53 Average High High Average Average
54 Average High High High Average
55 High Low Low Low Low
56 High Low Low Average Low
57 High Low Low High Low
58 High Low Average Low High
59 High Low Average Average Average
60 High Low Average High High
61 High Low High Low High
62 High Low High Average High
63 High Low High High Average
64 High Average Low Low Low
65 High Average Low Average Low
66 High Average Low High Low
67 High Average Average Low High
68 High Average Average Average High
69 High Average Average High Average
70 High Average High Low High
71 High Average High Average High
72 High Average High High High
73 High High Low Low Low
74 High High Low Average Low
75 High High Low High Low
76 High High Average Low Average
77 High High Average Average Average
78 High High Average High Average
79 High High High Low High
80 High High High Average High
81 High High High High Average

* The adaptive nature of Fuzzy-CEACH allows the allocation of importance factors to each fuzzy
logic input descriptor, thus influencing the decision outcome
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In Fuzzy-CEACH we make use of the center of gravity approach to achieve
defuzzification of the output fuzzy set. Figure 17 shows different stages of fuzzy
computations to produce a fuzzy output set for CHCVMLRin Við Þ, whose crisp value
according to the center of gravity approach comes out to be 30 %.

Defuzzified CHCVMLRin Við Þ ¼

P5

i¼1

xi:uðxiÞ

P5

i¼1

uðxiÞ
¼ 30 %

1.8 Experimental Evaluation of CEACH, CTP and HEED

CEACH is implemented in Contiki [10] which is an open source operating system
for programming low power WSN and other embedded systems used in the
Internet of Things. Its programming model consists of multiple processes running

Fig. 17 Fuzzy-CEACH—fuzzy logic based CH election process showing different stages of
fuzzy computations to obtain a crisp value for the output variable
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over an event driven kernel. It also supports multi-threading in the programs
through an abstraction called protothreads. Other features include dynamically
loadable modules, support for TCP/IP stack, Rime communication stack that offers
protocol independent radio networking and a cross-layer network simulation tool
called Cooja [11].

The performance of CEACH is compared against two well known protocols.
One protocol is from the clustering domain called HEED and the other one is from
link reliability based routing protocols domain called Collection Tree Protocol
(CTP). The Contiki CTP implementation is taken for the comparisons presented in
the subsequent sections.

Sample Application

In order to judge the relative performance of CEACH, HEED and the CTP against
each other, a sample application is used that makes each node in the network send
periodic data reports to the sink. The assumed period for these reports, called an
EPOCH, is 14 s. In both CEACH and HEED protocols, the cluster heads upon
receiving these data from their cluster members, apply desired data reduction
functions, MAX in the present case, and forward the aggregated data in the upstream
direction towards the sink through the clustering backbone. Since CTP is not a
clustering protocol, it doesn’t incorporate any data aggregation scheme. It, how-
ever, applies link reliability assessments in choosing more reliable routing paths.

Simulation Model

The results included in the subsequent sections are obtained using Cooja network
simulator. The simulator is used to simulate WSN random deployments without
any particular restrictions on the node density or distribution. The simulated nodes
are tmote sky [16]. The link reliabilities are controlled programmatically. Having
different reliabilities on different links help one assess the performance of a pro-
tocol. If a given clustering protocol or a routing protocol does consider link reli-
abilities, it should base its decisions on the assessed reliability values on different
links. This methodology is used to assess the performance of CEACH, HEED and
the CTP. Different network sizes are used to see the behavior of the protocols
when the network scales. The energy consumed by the nodes is assessed using the
power profiling mechanism [10] provided by Contiki. The same initial energy
of 1,000 mJ is assigned to each node in the experiments, unless otherwise stated.
The Contiki energy profiling framework measures times for which different
components of the nodes remain active. This information, along with current
consumption from tmote sky data-sheet, is used to compute the energy con-
sumption of a node.

Data Delivery Ratios

The primary objective for incorporating link reliability in route selection is to
ensure the selection of those communication paths that could transport data reli-
ably to the sink. For this purpose the CEACH approach incorporates different
incarnations of link reliability through different phases of its operation. In order to
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measure the performance of CEACH, HEED and CTP on reliability count, Data
Delivery Ratio (DDR) at the sink node is measured and the results are presented
here. Data delivery ratio, in principle, is the ratio of the number of messages that
are successfully received at a destination node, which is the sink in this case, to the
total number of messages that are generated by the network. The data delivery
ratios achieved by CEACH, HEED and the CTP are measured for different net-
work sizes and the results are presented here. For the CEACH protocol the value of
the Impact Factors (IFs) is also varied in the CHCV metric to assess its impact on
the data delivery ratios. The results are plotted in Fig. 18.

The different combinations of the values of the used Impact Factors (in percent)
are also shown in the legends part of the graph. They appear in the order IFREI,
IFMLRin and IFNDI. It is evident from this plot that CEACH does achieve high data
delivery ratios when appropriately high Impact Factor is assigned to the link
reliability parameter in the CHCV metric. Additionally, the data delivery ratio is
not adversely affected even when the network scales. The slight downward trend
that one observes in the graph is due to different network dynamics in each
deployment. It should be noted here that no explicit retransmissions are used and
each node just sends a message only once to its cluster head or TCH. The data
delivery ratios achieved by HEED and CTP are lower than that of CECAH in all
network sizes. This is because of the fact that HEED protocol remains completely
agnostic to the link quality in the clustering process and any good or bad
communication paths chosen by it are purely incidental.
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Fig. 18 Delivery ratio at the sink node for CEACH, CTP and HEED
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Network Lifetime

Several definitions of network lifetime have been suggested in the WSN and other
ad-hoc wireless networks literature. There has been no consensus on one definition
that could serve all application scenarios. This section describes the most widely
used definitions by the WSN and wireless ad-hoc networks community along with
their advantages and disadvantages.

The performance of the protocols is measured not only through data delivery
ratios at the sink but also by measuring the time, in milliseconds, at which major of
the nodes die making the network disconnected. The performances of CEACH,
HEED, and the CTP are plotted and shown in Figs. 19, 20 and 21.

First Node Dies (FND)

Some approaches measure the network lifetime as the duration of time between the
start of network operations to the instance of time when the first node dies. This
approach to measuring network lifetime, however, overlooks the basic purpose for
which the network is there in the first place, i.e. to sense and send data towards the
sink. Since these tasks could be carried on by the rest of the nodes after the death
of the first node, this approach fails to account for this simple fact. However, it can
still be used to characterize the protocols on their balanced energy consumption in
the network. Since the nodes which consume energy at a higher rate in the network
die first, the early death of a node may indicate a potential unbalanced use of the
energy in the network.
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Plot in Fig. 19 shows the network lifetime, in terms of FND, for CEACH,
HEED, and CTP. CEACH does a better job on all network sizes than HEED and
CTP, because of its balanced energy usage in the network and its usage of link
reliability assessments in choosing CHs as well as upstream inter-cluster routing
paths. Data reduction functions used in CEACH also help lower the network
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Fig. 20 Network lifetime in terms of half of the nodes died (HND) for CEACH, CTP, and HEED
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traffic, thus prolonging the network lifetime. CTP also does a good job in smaller
network sizes. However, as the network scales its performance degrades for not
using any data aggregation scheme.

Half of the Nodes Die (HND)

Another commonly used definition of Network lifetime states that it is the duration
of time between the start of the network operations to the instance of time when
half of the nodes in the network die. One apparent problem with this approach is
that it is not that convenient to determine if half of the nodes in the network have
actually died. It is normally the sink node that is responsible for determining how
many nodes have died and it does that on the basis of the received data/control
messages. This implies that there needs to be mechanisms in place for the sink
node to keep an account of all the nodes in the network and all nodes have to
continuously provide their residual energy status to the sink node. Additionally, if
the remaining half of the nodes in the network can still carry on their work and
provide the necessary coverage and successfully meet the fidelity constraints set by
the application, then the network should not be termed as dead.

On a positive side, HND metric does provide a basis of comparison between
networking protocols for wireless ad-hoc networks. The longer it takes, under a
given protocol, for the network to reach this milestone, the better is the protocol
and vice versa. Additionally in a simulated environment, it is relatively easy to
measure the network life time using this metric. Figure 20 shows the plot of the
HND metric for CEACH, CTP, and HEED. On smaller network sizes both
CEACH and CTP does well, whereas the HEED protocol performs poorly. One
possible reason for HEED to perform badly is the fact that it doesn’t incorporate
link reliability in choosing cluster heads and inter-cluster routing paths. As a result
the nodes spend higher energies in repetitive transmissions of the same message,
thus depleting them quickly. The clustering process of HEED also takes longer and
thus consumes more energy.

On smaller network sizes, like networks consisting of 30 odd nodes, CTP does
well in terms of HND metric. However, as the network scales, CTP’s performance
tends to suffer. One apparent reason for CTP to do well on small network sizes is
the fact that most, if not all, nodes can directly communicate with the sink node
and there are no parent nodes to be chosen and the protocol overhead in terms of
beacon messages doesn’t show up negatively on its performance.

Majority of the Nodes Die (MND)

This metric regards the network lifetime as the duration of time from the beginning
of the network operations to the instance of time when majority of the nodes die,
thus making the network disconnected and rendering it unable to carry out its data
communication tasks. This metric doesn’t have the shortcomings that mar the
other metrics, namely, FND and HND. Although finding an agreement over the
definition of what constitutes a majority of nodes in a wireless ad-hoc network like
a WSN, a WSAN, or a MANET is difficult, still this approach is most meaningful
for defining the network lifetime. One plausible definition of majority nodes is that
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when the sink node stops receiving data/control messages for a specific period of
time. This could mark the death of majority of the nodes in the network and that
the network cannot sustain its data communication tasks. This definition of the
network lifetime is very plausible and is used to plot the results presented here in
this section. The results presented below in Fig. 21 assume the network as dead
when the sink node doesn’t receive any data reports for successive 10 EPOCHS.

Again the CEACH approach shows better results, for MND metric, HEED and
CTP. The real effect of balanced energy usage in the network is reflected in this plot.
CTP does a better job than HEED but it doesn’t come close to the CEACH approach
on MND metric. The reason for this behavior lies in adaptive beaconing that is used
in CTP for link reliability assessments. As more nodes start dying due to running low
on battery, the remaining ones start reducing their beaconing interval, since the ETX
values on the links start getting higher, because the dead nodes can not send an
acknowledgement or a beacon. This makes the nodes that are yet alive to reduce the
beaconing interval even further ultimately causing a quick battery discharge.

2 CEACH for Distributed Event-Based Systems

CEACH middleware service could be applied in WSAN for quite a few scenarios
ranging from spatio-temporal in-network aggregation to energy efficient hierar-
chical routing. One promising application of CEACH in distributed event-based
systems can be to manage and control the distribution of event notifications. Since
publish-subscribe mechanisms have been found very practical for distributing
event notifications from producers to the interested consumers. The CEACH
approach suggests cluster head nodes in the network which are more capable in
terms of the attributes that are important for a given application. These nodes can
serve as event notification brokers (notification routers in Fig. 22) and can manage
the distribution of event notifications to the event consumers as and when they
receive a published event by an event producing node in a cluster. If both event
producer and consumer are part of the same cluster, then for an event broker the
delivery of the notification is local to the cluster.

However, if the event consumers are spread over multiple clusters, then a
federated system of brokers would be needed to distribute the event notifications.
Such a federated broker network could be generated using the inter-cluster com-
munication offered by the CEACH approach. Considering scarce resources in a
WSAN, having global knowledge at each cluster head of all subscriptions is not
feasible. Therefore, each cluster head could just manage subscriptions that belong
to its own cluster.

If a published event doesn’t have a relevant subscription in the same cluster, the
cluster head can broadcast this event notification at high power to its peers in the
federated overlay of cluster heads. Since only a subset of the nodes (cluster heads)
is involved in forwarding such event notifications, the overall communication costs
can be kept low.
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Figure 22 shows two event publishing nodes (node-1 and node-7). These nodes
detect different events, in the present case these are the event ‘Rain’ and the event
‘Fire’. The event ‘Rain’ is detected by node-1 and it publishes a notification for
this event and sends it to its CH. The CH keeps the corresponding event sub-
scriptions from the nodes within its cluster. There is only node-11 belonging to the
same cluster which is interested in the event ‘Rain’ and is, therefore, promptly
informed of the event by the CH via node-3. The node-11 might be attached with
an actuator to cause appropriate actuation for the event ‘Rain’, probably turning
the water sprinklers off in a garden as the plants don’t need watering when it rains.
This event notification is also broadcast by the CH in the cluster head overlay at
high power, as there might be other nodes belonging to other clusters which are
interested in the event ‘Rain’. The CHs receiving the ‘Rain’ event notification
check their subscription lists of their members and if there is a member node
interested in this event, it is promptly informed of the event through the event
notification. In the present case two nodes (9 and 12) belonging to different
clusters receive the event ‘Rain’ notification. The other event ‘Fire’ is handled in a
similar manner in the network.

3 Conclusions

The chapter described important issues faced by cyber-physical systems, in gen-
eral, and WSN and WSAN in particular. Some important application areas of
cyber-physical systems have also been described. For Cyber-Physical systems to

Fig. 22 Application of CEACH middleware service in a publish/subscribe based distributed
event based system
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achieve wide-spread acceptance and success, the issues like reliable communi-
cation of events between different wirelessly communicating nodes of the system,
application- and channel-awareness and energy-efficiency have to be addressed.
The CEACH approach, described in this chapter, makes few strides towards
achieving these goals. The initial results are encouraging and they show the
promise that the CEACH approach offers for Cyber Physical Systems. However,
there is a need to investigate the suitability of the CEACH approach in more
challenging application scenarios. One such area is distributed event based systems
where event notification distribution can be achieved using the CEACH approach.
However, this area also needs to be further investigated and the suitability of the
CEACH approach in this area needs to be established further by experimental
results. The chapter also described Fuzzy-CEACH which is an extension of the
CEACH approach and uses fuzzy logic principles.
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Multi-objective Optimization
for Error Compensation in Intelligent
Micro-factory CPS

Azfar Khalid and Zeashan H. Khan

Abstract In the last decade, the demand of micro products and miniaturization
has seen a wide spread growth. Currently, micro products and micro features are
produced through conventional macro scale ultra-precision machines and MEMS
manufacturing techniques. These technologies have limitations as conventional
machining centers consume large energy and space. For mass production of micro
components using non-silicon materials and real 3D shapes or free-form surfaces,
mechanical micro manufacturing technology based machine tools are developed as
an alternative method. The principle of ‘‘Small equipment for small parts’’ is
gaining trend towards the investigation on micro-machine tools. One example of
miniaturization of manufacturing equipment and systems is the Japanese micro-
factory concept. Few micro-machines and associated handling micro grippers and
transfer arms are developed to create micro-factory. The manufacturing processes
are performed in a desktop factory environment. To explore the micro-factory
idea, large number of micro machines can be installed in a small work-floor. The
control of this micro factory concept for operation, maintenance and monitoring
becomes a Cyber-physical system capable of producing micro-precision products
in a fully-automated manner at low cost. Manufacturing processing data and
condition monitoring of micro machine tools in a micro factory are the variables of
interest to run a smooth process flow. Every machine out of hundreds of micro
machines will have sensing equipment and the sensors data is being compiled at
one place, ideally using wireless communication systems. One or two operators
can run and monitor the whole micro-factory and access the machine if the fault
alarms receive from any station. A variety of sensors will be employed for
machine control, process control, metrology and calibration, condition monitoring
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of machine tools, assembly and integration technology at the micro-scale resulting
in smooth operation of micro-factory. Single machine can be designed with a
computer numerical control, but, flexible reconfigurable controllers are envisioned
to control variety of processes that will lead to the development of open archi-
tecture controllers to operate micro-factory. Therefore, the control effort and
algorithms have to utilize process models to improve the overall process and,
ultimately, the product. Thus, we aim to introduce machine to machine (M2M)
communication in the micro factory test bed. M2M communication enables micro
actuator/sensor & controller devices to communicate with each other directly i.e.,
without human intervention, automating management, monitoring, and data col-
lection between devices, as well as communicating with neighboring machines.
All micro sensors communicate with a local short distance wireless network e.g.
via Bluetooth piconet as well as with a centralized controller via WLAN 802.11 to
exchange control/command from it. In this chapter, inherent issues are first
highlighted where bulk micro-part manufacturing is carried out using large size
machines. State-of-the-art micro machine tool systems designed and developed so
far are discussed. With the help of precision engineering fundamentals and
miniaturization scaling issues, a design strategy is formulated for a high precision
3-axis CNC micro machine tool as a model for micro-factory working. Based on
this, a mathematical model is built that includes machine’s design variables and its
inherent errors. The volumetric error between tool/work-piece is evaluated from
the machine’s mathematical model and further used as an objective function to be
minimized. Robust design optimization at micro machine development stage
reveals the sensitivity analysis of each design variable. The optimization analysis
employs different design of Experiment (DOE) techniques to make initial popu-
lation that is governed by multi-objective genetic algorithm. Hence, the robust
design is achieved for 3-axis micro machine tool using the essential knowledge
base. The technique is used to remove the machine’s repeatable scale errors via
calibration and is known as error mapping. These errors are entered into the
machine controller, which has the capability of compensating for the error. The
machine does not need any extra hardware. Error mapping is a cost-effective tool
in achieving volumetric accuracy in a micro manufacturing system.

Keywords Micro factory � Micro machines � Robotic cyber physical system �
Machine to machine communication � Volumetric error � Error compensation

1 Introduction

In the last decade, the demand of micro products and miniaturization has seen a
wide spread growth. The application areas for miniaturized products are micro-
sensors, accelerometers, micro-mirrors, fiber optics connectors and micro and nano
electronics components. Only the IT peripheral and biomedical industries have
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consumed micro products of worth US$80 billion in 2010. Currently, micro
products and micro features are produced through conventional macro scale ultra-
precision machines and MEMS manufacturing techniques. These technologies
have limitations as conventional machining centers consume large energy and
space. Some machine tool manufacturers equip machining centers with costly
micro and nano scale machining accessories which caters meso and micro products
manufacturing. On the other hand, MEMS is photolithography based fabrication
technique. Although, it is an efficient technology for the mass production of micro
parts but is limited in terms of variety of raw materials and 2D structures.

For mass production of micro components using non-silicon materials and real
3D shapes or free-form surfaces, mechanical micro manufacturing technology
based machine tools are developed as an alternative method. The principle of
‘‘Small equipment for small parts’’ is gaining trend towards the investigation on
micro-machine tools, such as, micro-lathe, micro-milling, micro-press and micro
components holding, assembling and transfer devices. One example of miniatur-
ization of manufacturing equipment and systems is the Japanese micro-factory
concept. Few micro-machines and associated handling micro grippers and transfer
arms are developed to create micro-factory. The manufacturing processes are
performed in a desktop factory environment.

The meso scale lies between the molecular or atomistic scale (where it is
convenient to describe molecules in terms of a collection of bonded atoms) and the
continuum or macroscale (where it is convenient to describe systems as continu-
ous). The idea of desktop machines was initiated for the concept of ‘micro fac-
tories’ in the previous decade. Presently, the meso scale parts are manufactured
with various processes like electrolytic in-line dressing (ELID), Electro-chemical
machining (ECM), die sinking electro discharge machining (EDM), wire cut
electro discharge machining (WEDM), milling, turning etc. However, lithography
based techniques are the most common for micro manufacturing. As the size of the
products become increasingly smaller and market demand for meso scale parts are
on the increase, the previous non-lithographic processes are required to be
employed at the micro and meso scale. Many researchers in Japan have already
developed micro machines that can be mounted on a table top.

This chapter first classifies the non-lithography based micro manufacturing on
the basis of machine tool size. Several instances are provided for the use of both
standard and desktop size machines in micro manufacturing. Several benefits are
identified for the use of miniaturized machines in micro manufacturing processes.
Challenges and foreseeable problems for the design and control of desktop size
machines and micro-factories are discussed. A design strategy is proposed based
on the robust design and optimization technique for a desktop machine tool. The
technique can be extended to the design of a micro-factory.
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1.1 Non-lithography Based Classical Micro-manufacturing

Non-lithography based meso scale parts are manufactured with different processes
and from different size of machines ranging from small to large scale. Classifi-
cation can be made in non-lithography based meso scale parts manufacturing,
based on the size of machines employed for the purpose. Currently, two major
groups exist for non-lithography based micro manufacturing; small scale machines
often called desktop machines and the standard size machines. Size of machine is
identified based on the total volume of the machine tool. Standard size machine
tool developers have equipped standard machines for micro machining. Many
researchers [1, 2] have also used standard machines for the fabrication of meso
scale parts. Some commercial state of the art machine tools equipped with micro
manufacturing modules are discussed below.

AGIE [3] (Switzerland): This manufacturer is a leading supplier of ultra
precision Wire Cut EDM and Die Sinking EDM. In addition to the different model
series for WEDM like AGIECUT VERTEX, AGIECUT CLASSIC and for Die
sinking EDM like AGIETRON SPIRIT and AGIETRON HYPERSPARK, it also
offers EDM for micro and nano scale application. ‘‘Agietron Micro-Nano’’ is a die
sinking machine that can perform micro drilling to machining of micro structures
with the addition of nano module. Machine’s micro module has a travel range of
220/160/100 mm3 (X/Y/Z), positioning accuracy of ±1 lm, resolution, 0.1 lm and
the surface roughness of work piece, Ra 0.1 lm. The nano module has a travel
range of 6/6/4 mm3 (X/Y/Z) and can fit on the same machine by replacing the
rotary axis of the AGIETRON micro. The nano module uses voice coil linear
motors and can achieve a positioning accuracy of ±0.1 lm, resolution 0.02 lm
and the surface roughness of work piece, Ra 0.05 lm. Nano module has used
parallel kinematics for axes movements (See Fig. 1) .

PRIMACON [4] (Germany): It has developed a 5-axis vertical machining
centre (Model # PFM 4024-5D) for the manufacturing of small components. The
machine has a travel range of 400/240/350 mm3 (X/Y/Z) with a positioning
accuracy, under 1 lm and a rotational repeatability of 1 s arc. The machine uses
Heidenhain iTNC 530 controller for the CNC.

FANUC [5] (Japan): The model of this company for micro manufacturing is
ROBONANO a-0iB (See Fig. 2), 5 axis CNC precision machining centre. It is a
multi-purpose machine used for milling, turning, grinding and shaping with a
linear axes resolution of 1 nm. FANUC series 30i controller is applied for the
CNC. Static air bearings are selected for the movement of slides, feed screws and
direct drive motors. The machine has an overall size of 1500/1380/1500 mm3 and
the stroke length of 280 9 150 mm2 in the horizontal direction and 40 mm in the
vertical direction. Surface roughness of Ra 1 nm is achieved in the turning
operation on aspherical lens core of material Ni–P plate.

Moore Nanotechnology Systems [6] (USA): The company manufactures many
medium size lathe machine models like Nanotech 250UPL, 350UPL and 450UPL
whereas Nanotech 350FG and 500FG are 3-axis micro milling and 5-axis grinding
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machines respectively. 350UPL is a 4 axis lathe using oil hydrostatic slide ways.
Delta Tau PC based CNC motion controller is applied. Linear feed drives use
frameless, brushless DC motors having a resolution of 1 nm. Surface roughness of
a cubic phase plate of Zinc sulphide material as machined on the Nanotech
350UPL is 4.112 nm Ra.

Meso and micro scale manufacturing form a middle-scale stepping stone by
which the benefits of nanotechnology may be accessed. In the past 5–10 years,
these meso and micro scale parts have seen increased use in medical applications,
consumer products, defense applications and several other areas. A generalized
approach is required for the robust miniaturization of standard size machines and
manufacturing processes. Miniaturization of conventional machine tools has
become a potential research area due to the high demand of the meso scale
components.

Fig. 1 AGIETRON MICRO
NANO, nano module
(Courtesy of Agiecharmilles)

Fig. 2 ROBONANO
developed by Fanuc, Japan
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1.2 Micro-manufacturing Through Micro-machines

There are many miniaturized machine tools developed so far by different research
groups and institutions in different parts of the world. In Japan, micro machines are
being developed as a part of a big project ‘Development of a Micro-factory’ [7].
Micro machines were first developed to utilize with the robotic arms in the micro
factories. Micro factories are envisaged to save space and energy as they consume
much less resources as compared to the existing size of machines and factories. Lu
et al. [8] have developed a micro lathe turning system and tested a work material
0.3 mm in diameter that was cut to a minimum of 10 lm in diameter with a
rotation speed up to 15,000 rpm. They have investigated the cutting forces and the
possibility of reduction of cutting forces, thereby improving the working accuracy.

Rahman et al. [1] have assessed the machinability of micro parts by force
analysis, chip analysis and tool wear criterion. They have experimented by using
brass, aluminium alloy and stainless steel as a work material and carried out the
experiments by varying the depth of cut, feed rate and spindle speed. One
parameter was varied while the other two were kept constant in order to identify
the best combination of cutting parameters. The machine tool has dimensions of
560 9 600 9 660 mm (W 9 D 9 H), and the maximum travel range is
210 9 110 9 110 mm (X 9 Y 9 Z).

Ito et al. [9] have developed a small CNC micro turning system and achieved a
circularity of 50 nm and a surface roughness of 60 nm by turning a stainless steel
cylinder. Kussul et al. [10] have developed micromachining centres in two stages.
They call first stage to be the first sequential generation of micro equipment that is
manufactured from the standard size machine tools. The second generation with
smaller size than the first generation may be manufactured by using the first
generation micro machines. The first generation prototype size is
130 9 160 9 85 mm3. Some developments in the last decade in micro machines
are summarized below in Table 1.

Table 1 shows the comparison of the capabilities and design aspects of existing
micro machines. There are 3 micro lathes and 4 micro milling machines presented
in the comparison. Out of the four milling machines, micro milling made by the
AIST, Japan has less weight and size whereas Robonano machining centre has the
highest resolution achieved as compared to other machines. Robonano has also
achieved the highest work piece quality with a surface roughness of 1 nm. MMT
from KERN, Germany has the highest spindle rotation speed of 1,60,000 rpm. In
the micro lathes, MTS3 has achieved better work piece surface roughness as
compared to its counterparts. However, micro lathe made by AIST, Japan is the
smallest in size and the micro lathe developed by Kanazawa University, Japan, has
much higher resolution than the other micro lathe machines. Figure 3 shows some
machines covered in comparison.

Okazaki et al. [7] have provided a brief development history of Japanese micro
factory and the benefits of utilizing it in the industry. As a first stepping stone, a
micro-lathe was developed in 1996. The lathe has a size of 32 3 25 3 30.5 mm3
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and weighs only 0.1 kg. The machine has a feed drive resolution of 0.05 lm,
positioning accuracy of 0.5 lm and can hold a maximum workpiece diameter of
2 mm. It comprises of an X–Y driving unit driven by laminated piezoactuators, a
main shaft device driven by a micro motor that incorporates ball bearings with
rotating accuracy of less than 1 lm. The machine has achieved a surface rough-
ness of 1.5 lm and roundness of 2.5 lm in the workpiece turning operation of a
brass rod.

Lu and Yoneyama [8] have built a micro lathe turning system of overall size
200 9 200 9 200 mm3 and weighs about 10 kg. The machine consists of X–Y
and Z driving tables with an axis resolution of 4 nm. A work material of brass, Ø
0.3 mm is cut to a minimum diameter of 10 lm achieving a surface roughness
under 1 lm. Kussul et al. [10] have developed micro machine tool of overall size
130 9 160 9 85 mm3 and a travel range of 20 9 35 9 20 mm3 with a resolution
of 1.87 lm. Test pieces manufactured with this machine have dimensions from
50 lm to 5 mm with a tolerance range of 20 lm.

(b) (c)

(f)(e)(d)

(g)

(a)

Fig. 3 a MTS3 [11]. b MTS5/MTS6 [11] (Courtesy of Nanowave, Japan). c AIST Micro Lathe
[7]. d AIST Micro milling machine [7]. e Micro Lathe developed by Lu and Yoneyama [8].
f Micro machine Table top model (MMT) developed by KERN, Germany (Courtesy of KERN-
microtechnic) [12], Micro milling developed in University of Manchester, UK [13]
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KERN [12] (Germany): KERN offers a 5-axis table top version (KERN MMT)
of a large machining centre with the smallest travel range option of 160/100/
200 mm3 (X/Y/Z). Heidenhain TNC controller is applied and a feed drive reso-
lution of 0.1 lm, positioning accuracy of ± 1 lm and the work piece accuracy of
± 2.5 lm is achieved.

NANOWAVE [11] (Japan): Many desktop models are offered by this company.
MTS2, MTS3 and MTS4 are the CNC precision micro lathe systems with cross
roller slide ways arranged in a ‘T’ configuration. MTS3 has the base size of
200 9 300 mm2, feed drive positioning accuracy of 0.5 lm and a work piece sur-
face roughness, Ra 0.02 lm achieved by turning brass C3604. MTS5 is a small CNC
precision milling machine having a bed size of 320 9 260 mm2. Table for each axis
is supported by a set of crossed roller ways and drives through a lead screw. Machine
uses a G8 controller and the positioning accuracy of feed drive is 1 lm.

2 Micro-factory as a Concept

Overall, there are plenty of benefits in miniaturization of machine tools where as
there are some hidden challenges to overcome as well. To augment the desktop
factory idea, large number of micro machines can be installed in a small work-
floor. Manufacturing processing data and condition monitoring of micro machine
tools in a micro factory are the variables of interest to run a smooth process flow.
Every machine out of hundreds of micro machines will have sensing equipment
and the sensors data is being compiled at one place, ideally using wireless com-
munication systems. One or two operators can run and monitor the whole micro-
factory and access the machine if the fault alarms receive from any station. The
control of this micro factory concept for operation, maintenance and monitoring
becomes a Cyber-physical system capable of producing micro-precision products
in a fully-automated manner at low cost.

2.1 Benefits of Miniaturization

1. Miniature machines will bring economical space utilization and energy saving.
Individual micro machines in the Japanese micro factory take 1/50 of the space
that the standard size machine tool, occupy on the shop floor. In watch man-
ufacturing, the amount of energy consumption may be reduced to approxi-
mately 30 percent of the conventional factory by the half-miniaturization of the
production systems [14].

2. Vibration amplitude will be minimized due to the reduction in mass of the
moving components. Large natural frequencies will be obtained for the micro
system.

3. Cutting forces will also be reduced in micro manufacturing processes that may
increase the achievable accuracy of machine tool.
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4. Thermal drifts that are generated by the machining process causing deforma-
tions that effect directly the accuracy of standard machines. These effects are
reduced in micro machines due to the miniature nature of the components, and
can often be regarded as negligible.

5. Small machines will be capable of providing high acceleration. The next
generation of machine tools, will require axes to have acceleration capabilities
in excess of 1 g.

6. Micro machine tool’s accuracy will improve by the inherent reductions of
machine component’s inertia, negligible thermal drift and larger eigen-
frequencies [15].

7. Consumption of raw material will be dramatically reduced in micro manu-
facturing. Due to the low consumption of raw material, costly materials can be
utilized. Even machining of non-conventional materials like ceramics may also
be possible.

8. No new research is required for the materials to be specifically used for micro
manufacturing. Almost all the efforts carried out so far in micro manufacturing
have made use of the same materials that are used in the macro manufacturing
machines and processes.

2.2 Challenges of Miniaturization

1. The dominant hurdle for the development of micro manufacturing machines
capable of machining with a very high accuracy is the identification and
evaluation of the micro physical phenomena. At the micro scale, the laws of
macro scale physics, no longer prevails. As different forces behave differently
at the macro, micro and nano-scales, some of them are more influential at a
particular scale. For example, surface forces become very important at the
micro scale but their influence is negligible at the macro scale.

2. Another important issue is the assembly of the micro parts. Micro scale and
multi scale products may have different challenging issues for assembling and
packaging. Even the micro and meso-scale parts which will be manufactured
with micro machines will have their unique requirements for fabrication and
assembling. Human handling of micro parts is certainly impossible and special
robotic manipulators are essentially required. All the micro machine tool
developers have addressed this issue by developing micro manipulators like
transfer arm and a two-fingered hand in the case of Japanese micro factory. With
micro-scale components, interactive forces (e.g. van der Waals, surface tension,
electrostatic) will exist between components, which instigate difficulties in
manipulation and control. To overcome these problems, contact type manipu-
lators such as ultrasonic travelling waves, or mechanical grippers; or non-
contact type manipulators for example magnetic fields, aerostatic levitation, or
optical trapping could be used in place of the conventional solutions [16].
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3. When multi-scale parts may assemble together, the multi scale physics will
play its role in design, packaging and assembly of the products. Normal design
and modelling tools are not capable of handling multi scale physics and
modelling. The need to interface and integrate micro scale parts with parts of a
different scale may require multi-scale modelling tools to predict system-level
behaviour. These implications point to a need for a departure from traditional
macro scale design models and simulation tools.

4. In the micro-turning process, the rigidity or strength of the shaft decreases as
the diameter of the shaft reduces. There will be a restriction of achievable
minimum diameter of the shaft which can withstand the magnitude of the
cutting forces for the acceptable deflection in the shaft. Lu and Yoneyama [8]
have measured the deflection of work piece shaft, 50 lm in length with its
reducing diameter in the micro turning operation (See Fig. 4).

5. There are many design techniques available in the literature and in practice as
well for the macro scale parts. But these design techniques will not work for the
micro scale parts unless the dominant physical phenomena will be addressed
fully and incorporated at the design stage. Modelling tools will also be required
to acquire multi scale physics. Micro manufacturing standards have not been
established so far and no work is done for micro metrology and inspection of
micro and meso scale parts. Being the nascent stage of this technology, there is
a need to limit the gap of the state of the art micro manufacturing technology
and the required knowledge. At this stage, uncertainty and risk of utilizing
micro manufacturing technology for the commercial manufacturing of meso
scale parts is higher. Due to the lack of modelling tools and standards for micro
manufacturing and micro metrology, researchers are using their own means of
modelling and simulation tools to design meso scale parts.

2.3 Micro-machine Tool Components

Following are some of the important tool components of micro machine.
Carriages and Guideways: The carriages or stages of a machine tool are

components which provide movement between a probe or tool and a work piece.
Carriages are railed through the guide ways in the free direction of movement.
Carriages are constrained by guide ways which limit motion in any direction other
than a specified linear or angular path of travel. Accurate movement of feed units is
dependent on the positional accuracy determined by the encoders thereby limiting
the accuracies of the traditional machine tools. Carriages are also bound to the
inaccuracies present in the straightness and parallelism of the guide ways. Highly
precise carriages are being designed in the industry with a positioning accuracy in
nano-meters. Japanese micro machine tools have been specifically developed to be
used in the microfactory concept. Linear micro stages shown in Fig. 5 were
designed with piezo-actuators. Slocum et al. [17] has made a precise linear motion
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carriage on which a preload is applied through the attractive force of a linear
motor. The 330 mm long carriage can bear a load of more than 20 kg with a pitch
error of an arc second and is supported by the six rigidly attached porous carbon
air bearings (See Fig. 6). The rail is designed to be employed for standard size
machine tools and macro scale applications. Mekid [18] has designed a short
stroke linear high precision carriage with a 16 nm positioning accuracy. Very high
axis stiffness is claimed to be achieved with a steel slide of mass 100 kg and the
working motion length of 220 mm that is fully floated by three hydrostatic
bearings. Yang et al. [19] have presented the design and characterization of a
single-axis, low profile, piezodriven, vertical motion micro positioning stage with
a travel range of 200 lm and a vertical stiffness of 6 N/lm. Mekid and Bonis [20]
has presented the design of an optical delay line with a long stroke of 3 m and a
16 nm resolution. Gao et al. [21] have presented the design and characterization of
a piezodriven precision micro positioning stage utilizing flexure hinges.

Bearings: A bearing is a component that allows for relative motion between
two parts. There are two major classes of bearings: Contact bearings and non-
contact bearings. Bearings contacts induce friction due to rolling elements, i.e.,
balls or rollers. Non-contact bearings are aerostatic, magnetic and hydrodynamic.

Fig. 4 Deflection estimation
of work piece under cutting
force [8]

Fig. 5 X-Y Feed drives of
micro machine tool [7]
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Both classes of bearings are used in high precision machines. The industrial
revolution was made possible by rotating shafts that were supported by a thin film
of lubricant induced by hydrodynamic shear. Aerostatic and hydrostatic bearings
rely on an external pressure source to supply gas or liquid through an inlet
restrictor to a bearing pad [22]. Figure 6 shows the use of aerostatic bearing pads
to bear the preload and weight of the carriage. Magnetic bearings are also been
used as a non-contact type, as they have no mechanical contact with the supported
component.

Spindle: Spindle unit is used to hold the tool holder in the machine tools.
Spindle rotates generally up to 30,000 rpm in the modern day high speed machine
tools. Influence of cutting forces is largely reduced in high speed machining. This
fact may go in favour of designing ultra-precise, high speed, light weight micro
spindle for machine tool. Figure 7 shows the micro spindle and the micro chuck
gripping the work material 0.3 mm in diameter at a speed of 15,000 rpm.

2.4 Sensors and Actuators Used in Micro-machines
and Micro-factory

Servo control should be able to handle the complete process control in a single
machine. The success of machine servo control depends on the type of control
applied and the interaction agility between sub-systems. Process control is
extremely important for such machines to fit machine kinematics with machining
process. An intelligent controller can be applied for micro-factory to control the
machining process of multiple machines through CAM (Computer aided
machining). CAM will include complete process planning and NC programming
that can be integrated with the PC-based control system. The CAD/CAM system is
directly linked to computer-aided process planning (CAPP) software tool, hence
the manufacturing process can become totally automatic thus improving
efficiency.

Fig. 6 Use of Aerostatic
Bearings in linear motion
carriage design [17]
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Modern CNC approaches employ PC-based solutions to incorporate extensive
functionality in order to combine high quality and flexibility, with reduced pro-
cessing time. One must also consider the processing power of the controller
hardware, as too great a modularity can result in deterioration in the real-time
performance of the system. Sensors and actuators employed in individual micro-
machine and in the micro-factory are enlisted. This list includes the machine’s
inherent sensors which measure actuator’s working in closed loop. These sensors
and actuators are used in basic machine operation and metrology. Extra metrology
sensors are also listed that will serve in micro-factory for a group of machines.

(a) Machine operation: (4–5 sensors per machine) Linear (bandwidth to beyond
500 kHz) or rotary encoders (High-speed rotary magnetic encoders with res-
olutions to 13-bit, 8192 positions per revolution) are used. Three linear
encoders will work for three machine tool axis (x, y, z). One rotary encoder
will measure the spindle rpm. For a three axis machine tool, these 4 sensors are
enough for machine normal operation. However, the extra two rotary encoders
can be employed for building up the 5-axis complete machining centre (MC).
In 5-axis MC, two rotary axes are added to get maximum machining flexi-
bility. A control model can be built for a three axis machine tool using 4
sensors. An optional study can be made using the total of six sensors for a 5
axis MC.

(b) Machine tool Metrology: Single machine metrology frame contains a scan-
ning white light interferometer with CCD (Optical sensor) for calibration. Its
controller sends serial data at the rate of 30 MHz for a system of resolution
6 nm and a speed of nearly 200 mm/s. Some extra positioning sensors like
LVDT (Linear-voltage Differential Transformers) normally designed with
sampling rate of 250 Hz output bandwidth may be employed for circularity or
cylindricity measurements. Visible (normal CCD) and IR spectrum cameras
for a group of machines may also be employed for operator visual aid. These
cameras can be wall mounted for better visualization. Normal working of
cameras is 25 frames per second.

Fig. 7 Micro spindle and
Chuck [8]
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(c) Condition Monitoring and in-process inspection: Capacitive micro and
nano-sensing is a non-contact position measuring system and can be used for
condition monitoring of machine tools especially structural and metrology
frame deformation over time. Worked on an average bandwidth of up to 5 kHz
and DSP 32-bit floating point, 8.3 lsec sampling rate servo controller may be
implemented. As an additional condition monitoring sensor, temperature
sensor like thermocouple may also employed with sampling rate of
100–1,000 Hz. In-process inspection sensors may be added in the advanced
control model but not required in the basic model. In-process inspection
sensors are a new concept to be used while machine operation. It can be based
on laser interferometer with the sampling rate of 30 MHz

(d) Actuators: Some basic actuation system includes three linear motors
employed for three stages. Two rotary axis may be added in case of five axis
machining centre. Spindle motor needs high linearity or co-axiality and no
backlash. Every stage actuator needs high stiffness in the active axis, low
disturbance, availability of reverse motion and fast time response to active
control. Both linear and rotary encoders explained above can be used for the
actuation system. Appropriate actuation in real time is necessary. Sometimes,
piezo actuators are used in micro machine tool design. Piezo-actuators work
on bandwidth of up to 10 kHz.

3 Machine to Machine (M2M) Control Design
in Micro-factory

An important aspect to be considered is the control system for micro manufac-
turing, which is increasingly being required to perform a wide variety of com-
plicated tasks under varying operating conditions and in different environments,
while at the same time achieving higher levels of precision, accuracy, repeatability
and reliability [23]. In the general case of machine tools, these control techniques
are commercially available into two distinct groups, i.e., open and closed archi-
tecture control. Conventional approach uses closed architecture control, however,
the machine tool controller designers are turning towards more open architecture
systems to address system re-configurability inventions.

The other benefit comes with multiple variety of manufacturing processes to run
by the same machine. Open architecture controller may also provide the facility of
programming process control at the micro factory level with re-configurable
machines and CAM operations of a single machine tool simultaneously. The
classical control architecture for micro machines operation in micro factory is
shown in Fig. 8. However, with the advent of sensor networks and communication
technologies, a micro factory CPS can be shown in Fig. 9. The disturbance shown
at the input of plant can be regarded due to vibration which is compensated via
active vibration control in the actuation of each axis in micro machines.
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In micro factory, where multiple machines work in parallel, variety of sensors
are employed for machine control, process control, metrology and calibration,
condition monitoring of machine tools, assembly and integration technology at the
micro-scale resulting in smooth operation of micro-factory. Single machine can be
designed with a computer numerical control, but, flexible reconfigurable control-
lers are envisioned to control variety of processes that will lead to the development
of open architecture controllers to operate micro-factory. Therefore, the control
effort and algorithms have to utilize process models to improve the overall process
and, ultimately, the product. Thus, we aim to introduce machine to machine
(M2M) communication in the classical micro factory manufacturing test bed.

M2M communication enables micro actuator/sensor and controller devices to
communicate with each other directly and without human intervention, automating
management, monitoring and data collection between devices, as well as

Fig. 8 Classical Control architecture of a single micro-machine

Fig. 9 Embedded Network incorporated in Control architecture
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communicating with neighboring machines. All micro-sensors communicate with
a local short distance wireless network e.g. via Bluetooth piconet as well as with a
centralized controller via WLAN 802.11 to exchange control/command from it.

3.1 System Controllers

In order to control the machine tool position and speed, two distinct groups of open
and closed architecture exist as on today. Closed architecture controllers being
more popular, have established the norm in the machine tool manufacturers
market. Two popular ones are the Fanuc 15i Controller and the Mitsubishi CNC
700 series controller (See Fig. 10). Both of these controllers have high-speed
reduced instruction set computing (RISC) based processors, having the ability of
controlling a wide variety of systems. The CNC 700 series of Mitsubishi imple-
ments nano-control technology with RISC based processor and high-speed optical
servo communication network for high-speed and high-precision real time control
in 5-axis. These systems are closed architecture in nature, and the designers/
manufacturers of the closed architecture controls do not anticipate moving to a
more open architecture [24].

In Europe, two German companies, Bosch and Siemens are flag holders of open
architecture controllers. The Bosch Rexroth IndraMotion MTX is used for con-
trolling high-precision grinding and machining applications. While, the Siemens
840 series CNC controllers also belongs to open architecture controller group.
Both of these controller designers plan to permit more advanced process control in
addition to the standard servo position control. Delta Tau, D-Space, and National
Instruments are some of the other open architecture systems developers actively
participating in related research and development. To remain compatible with the
industrial standards, the data processing for these controllers is preferably done
with a combination of LabVIEW and MATLAB tools. Control of micro-machine
tools requires high speed controllers, position counters having higher resolution
capabilities and spline interpolation.

In order to efficiently control high bandwidth processes at micro level,
increased controller speed is mandatory due to several reasons. The foremost of
them is because the higher speed allows for smoother interpolation. Secondly,
servoing at ultra-high resolution (on the order of 1 nm) requires that the controller
is capable of tracking commands at very high rates. For example, if a machine has
1 nm resolution and is traveling at feed rate of just 1 mm/s, the controller must
track an encoder pulse at a rate of 1 pulse/ls, resulting in a 1 MHz clock
requirement. However, if the system is traveling at feed rate of 1 m/s, an encoder
pulse is generated every ns which requires a 1 GHz clock. If this same machine
has a one-meter range, the controller must be able to track a billion encoder counts,
requiring a 30-bit (minimum) counter [24]. This theoretical curve for encoder
speed vs. range of the encoder counts is quite significant and outside of most
standard controller specifications.
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3.2 Open Architecture Controls/Control Flexibility

There is a clear dichotomy regarding the utilization of open architecture controls in
the micro-manufacturing area. In application specific embedded systems and
industrial solutions, closed architecture controllers are used. While in R&D cen-
ters, an open architecture and flexible platforms are specifically preferred as per
research needs. PC based controllers that are operated in real-time, single-board
motion controllers (SBMC) and field programmable gate arrays (FPGA) provide
flexibility of processing. However, from an industry/implementation perspective,
closed architecture controllers using hardware based on application specific inte-
grated circuit (ASIC) systems are employed as the process specific hardware
design has already been finalized.

There are some designs with the ‘‘closed architecture’’ controls such as the
FANUC or Mitsubishi controllers, where a single controller can run multiple types
of machines. For example, ROBOnano can be configured for milling, turning,
shaping and several other operations using FANUC 15i controller. These con-
trollers are flexible enough but with closed architecture. Some designers prefer to
stick with their policies e.g. the mainstream control companies in Japan such as
FANUC and Mitsubishi seems to continue producing controllers only with closed
loop architecture. On the other side, German control companies such as Siemens
and Bosch appear to provide a more open architecture platform but still not as
open as the DSP and FPGA based controllers [24].

Fig. 10 a FANUC 15i controller (Courtesy of FANUC Inc.), b Mitsubishi CNC 700 controller
(Courtesy of Mitsubishi Inc.) [24]
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4 Micro-factory Cyber Physical System Architecture

Machine to machine (M2M) refers to communication technologies that allow
wireless and/or wired systems to communicate with other devices of the same type
[25–27]. M2M is a generalized title which does not pinpoint specific wireless or
wired networking, information and communications technology. The application
areas for M2M include industrial instrumentation where sensor measurements can
be relayed through a network (wireless, wired or hybrid) to a supervisor appli-
cation that translates the captured event into meaningful information and records
in the data base. Such communication was originally accomplished by having a
remote network of machines relay information back to a central hub for analysis,
which would then be rerouted into a system. M2M is also visualized as a
combination of automation, network and SCADA. Figure 11 shows a sensor and
actuator network installed within a micro factory for control and command
tracking. Position and speed sensors send information to controller which
commands the actuators to nullify the error.

We are aiming to introduce machine to machine, machine to man and man to
machine communication integration within micro factory CPS which will enable
the flow of data between micro-machines and ultimately to micro-factory super-
visor. Generally, the information flows from a machine over a network, and then
through a gateway to a system where it can be reviewed and acted on. Within that
basic framework, there are many different choices to make such as how a micro-
machine is connected to its neighboring machine in micro-factory to perform the
manufacturing tasks in a collaborative manner, what type of embedded as well as
long range communication protocol is used, and how the data is interpreted.
Machine to machine conversation will take most of the process planning and
execution control from the human intervention. Thus making the system intelligent
enough to plan and execute the tasks by itself. Human supervisor role will only be
maintenance specific. Even though it can be complex, once a designer knows what
it wants to do with the data (whether allow more liberty to embedded computing
and decision making or to include human in the loop for critical tasks), the options
for setting up the application are usually straightforward. There are four basic
stages that may be shortlisted in our micro-factory CPS application. Those com-
ponents are sensor data acquisition and embedded control, data transmission
through a communication network, data logging and Man-In-the-loop operation.

4.1 Collection of Data and Embedded Control

The first stage for error compensation in desired manufacturing dimensions is to
sense these measurements. The intelligence of microfactory CPS can be enhanced
just by installing multiple sensors e.g. force sensors and accelerometers, linear and
rotary encoders for position sensing, temperature sensor, visual sensing using an
industrial computer system with a Modbus communication port.
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The process of M2M communication in microfactory CPS begins with taking
data out of a machine so that it can be analyzed and sent over a network. The
controller node performs the intelligent control part for precise command
following as desired. A list of WPAN and WLAN protocols is shown in Table 2.
The choice of a suitable protocol depends upon the data rate, secure communi-
cation and range. Bluetooth piconet is preferred when communicating in close
proximity while ZigBee or wireless HART based 802.15.4 protocol is preferred for
medium range communication. In wireless HART, a time division protocol is
utilized for real time communication over wireless. Also, it uses channel black-
listing to avoid interference. The availability of quality of service option can be
used to give preference to certain communicating node for time/resource sharing
as compared to others.

In a high end application where man in the loop supervisory control is avail-
able, it may be necessary to send a constant stream of real time data describing the
machine or process. But in many cases, this is not necessary or worth the cost. In
these cases, the M2M local controller should minimize the amount of data to be

Fig. 11 Description of a
stand-alone micro factory

Table 2 Comparison of WPAN and WLAN protocols

Type Protocol Frequency
band

Data rate
(Mbps)

Bandwidth
efficiency
(bps/Hz)

QoS Range
(m)

WPAN Bluetooth v2.0 2.4–2.4835 2.1 2.1 No 10
UWB 4.8–10 480 0.96 No 10
ZigBee 2.4–2.484 250 Kbps 0.125 Yes 50
6loWPAN 2.4–2.484 250 Kbps 0.125 Yes 50
Wireless HART 2.4–2.4835 250 Kbps 0.125 Yes 50

WLAN 802.11a 5 6–48 2.7 Yes 70–100
802.11b 2.4–2.484 11 0.55 Yes 35–100
802.11g 2.4–2.484 6–54 2.7 Yes 100
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sent by constantly reviewing the data, comparing it against programmable alarm
limits or safety set points, and then transmitting only those real time information
when a measurement is out-of-limit. For example, in micro-assembly, it is a
common issue of releasing micro parts once gripped by a micro-gripper due to
highly influential surface tension forces. Such information or alarm of not
releasing the micro-part must reach the supervisor to go for an alternate method. In
addition, the application will typically be programmed to send complete data
updates on a time scheduled basis or anytime upon request from the web server for
supervisory control only. This reduces the bandwidth and data rate demand for the
long range communication segment.

4.2 Transmission of Data Through a Communication
Network

Once the data is gathered and useful data set is picked, the next step is to transmit
the data to the remote supervisor through a communication network. There are
several options for transporting data from the micro-factory CPS to the network
operation center. The cellular network, telephone lines, and communication sat-
ellites are all common solutions. The telephone may be the best choice if a line is
already installed. Its disadvantage is usually the ongoing monthly cost and
sometimes the cost and difficulty of installation beside disconnection issues.
Satellite may be the most expensive solution, but is often the most reliable and the
only solution for monitoring equipment remotely. The advantage of cellular net-
works is the ability to send large amounts of data frequently at a cheap price.

As shown in Fig. 12, a gateway is used to connect the micro-factory with the
cellular or satellite network. Data security features such as authentication and
access control can be managed by the gateway and the application software. The
gateway can also support IP communication for an end-to-end IP network flow.
Specially, when the flow of data is from supervisor to the micro-factory for
supervisory control, the gateway not only converts the protocol but also transforms
high-bandwidth Internet protocols to low-bandwidth wireless protocols so that the
minimum data is sent over a cellular or satellite network.

4.3 Data Logging and Record Keeping

Data from the micro-factories is logged on the controller as well as to the
supervisor via a long distance network. Data logging and record keeping is an
essential feature of M2M communication. It is worth mentioning that the data
records are matched with the historical data for performance indication and fault
detection in the machine calibration. Later, these observations are used in main-
tenance cycle.
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4.4 Man-in-the-Loop Operation

In micro-factory CPS, the optimal performance can be achieved by taking into
account the embedded control solution. However, if need arises, man-in-the-loop
operation can be used to remotely access the system. However, despite the exis-
tence of QoS support on various long range protocols, it is very difficult to obtain
real time performance. Hence, the stabilization loop in the micro-factory must
incorporate embedded control loop and only few commands can be operated
remotely to avoid malfunction due to time delay.

5 Design Tentative

The comparison of existing micro-machine tools shows a picture about the state of
the art technology. But the designs are nascent and need considerable time in
future for commercialization. Machining centers are also developed for the mul-
tipurpose applications of milling, drilling, turning and grinding. Before starting the
work for the design strategy of this type of micro machining centre to be used in a
micro-factory concept, familiarity with the components used in the construction
and assembly of modern micro machines is discussed above.

Fig. 12 Micro-factory test-bed and Supervisory control
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5.1 Physical Phenomena of Scaling

Design strategy is developed with the aim of getting a very high accuracy in micro
machining. The difference in this design strategy from the strategy of standard size
machine lies in the introduction of second order phenomena that includes the micro
physics involved between the components of the micro machine tool. As evident
from the comparison of existing micro machines developed so far, the accuracies
obtained from them are not improved in comparison to the standard machines. Micro
machines should be developed with the aim that down scaling of machine dimen-
sions will give more accuracies than the standard machines. But to get higher
accuracies, certain design strategies have to be developed and the miniaturization
issues are to be addressed. These issues deal with the magnitude of the cutting forces,
thermal drift, reduced masses and inertia and down scaling of physical forces.

The common example of scaling implies that while gravitational force may be a
significant phenomenon between two large bodies, surface tension forces which
are not important between two large bodies become significant in the case of
small/micro objects. If the scale factor ‘s’ is used to describe how the physical
phenomena change. All the lengths will scale by the factor ‘s’, but the volume
scales differently:

V ¼ L�W � H ð1Þ

V ¼ S3 L�W � Hð Þ ð2Þ

If our mechanical system scale down by a factor of 10, then volume will scale
as (1/10)3, or 1/1,000. Different forces and parameters scale differently. For
example, the mass scales as s3. As mentioned, Trimmer [28] has tried to make use
of the scaling of electromagnetic and electrostatic forces to build micro motors that
can be used in micro machine and MEMS applications.

Micro-motors based on electrostatic force are theoretically a potential candi-
date, as electrostatic force scales to s0 (See Table 3). But MEMS micro motors
experience demonstrate that in the micrometric range, the electrostatic motors
cannot have sufficient power to be used in micro machining and especially in high
speed machining. In this sense, they cannot compete with micro motors based, for
example, on piezoelectric forces. However, these small motors have plenty of
small applications like the microcomb drive motor [29] is being used in auto-
mobiles as an airbag sensor. The miniaturization process has some inherent
problems that must be highlighted. The matter is not only size reduction but the
effect of new physical phenomena on micro machining has to be identified. As
mentioned, the behavior of forces changes in the micro domain as compared to the
standard scale. This implies that the micro-machining cannot be handled as
standard scale machining. There is a difference between the two and it needs to be
verified experimentally that the theoretical downscaling results presented in
Table 3 holds true. There is also a possibility of making use of these scaling results
in order to enhance the micro machine’s accuracy.
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5.2 Precision Engineering Fundamentals

Machine tools performance is always measured by their capabilities in terms of
accuracy, resolution and repeatability. These metrological terms are defined
according to the ‘International vocabulary of basic and general terms in
metrology’.

Accuracy: Closeness of the agreement between the actual value resulting from
an operation and a target value of the quantity. Accuracy is a qualitative
description.

Uncertainty: Parameter associated with the result of an operation that char-
acterizes the dispersion of the values that could reasonably be attributed to the
quantity.

Resolution: Smallest difference between indications of displaying device that
can be meaningfully distinguished.

Table 3 Influence of physical forces at miniature level

Type of force Formula scaling factor Symbols explained

Gravitational force Gm1m2
ffi
r2 s4 G—Gravitational constant,

mi—interacting masses
Elastic force EADL=L s2 E—Young’s Modulus,

A—Cross-section Area
Inertial force Mo2xffi

ot2
s4 d2x/dt2—Acceleration,

M—moving mass
Electrostatic force eAV2ffi

2d2 s0 e—Permittivity,
V—Voltage applied,
d—Gap between electrodes

Surface tension force cL s1 c—Surface tension constant
Electromagnetic force BA=2l s4, if B is constant

s2, if heat sink
is used

B—Magnetic field density,
l—Permeability,
A—Surface area

Thermal expansion force EADLðTÞ=L s2 E—Young’s Modulus,
T—Temperature

Piezoelectric force EADLðEÞ=L s2 E—Young’s Modulus,
L—Piezo length

Centrifugal force mx2r s4 x—Constant rpm,
r—Radius of gyration

Hydraulic force DPA s2 DP—Pressure difference on
the piston

Capillary force rpd s1 r—Surface tension force,
d—Capillary diameter

Van der wall force E=r s-1 r—Atomic centre dist.,
E—Atom bonding energy

Viscosity force cAox
Lot

s2 c—Viscosity co-efficient,
L—Characteristics length

Frictional force lmg s3 l—Frictional constant,
g—gravity constant
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Repeatability: Closeness of the agreement between the results of successive
operations of the same quantity carried out under the same conditions.

Reproducibility: Closeness of the agreement between the results of operations
of the same quantity carried out under changed conditions.

5.3 Design Strategy

The strategy started with the problem definition or the specifications of the micro
machine tool. i.e., the design features and objectives. This is followed by the
generation of basic conceptual ideas of the micro machine tools. The concepts are
based on the precision design principles. All the initial concepts are compared
according to the selection criteria. The criterion is defined on the basis of
machine’s static and dynamic design factors. The concept analysis will result into
a final model that will be further refined and analyzed. The detailed model will be
further used for the mathematical modeling of the system. The Homogenous
Transformation matrices are applied to the machine tool detail design. The HTM
model is then used for the optimization analysis. Objective function is defined
based on the machine’s relative volumetric error. From the optimization analysis,
tolerances budget can be evaluated for the machine’s components. The sub-
systems will include machine’s carriages, guide ways, bearings and spindle system
etc. The modeling of micro physical phenomena or commonly called ‘the second
order phenomena’ can also be modeled with the theoretical model of machine tool.
Finite Element Analysis based static, dynamic and thermal models can be
integrated with the optimization model for this purpose.

For control design, there are two different philosophies opted in precision
machine design to achieve high precision as follows.

1. Design of precise mechanical structures with most of the phenomena consid-
ered as second order error sources addressed. An adjusted servo-controller will
animate the system to satisfy the specifications.

2. Design of a mechanical structure with an overall satisfaction with the imple-
mentation of an expert dedicated servo controller to compensate for all errors [22].

If the robust design analysis is conducted with the complex mechanical second
order phenomena addressed, the first philosophy can be applied with an adjusted
servo controller. Servo control will also handle the complete process control. An
intelligent controller will be applied to control the machining process through
CAM (Computer aided machining). CAM will include complete process planning,
and NC programming. In the case of un-modeled errors, specific controllers will be
applied for an eventual compensation. Finally, the success of the machine servo
control depends on the type of control applied and the interaction agility between
sub-systems.

A conceptual example of a 5-axis micro milling machine with 3 translational
(x, y, z) and 2 rotational stages, shown in Fig. 13. The machine comprised of a
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central shaft that can translate in the Y axis and rotate around the same axis. This
Hybrid Axis is used to mount the work piece. The axis will be mounted on air
bearings on both sides for high precision.

5.4 Error Model

A robust design with an optimization method considering the volumetric error as
the objective function is applied to characterize some of the key-design parameters
of the machine. The method is presented with few dimensional results. A serial
micro milling machine (See Table 4) with X–Y linear stages and the vertical Z
slide has its overall error modeled through homogeneous transformation matrices
(HTM). The motion transformation matrices from reference to work piece and
from reference to the tool are shown in Eqs. (3) and (4).

RTWork ¼ RTY :
Y TX:

XTWork ð3Þ
RTTool ¼ RTZ :

ZTTool ð4Þ

where,

RTY ¼

1 �ezy eyy dxy þ a1 þ Sxy:Y
ezy 1 �exy dyy þ Y þ b1

�eyy exy 1 dzy þ c1 þ Szy:Y
0 0 0 1

2

664

3

775 ð5Þ

Fig. 13 5-axis micro machining center concept
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and a1, b1 and c1 are constant offsets defined on the basis of machine design
variables. dxy and dzy are straightness errors. Sxy and Szy are the squareness angles
between the respective axis and Y is the position of Y axis where these angles are
amplified to yield an Abbé error in Y-direction [30].

Similar transformations are defined for Y to X and reference to Z carriages.

Y TX ¼

1 �ezx eyx dxx þ a2 þ X
ezx 1 �exx dyx þ b2 þ Sxy:X
�eyx exx 1 dzx þ c2 þ Szx:X

0 0 0 1

2

664

3

775 ð6Þ

RTZ ¼

1 �ezz eyz dxz þ a3 þ Szx:Z
ezz 1 �exz dyz þ b3 þ Szy:Z
�eyz exz 1 dzz þ Z þ c3

0 0 0 1

2

664

3

775 ð7Þ

For the work piece and the tool, the position vector is given as:

XTWork ¼

Wx

Wy

Wz

1

2

6664

3

7775
ð8Þ

zTTool ¼

Tx

Ty

Tz

1

2

6664

3

7775
ð9Þ

For the ideal situation without errors, we take:

RTWork ¼ RTTool ð10Þ
RTY :

Y TX :
XTWork ¼ RTZ :

ZTTool ð11Þ

Hence,

XTWork ¼

Wx

Wy

Wz

1

2

6664

3

7775

ideal

¼ RTY :
Y TX

� ��1 RTZ :
ZTTool

� �
ð12Þ

XTWork ¼

� a1 � a2 þ a3 � X þ Tx

� b1 � b2 þ b3 � Y þ Ty

� c1 � c2 þ c3 þ Z þ Tz

1

2

6664

3

7775
ð13Þ
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By putting the ideal XTWork in Eq. (3) and assuming that the work piece
mounted on the x-axis stage is error free, the final vector for the tool and work
piece respectively are given as follows:

RTTool ¼

a3 þ dxz þ Tx � Tyezz þ Tzeyz þ Szx:Z

b3 þ dyz þ Ty þ Txezz � Tzexz þ Szy:Z

c3 þ Z þ dzz þ Tz � Txeyz þ Tyexz

1

2

6664

3

7775
ð14Þ

Equation (14) shows three dimensional error between global reference and tool
(RTTool) and Eq. (15) is showing error between global reference and work piece
(RTWork). The difference of the two will give the three dimensional volumetric
error.

RTWork ¼

a1 þ a2 þ X þ dxx þ dxy

þ �a1 � a2 þ a3 � X þ Txð Þ 1� ezyezx � eyyeyx

� �� �

þ �b1 � b2 þ b3 � Y þ Ty

� �
�ezx � ezy þ eyyexx

� �� �

þ �c1 � c2 þ c3 þ Z þ Tzð Þ eyx þ eyy þ ezyexx

� �� �

� ezy dyx þ b2 þ Sxy:X
� �

þ eyy dzx þ c2 þ Szx:Xð Þ
þ Sxy:Y

b1 þ b2 þ Y þ dyy þ dyx

þ �a1 � a2 þ a3 þ Tx � Xð Þ ezx þ ezy þ exyeyx

� �� �

þ �b1 � b2 þ b3 � Y þ Ty

� �
1� ezyezx � exyexx

� �� �

þ �c1 � c2 þ c3 þ Z þ Tzð Þ ezyeyx � exx � exy

� �� �

þ ezy a2 þ X þ dxxð Þ � exy c2 þ dzx þ Szx:Xð Þ
þ Sxy:X

c1 þ c2 þ dzx þ dzy

þ �a1 � a2 þ a3 � X þ Txð Þ �eyx � eyy þ exyezx

� �� �

þ �b1 � b2 þ b3 � Y þ Ty

� �
exy þ exx þ eyyezx

� �� �

þ �c1 � c2 þ c3 þ Z þ Tzð Þ 1� eyyeyx � exxexy

� �� �

� eyy a2 þ X þ dxxð Þ þ exy dyx þ b2 þ Sxy:X
� �

þ Szx:X þ Szy:Y

2

666666666666666666666666666666666666666666664

3

777777777777777777777777777777777777777777775

ð15Þ
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The total error vector is found in Eq. (16) and the individual equations of its
components Px, Py and Pz are given by Eqs. (17–19) (Fig. 14).

Pe ¼
Px

Py

Pz

2

64

3

75 ¼ RTTool � RTWork ð16Þ

Px ¼� a1 � a2 þ a3 þ Tx � X � dxy � dxx þ dxz

� c2 þ dzx þ Szx:Xð Þeyy þ Tzeyz þ b2 þ dyx þ Sxy:X
� �

ezy

� �c1 � c2 þ c3 þ Tz þ Zð Þ eyy þ eyx þ exxezy

� �

� �b1 � b2 þ b3 þ Ty � Y
� �

exxeyy � ezy � ezx

� �

� Tyezz � �a1 � a2 þ a3 þ Tx � Xð Þ 1� eyyeyx � ezyezx

� �

þ Szx:Z � Sxy:Y

ð17Þ

Py ¼� b1 � b2 þ b3 þ Ty � Y � dyy � dyx þ dyz

þ dzx þ c2 þ Szx:Xð Þexy � Tzexz � a2 þ X þ dxxð Þezy

� �c1 � c2 þ c3 þ Tz þ Zð Þ �exy � exx þ eyxezy

� �

� �a1 � a2 þ a3 þ Tx � Xð Þ exyeyx þ ezy þ ezx

� �

þ Txezz � �b1 � b2 þ b3 þ Ty � Y
� �

1� exyexx � ezyezx

� �

þ Szy:Z � Sxy:X

ð18Þ

Pz ¼� c1 � c2 þ c3 þ Tz þ Z � dzy � dzx þ dzz

� exy dyx þ b2 þ Sxy:X
� �

þ Tyexz þ a2 þ X þ dxxð Þeyy

� �c1 � c2 þ c3 þ Tz þ Zð Þ 1� exyexx � eyyeyx

� �
� Txeyz

� �a1 � a2 þ a3 þ Tx � Xð Þ �eyy � eyx þ exyezx

� �

� �b1 � b2 þ b3 þ Ty � Y
� �

exy þ exx þ eyyezx

� �

� Szx:X � Szy:Y

ð19Þ

6 Robust Design Optimization

Robust Design is defined as a process of making a product insensitive to the effects
of variability without actually removing the sources of disturbance. Robust design
analysis has to reach a trade-off point to ensure the best compromise between
different conflicting objectives. Optimization is defined as the setting of design
variables such that the design is least sensitive to the effects of external variations
or noise [31]. Optimization at the early design stage gives the designer a precise
prediction of the outcome of the design process. A general optimization problem
can be written as follows:
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min fiðxÞ

subject to
giðxÞ� 0

xiU � xi� xiL

� ð20Þ

where, xi is the vector of variables which may be continuous, discrete or integer
with upper and lower limits, fi(x) are objectives and gi(x) are the inequality
constraints. Design of Experiments (DOE) are defined as a process for generating
data that utilizes a mathematically derived matrix to methodically gather and
evaluate the effect of numerous parameters on a response variable [31]. Mishima
[32] have modeled a miniaturized lathe through HTM and performed a tolerance
analysis with the help of Taguchi Design of experiments technique.

Optimization algorithms treat the initial design of experiments data and start the
search for the optimum point. ‘Multi-Objective Genetic Algorithm’ (MOGA) is
selected as the optimization Algorithm. It has the ability of multi-objective search
with fast convergence and continuous objective function penalization. Any type of
variables including continuous, discrete or integers can be used. In this study,
initial data is tabulated using different DOE techniques such as Taguchi, Random
sequence and reduced factorial. These techniques are employed with the Multi-
objective Genetic Algorithm to find out the optimum design variables for micro
milling machine.

Various mechanical concepts were considered according to the functional
requirements of the proposed micro machine. The concept presented in Table 4

Fig. 14 Description of
volumetric error
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was selected due to the simplicity in design and static and dynamic specifications.
Dynamic characteristics become important when the tool is in contact with work
piece generating cutting forces. The overall geometric errors of this concept are
modeled using Homogenous Transformation Matrices (HTM) and the objective
function is defined as:

derror ¼ P2
x þ P2

y þ P2
z

� 	1=2
ð21Þ

where Px, Py and Pz are the overall volumetric errors in x, y and z directions
respectively defined in Eqs. (17–19). There are five design variables chosen as an
example, for the system of interest (See Table 4), three axis positions and 21
geometric errors associated with three axis of machine tool. The five design
variables are evolved from the offset lengths a1, b1, c1, a2, b2, c2, a3, b3, c3, Tx,
Ty and Tz. Nominal values of design variables are searched using pre-selected
ranges in the optimization process (See Table 4). The procedure of calculation is
shown in Fig. 15. The sensitivity analysis is carried out using the results found in
the case of Taguchi method. The sensitivity of each design variable on the
objective function is shown in Fig. 17; each variable is varied over a range while
the other ones are kept fixed. The tolerance could be drawn from those ranges after
a careful analysis. Objective function defined in Eq. (21) is used by the optimizer
to minimize it for error convergence, i.e.,
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Fig. 15 Multi_objective Genetic Algorithm based optimization algorithm
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derror ! 0 ð22Þ

Three sets of solutions are obtained by the three methods depicted in Fig. 15.
An analysis of the results according to requirements will help in choosing the most
adequate solution. All the three solutions have reached almost the same minimum
objective value for their respective particular position (X, Y, Z) belonging to the
machine workspace. Multi Objective Genetic Algorithm is used to run the model
as optimizer. It is selected for its ability of fast convergence, directional cross-over
and objective function penalization. Figure 16 shows the optimizer convergence
towards the minimum objective function and the history of the designs.

Figure 18 shows the values of the design parameters after the convergence
solution step is completed. Output parameters Px, Py and Pz are constrained to
1 lm individually. Designs with higher value than 1 lm of any one of them result
in violation of the objective function. Data in Fig. 17 highlight different color
coding for the invalid designs.

Fig. 16 History chart

Table 5 Three results with three different DOE techniques

Design
variables

Initial
values
(mm)

Pre-
selected
range set

Convergence step

Taguchi Reduced
factorial

Random
sequence

ls 20 18–30 19 18 27.9
lth 20 17–25 18 21 18
ly 250 220–280 251 227 254
ld 90 75–105 105 75 98
lt 20 15–25 19 20 16
derror – – 6.79 nm 14.63 nm 6.93 nm
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Fig. 17 Example of color coding for feasible and unfeasible designs

Fig. 18 Sensitivity analysis of design variables (Volumetric error vs. design parameter tolerance
range)
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The parameters ‘lt’, ‘lth’ and ‘ls’ are found to be more sensitive design
parameters than the others as shown in Fig. 18. Their tolerance band is about
1 mm for the maximum objective value of 0.02 lm. ‘ld’ has been an insensitive
parameter in this first analysis, as the spindle-column distance of machine tool has
a specific stiffness, e.g. cantilever and will only be fully designed with dynamic
analysis. Table 5 is showing the optimized design parameters using three different
design of experiments techniques and the calculated objection function value in
each case.

7 Conclusion

Development of high precision micro-machines is an important area where bulk
micro parts can be manufactured at a high rate. Many small micro-machines that
can be installed in a micro-factory environment cannot work in isolation and all
the re-configurable micro-machines needs certain intelligence to work with flex-
ibility and in an optimized fashion. For that matter, M2M communication is
envisioned to run the smart micro-factory and selected parameter’s data flow for
the supervisory control and reporting. M2M communication is envisaged with
wireless Bluetooth technology having appropriate data rates to accommodate the
required operational and condition monitoring data of micro machines. A cellular
network as a gateway is suggested to be used to connect the micro-factory with the
remote supervisor. Data security features such as authentication and access control
can be managed by the gateway through IP communication for an end-to-end IP
network flow. This work also presents a robust design method of an example
micro-machine tool in a micro-factory CPS using volumetric error optimization.
This volumetric error is found to be critical for getting high precision to be
embedded as an error compensation tool. Furthermore, three methods were used to
generate the initial population of weak non-linear equations formed from the HTM
model. The sensitivity investigation of the design variables of a three axis micro-
machine tool reveals respective tolerance bands for the design parameters.
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Health Care and Medicine



The Development of Cyber-Physical
System in Health Care Industry

Arni Ariani and Soegijardjo Soegijoko

Abstract A cyber physical system involves the combination of sensors, actuators,
and computation modules to solve issues that lie across the physical and com-
putational areas. This emerging technology will lead to a significant improvement
in the health care industry and also will enhance the quality of life of our
communities, including older and disabled persons. Our objective in this chapter is
to give insights from the current research to provide future perspectives for sci-
entific research and development. We reviewed the current research and inventions
in the field of cyber physical systems (CPS) focusing on the health care industry
where computational intelligence is used for decision support. In this chapter, we
discuss the current state of the art and trends in cyber physical system in health
care industry and summarize the issues that need to be overcome. We conclude by
identifying the future challenges in this technology that needs to be addressed in
order to identify and facilitate priority research in this emerging field.
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1 Introduction

A new research field has found that the cyber-physical system (CPS) has con-
nected the physical and cyber worlds into one closed loop system [1]. CPS has a
contribution to empower the physical world with the capabilities to perform self-
organizing tasks and remote control operations across the network [1]. It comprises
of environmental aware, embedded computing, networks communication, net-
works controlling and other systems engineering [1].

CPS applications can be found in different area of research including: high
confidence medical devices and systems, traffic control and safety, advanced
automotive systems, process control, energy conservation, environmental control,
avionics, instrumentation, critical infrastructure control, distributed robotics (tele-
presence, telemedicine), defense systems, manufacturing, and smart structures [2].

With recent significant development in information and communication
technology, further CPS applications have also recently being developed, such as:
e-health and telehealth devices and systems, various types of mobile e-health
systems, as well as ubiquitous health (u-health) systems.

In this book chapter, the authors review the implementation of CPS in the field
of healthcare and list the pros and cons of different approaches. Moreover, the
authors also summarize the overcoming challenges and provide the solutions for
further work.

2 Background

Currently, the world is facing the most serious concerns in healthcare including the
rise of healthcare costs, the growth of aging population and the emergence of
chronic diseases [3].

In 2050, the percentage of Australians aged 65 years and older is projected to
increase to 22.7 % of the forecast population of 35.9 million people from 13.5 %
of 22.2 million people in 2010. This trend indicates that there will be an over-
whelming demand on healthcare services for dependent older people [4]. A
continuing focus on these issues will ultimately support the research and devel-
opment of novel technologies that may become a solution to an unsustainable
healthcare model [3].

Most companies in the field of healthcare are looking for innovative techniques
that would deliver quality healthcare service, on time, with a cost-effective
approach in the most efficient way [3]. The opening of new opportunities in
healthcare field is being driven by recent advancements in wireless communica-
tions [5], mobile computing [6] and sensing technologies [7, 8]. The target goals
are to explore the capabilities of different types of wireless technologies and solve
the complexity of both wireless and mobile networks for various applications in
healthcare industry, especially in relation to prevention, medical diagnosis, treat-
ment, and patient care [9].
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Recently, the wireless sensor network (WSN) has emerged as one of the important
aspect in healthcare field. It has some advantages, including the following:

• It provides greater flexibility for both medical practitioner and patients since the
medical practitioner can remotely monitor the physiological changes without
disrupting the daily routine of the patients [10].

• It offers significant economical benefits and allows better management of
equipment assets to support both of the medical practitioners and patients [11],
since, it has the ability of identifying the early signs of diseases, monitoring the
evolution of diseases, managing the rehabilitation process and ensuring the drug
therapy recommendation achieves the desired effects [12].

• It supports a paperless environment by replacing the usage of paper and helps to
reduce the possibility of errors caused by manual operation by allowing the
seamless integration of physical data with context aware information system [13].

3 Personal Emergency Response System

Medical alarm or medical emergency response system is most familiar, known as
personal emergency response system (PERS), allows an individual to seek help for
emergencies [14]. Several studies have revealed that the availability of PERS
could increase the feeling of safety, which enables older people to remain in their
own home and effectively decrease the cost of healthcare services [15, 16].

A study conducted by Bernstein et al. [17] found that the usage of PERS system
among older people has dropped the death rates by 34–12 % (since the patient can
get the medical treatment within 60 min after having an accident), shorten the
length of hospital stay by more than 59 % (14.4 vs. 5.9 days for 1 year before and
after using the PERS device), produced $7.19 of direct savings in healthcare costs
for each dollar spent on PERS.

Mann et al. [15] revealed that PERS was mostly used by women (70.7 % out of
93 participants) compared with men (29.3 % out of 93 participants). All the
recruited users were aged over 60 years (mean: 79.3 years, standard deviation:
9.3 years). In addition, the study also reported that this PERS device has increased
the feeling of safety (59 out of 78 participants, 75.6 %) and reduced the worries
among family members (54 out of 78 participants, 69.2 %).

3.1 Current Technologies in PERS

There are three main components of traditional PERS [14, 18]: radio transmitters
on a small-sized, a telephone is connected to the console, a call center for emer-
gency response (for example: an emergency dispatch center-called public safety
answering point [PSAP]).
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The details on how the system works are presented below [14]:

• The traditional PERS is embedded into wristwatch or placed into an enclosure.
• In the case of emergency situation, the button on the PERS device is pressed to

send a signal to the console.
• Once the signals have been received, the console will automatically make a

phone call for emergency assistance.
• Finally, the operator staff will examine each case on an individual’s situation

and medical history to determine whether the emergency can be handled over
phone alone or the notification must be sent to both ambulance crews and
medical staffs.

The drawback of the traditional PERS is manual activation of emergency
notification in the case of accident. This means that there is a possibility of failure
to recognize that the accident has occurred when the user is unable to press the
help button due to severe injuries, loss of consciousness or simply forgot to wear
the call button or if the accident occurs outside the house [14, 19].

Unlike the traditional one that is programmed to dial the PERS service center
only, the newer PERS is able to coordinate calls to preferred phone numbers when
the emergency alert is received. Clearly this feature gives more safety since it can
forward the call to the next emergency contact when the first name on the list is
busy or is unable to respond the call [14].

The main disadvantage of commercial PERS device is that it allows two-way
voice communications between the user and the call center via console unit over
very short distances [14]. This may lead to annoying situations when the operator
staff could not hear the voice when the user is far away from the console unit. Few
PERS vendors (Philips Lifeline, AlertOne) prepared to address this issue by
upgrading the existing PERS system with voice extender module. This module has
the same function as console unit and can be installed in different rooms around
the home.

Recently other vendors, for instance LogicMark and Medical Alarm Concepts,
have made another contribution by embedding a cordless speakerphone into a
pendant [14]. This approach enhances voice communications over a greater range.
The user can still communicate with their family or call center staff even though
they are 182 m away from where the console unit is placed. However, additional
problems exist for such pendant, such as: it needs larger size and weight, with
lower battery lifetime and less water resistance.

Hamill et al. [19] conducted a study that investigates the feasibility of using an
automated, hands-free, dialogue-based PERS prototype for improving the usability
and efficiency of PERS system in the event of an emergency. The proposed system
incorporates a combination of ceiling mounted microphone array, an open-source
automatic speech recognition engine, and an automated dialog with yes or no
response. The content of dialog follows the Life-line Systems Canada call center
protocol. The answer for each question will determine what actions need to be
taken to respond to user’s condition. The following is the example of question in
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the proposed system: Hello. This is your automated monitoring system. Do you
need help? Please say yes or no.

Three stages of testing are involved in this research. First, the performance of
the system is tested with either single-or multi-microphones. A better accuracy
of 49.9 % (922 out of 1,846 words) is achieved when using multiple microphone
with beam-forming. Next, the accuracy of word detection is tested in two settings
with voice interference from a bubble kettle and a setting with free noise inter-
ference. In this test, four males and five females aged between 20 and 30 years
were asked to reply with ‘‘yes’’ or ‘‘no’’ to the question. The overall result revealed
that the rate of accuracy increased to 93 % (98 out of 108 words) when combining
the beam-former with a close-ended questions. Finally, the efficacy of the proto-
type dialog is tested in three different scenarios: an accident involved an injury that
required an ambulance to be called, a fall event but prefers to contact their
daughter, a false notification. Samples are taken from four healthy adults aged
between 20 and 30 years.

While the recognition rate was above 78 %, their subject sample size was far
too small and only involved healthy adults to give reliable results. But still, this
research provides a possibility of implementing automated PERS system to assist
older people during the emergency situation in a real-world environment.

3.2 Discussion

Mann et al. [15] identified three main barriers on pursuing older people to use
PERS in their daily life: lack of perceived need, cost and lack of device knowledge
(as shown in Table 1).

3.2.1 Perception of Need

The perception of need is a key to convince older people to use PERS in their daily
life [14]. An interesting presentation about the benefits of PERS in the case of
emergencies (such as fires, gas leaks, and burglaries) can make significant
improvements in the decisions older people make, especially if the technology
offers an opportunity to become older and independent in their own home.

3.2.2 Cost

The penetration of PERS on the market is affected by funding availability and the
consumer’s income level [20]. The whole costs must be reasonable when com-
paring to the expenses that must be paid for treatment and recovery from injuries
caused by accidents.
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According to the report by Pew et al. [21], financial support schemes can be
divided into four categories:

• The grants and contracts are directly provided by the government.
• The cost is reimbursed through a national health insurance scheme (i.e. Medi-

care in United States).
• The cost is covered by private health insurance.
• All cost is paid by consumer.

The installation and monthly fee for PERS may vary for different countries, for
example: it is fully covered by Malta government while in United States the user
has to allocate at least $500 for installation fee and $45 for monthly payment.

3.2.3 A Better Understanding of the Device

A simple guideline that covers all aspect of PERS (including the installation
process and how it works) might affect the decision of older people to continuously
use it on daily basis [14, 15].

4 Automated Fall Detection

A fall can be defined as an unanticipated event causing an individual to lie down
on the lower surface, floor or ground [22]. For older people, falling can results in
devastating consequences both physically and emotionally.

The 2009–2010 financial year data in Australia reported that falls contribute
significantly to injury hospitalizations (38 %, n = 161,147) and occur more fre-
quently with increasing age [23]. Fifty-two percent (83,768 out of 161,147 people)
of the documented falls are experienced by older people aged 65 years and over.
Women (69.4 % out of 83,768) are more likely than men (30.1 % out of 83,768) to
experience fall-related injuries [23]. The most commonly reported injuries due to
falls are fractures (n = 49,325) [23]. Fracture of femur accounted for the highest
incidence of admissions (n = 19,429). Fracture of forearm had the second-highest
number (n = 6,513) and closely followed by fracture of lumbar spine and pelvis
(n = 6,513). In addition, the report also revealed that the percentage of indoor falls
(67.4 % out of 22,744) was reported to higher than those taking place outdoors
[23]. The most common for these indoor falls is in the home (49.3 %) and

Table 1 Barriers on using PERS from the perspective of older people [15]

PERS users (n = 63) PERS nonusers (n = 409)

Lack of perceived need 35 (55.6 %) 233 (57.0 %)
Cost 26 (29.9 %) 151 (37.0 %)
Lack of knowledge of device 7 (8 %) 97 (23.7 %)
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followed by falling in residential institution (18.1 %). The place of occurrence for
outdoor falls is on the street (5 %) and then on the highway (4 %).

The 2006–2007 annual cost of hospital treatment due to falls for older people
aged 65 years and over was estimated around $600.3 million, an increase of $34.3
from $566.0 million in 2003–2004 [24]. A literature review conducted by Hauer
et al. [25] found that there are three major ways to collect falls data: a retrospective
system incorporating a postal questionnaire or an interview either by phone or
face-to-face (n = 24, 27 %), a prospective system involving a postcard, a calendar
or a diary (n = 38, 42 %), video camera monitoring or interpretation and analysis
of health data record (n = 16, 18 %). The first two methods can be used as a gold
standard for automated fall detection.

A research in fall detection system can be divided broadly into three different
approaches: video monitoring system, body-worn and environmental sensors [26].

4.1 Video Monitoring System

One of the advantages of incorporating video monitoring system instead other
approaches is the ability to capture different events that occur at the same time and
place [27]. Furthermore, prices and installation costs for video monitoring system
are cheaper and there is no requirement for wearing any form of sensors for 24 h a
day [28].

4.1.1 Current Technologies in Video Surveillance

Leone et al. [29] made use of a 3D time-of flight vision technology to differentiate
falls from normal daily activities. The proposed algorithm consists of three main
features: the centroid height of the person, the duration of the critical stage, and the
duration of the post fall stage. The threshold values are listed in Table 2. The
algorithm validation was performed using 460 activity samples (200 normal
activities and 260 simulated falls) from 13 healthy and middle-aged men (age:
30–40 years, height: 1.55–1.95 m). The simulated falls were performed on three
different directions (backward, forward and lateral) and either incorporated or
unincorporated recovery post fall. The combination of three thresholds was able to
obtain an accuracy of 100 % when an occluded object was not obstructed from the
view of camera. However, the system was only tested on healthy adults.

Shim et al. [30] attached web cameras to the patient’s bed at The Severance
Hospital of the Yonsei University Health System. First, rapid background subtraction
from video sequences were performed to identify the entire movements of the subject
and followed by counting the body width–height ratio to differentiate falls from daily
activities. The algorithm assumes that someone might be fallen if a rectangular
shape is detected for a long time outside the safety regions. The overall accuracy of
the system was 93 %. No details of the participants were reported in this publication.
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4.1.2 Challenges

There are three common problems that must be considered when utilizing video
monitoring system to distinguish falls from normal activities: a concern of privacy
[31], high consumption of power and the complexity of data transmission networks
[32].

A study conducted by Steele et al. has revealed that around 78 % out of older
people would not accept the use of video monitoring system since it continuously
records every event around the house and breaches their privacy [33]. A video
monitoring system requires a large power input since it is operated on high fre-
quencies and a continuous integration and clearance of charge must be maintained
as light reaches a large pixel array [34]. A video monitoring system also suffers
from long setup time, this condition occurs because the automation of auto-gain
and white-balance and consequently is not suitable for low-duty-cycle networks.
There is an issue with bandwidth capacity when raw images are directly trans-
ferred to central server. However, this issue can be solved by preprocessing the
images in the local server and then only the meta-information will be sent to
central server [34].

4.2 Body-worn Sensors

Since there is raised concern of privacy among older people in the use of video
monitoring system for detecting falls [35], some current researchers have rec-
ommended the use of body-worn sensor to identify falls. The body-worn sensor
approach is defined as an activity that involves holding or wearing embedded
devices with the purpose of distinguishing falls from normal activities [28].

4.2.1 Current Technologies

Eight volunteers performed a series of simulated falls (forward, backward, and
sideways falls) in order to test the system’s performance that was made by Ojetola
et al. [36]. The device consisted of a triaxial accelerometer, a triaxial gyroscope, a
Bluetooth device and a microcontroller device. These devices were placed on the
chest and the right thigh. Both the time stamp of each sensor node and the sensing
data are transmitted to a remote station via Bluetooth for further analysis. The author

Table 2 The threshold values used in the proposed algorithm [29]

Threshold TH1 TH2 TH3

Measure Centroid height Critical phase duration Post fall phase duration
Unit Meters Milliseconds Seconds
Value 0.4 900 4
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used a machine learning approach (decision tree classifiers) that combined with
filtering (moving window size of 0.8 s) to differentiate fall events from normal
activities. The associated precision and recall of the proposed system are 81 and
92 % respectively. Even though the preliminary results are quite good, but the
placement of sensor nodes is not convenient enough to gain acceptance from the
older people.

Tolkiehn et al. [37] placed a triaxial accelerometer, a barometric pressure
sensor and a wireless transmitter into an enclosure. The device was worn around
the waist of the subject. Eight males and four females were recruited to perform 13
fall events (falls from different furnitures and falls in different directions) and 12
normal activities. For safety purposes, the simulated falls were performed onto
mattress. The fall events were recognized by comparing the changes of tilt angle
and acceleration peak with predetermined thresholds. Although the associated
accuracy was higher than 94 %, the resulted impacts may differ from the actual
falls in older people.

Viet et al. [38] embedded an accelerometer and an orientation sensor into the
Android GI phone and performed a laboratory trial that involved five young and
healthy volunteers. Each subject performed three simulated falls (forward, back-
ward, and sideways falls) and two normal activities. There were two thresholds
used in the proposed algorithm: the changes in acceleration and orientation. The
system indicated a fall may have occurred if the sudden acceleration and orien-
tation changes of the mobile phone were more than the acceptable limits. The
accuracy of the system was quite good (85 %) for identifying three types of falls,
but the main issue of implementing this system was the fact that the user forget to
carry their mobile phone.

4.2.2 Challenges

There are three major weakness of the system that incorporating body-worn sensor
to distinguish falls from daily activities: uncomfortable feeling of such a sensor,
experience labeling and stigma because of their age and physical disabilities, or
simply suffering from memory problem due to dementia [39].

The acceptance of body-worn device among older people will depend mostly
on the convenience and comfort when using them. A research by Stikic et al. [40]
has stated that there is a tendency of lower acceptance since the device must be
worn for 24 h a day for avoiding a gap of time in real-time monitoring. Algase
revealed that most people suffering from dementia often forgot to wear such a
sensor while doing their daily activities [41]. Aside from those drawbacks, the
availability of push button on the body-worn sensor could be really helpful to
contact the nearest emergency response center directly in a situation where a fall
has occurred.
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4.3 Environmental Sensors

There are two main advantages provided by environmental sensors: low or no
privacy concern as compared to video-based approach [26] and more comfortable
since there is no need to attach or wear a device for a whole day [42]. The
definition of environmental sensor approach is the activity of placing multiple
environmental sensors to fully monitor all activities that occur around the house
[28].

4.3.1 Current Technologies

Litvak et al. [43] used a pattern recognition algorithm to identify a fall by fusing
floor vibration and sound data. In the first stage, a mannequin called ‘‘Rescue
Randy’’ was used to identify a forward fall at two different distances from the
sensors (2 and 5 m) on two different floor surfaces (carpet and concrete floors). In
the second stage, the same experiments were repeated by using different objects
including a heavy bag, a plastic box, a book and a metal book. The associated
sensitivity and specificity of the system were 97.5 % and 98.5 %, respectively. The
limitation of the system was incapable in detecting a low impact fall-detection.

Liu et al. [44] mounted an array of passive infrared sensors on the wall at three
different heights (50, 110 and 140 cm from the ground) and used two-layer hidden
Markov model to distinguish falls. The system decided that a fall has occurred if
the output waveform shows the characteristic of fall event. This system had an
accuracy of 92.5 %. However, it should be noted that the trial only involved four
healthy adults (one female and three males) performing forward falls onto a large
mattress at distance between 1 and 3 m from the sensors.

Ariani et al. [45] used a simulated environment to understand the effectiveness
of using motion and pressure mat sensors for recognizing three types of post-falls
(a fall with recovery, a fall with or without loss of consciousness) from daily
activities. Graph theory concepts are used to track the location of each individual
and to monitor them separately for falls. This graph also used to determine whether
someone has left or entered the residential. The proposed algorithm has achieved
an accuracy of 93.33 % and 87.33 % for scenarios with one person and multiple
persons. One of the major limitations in this system is that the environmental
sensors are infinitely sensitive to any kind of movements. In the actual situation,
the motion sensors are not activated or only generate signals for short period of
time, when the object is moving away from the sensors [46]. Also if animals living
in the residential, the system can not differentiate if the pressure applied to the mat
is from the human body weight or an animal’s weight, as a consequence, this
approach tends to have a higher rate of false-positive results [47].
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4.3.2 Challenges

Currently, the cost and system complexity still constitute the main issues for
implementing the smart home technology, since a lot of sensors are required for
monitoring comprehensively every activities in all the rooms of a home [45]. In the
future, the technology will need smaller sensors with better energy efficiency;
therefore the approach will be less expensive and widely deployed.

4.4 Discussion

The budget provided for the cost of device and maintenance must be reasonable
when considering the expenses you would have to pay for the medical treatment of
the fall-related injuries [33].

There is a big concern among older people about the sensor lifetime. They are
worried that a fall may occur at the same time when the fall detection system is
dysfunctional due to a dead battery. A research conducted by Noury et al. [48] has
argued that the ideal battery life time should last for 1 year to avoid this situation
from happening and to decrease the related maintenance costs.

A data collection from the South Australian Ambulance Service has revealed
that the time gap between the first call to ambulance headquarters and the
acceptable medical care would be around 5–15 min [49]. The Table 3 also shows
that many of the patients are alone at the time of fall accidents. These facts show
the importance to have a system that is able not only to automatically detect the
occurrence of fall but also to track the subject’s location. This function can be
enhanced by embedding a feature to automatically detect falls in real time and
sending an alert via mobile phone to the emergency contacts, including formal
general practitioners and family member [50, 51].

5 Telehealthcare

A simple definition of telehealthcare can be stated as follows: ‘‘The remote
delivery of personal healthcare services’’. First, physiological data such as blood
pressure, pulse, weight and subjective patient data are collected from the patient.
Then, data are electronically transmitted over the existing network infrastructure
for remote examination by a medical practitioner. Finally, the medical practitioner
provides suggestions based on the typical patient’s current condition [52].

Telehealthcare can be categorized into three different systems: real-time
(synchronous), store-and-forward (asynchronous), or hybrid systems [53]. In
synchronous telehealthcare, an online real time communication is established
between medical practitioner and patient and the acquired physiological data are
collected and processed in real time, while in asynchronous telehealthcare the
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acquired data are processed offline and both parties can view the results in their
preferred time.

There are three main elements used in telehealthcare technology: portable
medical devices, laptop, PC/laptop/tablet/smart phone, and a wireless network
infrastructure [54]. The stability of the network is important when data is being
transmitted over a network. Subsequently, the related data files are stored on a
remote monitoring station for further analysis.

5.1 Telehealthcare for Chronic Diseases Management

Chronic diseases are the leading source of mortality and disabilities worldwide
[55]. By 2020, it is projected that nearly 75 % of all deaths will be from chronic
diseases. It is estimated that the death caused by cardiovascular diseases and
hypertension to reach 16.7 and 7.1 million per year. The adult population with
diabetes is projected to grow to 300 million people by 2025. Studies conducted by
industry and academia have incorporated remote sensing to access and regularly
monitor the health of older people. The availability of wearable/mobile health
monitoring technology is really important since more than one-third of 78 million
baby boomers and 34 million of their parents could suffer from chronic diseases
including cardiovascular disease, stroke, etc.

Table 3 The occurrence rates of falls in association with the activation of emergency alarms for
older people. Most of the users that were not holding or wearing embedded sensors were alone at
the time when fall events occurred (64 out of 144 older people) and were not able to lift their
bodies up from the floor by themselves [49]

Alarm users
(n = 124)

Matched sample of non-alarm
users (by age, date and type
of ambulance service, (n = 144)

n (%) n (%)

Gender Female 89 (72 %) 84 (58 %)a

Fall location Home 121 (98 %) 100 (70 %)a

Residential care
facility

1 (1 %) 32 (22 %)

Public place 0 (0 %) 12 (8 %)
Not recorded 2 (1 %) 0 (0 %)

Alone at time
of fall

Yes 97 (78 %) 64 (44 %)
No 27 (22 %) 79 (55 %)
Unknown 0 (0 %) 1 (1 %)

Ambulance
called by

Self 115 (93 %) 21 (15 %)
Family 5 (4 %) 66 (46 %)
Health care

staff/careers
2 (1.5 %) 41 (28 %)

Other 2 (1.5 %) 16 (11 %)

a Significant difference between alarm and non-alarm users p \ 0.001
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The wearable health monitoring technology offered the following features [56]:

• To enable early detection of health deterioration.
• To send emergency notification to medical staff in the case of critical situations.
• To study the correlation between the health condition and lifestyle of an

individual.
• To enable medical staff in monitoring the health condition of a person in a

remote area through real-time transmission of physiological data.

5.1.1 Cardiovascular Diseases

Cardiovascular disease (CVD) is one of the world’s top killer diseases [57]. Based
on 2009 data from the American Heart Association, there are 80 million people
with CVD in United States and around 2,400 Americans die every day because of
CVD [57]. Cardiac arrhythmia, also defined as abnormal heart rhythms, is the most
common type of heart diseases [57]. Healthy-looking people could suffer from
arrhythmia and can go unnoticed [57]. The early detection of arrhythmia and their
medical treatment are very crucial since arrhythmia can lead to a sudden cardiac
arrest [57].

Some researchers have conducted studies using wireless monitoring system to
continuously screen, diagnose, and manage patients who experience cardiac sur-
gery and chronic heart failure. With this technology, cardiac implant patients can
be remotely monitored no matter where the location. Cardiac data gathered from
any patients can be seen by their cardiologist via mobile devices connected to the
Wi-Fi/cellular wireless network [58].

The advantages that wireless monitoring system can offer to the cardiac patients
are as follows [58]:

• Changes in condition for physically active patients can be assessed and moni-
tored remotely which could lead to a decrease in the number of hospital
readmissions.

• The patients can save time and cost for follow up care.
• A relatively lower risk for life threatening cardiac events can be achieved by

continuously monitoring the condition of the patients.
• Patients in emergency situation are supported promptly and appropriately.
• Patients can have a better privacy and peace of mind while family members can

provide extensive care to the patients. The heart’s electrical activity, recorded as
electrocardiogram (ECG) can be really helpful to detect the early symptom of
poor blood flow, damage in heart muscle, abnormalities in heartbeats and other
problems related to heart diseases.

Kim et al. [57] proposed a system that detects the symptoms of arrhythmia
using ECG data collected with a portable ECG sensor. The sensor board includes
an ECG sensor, a microprocessor unit (MPU) and a communication module. The
MPU manages both the sensor and the communication module and also
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responsible for processing raw data obtained from the sensor. There are three
modules on MPU used for detecting the abnormalities in R–R interval data. The
MPU also has two databases, the first one is used to store normal RR interval data,
which is used as the gold standard for distinguishing an abnormal state in heart,
while the second one is used to store the previous R–R interval data, which is used
to recognize whether there is an increase or decrease in RR interval. The ECG
sensor module measures the electrical signals emitted by the patient’s heart every
5 ms. Then data are transmitted to MPU for further analysis. If the ECG sensor
data contains abnormal heart rhythms and then the data are directly transferred to
either a server or a handheld device via communication module. The accuracy of
the system is more than 97 %.

Li et al. [59] proposed the use of a transductive transfer learning framework to
recognize the abnormalities in ECG signals. The knowledge from labeled ECG
signals were first used to classify unsupervised signals from target users. Then, the
proposed method was applied to the MIT-BIH Arrhythmias Dataset and the per-
formance results were compared with either anomaly detection or transductive
learning baseline approaches. Overall, the results show that the proposed method
has increased the system’s effectiveness to identify the ECG abnormalities over the
two methods for between 25 % and 60 % on G-Mean.

Gay et al. [60] developed a system intended for monitoring the health condition
of patient with high risk of cardiac diseases. The system consists of wireless
sensors, smart phones and data server. The physiological signals are measured by
ECG, accelerometer, blood pressure monitor and weight scale. The collected data
are transmitted to mobile phone for local processing and then the personal feed-
back is provided to the user. Both the specialists and the patients can assess the
collected information through secure web portal. The specialists can remotely
monitor and diagnose the patient’s condition and suggest the necessary treatment.
The initial trial involved two cardiac rehabilitation centers in Sydney (Australia)
and one patient who recently experienced an acute cardiovascular event. At the
end of the study, the patient was satisfied with the system and decided to continue
the program.

5.1.2 Epilepsy

Approximately 60 million people in the world suffer from epilepsy [61]. An
epileptic seizure is the result of an abnormal and excessive discharge of a set of
cerebral neurons [62]. A tonic–clonic episode is the most common type of seizure
experienced by people with epilepsy [62]. There are two stages involved in this
tonic–clonic episode: a stage marked by tetanic muscular contractions (tonic) and
then followed by a stage of jerking movements of the body and limbs (clonic) [62].

The anticonvulsant drug therapy is regarded as the most effective way to control
approximately 67 % of seizure events with a further 7–8 % treated through neu-
rosurgical interventions, which left 25 % of patients whose seizures could not be
cured by any therapies [61]. The seizure management can be achieved through
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medication and analysis of electroencephalography (EEG) and video data [63]. This
approach provides a high accuracy of event detection and a low rate of false alarm.
Unfortunately, this approach is not suitable for long-term support. A complex seizure
affects memory of events and consciousness that may hinder the effectiveness of
self-reporting of seizure incidence [64]. It must be noted that the treatment decision
will be taken by physicians if the patient experienced frequent episodes of seizure
attacks. Pharmacological treatment can be said successful if a patient has less fre-
quent seizures after performing this treatment at certain time intervals [61, 65].

Dalton et al. [62] built a system for monitoring and identifying simple motor
seizures. The system comprised of accelerometer-based kinematic sensors, a
mobile phone and a base station. All of the trial’s participants were patients at the
Beth Israel Deaconess Medical Center. Each participant performed a series of
activities including daily living activities (ADLs) and instrumental daily living
activities (iADLs). Two parameters (EEG and video data) were recorded during
monitoring session and used as a gold standard for detection of seizures. A tem-
plate matching algorithm was developed to differentiate between seizure events
and iADLs. The proposed algorithm was developed from a combination of a
customized mass-spring template and the dynamic time warping in consideration
that each person could experience different types of seizure events. From a total of
21 seizure events, the sensitivity of 91 % and the specificity of 84 % were
achieved. Furthermore, the Mercury battery life was 10.5 h.

Shoeb et al. [66] evaluated the use of machine learning technique for devel-
oping classifier that intended for epileptic seizure onset detection. The evaluation
is processed through the analysis process of the scalp recorded EEG. This work is
quite challenging since the electrical activities of the brain are consisted of various
classes with overlapping characteristics. The ways of obtaining high performance
from the proposed algorithm are by applying the right framework for machine
learning and by determining the critical points so that seizures can be differentiated
from other brain activities. The accuracy of the proposed algorithm was 96 % of
173 seizures. This results was achieved when it is trained by data from patients
who have two and more seizures and evaluated by 916 h of continuous EEG which
are collected from 24 patients.

5.2 Hearing Impairment

Hearing loss is suffered by one in six adults in Australia [67]. One contributing
factor to the increase of prevalence rate of hearing loss is the increase in age,
increasing to less than 1 % for young children under 15 years to three out of four
elderly people aged over 70 years [67]. The projected number of people with
hearing loss will rise to one of every four Australians in the year 2050 [67].

One of the consequences from hearing loss is a reduction in ability for com-
municating clearly and effectively [67]. This consequence could be either mild
(such as the reduction of hearing function) or severe (such as speech impairment)
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[67]. It also affects the personal life of an individual through the lesser opportunity
of gaining education, learning a new skill, finding a job and building a relationship
[67]. Furthermore, the deterioration of health status is directly related to the loss of
hearing [67].

Hearing can be defined as the softest and the loudest sounds that normal people
can hear [68]. This hearing range is expressed in Hertz or number of cycles of a
sound wave per second. The loudness level of the sound is between 0 and 140 dB,
where 0 dB is the softest sound that a person with ‘‘normal’’ hearing function
would be able to hear [69], while sound levels of 140 dB could lead to total loss of
hearing.

Degree of hearing loss can be referred to the severity of loss (mild, moderate,
severe or profound) [69]. The threshold ranges are different for people under and
above 15 years [69]. The levels of hearing loss for a child under 15 years are:
0–30 dB (mild), 31–60 dB (moderate), 61–90 dB (severe) and over 91 dB
(profound). While for a child aged over 15 years, the levels are: mild C 25 and
\45 dB, moderate C 45 and \65 dB, and severe C 65 dB.

There are two methods to evaluate the normality of cochlear function, sub-
jective and objective tests [67]. An audiologist or a hearing aid audiometrist, or an
ear, nose and throat specialist conducted a subjective test by performing an
audiometric assessment. In adults, different types of sounds (include pure tones,
speeches and noises from environment) are provided through the headphones.
Those sounds are given in different level of loudness (decibels) and each indi-
vidual reports the loudness of sound that they can hear by selecting the frequency
range (usually the range is between 250 and 8,000 Hz). While in the young
children, the specialist takes the measurement by observing the child’s response to
different sounds. In objective test, the auditory brainstem technique can be
employed to measure the sign of hearing loss in newborn children. This approach
can also be applied to people with the intention to determine the distributions of
hearing loss configuration, the level of severity, and the site of lesion.

Dalton et al. [70] conducted a 5-year follow-up of 2,688 older people aged
between 53 and 93 years to determine the association between hearing impairment
and the quality of life. The study assessed communication difficulties by incor-
porating the Hearing Handicap for the Elderly Screening version (HHIE-S) and
asking questions to understand the problem for each situation. The measurement of
health related quality of life (HRQoL) is based on three main factors: activities of
daily living (ADLs), instrumental ADLs (IADLs) and the Short Form 36 Health
Survey (SF-36). The audiometric testing module is used to categorize the level of
hearing loss. This module is based on the pure tone average (PTA) levels at 500,
1,000, 2,000 and 4,000 Hz. Research has revealed that people who suffers from
moderate to severe hearing loss are most likely struggle to perform their activities
(ADL OR = 1.54, 95 % CI = 1.06–2.24; IADL OR = 1.54, 95 %
CI = 1.18–2.00). The results can be seen on Table 4.

The early assessment of hearing loss could prevent social isolation in young
generation by delivering early intervention and rehabilitation. AL-Afsaa et al. [71]
designed and developed a PC-based audiometer to detect hearing loss in newborns

122 A. Ariani and S. Soegijoko



and young children. The system employed the auditory brainstem response (ABR)
approach. Instead of incorporating a traditional click stimuli, a new approach
called chirp stimulus was used to generate ABR waveforms. The chirp stimulus
can be defined as a transient sound, where the lower frequencies may reach the
participant’s ear first since the higher frequencies are delayed, producing a very
short tone glides in upward direction (5 ms) [72]. Moreover, the researcher
designed a chirp stimulus with the idea of synchronizing the movement of hair
cells in the cochlea. The final aim of this research was to develop a system to
detect the sign of hearing impairment in early infancy and to perform hearing test
that incorporating stimulus at low frequency. Currently, the development of
intended chirp stimulus has been successfully completed and the ABR signals can
be amplified by the implemented module to a recordable level. Furthermore, the
implementation of the PC-prototype interface has been extended by using a
Ni-DAQ data acquisition board.

A software called ‘‘AudioGene’’ has been developed by Taylor et al. [73] to
identify the genetic causes of a certain form of inherited hearing loss–Autosomal
Dominant Nonsyndromic Hearing Loss (ADNSHL). The associated software
works based on machine learning techniques employing phenotypic data extracted
from audiograms. When incorporating Multi-Instance Support Vector Machine
(MI-SVM), the AutoGene was showing an estimated accuracy of around 68 % for
predicting genes associated with ADNSHL (DFNA9, DFNA2, DFNA8/12).
However, the estimated accuracy is quite low (approximately 44 %) when
employing a Major classifier.

Table 4 The association between the level of hearing impairment and participant’s impairment
ability to perform either ADL or IADL [70]

No HL Mild HL Mod.-Severe HL

n % n % n % P value a

Impaired ADL
All 92 7.3 108 14.9 174 27.9 \0.001
52–59 years 20 4.5 7 7.6 3 7.3 0.22
60–69 years 32 6.1 19 8.1 11 9.8 0.12
70–79 years 33 12.6 47 16.3 54 24.3 0
80–97 years 7 18.4 35 31.5 106 42.6 0
Impaired ADL
All 436 34.6 338 46.7 359 59.1 \0.001
52–59 years 123 28.0 25 27.2 12 29.3 0.95
60–69 years 177 33.8 84 35.6 52 46.9 0.02
70–79 years 118 45.2 161 55.9 122 55.5 0.02
80–97 years 18 47.4 68 63.0 173 73.3 0

Note ADL: activity of daily living; IADL: instrumental ADL; HL: hearing loss
a This is by using of a Mantel–Haenszel Chi square test for trend

The Development of Cyber-Physical System in Health Care Industry 123



5.2.1 Musculoskeletal Conditions

One-third of Australian people are suffering from musculoskeletal conditions [74]
and contributed to nearly quarter of all chronic diseases after experiencing an
injury [75]. The patient needs to directly contact the physical therapist to get
effective assessment and treatment of musculoskeletal conditions [76]. However,
this rehabilitation service is quite limited in rural and remote areas because of the
relatively small number of physical therapists [77].

Based on the 2004 data, the ratio of physical therapists per 10,000 population in
Australia was nearly twice for capital cities (6.14) compared to 3.65 in remote
areas and 3.58 in outer regional areas [78]. Based on the 2008 data, the ratio was
worse (3.07) in New South Wales rural areas and could be dropped even further
because of the recruiting and retaining issues and the fact that the professional
staffs are getting older [79].

Russel et al. [77] developed the eHAB telerehabilitation system that allows the
diagnosis and monitoring of health condition of patient with lower limb injury.
The system consists of a measurement device and a video conference facility. The
measurement device, which is powered by battery, enables the quantification of
physical performance including balance, joint range of motion, muscle strength
and gait assessment. The video conference facility allows health professionals to
conduct re mote consultation and closely monitor progress of each patient in their
own homes. The gathered data are transferred in real time using wireless com-
munication. Nineteen participants were recruited for a two months trial. In this
trial, a one and half hour session was conducted over a distance between the
participant and the physical therapist. Each participant performed a series of
activities, including a patient interview, a face-to-face physical examination, and a
physical self-examination. The results of physical examination revealed that there
was a significant agreement (0.61 \ k \ 0.80) in validity study and higher
agreement (0.81 \ k \ 1.00) in the intra-rater and inter-rater reliability studies.

5.2.2 Respiratory Diseases

Three common types of respiratory diseases worldwide include: obstructive sleep
apnea (OSA), chronic obstructive pulmonary disease (COPD) and asthma [80].
OSA is a kind of disorder in which breathing frequently stops and starts during
sleep [81]. There are more than 18 million Americans diagnosed from OSA and it is
projected that 10 million people with OSA remain undiagnosed and untreated
[82, 83]. COPD is a serious lung disease, it will become the world’s fourth leading
cause of death, increased from the sixth place ranking in 1990. These situations are
affected with the increase of smokers and the changes in demographic in many
countries [84]. Asthma is a disorder characterized by blockage or narrowing of lung
airways which lead to wheezing, shortness of breath, chest tightness, and coughing.
Around 300 million people worldwide affected by asthma in 2010. Globally, the
report revealed that about 25,000 deaths were linked to asthma in 2009 [85].
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Cao et al. [80] proposed a respiratory monitoring system, which includes a
micro thermal flow sensor for monitoring respiratory airflow, a triaxial micro
accelerometer for monitoring body posture, and a micro-photoelectric sensor for
monitoring blood oxygen saturation. The flow sensor is capable of detecting
infants’ respiration since it is sensitive enough for sensing weak airflow. This
capability is achieved by using three defined thresholds: a threshold of 0.6 L/min
(preterm infants and newborns) or 1.8 L/min (infants beyond the neonatal period)
and a range of 0–10 L/min. Collected data are transmitted through a PC or a
mobile phone via Bluetooth wireless to a remote server. Then data are analyzed to
determine whether severe respiratory symptoms are present.

There are two main thresholds involved when decided whether or not sleep
apnea exists: a respiratory parameter AHI (apnea-hypopnea index) and oxygen
saturation. AHI can be defined as the total episodes of slow breathing (apnea-
hypopnea) per hour of sleep. If AHI is more or equal to five in airflow or tidal
volume and oxygen saturation is less than 90 %, then it is confirmed that the sleep
apnea does exist.

The proposed system uses three different thresholds: forced expiratory volume
after 1 s (FEV1), forced vital capacity (FVC), and forced expiratory flow at
25–75 % of maximal lung volume (FEF25–75) for detecting the occurrence of
COPD and asthma. The patient is diagnosed with COPD or asthma if the ratio of
FEV1/FVC is less than 70 %.

Corral et al. [86] proposed a system to be used for diagnosing and treating
patients with obstructive sleep apnea syndrome (OSAS). The system comprises a
polygraph, a webcam and a PC. The patients’ data including oral/nasal flow, a
pressure cannula, chest and abdomen movements, heart rate, body position, snor-
ing, and oxygen saturation (SO2) were collected and then transmitted to remote
server for further analysis. Forty patients (mean age: 53 ± 10.3 years, a body mass
index (BMI): 31 ± 6.2 kg/m2 and an Epworth score: 12 ± 5.3) participated in this
study and a half of them were treated by conventional consultation while the other
half were examined via teleconsultation. The researchers also measured the end
user satisfaction level and the system cost. At the end of trial, OSAS were found in
35 people, with an Apnea-Hypopnea Index of plus or minus ten and then 16 of them
were started with continuous positive airway pressure (CPAP) treatment. The
correlation coefficients between data transmitted in real time and data stored in the
polygraph amounted to 0.94 for total apneas/hyponeas, 0.97 for apnea-hyponea
index, 0.98 for time of oxygen saturation and 0.97 for mean of oxygen saturation.
The compliance rates reported for CPAP treatment with a conventional clinic and
CPAP treatment with teleconsultation were 85 % and 75 %, respectively. The cost
for implementing a telematics polygraph was estimated about 227 €.

5.2.3 Stress

Stress can cause physical (e.g., headaches, fatigue, sleeping difficulty, and heart
diseases) and mental illnesses (which may result in decreased social activities and
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social isolation) [87]. The stress can be managed if reliable monitoring and
assessment of stress can be conducted in real environment, for example by using
mobile applications. So far the stream of research has been focused on proposing a
wearable device that can effectively monitor and assess stress in natural envi-
ronment; this research can be quite challenging since it had not been scientifically
proven yet [88].

Ertin et al. [89] proposed the use of two different models for identifying acute
stress in individual based on the analysis of physiological signals. The physio-
logical classifier was chosen for predicting the correlation between changes in
physiology and stress. The output of physiological classifier was used as an input
to the perceived stress model. This model was used for predicting the pattern
resulted from the gradual and steady accumulation of stress in the human’s mind.

The signals were captured by six different sensors: (a) the heart’s electrical
signals were measured using an electrocardiograph (ECG) by placing two elec-
trodes at specific areas on the body; (b) the skin conductance was measured by
ECG electrodes; (c) a skin temperature thermistor placed on the skin mid thorax;
d) an ambient temperature sensor; (e) a triaxial accelerometer; (f) relative lung
volume at the rib cage was measured by a respiratory inductive plethysmograph
(RIP) band. The collected data from each sensor were transferred to a mobile
phone through Bluetooth communication.

The trial recruited 21 subjects from University of Minnesota, Duluth. Each
participant performed three main sessions (public speaking, mental arithmetic, and
cold pressor) in a laboratory setting. The reasons behind the choice of activities
were because those activities represented the social, cognitive, and physical
stressors that occurred in daily life and the most known factor for inducing stress
among people.

There were 14 questionnaires to be filled during the lab session with the intention
for capturing not only subjective stress but also non-stress states. The synchroni-
zation between the questionnaire response and the physiological data was critical
for optimal correlation. There were five questions stated in the questionnaire list:
cheerful? happy? angry/frustrated? nervous/stressed? and sad? A four-point scale
was used for each question: 0 (NO), 1 (no), 2 (yes), and 3 (YES). The session will be
rescheduled if the participant consumes any caffeine (drink caffeine-free sodas,
coffee and tea), smokes, and performs strenuous exercise at least four hours before
the session is started, or drinks alcohol the day before the session and consumes
painkiller pills at least three days before the session is conducted.

Findings revealed that the 90 % accuracy was reached for the physiological
classifier while the median correlation with self-reported rating was 0.72 for the
perceived stress model.

5.2.4 Stroke

According to 2009–2010 data from the U.S. Department of Health and Human
Services, stroke has become the fourth biggest killers in United States [90, 91].
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The projected number of Americans with stroke was around 7 million in 2008
[92]. The U.S. national cost of stroke in 2008 was around $18.8 billion, including
nearly 50 % of total medical cost for hospital services [92]. There are health
campaigns to educate the public on decreasing the risk of stroke by encouraging
them to keep physically active, stop smoking and take medication for lowering
blood pressure and cholesterol [93, 94].

Stroke can cause motor system dysfunction [95]. This dysfunctional can be
cured by performing rehabilitation exercises regularly to improve patients limb
function, posture and gait [95]. Ma et al. [95] proposed a system that enables
continuous monitoring and evaluation of patients with post stroke. The architec-
ture of the system including:

• A kinematics node, which contains a triaxial accelerometer, one gyroscope and
a wireless transducer, placed in three different body parts (thigh, knee and
ankle).

• Each insole contains an eight-channel plantar pressure measurement device and
a wireless transducer used to convert the output data.

• A wireless sensor network gateway.
• A computer software module created to provide the interaction between the

patients and the staffs in rehabilitation department and collected data can be sent
to remote server through the Internet.

• To maximize the effectiveness of man–machine interactions, the system was
proposed to also include multimedia devices.

• A remote server was planned to be placed in the nearest hospital’s rehabilitation
department.

The researchers were still working on the ongoing implementation of the
proposed system (Table 5).

5.2.5 Sleep Problem

Sleep is the most important factor in either physical or mental health and about
one-third of people’s lifetime is spent for sleeping [96]. Sleep problems are the
most disturbing among older people. In a research involving more than 9,000 older
people aged 65 year and over, more than half of them were reported insomnia,
difficult to wake up or wake up too early, or a need to take a nap and not getting
enough rest.

In fact, older people with sleep disorders have a cumulative effect on their
physical and mental health and these disorders can cause decrease health function,
memory problems, greater risk of falling and higher risk of death. Lifestyle-related
sleep disorders in older people can also be associated with other health problems,
such as congestive heart failure, cancer, nocturia, breathlessness caused by chronic
obstructive pulmonary disease, the deficiency of neurons derived from cerebro-
vascular accident and Parkinson’s disease [97].
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Ni et al. [98] proposed a sleep pattern monitoring system that incorporates
pressure sensor matrix. A total of ten students (eight men, two women; ages
21–26 years) were recruited for this trial. In this trial, the participants performed
three kinds of sleep postures: left-lateral sleep, right-lateral sleep and supine sleep.
When pressures were applied to the Flexi-force sensor, the analog signals were
sampled and converted to digital data. At the end of trial, 150 datasets were
collected. Then to obtain the information about elder’s sleep behavior in a bed, the
data were analyzed using two classification methods, such as naive bayes and
random forest. Next, the experimental results were validated with two validation
process, 10-fold cross validation and leave-one-out cross validation. The output
from the analysis results can be viewed by both the user and their caregivers. In
addition, the system can give a feedback about the best sleeping position according
to their disease history and symptoms.

The highest average accuracy was 87.33 % when using a combination of
random forest and leave-one-out cross validation. Although the results of the trial
was quite promising, further trials which include older people will be needed to
test the proposed system.

5.2.6 Tuberculosis (TB)

According to 2011 data published by World Health Organization (WHO) [99],
around 8.7 million new cases of TB were reported, where 13 % of the patients
were co-infected by the HIV virus. Furthermore, around 1.43 million people died
from TB, of which 30 % are found among people with HIV. TB affects women
more than men, where 0.3 million HIV-negative women and 0.2 million HIV-
positive women died because of this disease.

In the first stage, Koesoema et al. [100] proposed a preliminary model of system
intended for a TB treatment and control management, especially in countries in
development process. The research’s goal is to provide a framework for integrated
information that can be useful for assisting the treatment of tuberculosis based on
Directly Observed Treatment Short-course (DOTS). The preliminary design

Table 5 The types of motor training, the appliances and the sensors [95]

Motor training types Appliances Sensors Parameters for
evaluation

Upper extremities
reaching and
grasping

Upper extremities training
robot

EMG electrodes,
accelerometers

EMG electrodes,
accelerometers

Spasticity relief Functional electricity
stimulation (FES)
devices

EMG electrodes EMG electrodes

Walking training Canes, exoskeleton frame Accelerometers,
gyroscopes

Accelerometers,
gyroscopes

Deformation relief Hand/foot orthoses Pressure sensors Pressure, posture
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system with software modules are expected for implementing the following
functions: ‘‘(i) patient treatment surveillance data recording and reporting,
(ii) general epidemiology and statistical data recording and reporting, (iii) case
finding, diagnostic tool and laboratory examinations, (iv) medication-and-supplies
inventory and distribution, (v) personnel training as well as (vi) community
education and environment conditioning.’’

Various telecommunication networks available at key locations (such as
internet, Global System for Mobile communications (GSM) and phone line) were
used for the transmission of healthcare data, the diagnosis of patient’s health status
from the medical staff, the management in the distribution of medication and
teleeducation. The researchers have a plan for conducting the pilot trial in local
health office in Bandung and community health centers. The DOTS program has
also been implemented in both centers. It is hoped that in the future, this design
will be integrated with other healthcare projects.

In the second stage, the preliminary development of telehealthcare for managing
tuberculosis in either a community health center (CHC) or a hospital has been
established by Rachmat et al. [101, 102]. The diagnosis and the therapy for
tuberculosis patients in Indonesia are based on the DOTS strategy. However, there
is a high prevalence of tuberculosis in Indonesia due to incomplete therapy and
follow-up. There are a couple of reasons why patient stops their therapy including
feeling much better, forget to take their medication on time, not regularly visit the
doctor for further follow up and possible suffer from the side effects of medications.

There are five main components of TB management e-health system: personal
computer (PC), simple digital microscope, patient database software, short
message services (SMS) gateway software, and telecommunication module.

First, the sputum samples are captured using a digital camera. Next, the
examination of sputum for detecting the availability of acid-fast bacilli (AFB) is
performed by using a digital microscope connected to a computer. Then, the TB
diagnosis quality improvement could be reached by continuously evaluating the
data that have been transferred to central database. Within six months, 16 SMS
reminders could be sent on a specific date to inform the patient about the medi-
cation schedule or the doctor appointment. Furthermore, the remote consultation
can be performed through SMS facility on mobile phone.

The system can be extended by adding a facility that can be used for a remote
consultation between the patient and a pulmonologist or other medical specialist in
particular hospital. In general, there are two goals that researchers hope to achieve:
the increasing number of TB patients who completed their therapy treatment and
the improvement of quality in health care services.

Histogram based statistical features and evolutionary based extreme learning
machines were chosen by Priya et al. [103] to automate the decision support
process for differentiating TB positive and negative on digital images. First, the
images which consisted of sputum smear both positive and negative outcomes
were recorded by using standard image acquisition protocol. Next, those recorded
images were processed by histogram based feature extraction technique. Continue
with the process of finding the most significant features using student ‘t’ test.
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The selected features were then used as input to the differential evolutionary
extreme learning machine classifier. The final result has proved that the histogram
based significant features are able to distinguish TB positive from TB negative
with the accuracy of 96.6 % and 92.5 % for training and validation, respectively.

5.3 Telehealthcare for Health and Physiological Monitoring

Another innovation in wireless technology has enabled the development of sensor
system that is intended to monitor the person’s health condition and their physical
activities [104, 105]. This wireless technology offers comfort and convenience for
the user since no cable is required to transmit data [104]. The wireless body sensor
networks/systems have grown into one of promising technologies for monitoring
the health status of an individual [106–110].

Huo et al. [13] have developed a smart home for older people using the combi-
nation of wireless body and home sensor networks. In addition, the system also
completed with other functionalities including outdoor monitoring, and emergency
decision and alarms. The body sensor network may be composed of temperature and
pulse sensors, accelerometer and even ECG, eletromyography (EMG), EEG etc. It
depends on the health condition of each older person. The home sensor network may
consist of many different types of sensors installed in fixed locations. They include
temperature, relative humidity, air pressure, light sensors and microphone in dif-
ferent locations of the apartment, force-sensitive resistors in chairs, sofas and beds.
When the person stays inside the house, the data collected from body sensor network
are transmitted to the central server via Home Sensor Network (HSN) gateway.
When the person leaves the house, the data collected from body sensor network are
sent to central server via public communication network, such as GSM, 3G-
WCDMA, Wi-Fi, x-DSL, Ethernet, and future information networks, e.g., NGN/
IMS. The telephone call or SMS or email will be generated automatically and sent to
the caregivers and the family member when the system detects emergency situa-
tions. In this proposed system, the implementation of interconnection network is
significantly important to establish multimodal interactions with communication
devices. There are three key issues that need to be addressed: hand-off the Body
Sensor Network (BSN) from HSN to public networks and from public networks to
the HSN; multi-network communication with the same standard structure; the
network can be expanded with next-generation network (NGN) capabilities.

Lv et al. [111] proposed a system consisting of the following four main ele-
ments: various body sensors and medical devices, smart phone, server, and
emergency center. As the first elements, the researchers used off-the-shelf devices,
including an integrated Bluetooth ECG/Accelerometer sensor from Alive Tech-
nologies and a Bluetooth enabled blood pressure. For the second element, a smart
phone is used to analyze the physiological data from the sensors and then to
deliver the results to the central server. The smart phone is also capable of sending
emergency message to hospital and the family members when an emergency
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situation is detected. The third element is a central server that serves as a database
and provides real time medical consultation directly to both the patients and their
family members. The emergency center is the fourth element, to provide medical
support by calling an ambulance to the emergency scene, upon receiving an
emergency notification through GSM protocol.

Wu et al. [112] has developed a system that combines a wearable personal
healthcare and emergency aid system. The users’ physiological signals are con-
tinuously collected with small wearable sensors and then the collected data are
transferred to a mobile phone via Bluetooth. The mobile phone has three important
roles: data storage, processing and analysis data, sending a periodic report of
health status of the user to the healthcare center through GSM module and
generating alert to call medical staff in case of emergency. However, the proposed
system only offers one-way communication that is not sufficient enough for
providing real-time and dynamic monitoring.

Prognosis is a monitoring health system that enables the fusion of physiological
signal [113]. The wearable system has been integrated with decision support
system (DSS) and employed finite state machine operations for attempting to
correctly detect abnormal events. Moreover, it is also able to track the health status
of the user and to generate emergency signals.

Chang et al. [114] developed a smart chair called ‘‘e-caring’’ to measure the
blood pressure, body temperature, heart rate, height, weight and body fat per-
centage, and then the results and the diagnoses are real time reported to the user.
This report is generated by the e-caring after the system performed the point and
trend exception detecting procedure. The green light is displayed if the user
condition is healthy; the yellow light is shown if user’s condition deteriorates,
while the red light for the user who has shown symptoms of an illness. When the
report light is yellow, the user is recommended to fill out a predefined question-
naire which will be used as self-assessment and reference. However, if the report
light is red then the user is advised to see their general practitioner (GP) for further
evaluation. The report can be sent automatically to their GP if the corresponding
email address is available in the system. Due to privacy concerns, both the users
and their GPs can only access the health information through secure web portal in
their own place.

Regular physical activities could contribute to the increasing level of fitness and
the capacity of exercise, decreases the risk of having health problems such as
obesity, diabetes, blood pressure, and lipid abnormalities, enhances the cardio-
vascular function and increases life expectancy [115]. This system works by
measuring the energy expenditure of a person in a real time [116].

Mo et al. [116] designed a system that can be used to assess the physical activity of
an individual. The system incorporated two different sensors: two triaxial acceler-
ometers and one displacement sensor. The accelerometers at the hip and wrist sites
are used to measure the whole-body and arm movements and the collected data are
used for the characterization of degree of physical activity (PA). The displacement
sensor, placed around the abdomen area, is used to measure breathing rate and
volume. There are two network topologies used for this study: (a) the hip unit

The Development of Cyber-Physical System in Health Care Industry 131



received signals from the abdominal (AB) and wrist unit through ZigBee module and
then a 2-GB digital micro SD card embedded in the hip unit is used to store the
received signals. (b) The nearest master node (MN), such as a smartphone or
computer, received signals from the three sensing units. This study recruited three
males and five females and the participants’ characteristics are (mean ± standard
deviation): age = 25.9 ± 7.0 years, mass = 70.0 ± 12.9 kg, height = 166.8 ±

12.8 cm, and body mass index = 25.2 ± 3.7 kg/m2. Each participant is requested to
perform a series of daily activities, for example, computer work, driving to work,
walking stairs, life style activities, etc. The session itself will take around two h. The
participant’s activities are observed and monitored via palm device by a trained
researcher. The trained researcher tried to have minimal contact with the participant
with the intention of not disturbing the participant’s activities. The support vector
machine (SVM) classifier achieved an accuracy of 86 % for predicting the level of
activity intensity.

Aridarma et al. [117] designed and developed a system capable of measuring
six types of physiological signals, including ECG, temperature, body-mass index
(BMI), heart and lung sound, and blood pressure. The proposed system consists of
a mobile device and ‘‘off-the-shelf’’ sensors. Each measured signal is time-
stamped when it is stored to the database. A knowledge base is designed to analyze
the physiological signals and to distinguish any signs that the patient’s health is
deteriorating. The stored data can be used as preliminary results before the doctor
proceeds to do the medical check-up. The benefits of the proposed system are
accelerating the prevention of health problem and promoting the sustainability of
lifestyle preventive interventions.

Sutjiredjeki et al. [118] developed a mobile telemedicine system with multi
communication links that can be used in either normal situation or emergency
event such as disaster. The developed system is consisted of two main units, a
mobile telemedicine unit (as shown in Fig. 1) and a base unit.

A mobile telemedicine unit is packed in a case of 0.46 9 0.16 9 0.32 m and
consists blood pressure, fetal heart rate, and 12 lead ECG monitors, thermometer,
and blood oxygen saturation (SpO2) units, as well as a telemedicine arbiter. The kit
is also equipped with a core 2 duo processor, a 1-GB memory, a 3-megapixel
digital camera, a 12 volts power supply and communication devices. The collected
data can be transferred through various communication networks including POTS,
GSM, CDMA, VHF radio, internet, and satellite [119]. Since this kit is also
intended for emergency event, the GEOSAT FR-190G terminal can be embedded
into the kit. This terminal is connected to ASIA Cellular Satellite (ACeS) network
that provides services for customers within Asia Pacific region.

The base unit is consisted of a PC server with the following specifications:
processor Core 2 Duo, memory DDR II 1,024 Mb, 80 GB hard disc, 2.2 GHz
clock frequency. A database on the server can be used for patient information
storage. The server also uses the same communication devices compatible with the
mobile telemedicine unit.

At first, the system is only intended for the improvement of health services in
the remote area [120]. But then, the design of the system is enhanced for providing
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healthcare services during a disaster. The system can be used for recording and
reporting the patient’s vital signals, teleconsultation, telediagnosis, teleeducation
and the monitoring of health status of the patient.

5.4 Discussion

An extensive study was conducted to identify the issues relating to the use of
sensors for home healthcare and emergency [121]. This implementation has raised
a number of potential challenges including interoperability and interference, real-
time data acquisition and processing, reliability and robustness, energy conser-
vation, data management, data privacy and security, and comfort and unobtrusive
operation. Furthermore, the author also pointed out the design issues when
implementing this system including sensor/hardware development, mobility of
wireless sensor, cost and size of the wireless node, network infrastructure, network
coverage, network size, power management, life-time of the sensor networks, and
quality of service requirements in such networks.

Huang et al. [122] conducted a study of acceptance of telehealthcare among
Taiwan residents (males (n = 173), females (n = 196)). The forecasting model in
telehealthcare was analyzed using the structural equation modeling (SEM) tech-
nique. The findings revealed that the model is capable of describing the behavioral
interests for using telehealthcare. The top five factors affecting the consumer

Fig. 1 A mobile telemedicine unit
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interest were: attitude, the perceived usefulness, the perceived ease of use, sub-
jective norms, and personal innovativeness. The results revealed from this study
can be useful for reference purposes.

5.4.1 Quality of Service (QoS)

The implementation of QoS in WSN is a big task that quite challenging [123].
Sensor devices are scarce resources because they are low in battery power, have
enough memory storage capacity, the capability to process data and offers high-
speed wireless connection. There are a lot of parameters to consider during the
design of WSN with QoS. A number of user requirements regarding the network
are listed below:

• Data accuracy: the precision and the accuracy of data that have been collected.
• Quality: quality of video files, smoothness of video stream, detail of picture, etc.
• Timeliness: low delay data transmission.
• Reliability: the ability to correctly identify events and then store the collected

data to database.
• Context-awareness: the precision and the accuracy of data that have been

collected.
• Interoperability: the ability to connect with other systems (GSM network, radio-

frequency identification (RFID) tags, Internet, etc).
• The lifetime of network: the time remaining before node is considered dead or

the battery life.

5.4.2 Acceptability

Milhailidis et al. [124] conducted a study to measure the acceptability of moni-
toring technologies among baby boomers and older adults. The researchers
recruited 15 baby boomers (born between 1946 and 1965; ten women and five
men) and 15 older adults (born before 1946; eight women and seven men) which
meet the inclusion criteria, includes the participant must live within the greater
Toronto area, fluent in English, and no history of cognitive impairment.

The aims of the study were as follows:

• Identify the preferred types of sensing and monitoring technologies.
• Identify the ideal location for the placement of the sensors.
• Identify the principal factors that can affect the motivation and willingness to

use those technologies in daily life.
• Compare the willingness to use those technologies between the baby boomers

and the older adults (Table 6).

Findings from the research revealed that both generations have agreed to use
the technologies as long as they can remain independent and safe in their own
home.
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5.4.3 Data Accuracy

Some studies focused to monitor the patient’s condition by using a wearable sensor
to measure one physiological parameter and to generate alerts if there is a
symptom of deterioration [125]. However, this approach may be less accurate than
when used of more than one physiological parameter and combined with the
patient’s context. The diagnostic accuracy for wearable sensor system can be
improved by adding contextual information, including the activity of the patient,
environment, and social interaction [126]. This step is chosen to find the corre-
lation between the physiological and contextual data. For instance: the health
condition of the patient with heart diseases can be categorized as normal even
though the ECG sensor has detected an increase in heart rate if the activity sensors
(e.g., accelerometers) have noticed that the patient’s movement is faster than its
average motion due to extensive exercise training [127]. In this case, the con-
textual information of the patient consist of the patient’s static posture, dynamic
activity, orientation, gestures, biometric, and emotional states. While for the
environmental context comprises the patient’s location, time, humidity, barometric
pressure, illumination, and noise [128]. Followed for the social interaction includes
the face to face communication with friends or family around the environment

Table 6 p values for Chi square tests calculated from the acceptability of installing the sensing
and monitoring technologies in different locations around the house [124]

Location

Bedroom Bathroom Kitchen Living
room

Hallway Outdoor NA

Type of monitoring
technologies

PERS

1.000

FD 0.682 1.000 0.682 0.682 0.682 0.139
EC 0.500 0.100 0.224 1.000 0.042* 0.169
LM HPMA 1.000 0.715 1.000 1.000 0.715 0.462 0.224
PMT 1.000 0.427 1.000 0.466 0.466 0.466
HPMB INT 1.000 1.000 0.715 0.462 0.264 0.450 1.000
Type of sensors
SW

0.042* 0.100 0.100 0.006* 0.017 \0.001* 1.000

MS 0.330 0.169 0.330 0.330 0.042* 0.080
VC 0.450 0.700 0.715 1.000 1.000 0.710
CV OPS 0.700 1.000 1.000 1.000 1.000 0.450 1.000

Note PERS = personal emergency response system; FD = fall detection; EC = environmental
controls; LM = lifestyle monitoring; HPMA = health and physiological monitoring type A;
PMT = ADL Promptin; HPMB = health and physiological monitoring type B; INT = interac-
tive video teleconferencing; SW = switches; MS = motion sensors; VC = video cameras;
CV = computer vision; OPS = on-person sensors; *p \ 0.05; Findings from the research
revealed that both generations have agreed to use those technologies as long as they can remain
independent and safe in their own home
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[129]. Moreover, further information about the state of the patient can be gained
by incorporating different types of sensors [130].

5.4.4 Data Privacy and Accuracy

There are serious concerns for secure transmission and storage of health infor-
mation, when considering the importance of privacy of health information. Tele-
healthcare requires a well-established protocol and a proper regulation for
encouraging people to use a health monitoring system in their daily life [131].
Kotz et al. [131] tried to understand the weakness of the existing privacy frame-
works, found every possible solutions with the intention to develop a robust
framework for mobile healthcare system and followed by proposing the imple-
mentation of their system based on the outcomes of the research. The researchers
also brought the privacy issues and questions that need to be reviewed by all
related parties including technical personnel, governmental bodies and regulatory
organizations.

Simpson et al. [132] discussed the issues of home monitoring system including
which parties can access the information; what information should be included
without breaching the privacy and security; how the information is presented since
different user will choose their communication styles such as telephone, computer,
etc. Cryptography [133] and context-aware access control rules [134] are two such
methods currently proposed as solutions for protecting the security of data.

5.4.5 Reliability

Reliability can become a critical concern when using telehealthcare in residential
environment. The wireless network deployed in a hostile environment might suffer
from many reliability issues [135]. Findings from a study conducted by Fong and
Pecht [135] in rural China have revealed that the four factors affecting the network
reliability were physical obstacles, atmospheric absorption, inadequate fade mar-
gin and system failure.

6 Medical and Medication Intake Management

A report has revealed that nearly 55 % of American senior citizens have failed to
regularly take their medicine and 26 % of errors make the condition worse [136].
Therefore, the medical staffs including doctors, nurses or other caregivers must
provide constant care to the senior citizens [137]. Consequently, more and more
research are focused on monitoring medication intake with the intention to
remotely maintain the health conditions of senior citizens [137].
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6.1 Medical Ventilator

In critical care unit of a hospital, a patient with respiratory difficulties will need
medical ventilator to help with breathing [138, 139]. This device mechanically
supplies oxygen (O2) into the lungs and moves carbon dioxide out of lungs. There
are four main components of medical ventilator: air and oxygen supply tanks, a
compressible air reservoir, a variety of valves and tubes, and a disposable or
reusable patient circuit.

The compression of air reservoir is performed several times per 60 s to transfer
a mixture of air, oxygen or other gases to the patient. The oxygen concentration in
inspired air is around 21.

Cheng et al. [139] proposed a programmable medical ventilator which can be
beneficial for the patient itself and medical staffs. It is more comfortable for the
patient since the air flow and pressure can be dynamically adjusted based on the
patient’s need. It is more time-effective since the medical staffs can remotely
monitor the patient’s respiratory status and sets the operation of medical ventilator.
There are four parameters that are monitored by the ventilator:

• Patient-related parameters including the flow, pressure, and volume of the air.
These parameters are measured with sensors attached to a patient.

• Ventilator functions such as power failure, air leakage, pneumatic unit, and
mechanical problems.

• Backup power supply.
• Oxygen tanks.

In the initial stage, the minimum level for respiratory rate and gas volume is
manually set by the medical staff. Then, the medical ventilator will automatically
maintain the normal beats per minute (BPM) rate as there are changes in change in
the pressure of the lung. A healthy person has a normal BPM of 12.

6.2 PCA Infusion Pump

A cyber-physical system for modern hospital integrates various medical devices
over the network. One of the examples involves the use of patient-controlled
analgesia (PCA) infusion pump to manage the pain after surgery [140]. Each
patient may react differently to a medication and the administering of medication
must be based solely on the patient’s condition. The dosage could be decreased or
increased by pressing the button on the pump. However, this self-administer could
lead to overdose which can cause fatal consequences such as respiratory failure.

As a solution, the dose of opioids must be injected and maintained at correct
level by a programmable PCA system so that overdoses can be avoided, regardless
the button is being pressed frequently by the patient. But still there is another
weakness in this safety mechanism. Errors in programmable pump or a man-made
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mistake when changing the dose of opioids could lead to overdoses because the
drug concentration loaded in the pump is incorrect. This means the researcher
needs to find another solution to address all clinical practice issues since the
existing safeguards, for example drug libraries and programmable limits, can only
be used for certain cases [141].

Pajic et al. [140] proposed a system that enables to detect the early signs of
respiratory failure and followed by stopping the pump and notifying the medical
staff that the adverse event has occurred. The system comprises of pulse oximeter
which is used for evaluating the value of SpO2 and heart rate of the patient. The
critical values for oxygen saturation and heart rate are 70 % and 11.5 beats per
minute, respectively. The final results have shown that the system was able to
detect 22 cases of respiratory failures.

6.3 Personalized Medicine

Mathews et al. [142] developed a smart device called ‘‘MD.2’’ to remind older
people to take their medication regularly. The size of MD.2 is about the size of
coffee maker and the medications can be stored in it for up to 4 weeks. The
reminder alert can be set to three different ways: via beeping, flashing light, or a
voice command and also completed with special messages. A staff in remote
support center can assess the medication profile, including the dosage and the
schedule, and can be contacted by telephone, fax, or internet. The system will
notify the caregivers or health professional if 90 min has elapsed and the older
people are still not aware that they completely forgot to take their medication in
time. The system has the ability to record the history of pills that have been
dispensed to older people and to track adherence for a period of 5 weeks.

In Range has introduced the system called ‘‘EMMA’’ to remotely monitor their
condition and adhere to their medications [143]. The system has been approved by the
Food and Drug Administration (FDA) and is classified as FDA class II medical. The
medical staff can make changes in medication dosage and frequency from remote
center. This step is effective to decrease the number of visits by caregivers or
medical staffs. Blister packaging is used to store the medication and the audio or video
is activated to notify the older people that it is the time to take their medications.

Proteus Biomedical created a pill with embedded digestible microchip called
‘‘ingestible event markers (IEMs)’’ [143]. The stomach acid in the stomach is
required to activate the transmission of digital signals to a microelectronic receiver.
The following data can be obtained from the receiver including date, time, identify
the type of medication, dosage, place of manufacture, and the changes in physio-
logical signals as response to medication treatment, such as heart rate, respiration
rate, etc. The company has claimed that capability to produce in large volumes
significantly reduces the cost of sensor production. This sensor development is a
fundamental part of project called ‘Raisin System’, which has a main goal to
perform chronic diseases management such as congestive heart failure.
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The SmartDrawer is designed by Becker et al. [144] to identify which bottles are
taken and to recognize when the opening or closing of the drawer is initiated and to
store event’s timestamp in a database. There are three users of the SmartDrawer: the
patient, the caregiver and the maintainer. The system provides each user with his
own graphical user interface (GUI) and functionalities. The patient interface gen-
erates alarm messages when the medication is not consumed in the appropriate
dosage. It also has a feature to show the patient’s history of taking medication and a
medication schedule including times as well as dosing information. The require-
ments for the interface used by the patient are must be intuitive and easy to use. The
best solution for this case is a touch screen. There are two features for the caregiver
view: the feature to retrieve the pattern of medication taking for each patient and the
feature which is used not only to modify existing prescriptions but also to add new
ones. The remote access must be provided by the system so that the number of home
visit by the caregivers can be reduced and the changes can be performed remotely
from the caregiver’s office. The administrator of the system or the maintainer is
allowed to create system modifications by adding or removing functionalities,
accessing and converting the collected data to the required format. The maintainer
could be a caregiver or a person with computer skills who may require to handle
more complex operations. RFID technologies can be used to track the use of
medication in the case where different types of medicines must be taken each day.
An RFID tag embedded in each medicine bottle when taking up the bottle from the
drawer, then the RFID reader will capture the identification (ID) number and
the timestamp of the event. Then, data analysis will be performed to determine
when there is inconsistency in medication usage. If the inconsistency exists, the
SmartDrawer will notify both the patient and the caregiver.

6.4 Discussion

Three main issues arising from the adoption of wireless networks for medical
application are security, privacy and the technology learning curve [11]. Providing
a secure network for protecting the privacy of medical records and other health
information without affecting the power of the devices is still a huge challenge for
developers of medical devices. The developers also need to consider that users may
find difficulties to use the device and demands a simple and helpful user manual.

7 Conclusion and Future Works

A Cyber-Physical System (CPS) with high reliability must guarantee a high level
of trustworthiness [145]. The main important issue for implementing a reliable
CPS is the trustworthiness of data, this situation might be partly caused by the
following factors [146]:
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• Huge data size. A typical CPS consists of hundreds of sensors, which are
responsible to measure the environmental parameters. It requires an effective
management system that enables the processing of large datasets, identifies
abnormal situations and subsequently generates alarm signals if predefined
critical levels are exceeded.

• Noisy data. The unreliable and noisy data are major problems faced by many
researchers when developing CPS applications. A study conducted by Buona-
donna et al. [147] has listed the difficulties to obtain meaningful and accurate
CPS data. Most of the failures have occurred in unexpected ways and less than a
half of collected data can be extracted into meaningful information. Szewczyk
et al. [148] have deployed a project at Great Duck Island and has revealed that
only 40 % of the data are accurate

• Non-availability of training sets. Many general approaches to detect false
alarm are supervised learning, for example training datasets are used to build the
classifiers [149]. Any data collection can be quiet costly and manually labeling a
large dataset of sensor measurements could lead to error-prone work.

• Conflicts of sensors. Reasonable redundancies must be recognized by a well
deployed CPS, for instance, deploying wireless network for k-coverage requires
at least k different sensors to monitor each node directly [150]. Sometimes a
sensor could be faulty, but collected measurements from the rest sensors still can
be useful. There are certain cases where conflicts between reliable and faulty
sensors can occur. Since the user has no idea which is the reliable one, the truth
must be inferred by the system from conflicting data.

• Uncertainty of objects. The CPS triggers an alarm when detecting abnormal
events in the monitored area, e.g., the intrusion by enemy in a battle network
system. Most of the sensors can only inform the estimated area of the intrusion
object but not providing the detail of the site, the reason for this are due to
hardware limitation. The data integration from various sensors is required by the
system to provide further details of the object.
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Context-Aware Perception
for Cyber-Physical Systems

Shaheena Noor and Humera Noor Minhas

Abstract Being aware of the context is one the important requirements of Cyber-
Physical Systems (CPS). Context-aware systems have the capability to sense what
is happening or changing in their environment and take appropriate actions to adapt
to the changes. In this chapter, we present a technique for identifying the focus of
attention in a context-aware cyber-physical system. We propose to use first-person
vision, obtained through wearable gaze-directed camera that can capture the scene
through the wearer’s point-of-view. We use the fact that human cognition is linked
to his gaze and typically the object/person of interest holds our gaze. We argue that
our technique is robust and works well in the presence of noise and other distracting
signals, where the conventional techniques of IR sensors and tagging fail. More-
over, the technique is unobtrusive and does not pollute the environment with
unnecessary signals. Our approach is general in that it may be applied to a generic
CPS like healthcare, office and industrial scenarios and also in intelligent homes.

Keywords First person vision � Gaze-directed vision � Context-aware percep-
tion � Cognition-action linkage � Video-based object recognition

1 Introduction

The advancements in mobile, wireless and embedded technologies, miniaturiza-
tion of computing devices and reduction in cost of electronic equipment in recent
years has led its way for Cyber Physical Systems (CPS) to enter our day-to-day
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lives. CPS—characterized by integrating computation and physical processes—
have applications in domains like communication, energy, aerospace, automotive,
civil infrastructure, healthcare, military, robotics and transportation etc. Consider
Fig. 1 [1–3] that shows three sample CPS in real-world.

Being aware of the context is one the important requirements of CPS. Context-
aware systems have the capability to sense what is happening or changing in their
environment and take appropriate actions to adapt to the changes. Lack of context-
awareness has been shown (e.g. in [4]) to lead to interruptions resulting in
increased task difficulty, completion time, errors and annoyance while reducing the
overall working efficiency. Three important aspects of context are to identify
where you are; who you are with; and which resources are nearby. Things become
complicated when it is required to identify the exact and current focus of attention
in a scenario with multiple elements of interest.

The often ignored element in the loop—the human—plays a significant role in
the CPS setup and has recently started to receive attention. In the Human-in-the-
Loop CPS (HiLCPS) systems, the human cognitive activity is noted and analyzed
to interpret his intent, which serves as an input to the autonomous device’s control
system (e.g. an assistive robot) [5]. In such scenarios, the human serves as a major
guide to find the missing pieces of the jigsaw puzzle and provides the much-
needed context-awareness of the environment. To this end, vision is considered as
one of the most important cues for perception and action, and much of object,
scene and environment perception is based on visual input.

Traditionally, noting human behavior and activities involved camera(s)
mounted at fixed locations in the scene and subjects were asked to perform a task
including navigation, manipulation etc. This may be regarded as outside-in vision,
where the analysis is carried from the notion of a third person observing someone
doing an activity. However, the outside-in view is sometimes neither sufficient nor
possible; hence a first-person perspective becomes desirable. The study of human
working behavior reveals the importance of eye gaze in performing any task at
hand. Human gaze and eye tracking offer insight into the cognitive processes
involved in the tasks being carried out [6–8]. First Person Vision, aka Inside-Out
vision is obtained via a wearable, eye-controlled camera that is always directed to

Fig. 1 Sample cyber physical systems: a An operating room [1, 2] b Electric power grid [1, 2]
c Intelligent road with unmanned vehicle [3]
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the target of gaze. The vision-cognition linkage has given inside-out vision tre-
mendous importance and allowed to view the environment from ego-centric per-
spective. Consider Fig. 2 that shows the first and third person perspectives of a
person performing some activity in a scene. While outside-in view (top) provides
overall information of the environment including actor’s pose and activity infor-
mation, the inside-out vision (bottom) provides the exact attention information.
Together, the two views provide the context-awareness, which is desirable in CPS.

In this chapter, we present a robust mechanism to identify the focus of attention
of the personnel in a CPS by considering a pervasive health care scenario. We
propose to use wearable gaze-directed cameras that can capture the exact point
where the person is looking to identify his focus. We exploit the fact that it is
human nature to ‘‘look’’ at the relevant object and/or person attended to and human
gaze can point to his focus of attention and thought process. Using the same setup,
we provide location-awareness to the accuracy of exact room and/or corridor in a
huge, complex building just by having the person look around the place where he’s
present. Our system also allows browsing through personnel history and different
tabs on screen just by looking at the appropriate tab on a handheld device.

2 Background Review

The foundation of Cyber Physical Systems is considered to be laid as early as the
development of microprocessors in the era of 1970s [9]. Ever since the technology
is advancing and CPS are now being visualized as the next generation of com-
puting. Much work is being done on one hand to employ them into real-world

Fig. 2 Inside-out and outside-in views of a scene
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application e.g. [1–3] and on the other hand to identify their core weaknesses, the
way-arounds and presentation of strong infrastructure e.g. [10–13].

Lee in [10] argues that there lies a huge gap between the underlying computing
foundations between CPS and the real world, which impedes technical progress.
He supports the use of real-time OS, middleware technologies, and specialized
processing and networking devices to bridge the gap. Further challenges, as
pointed out by Sha et al. in [11], are real-time system abstractions, robustness and
safety issues, system QoS composition and system trustworthiness.

One of the major application areas of CPS is medical and healthcare systems
because of the criticality and sensitivity of the domain. According to [14], in a
study conducted in USA, thousands of patients die every year in the hospitals due
to medical errors, most of which are actually avoidable. A context-aware pervasive
health care system can help in minimizing the loopholes and points of failures and
provide procedural improvements and ameliorate monitoring and diagnostics
resulting in enhanced quality of patient care, increased staff efficiency and reduced
capital and operational costs. Sha et al. in [11] and Shi et al. in [3] present Medical
Network Device as a sample CPS to highlight the new frontiers explored and
benefits obtained by introducing such a setup.

Since deploying a context-aware healthcare solution benefits the entire hospital,
including business decision makers, technical decision makers, clinical staff and
above-all the patients, much effort is being put into make the setup more and more
secure in terms of confidentiality, integrity, availability and accountability [15]. In
[16], Bardram et al. present an activity-driven computing infrastructure focusing
on preserving user’s context in the event of interruption and mobility. On the other
hand, Zhang et al. in [17] focused on having an infrastructure capable of per-
sonalization by identifying the logical components. Jahnke et al. in [18] proposes
to have context-awareness as implicit as possible so as to avoid any resistance by
the clinicians and patients towards the electronic technology. A survey on context-
aware systems was done by Baldauf et al. in [19], wherein they presented the
common architecture principles of context-aware systems with special emphasis
on context-aware middleware and frameworks which ease in the application
development. Orwat et al. presented another review in [20] on the developments
and implementations of pervasive computing systems in healthcare. More surveys
on pervasive healthcare systems were conducted by Bricon-Souf and Newman [21]
and Miraoui et al. [22].

In order to provide a seamless transmission of information, the users (e.g.
patients, doctors) and objects (e.g. equipment) are being equipped with wearable
devices like location sensor, identification tags and even devices to note medical
parameters like temperature, blood pressure etc [23]. As the objects, actors and
their communications in a context-aware environment increases, and the need to
involve human beings in the loop, so does the problem of identifying the focus of
attention at any given point in time. Hence, much work concentrates specifically
on attention-awareness and attention-aware systems e.g. [24, 25]. The study of
human working behavior reveals the importance of eye gaze in performing any
task at hand. Human gaze and eye tracking offer insight into the cognitive
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processes involved in the tasks being carried out [7]. This was primarily revealed
in the classical experiments by Yarbus [8], which formed the basis of further
exploration [6]. Eye gaze fixations and motions are strongly linked to the cognitive
and thought process which in turn is related to the goal/objective that we’re trying
to reach. In this connection visual cues are considered as a vital enabling mech-
anism for identifying focus of attention e.g. by Toet in [26]. Ever since the relation
between human cognitive process and eye movements has been discovered, many
attempts have been made to track and monitor human gaze e.g. [27–31]. As a
result further insight into this relationship is obtained. In the daily routine tasks
like household chores of making a sandwich/tea or driving a car the spatio-tem-
poral demands of the job play a significant role [6, 29, 32]. Humans tend to
develop a knowledge-base, by gazing around aimlessly, as soon as they enter an
environment [29, 32]. Such knowledge-base helps in the eventual execution of
tasks as it gives a rough estimation of objects in the scene and their locations. A
number of experiments have been carried out to reveal the importance of prior
knowledge and experience coupled with cognitive goal and its relevance to human
eye gaze. E.g. drivers tend to look at the sides close to intersection (for sign
boards) [6], batsmen focus at the bounce point of ball [33], people hold their gaze
to the tip of the bottle/kettle while pouring the liquid [29] etc.

Gaze-directed displays are being used in attention-aware systems as Multi-layer
displays [34], gaze-contingent display (e.g. the Tobii 1750 eye tracker for night
vision surveillance, i.e.: www.tobii.se) and for intelligent tutoring [35] etc. In
general, gaze-based systems are expected to reduce attentional workload of users,
personalize the displayed information, attract user’s attention—live or in tele-
conference, assist disabled and elderly persons etc.

3 Cyber Physical Healthcare Systems

3.1 Context-Awareness and Focus of Attention

Because of the huge number of actors involved in a healthcare system having
complex communications, in addition to being context-aware, the system has to be
capable of identifying the dynamic focus of attention and the exact actors/objects
of relevance at any given instance. It is essential to note that attention-awareness
encompasses much more than context-awareness. An attention-aware system is
much more information-rich as compared to a simple context-aware one. Attention
is typically defined as the set of processes enabling and guiding the selection of
incoming perceptual information. This is specially required in healthcare systems,
where the actors often come across multiple objects/actors at the same time, but
not all of them are of interest at any given point in time. Things become even more
difficult when the focus of attention switches among the given set of entities
present in close proximity. Traditional sensing mechanisms like Radio-Frequency
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Identification (RFID) sensors fail in such scenarios because of the various limi-
tations: Ghost and/or Unread tags—in case multiple tags are read, the sensor may
read a tag which is not actually present or conversely misses a tag originally
present; Proximity—the sensors fail to work if placed closed to certain metal and/
or liquid etc. Moreover, they are prone to attacks and require huge initial setup
costs. In this chapter we exploit the fact that humans tend to ‘‘look’’ at the object of
interest and hence we capture his eye gaze to identify his exact focus of attention.

3.2 Eye Gaze Tracking

Recent years has seen an increase in use of gaze-directed and first-person vision.
Unlike traditional vision systems based on fixed cameras that observe people from
the outside, first-person vision systems, with wearable gaze-capturing equipment,
are able to work with data that relates directly to the user’s interests and intentions.

The study of human working behavior reveals the importance of eye gaze in
performing any task at hand. Human gaze and eye tracking offer insight into the
cognitive processes involved in the tasks being carried out [7]. This was primarily
revealed in the classical experiments by Yarbus [8], which forms the basis of
further exploration [6]. Consider Fig. 3, which shows that eye gaze fixations and
motions are strongly linked to the cognitive process which in turn is related to the
goal/objective that the subject is trying to reach. Here the same person has been
asked to look at the same painting and his eye motion trajectories are noted. These
trajectories are different every time because the context in which the painting is
viewed is different in each case.

Ever since human gaze has been shown to be directly linked to the human
cognition and thought process [26, 36], it is increasingly being used in a number of
domains centered around intelligent machines like design of intelligent homes
[37], activity analysis [38], object and location recognition [39] to psychology and
neuro-sciences [6] like study of human mind and identification of mental disorders
etc. In each case the environment is captured from human point of view giving an
insight into his exact focus of attention while performing any activity.

Due to the rapidly growing interest in gaze-based vision and eye gaze tracking,
much effort is being applied to develop efficient, accurate, lightweight and easy to
use eye gaze trackers. Moreover, as these systems are becoming more and more
pervasive with a varying spectrum of users, including professionals, patients,
children and even animals, more focus is being placed in making these systems
more and more practical to handle. While initial systems were too intrusive and
needed electrodes to be connected to the human body and/or wired contact lenses
to be worn, current systems use imaging techniques to capture the eye gaze and
comes with simple wearable cameras capable of capturing the scene from the
wearer’s point-of-view [26]. Some of the current and state-of-the-art wearable eye-
gaze trackers are shown in Fig. 4 e.g. gaze-based camera used at ‘‘Quality of Life
Technology’’ Centre (QoLT) [40], WearCam [41] and EyeSeeCam [30] etc.
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The EyeSeeCam, which is used in this work and shown in Fig. 4 (top row third)
is described in Fig. 5 extends the technologies of eye trackers and head-mounted
cameras by an eye-controlled camera that is always directed to the target of gaze.
It is continuously oriented to the user’s point of view by the eye movement signals
of a mobile Video-Oculography (VOG) device and the scene is captured by the
camera. An off-the-shelf notebook is able to record eye movement data and video
streams from both eyes at up to 600 Hz as well as images from a wide angle scene
camera and a gaze-driven camera with spatial resolutions of up to 752 9 480
pixels. It therefore captures a highly resolved image of what the user is looking
at—just like the fovea.

Fig. 3 Eye motion trajectories for a person looking at a painting in different context [8]

Fig. 4 Current eye-tracking systems
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Typically, the information derived from eye gaze data is through fixations,
which indicate zero-motion of eyes (or pauses in eye movement), fixation behavior
over time (e.g. spontaneous, task-relevant, orientation of thought looking, inten-
tional manipulatory looking etc.) and variations in pupil size (indicating workload,
complexity of task undertaken etc.). Consider Fig. 6 that shows the wearer’s focus
of attention switching among the group of personnel present in the environment.
The gaze-based camera (EyeSeeCam in this case) is capable of capturing and
highlighting the gaze direction at any given instance. The fixation duration may be
noted to trigger the occurrence of desired event.

4 System Model and Methodology

The actor is equipped with a wearable eye tracker linked to a smart device. As
soon as he enters the work environment, the gaze-directed camera starts getting the
visual input and captures the scene where he is looking. The data is transmitted to
his device which keeps checking for validity of data. Except in case of location
identification, we use the eye-gaze fixation durations (i.e. pauses in eye scanning
process) and consider a data as valid only if the fixation duration exceeds a
threshold. For location identification a frame is selected periodically. Consider
Fig. 7 that shows a high level model of the system, which links the life cycle,
conceptual framework and communication stack of context-aware systems with
the devices and logical sequencing at each and every step and phase.

Fig. 5 EyeSeeCam—the eye gaze tracking device a Communication with computing device
[30] b Camera output—the actor’s perspective and focus of attention

Fig. 6 Varying focus of attention at varying instances
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The modules are detailed below:

1. Data Capture and Preprocessing: The actor is equipped with a wearable eye
tracker linked to a smart device. As soon as he enters the work environment,
the gaze-directed camera starts getting the visual input and captures the
scene where he is looking. Except in case of location identification, we use
the eye-gaze fixation durations (i.e. pauses in eye scanning process) and
consider a data as valid only if the fixation duration U exceeds a threshold h.
Hence we use the following equation to identify Validity t of Object X
being focused. For location identification, data captured every nth second or
fth frame is used.

tðXÞ ¼
1 if U [ h

0 otherwise

(

Consider Fig. 8, which shows the eye motion velocities in x, y and z direction
as captured by EyeSeeCam and the fixations and saccades identified.

2. Data Interpretation and Image Matching: As soon as, a valid object is
found, it is required to identify the scenario needed to be activated. Here, the
personnel may be communicating with a person, requiring the face recog-
nition and person identification module to be activated. He may be viewing
the data on his smart device, for which the required ‘‘Tab’’ of information

Fig. 7 System model
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needs to be loaded. Finally, in case of location identification, the environ-
ment model needs to be interacted with.

3. Record Search and Retrieve: This module is responsible for mapping the
image information with the records physically stored on the servers. Data-
base queries are used for extracting the desired record.

4. Post-processing and Data Representation: These modules convert the data
into desired format according to the device used.

5 Experiments and Results

Although, the scheme presented is general and can be applied in any CPS like
intelligent homes, life-critical systems e.g. air/road traffic control, Advance Driver
Assistance System (ADAS), robotics etc., a setup of healthcare pervasive system is
considered for experiments and the viability is shown through demonstration
scenarios of person and menu identification and location recognition detailed
below:

• Person Recognition: Attending a single person among a group of people is
very common in a health care scenario e.g. a doctor attending patients in a
ward or a nurse handing over medicines to clients in a multi-patient room.
The conventional technique of having identification bands on patients and
tags on devices won’t work here, because multiple Radio-Frequency Iden-
tification (RFID) tags can be read simultaneously, and it is not possible to
distinguish the relevant one from the rest. We capture the image of the person
focused and use the Pittpatt Face Recognition SDK [42] to detect and
identify the faces [43]. The algorithm detects the presence of faces in ima-
ge(s), followed by retrieval of landmarks (like nose and eyes etc.) which are
then compared to other faces in a gallery of images for recognition. For this

Fig. 8 a Eye motion trajectories b Fixations and saccades identified
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purpose a similarity matrix is computed, which is a way of storing the
similarity scores between all subjects in a query gallery and all subjects in a
target gallery. Subject-to-subject similarity scores and face-to-face similarity
scores can both be obtained from a similarity matrix. Consider Fig. 9
(downloaded from [42]) that shows a visual representation of the yaw, pitch,
and roll coordinate planes (Top) and the landmarks available in each yaw
sector (Bottom).

• Location Identification: A number of location identification techniques exist
like GPS satellites, mobile phone towers, badge proximity sensors, tags etc.
However, these sources are neither 100 % accurate nor sufficient, especially
when navigating closed and congested environments like hospital rooms.
Moreover, they need expensive and huge setups and/or intrusive signals and
radiations. Our technique using gaze-based vision and image matching is
inexpensive, robust and practically unobtrusive as it comprises of image
capturing equipment without contaminating the sensitive hospital environ-
ment with radiations and signals. This module utilizes a pre-stored neigh-
borhood graph [44] of the environment, generated off-line. The input to our
algorithm is a video or a set of images captured via an unconstrained camera
traversal. The algorithm works purely on image measurables; hence no prior
information of camera and/or scene parameters is desired. The algorithm uses
the image set to form a 3D-tessellation around the object viewing space. This
is achieved by developing a fuzzified neighborhood graph wherein the
images represent the nodes. The strength of edges between the nodes depends

Fig. 9 Visual representation of face coordinate planes and the landmarks [42]
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on the proximity and appearance similarity of the constituent images. A
detailed account of the model generation steps is given below.

We’ve used the image histogram and the Scale Invariant Feature Transform
(SIFT) [45] as distinct features of our image. We begin with computing the fea-
tures of all the reference images in the dataset. SIFT being scale and rotation
invariant, and robust to changes in illumination and viewpoints provide a strong
feature to represent the images in our scenario. It allows generation of a graph with
precise information of the neighboring viewpoints, thus allowing us to remove any
constraint on position and motion of camera and compensate for any motion of
object during the data capture. The image histogram, on the other hand, provides
us with the global image content and reinforces the proximity constraint. Consider
Fig. 10 that shows a sample image with it’s SIFT points and histogram.

Once the features are computed, the next step is to identify the corresponding
features across the images. This allows us to compute the distance metrics which
are then used to generate the final neighborhood graph.

Since, SIFT gives us a feature-by-feature local correspondence, hence we first
compute a point-to-point match by calculating the dot products between the unit
vectors and taking the inverse cosine of the resultant dot product. We then use
these point correspondences to calculate the overall ‘‘distance’’ between the
images. Consider Fig. 11 that shows the corresponding feature points for a pair of
images.

These point correspondences are used for calculating image distances. Hence
the set of feature points in the Image Ik is given by Fk(xi, yi), with k = 1, …, n,
where n is the number of images in the dataset and i = 1, …, j where j is the
number of key-points in kth image. Consequently, the distance df between two
images Im and In with c corresponding points is given as in Eq. (1). Here, Imj

x and
Imj
y represent the x- and y-coordinates of the jth feature of mth image respectively

where the points Imj and Inj correspond to each other.

df ðIm; IrmnÞ ¼

Pc

j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðIx

mj� Ix
njÞ

2 þ ðIy
mj� I

y
njÞ

2
q

c
; ð1Þ

Sample image          SIFT keypoints overlaid       Color histogram 

Fig. 10 A sample image from PASCAL VOC 2011 challenge [46] with it’s SIFT points and
histogram
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We use histogram intersection (dh) [47] as a metric to compute the image
similarity among images, which has been shown to be an effective representation
for color-based models. Following the convention in [4], let Hk be the histogram of
image Ik. Both histograms consist of b bins and the ith bin for i = 1, …, b is
denoted by hi

m and hi
n. Then:

dhðHm;HnÞ ¼
Xb

i¼1

minðhi
m; h

i
nÞ: ð2Þ

Figure 12 shows three sample images with their histograms and corresponding
intersection among image pairs. Note that similar images (aka proximally close) give
a higher intersection area (286,830 for images at viewpoint 1 and 2) as against
different images (aka proximally distant) (240,705 for images at Viewpoints 2 and 3).

The features and distance metrics are combined to generate a fuzzified neigh-
borhood graph that forms a view-centric representation of the object. Here the
nodes denote the images while edges represent the neighbors, where neighborhood
is defined in accordance to the viewpoint-proximity. Moreover, instead of having a
binary true/false relation representing presence/absence of a link between images,
we’ve used a fuzzy variable indicating ‘‘closeness’’ of views. Hence ‘‘close’’
viewpoints will have a stronger edge between them as compared to neighbors
which are ‘‘far’’. Non-neighbors will have a link value (l) of zero.

For an image dataset with N images, an N 9 N sparse matrix is created. As
compared to adjacency list or matrix, this allows ease of data handling in sub-
sequent steps along with low space and time complexity, which is very critical for
huge datasets with enormous, non-linked viewpoints.

The procedure for identification of neighbors is multi-fold. In the first pass, we
find the distance between each image pair (Im, In) by identifying the Euclidean
Distance (df) and Histogram Intersection (dh). Next, the two distance metrics are
combined to form a cumulative distance metric as dm;n : fdf

m;n; d
h
m;ng. The distance

between the image pair aka ‘‘closeness’’ gives us the strength of link (lm,n) between
them. Hence, images can be related to each other as {very close, close, somewhat
close, not close} depending on the link strength. To define closeness of images, we

Fig. 11 Left Features identified and Right Correspondences marked for a pair of images
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begin with identifying, for each image, the pair having the minimum cumulative
distance d. Considering this attribute as our seed point, we expand the region to
include all those images in the neighborhood block, whose distance falls within a
threshold relative to the minimum. This accounts for the out-of-plane images and
handles arbitrary viewpoints. The ‘‘closeness’’ of neighbors may be defined using
the membership functions low, medium and high. Hence, the link between image
m and n is given as lm,n specifying the link strength depending on the proximity of
viewpoints. Finally, video-continuity is used to form links between temporally
adjacent images. Hence lm,m+1 = 1 V m. Consider Fig. 13 that shows the fuzzy sets
defined for distance metrics and closeness.

Our approach for developing the topological structure of the images in the
dataset provides ease of traversing while using video sequences. Let, at any time
instant (t), a test frame (fj) matches with the ith image in the neighborhood graph.
Then, once a node has been detected at time t, for a true positive, there is an
increased likelihood of observing the next test frame fj+1 at time t ? 1 in the same
proximity. We use the Bayesian image analysis to incorporate prior knowledge or
beliefs into the recognition process. If this prior description of the neighborhood
graph is given as N(x), the spatial distribution of this description, given the
observed image f t

j at time t, is:

pðNðxÞjf t
j Þ / lðf t

j jNðxÞÞpðNðxÞÞ; ð3Þ

Viewpoint1 Viewpoint 2 Viewpoint3

(a) 

Histogram1 (H1) Histogram2 (H2) Histogram3 (H3)

(b)

(c)

H1 ∩ H2 ∩ H3H2

Fig. 12 a Images of a car from three different viewpoints. b Corresponding color histogram.
c Histogram intersection for image pairs
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where, pðNðxÞjf t
j Þ is the posterior distribution and lðf t

j jNðxÞÞis the likelihood.
Given one neighborhood graph for each object, only the correct object follows a
smooth trajectory along the graph and the others suffer from discontinuities.

• Activation of Menu Tabs: Once a patient is identified, his information is
loaded on the personnel’s device in the form of separate tabs for personal
details, radiology reports, appointments’ schedule and diet plan etc. The
practitioner may be interested in viewing only a particular subsection of
patient’s history—the ‘‘focused’’ one. We use template matching to match
the pre-stored tabs with the current input image obtained by his gaze
direction. For this purpose we use the Open Source function of OpenCV [48],
which down samples both target and source images and calls cvMatchTem-
plate() on them. The specified number of best locations are found and for

Fig. 13 Membership functions and model for the neighborhood graph. a The fuzzy model for
neighborhood calculation. b Input variables: Euclidean distance (df) and histogram intersection
(dh) output variable: closeness

Fig. 14 Attention
information for person
identification, menu
identification and location
identification in a cyber
healthcare system
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each point where a maxima was located, original source image is searched in
a defined window in both x and y direction. If match score is above the
threshold then the location and score is saved.

Fig. 15 Time-position graph representing eye-gaze trajectory for identifying focus of attention

Fig. 16 A patient ‘‘Mr. X’’ identified just by having the practitioner look at him
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The three scenarios are depicted in Fig. 14. The image matching results are
marked as green boxes. We were able to generate the neighborhood graph and
identify the locations with precisions of 97.86 and 80 % respectively. The faces
were identified with an accuracy of about 95 % with the person recognition falling
to 78.3 %. The template matching allowed menu identification with a precision of
98.53 %. In each case the focus of attention was correctly identified by fixation
duration over 90 % of the time. The 10 % accounts for unintentional gazes at
irrelevant objects.

Consider Fig. 15 that shows a sample eye gaze trajectory generated by a
medical practitioner while navigating a ward. The fixation is identified and the
image is used for matching and patient identification. Once the focus of attention is
signaled, the image is extracted and used for person identification. Figure 16
shows the face recognition results for the patient-looked-at. The green box iden-
tifies a match of the person from the database in the given scene. His ID is
mentioned alongside.

6 Conclusion

In this chapter, a technique for identifying the focus of attention in a Cyber Physical
System is presented via a context-aware healthcare system. We propose to use first-
person vision, obtained through wearable gaze-directed camera that can capture the
scene through the wearer’s point-of-view. We use the fact that human cognition is
linked to his gaze and typically the object/person of interest holds our gaze. Upon
identification of the point of interest of the person wearing the gaze-based camera,
the image is processed to search for the face of the person or a medical tab on the
handheld device, which is then used to recognize the identity of the patient/tab
looked at. The record is then retrieved and displayed on the practitioner’s hand-held
device. Moreover, the images of his surroundings are periodically captured and
compared with the environment model to identify his exact location. We argue that
our technique is robust and works well in the presence of noise and other distracting
signals, where the conventional techniques of IR sensors and tagging fail. Moreover,
the technique is unobtrusive and does not pollute the sensitive hospital environment
with unnecessary signals. Our approach is general in that it may be applied to CPS
other than healthcare and can be shown to work equally well in other office and
industrial scenarios and also in intelligent homes.
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A Comparison of Pulse Compression
Techniques for Ranging Applications
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and Muhammad Iqbal

Abstract In this chapter, a comparison of Golay code based pulse compression
(GCPC) technique with the Neuro-Fuzzy based pulse compression (NFPC) tech-
nique is demonstrated for ranging systems. Both of these techniques are used for
the suppression of range side lobes that appear during the pulse compression
process of the received echo pulse at the receiver for target(s) detection. Golay
code is a pair of complementary codes and has an inherent property of zero side
lobes when the two auto-correlation results of the complementary code pair are
added. On the other side, neural network based pulse compression techniques are
also developed to reduce the range side lobes. Both the techniques are different in
nature but they share the common objective of range side lobe suppression in
target detection. The differentiation parameters chosen for the comparison of
GCPC and NFPC techniques include the computational complexity, range side
lobe suppression levels, noise rejection capability, Doppler tolerance capability,
range resolution capability as well as the training and convergence requirements of
these pulse compression techniques. All these comparison criteria are found to
determine the overall performance measures of the pulse compression techniques
for ranging applications especially in case of detection and ranging of multiple
closely spaced and weak targets. This comparison may be useful for a system
designer to select a particular type of pulse compression technique for a specific
ranging application.
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1 Introduction

Ranging sensors and systems are being used in multiple roles in biomedical,
industrial, aerospace and military cyber physical systems. Ranging systems are used
both for short range and long range applications; e.g., radio-altimeters on aerial
systems and range finder in robotic vehicles, echogram in medical diagnostics
applications at the close-range end (where the range may be a few feet or even less)
and early warning and air traffic control radars for longer range to name few. In
modern ranging systems, phase coding of the transmitted signal is carried out to get
better range resolution capability [1–5]. Range resolution is typically defined as the
capability of a ranging system to resolve two closely separated objects in range [6].
It has special and critical importance in aerial radar systems, medical diagnostics, air
traffic control, weather radar, early warning radars and in robotics where the radars
mounted on robots have to make very important decisions on the basis of ranges of
the closely spaced objects and obstacles etc. Such systems communicating while
tracking an object or mapping an area will form a robotic cyber physical system
(CPS) with different range sensors mounted on various mobile vehicles e.g. for map
building based on multi sensor data fusion (MSDF).

For a phase coded pulsed ranging system (PRS), range resolution is directly
proportional to the chip width (time taken by 1 bit) of the coding sequence [1–3].
Barker codes, PN (pseudo noise), Kasami and Gold sequences are the conventional
phase coding signals used in the ranging applications to get enhanced range res-
olution capability [1–5]. A train of phase coded pulses is transmitted in the
direction where one or more targets are expected to be present. Target detection is
carried out by the correlation of the received echo signal with the phase coding
sequence at baseband [6–8], and the process is called pulse compression. The
conventional phase coding signals in ranging applications have a problem that side
lobes appear in their pulse compression at the receiver at baseband [9, 10]. These
side lobes may result in false alarms, and weak targets may get masked or sup-
pressed in the side lobes [11]. Range resolution capability of the ranging system is
also impeded which causes hindrance in the detection and ranging of multiple
closely spaced targets [5].

One of the main purposes of waveform design for pulse compression in ranging
systems is to solve the dilemma between the range resolution and the pulse length
[12]. Pulse compression processing is the most significant factor in determining the
performance of high-resolution and highly sensitive radars. For instance, synthetic
aperture radar (SAR) always contains a high range resolution pulse compression in
addition to downward-looking rain measuring radar with a range side lobe level of
55 dB [12]. In satellite-borne rain radar, very stringent requirement of 60 dB is
posed on range side-lobe level; while the air traffic control (ATC) system requires
the side-lobe lower than 55 dB under the main lobe level [12].

Significant efforts have been made to reduce, suppress or equalize range side
lobes in phase coded ranging systems. Ackroyd et al. [13] have presented an optimal
inverse filtering technique for minimizing the integrated side-lobe level (ISL)

170 A. Hussain et al.



in least square sense. Daniels [14] has proposed code inverse filtering for complete
side-lobe removal. But the performance of matched filter as well as the inverse filter
degrades in the presence of a Doppler shifted return of the signal [15]. Bucci [16] has
proposed a Doppler tolerant range (DTR) side-lobe suppression scheme. Mud-
ukutore et al. [15] use Pulse compression to improve range resolution while
maintaining a high duty cycle. Gartz [17] has generated uniform amplitude complex
code sets with low correlation side lobes. Suto et al. [18] have introduced a time side
lobe reduction technique for binary phase code pulse compression. Wu et al. [19]
have introduced a chaotic phase code for Radar Pulse compression. Kai et al. [20]
discuss a new wave form with high range resolution. Chandrasekhar et al.
[21] present waveform coding for dual polarization weather radars. Kusk et al. [22]
presents the azimuth phase coding for range ambiguity suppression. Shen et al. [23]
propose window functions for reducing the side-lobe levels and obtaining high
range resolution. Jenshak et al. [24] seek to minimize the estimation error of a range
profile directly. Anelson [25, 26] uses ultra-wideband noise waveforms for side lobe
suppression, and applies mismatched filtering to suppress the side-lobes of random
noise radar.

Almost, all the techniques developed for range side lobe suppression have some
limitations in them. For example, in most of the techniques, tapering of the
matched filter response is done by weighting the transmitted waveform, the mat-
ched filter response or both in frequency or amplitude. For these tasks additional
signal processing resources are required [14, 16]. Main lobe peak or processing
gain of the output is reduced by these methods. Also, main lobe width of the
matched filter output is widened which results in reduced range resolution [16]. In
the techniques involving some additional filtering, the filter coefficients vary from
code to code and change as a function of code and filter length [14, 16, 24–26].
The filters and weighting functions reduce the signal to noise ratio (SNR) at the
output. Also range side lobes are not completely suppressed in most of the cases
[15, 17–23]. Most of the techniques are not optimal and result in performance loss
[14–24]. Due to the limitations of the existing techniques, and given the impor-
tance of the range side lobe suppression problem, ‘‘range side lobe suppression’’ is
an active area of research in ranging applications particularly involving the
detection and ranging of multiple and weak targets.

Some researchers have devoted themselves to developing the pulse compres-
sion algorithms for this century’s advanced weather radar to meet the higher time
and space resolution requirements [27–31]. Eventually, the main purpose of the
pulse compression is to raise the signal-to-maximum side-lobe (signal-to-side-
lobe) ratio (SSR) and decrease the integrated side-lobe level (ISL) which is defined
[30] as to improve the detection and range resolution abilities of the radar system.
Also, for a good pulse compression algorithm, certain performance must be
considered, including the noise rejection and the Doppler tolerance performance
[12]. Here, the side-lobes are unwanted by-products of the pulse compression
process; for the correlation of a code, the side lobes are the portions of the output
waveform non-matching with the code other than the output of matching the code.
And the side-lobe level is the magnitude of the side lobe [13].
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In this chapter we have made a comparison of the Golay code based and the
Neural network based pulse compression techniques. The purpose of both the pulse
compression techniques is to increase the main lobe signal level of the compressed
pulse signal along with the suppression of side lobes [12, 31–33]. Golay code based
pulse compression exploits the range side lobe suppression property of comple-
mentary Golay code pair to achieve zero level side lobes [34–41]. No additional
processing of the output result of the compressed pulse is required to suppress or
reduce the side lobes [34–41]. The computational complexity of the Golay code
based pulse compression algorithm is a little more but it can be handled by using
modern fast digital hardware [34–41].

Recently, on the other side, neural networks applied to pulse compression were
proposed with their learning capabilities [12, 31–33]. Kwan and Lee [32] have
employed a back propagation (BP) algorithm to realize pulse compression with a
phase-coded waveform, and obtained a good result. Moreover, some other tradi-
tional algorithms such as direct autocorrelation filter (ACF), least squares (LS)
inverse filter, and linear programming (LP) filter based on B13 code are developed
for pulse compression in ranging systems. The traditional algorithms cannot
achieve the requirements of high signal-to-side lobe ratio and low integrated side
lobe level (ISL) [12, 31–33]. Also, the convergence speed of the BP and these
traditional algorithms is inherently low [31–33] and sensitive to the Doppler fre-
quency shift. To cope with the drawbacks associated with the neural network
based pulse compression techniques, a novel solution to the problem of pulse
compression was proposed which is a self-constructing neural fuzzy inference
network (SONFIN) [12]. SONFIN is used to perform a B13 code with the
sequence f1; 1; 1; 1; 1;�1;�1; 1; 1;�1; 1;�1; 1g and a 20-element combined
Barker code (CBC) expanded by combining known Barker code with the sequence
[18]. The algorithm combines the Barker code with SONFIN to constitute the
Neuro-Fuzzy pulse compression (NFPC) [13].

Simulations have demonstrated that the side lobe at the output of NFPC can be
significantly decreased though not completed suppressed. The success of SONFIN
is due to the combinations of the self-constructing neural fuzzy inference network
and both the short, simple, ease-implementing B13 code and 20-element CBC,
respectively. Moreover, while compared with traditional algorithms e.g. ACF, LS,
LP, and BP, NFPC has shown better performance in terms of noise rejection
ability, higher range resolution and superior Doppler tolerance. Another important
advantage of NFPC is that it has higher convergence speed than BP algorithm [12].
These examining results lead NFPC to be very suitable for the high-resolution
radar systems. But NFPC also has the disadvantage of computational complexity.

The comparison in this chapter is done in order to access the performances of
the two pulse compression techniques. This comparison is based on the suppressed
side lobe levels (SLS), computational complexity, noise rejection capability, range
resolution capability, Doppler tolerance capability, maximum ranging capability
and training and convergence requirements of these algorithms. This comparison
of the two pulse compression techniques is useful for the system designer to select
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a particular pulse compression technique as per application requirement. These
criteria are found to play an active role in the target detection process [8–11].

The rest of this chapter is organized as follows. Section 2 describes the ranging
problem briefly. In Sect. 3, we shall discuss briefly the Golay code based pulse
compression for ranging applications. In Sect. 4, there is a very brief overview of
neural networked pulse compression techniques for radar applications. In Sect. 5,
we present the comparison of the Golay code based pulse compression with the
neural networked pulse compression techniques for ranging applications. The
chapter ends with conclusions in Sect. 7.

2 Detection and Ranging of Phase Coded Pulsed Signals

Generalized Likelihood Ratio Test (GLRT) detector is an appropriate option in
case signal has unknown parameters. When employed as a detector/estimator for
the detection of an echo of the transmitted signal s[n] embedded in white Gaussian
noise, the GLRT can be represented as in Eq. (1) [3, 4, 8, 9, 11, 12].

Xn̂oþM�1

n¼n̂o

x½n�s½n� n̂o� � c
0 ð1Þ

Expression (1) shows the correlation of x[n] (the received noisy echo) with the
delayed transmitted signal s½n� n̂0� of length M. The maximum value of this
correlation is obtained at n ¼ n̂0, which is compared with a threshold c

0
. If the

threshold is exceeded, a signal (target) is declared to be present and its delay
(range) is estimated as n̂0; otherwise absence of any target is declared [5–7]. In
case multiple targets are present, multiple correlation peaks will exceed the
threshold at different delays (ranges) [7].

3 Golay Code Based Pulse Compression (GCPC)

This technique exploits the side lobe suppression property of Golay code to
achieve range side lobe suppression and thus enabling improved range resolution
possible in ranging applications. Golay code is a pair of complementary codes, say
code c and code k, each having length of 2L where L is a positive integer [34, 35].
Golay codes have a useful property that addition of auto-correlation results of the
two complementary Golay codes gives zero side-lobes [36–38]. The side lobes in
the two correlation results being complementary to each others are canceled and
completely suppressed as shown in Fig. 1 for a complementary code pair of length
64 [39–41]. In the ranging applications, the shift in the index of correlation peak
gives the delay corresponding to the range of the object/target [41].
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The side lobe suppression property of Golay codes is well-known in literature
[34–41]. Due to the absence of side lobes, false alarms are avoided and the weak
targets may not get masked in the side lobes [1–11]. Improved range resolution is
also achieved [1–11]. Golay codes have conventionally been used for channel
coding in digital communications [34–36]. Using Golay codes in ranging appli-
cations requires some special considerations as we have to use a pair of com-
plementary codes for phase coding the carrier signal.

Special considerations are required both at the transmitter side and at the
receiver side to transmit, receive and then process the received Golay coded signal
to achieve zero side lobes in the compressed pulse result. Customized signal
processing algorithms are developed for phase coded pulse Doppler radar using
Golay code as the phase coding signal. With the development of these algorithms,
along with Doppler localization of moving targets, the range side lobes problem of
the conventional radar has been overcome and improved range resolution is
achieved.

3.1 Target Detection and Range Estimation: GCPC Example

Consider a single stationary target is present at a range of 6 km from the trans-
mitter. Pulse coded with code-c is first transmitted towards the target, and then
after some delay the pulse coded with code-k is transmitted. Length of each
member (code c or code k) of the complementary Golay code pair is M ¼ 64

Fig. 1 Suppressed side lobes in the pulse compression of Golay code pair
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chips. Chip time is Tc ¼ 0:2 ls. Pulse width is T
0 ¼ MTc ¼ 12:8 ls. Time delay for

6 km range is T ¼ 2R=C ¼ 40 ls. This time delay in terms of number of samples
is Ts ¼ T=Tc ¼ 200 samples delay.

Correlation of the received c-coded pulse is carried out with code-c and the
peak value of correlation is achieved at a delay n̂0 [1–11]. In this result, range side

Fig. 2 Golay code based transmitted and received pulse trains

Fig. 3 Detection of a strong target at a range of 6 km, and a nearby weak target in the noisy
environment
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lobes are present as this process involves auto-correlation of code-c as shown in
Eq. (2).

r1½n� ¼
Xn̂0þM�1

n̂0

c½n� n0�c½n� n̂0� ð2Þ

The index of correlation peak (200 ? 64 = 264 samples) gives the delay
corresponding to the range of target; but this correlation has side lobes present.
Similarly, the correlation of the received k-coded pulse is carried out with code-k
and the transmission lag (delay between the transmissions of the two pulses) is
compensated as shown in Fig. 2. This result also has range side lobes present as it
involves the auto-correlation of code k as shown in Eq. (3).

r2½n� ¼
Xn̂0þM�1

n̂0

k½n� n0�k½n� n̂0� ð3Þ

Finally, the two correlation results are added to achieve the suppressed corre-
lation side lobes. The final result of the pulse compression algorithm, Eq. (4), is
free from range side lobes.

yðnÞ ¼
Xn0þM�1

n0

c n� n0½ �c n� n̂0½ � þ
Xn0þM�1

n0

k n� n0½ �k n� n̂0½ �
" #

ð4Þ

The peak of this final correlation result is the true MLE (maximum likelihood
estimate) of the delay (n0) corresponding to the range to the target. Detection and
ranging of a strong target along with a nearby weak target in the presence of noise
using Golay complementary code is shown in Fig. 3. The signal strength and
hence the correlation peak reduces proportionally after reflecting from a weak
target.

4 Neural Network Based Pulse Compression

As discussed in the introduction section, neural network learning applied to pulse
compression were proposed in [12, 31–33]. In order to achieve the requirements of
high signal-to-side lobe ratio and low integrated side lobe level (ISL), the normal
neural networks such as the back propagation (BP) networks are not recommended
as they are sensitive to the Doppler frequency shift [31–33]. The use of SONFIN in
the proposed NFPC scheme is obviously not the only choice. Other types of neural
networks or fuzzy systems are also possible. However, our choice of SONFIN is
based on several reasons. First, the SONFIN is a hybrid system of neural networks
and fuzzy logic. With a fuzzy-inference-type structured network, the SONFIN can
always achieve higher learning accuracy and convergence speed than normal
neural networks [12]. Also, the IF–THEN-typed expert knowledge can be put into
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or extracted from the SONFIN easily [12]. Second, as compared to the existing
fuzzy neural networks, the SONFIN can perform both the structure and parameter
learning simultaneously such that it can online construct itself on the fly dynam-
ically [12]. As a result, it can always find itself a very economic size of network for
a given learning task while comparing the other Neuro-Fuzzy [12]. Here, we
briefly describe this technique for radar pulse compression.

4.1 Use of SONFIN to Process the Pulse Compression
in a Radar System

The block diagram of the digital pulse compression system using NFPC is shown
in Fig. 4 [12]. The Barker code generator generates the B13 code sequences or the
20-element CBC sequences, which are sent to RF modulator and transmitter.
Received IF signals are passed through a band pass filter matched to the sub-pulse
width and are demodulated by two detections, I_det and Q_det, with a local-
oscillator (LO) signal at the same IF frequency, and then the in-phase (I) and
quadrature (Q) channel echo signals are detected, respectively [12]. These echo
signals are converted to digital form by analog-to-digital (A/D) converters under
the system timing control that also clocks the Barker code to be transmitted. The
digital form of the echo signals consists of the Barker code and interfering noise.

The NFPCs, which are implemented by the trained SONFIN, carry out the pulse
compression based on the received sequence. Once, the echo sequence is matched
with the transmitted Barker code, the output of each SONFIN will be +1 with one
sub-pulse duration. When the SSR of the NFPC output is very high, the false alarm
of the detector is reduced, and eventually the detection ability of the radar system
is enhanced [12].

4.2 Structure of SONFIN

The structure of SONFIN for B13 code is shown in Fig. 5 below [12]. There are no
rules initially in the SONFIN. They are created and adapted as online learning
proceeds via simultaneous structure and parameter learning, so the SONFIN can be
used for normal operation at any time as learning proceeds without any assignment
of fuzzy rules in advance. This six-layered network realizes a fuzzy model of the
following form:

Rule i: IF x1 is Ai
1 and…. and

xn is An
1 THEN y is mi

o þ bi
jxj þ . . .. . .

where, A j
i is the fuzzy set of the ith linguistic term of input variable xj, mi

0 is the
center of a symmetric membership function on y, and bi

j is the consequent
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Fig. 4 Block diagram of the digital pulse compression system using Neuro-Fuzzy Networked
Pulse Compression NFPC [12]

Fig. 5 Structure of the SONFIN for pulse compression by three-element Barker code [12]
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parameter. The SONFIN consists of nodes, each of which has some finite fan-in of
connections represented by weight values from other nodes and fan-out of con-
nections to other nodes. Associated with the fan-in of a node is an integration
function f that serves to combine information, activation, or evidence from other
nodes. This function providing the net input for the node is, a kð Þ ¼
f uðkÞ1 ; uðkÞ2 . . .. . .uðkÞp ; wðkÞ1 ;wðkÞ2 . . .. . .wðkÞp

ffi �
, where u kð Þ

1 ; uðkÞ2 . . .. . .uðkÞp are inputs to

this node and w kð Þ
1 ;wðkÞ2 . . .. . .wðkÞp are the associated link weights, and a(k)denotes

the activation function. The superscript (k) in the above equation indicates the
layer number.

We shall describe the functions of the nodes in each of the six layers of the
SONFIN as follows. Each node in Layer-1 corresponds to one input variable and

only transmits input values to the next layer directly, i.e. a 1ð Þ ¼ uð1Þi . In Layer-2,
each node corresponds to a linguistic label (small, large, etc.) of one of the input
variables in Layer-1. We choose Gaussian membership function to specify the
degree to which an input value belongs to a fuzzy set. The operation performed in

this layer is, a 2ð Þ ¼ exp � uð2Þi � mij

ffi �2
=r2

ij

� �
where mij and rij are, respectively,

the center (or mean) and the width (or variance) of the Gaussian membership
function of the jth partition for the ith input variable ui. Hence, the link weight in
this layer can be interpreted as mij. To represent the firing strength of the corre-
sponding fuzzy rule, we use the nodes of Layer-3 to represent fuzzy logic rules and
perform precondition matching of rules. These nodes are combined by AND

operation and expressed as a 3ð Þ ¼
Qq

i¼1 uð2Þi , where q is the number of Layer-2
nodes participating in the IF part of the rule.

Layer-4 is used to normalize the firing strength and expressed as

a 4ð Þ ¼ uð4Þi =
Pr

i¼1 uð4Þi , where ‘r’ is the number of rule nodes in Layer-3. The
consequent output is calculated in Layer-5. The input variables plus a constant
construct the linear combination of the node operation. Thus, the whole function

performed by this layer is a 5ð Þ ¼
P

j bi
jxj þ mi

0

ffi �
uð5Þi . Finally, the node of Layer-6

integrates all the actions recommended by Layer-5 and acts as a defuzzifier with

the expression of a 6ð Þ ¼
Pt

i¼1 uð6Þi , where t is the number of nodes in Layer-5. Two
types of learning, structure and parameter learning, are used concurrently for
constructing the SONFIN. A detailed description of the overall learning algorithms
can be found in [33].

The SONFIN is repeatedly trained offline with the training set being composed
of the 26 time-shifted sequences of the B13 code [12]. The training data are
generated by simulating the received sequence of a true B13 code as well as a {0}
sequence that represents radar has not received any information yet. In these
training sequences, the desired output of the SONFIN, yd is 1 when the proper
Barker code just presenting in the input and is 0 otherwise.
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5 Comparison of Golay Code and Neuro-Fuzzy Based
Pulse Compression Techniques

In the following section, we have compared the GCPC and the NFPC techniques.
The basis of this comparison is the computational complexities/requirements of
these algorithms and the characteristics of the output of these algorithms i.e. nature
of the results of the pulse compression. The main criteria for this comparison is the
range side lobe suppression, computational complexity, noise rejection capability,
range resolution capability, Doppler tolerance capability, detection performance,
maximum ranging capability and the training and convergence requirements of these
pulse compression algorithms. Here, we discuss these comparison criteria in detail.

5.1 Range Side Lobe levels

Both of these types of pulse compression techniques are developed for target
detection along with the suppression of range side lobes that appear during the
pulse compression process. GCPC gives zero side lobes at the output as discussed
in Sect. 3. Complementary Golay codes based phase coded signals are transmitted
in a specific direction expecting the presence of target(s). After reflection from the
target(s) these signals arrive with some delay at the receiver [1–11].

At the receiver correlation of each Golay code is carried out with itself at
baseband. On the addition of these two auto-correlation results, the side lobes in
the two correlation results being out of phase to each others are canceled out. The
final correlation result has only the main lobe present, and is free from side lobes
[34–39]. We demonstrate this side lobe suppression in the pulse compression of a
Golay code pair of length 64. Auto correlation of one member (code-C) of the
Golay code pair of length 64 is given in Fig. 6. This auto-correlation has range side
lobes present. Auto correlation of second member (code-K) of the Golay code pair
is carried out separately. When the two correlation results are added, the side lobes
are completely suppressed as shown in Fig. 7 and have zero side lobe levels.

On the other hand, the Neuro-Fuzzy based techniques do not achieve the zero
side lobe levels [12, 31–33]. In neural network based pulse compression techniques,
the range side lobes are reduced but not completely suppressed [12, 31–33]. For
error free target detection, the range side lobes must have zero levels [1–11].

Due to the presence of range side lobes, false alarms may occur or weak targets
may be masked in the side lobes [1–11]. So, ideally zero level range side lobes are
required in ranging applications especially in the detection and ranging of multiple
and weak targets [1–11]. Due to the presence of range side lobes, the range reso-
lution capability of the ranging system is also impeded i.e. it cannot detect and
resolve the very closely spaced targets due to the presence of range side lobes [1–11].

Golay code based pulse compression is seen to be superior to the Neuro-Fuzzy
based pulse compression techniques for the range side lobe suppression comparison
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Fig. 6 Auto-correlation of code-C of Golay code pair

Fig. 7 Suppressed side lobes in the final correlation result of Golay code
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criterion. Zero side lobe level in the correlation of Golay codes avoids the disad-
vantages of minor side lobe levels present in the compressed pulse result of the
neural fuzzy pulse compression techniques. These side lobes are a major concern in
the detection and ranging of multiple closely spaced and weak targets.

5.2 Computational Complexity

Our second comparison criterion of the two pulse compression techniques is the
computational complexity of these techniques. Computational complexity of an
algorithm or technique defines how much resources and time is required for the
implementation of that technique. Golay code based and the Neuro-Fuzzy based
pulse compression techniques both have high computational complexity.

In GCPC, the correlation process is carried out twice and then the correlation
results are added to get range side lobe suppression [34–39]. On the other hand, the
neural network based pulse compression techniques are computationally very
intense [12, 31–33]. They involve online learning and training which requires many
resources [12, 31–33]. The details of computational complexity of neural network
based pulse compression are already discussed in Sect. 4. Also NFPC techniques
are multi layered algorithms which are computationally much intense [12, 31–33].

5.3 Noise Rejection Capability

In the presence of random noise, side lobes appear in the correlation/compressed
pulse result [1–11]. Peak of the compressed pulse result can be distinguished by
putting a threshold on the noise level. For our analysis of the noise rejection capa-
bility of these pulse compression techniques under consideration, additive white
Gaussian noise of zero mean and having certain variance is used. Different values of
noise variance are used to get different Signal to noise ratio (SNR) values [42–45].
For example, X = awgn (x;10) adds an additive white Gaussian noise into a signal
‘‘x’’ to make the signal to noise ratio (SNR) of the resultant signal (X) equal to 10.
Then correlation of the white noise corrupted signal is carried out with the clean
sequence or pulse compression processing is carried out in the NFPC algorithms.

In case of Golay code, the side lobes are suppressed in the addition of the
autocorrelation results of the two complementary codes as shown in Fig. 7. For
Golay code, the correlation in case of noise corrupted signal is shown in Fig. 8.
The presence of noise is seen along with the main lobe in the final pulse com-
pression result.

Simulations were carried out to investigate the noise rejection capability of both
of these types of pulse compression techniques. For the neural network based pulse
compression techniques, the input signals used to evaluate the noise robustness are
generated by a B13 code, and a 20-element combined Barker codes (CBC), and
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both of them are perturbed by additive white Gaussian noise with five different
noise strengths, respectively [13, 31–33].

Effect of the noise variance on the pulse compression output results (main lobe
and the side lobes) of the noise corrupted versions of these coding signals were
investigated and results are presented in Table 1. The Signal to Side lobe Ratio
(SSR in dB) of the compressed pulse signal and its Integrated Side Lobe (ISL in
dB) results (Table 1) show that Golay code based pulse compression is robust to
noise than the NFPC. Golay code based pulse compression has rejected noise more
than the neural fuzzy pulse compression techniques. This noise rejection is highly
desired in ranging applications. False alarms may occur and the weak targets may
be masked in the noise.

5.4 Range Resolution Capability

The Ability to resolve two closely separated targets in range is called range res-
olution [1, 2, 5–9]. Range resolution ability is the examination of the ability to
distinguish between two closely spaced targets solely by measurement of their
ranges in a radar system. Range resolution is directly proportional to pulse width.

Range Resolution ¼ C x PWð Þ=2 metersð Þ ð5Þ

where ‘PW’ is pulse width and C is the speed of light.

Fig. 8 Correlation of Golay codes in the presence of additive white Gaussian noise
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To resolve two targets in range, the basic criterion is that the targets must be
separated by at least the range equivalent of the width of the processed echo pulse
[1–11]. Coding of a pulse allows a radar to utilize a long pulse to achieve large
radiated energy, but simultaneously to obtain the range resolution of a short pulse
[1–11]. Bi-phase coding produces the greatest band width desirable for range res-
olution [1, 2, 5–7]. In other words it provides the minimum possible range apart at
which two targets can be detected and resolved. In case of phase coding [1–11]

Range Resolution ¼ C x Chip widthð Þ=2: ð6Þ

In Fig. 9, an un-coded pulse is shown with its pulse compression/correlation result.
Also its range resolution capability is demonstrated by showing the detection of
the nearest possible detectable second target.

In Fig. 10, a bi-phase coded pulse is shown along with its pulse compression/
correlation result. Also, its range resolution capability is demonstrated by showing
the detection of the nearest possible detectable second target. It can be seen that
by phase coding the pulse, its range resolution capability is improved much.
Bandwidth of the Phase coded pulse is given by (relation B = .......) [1–11].
Its pulse compression ratio is given by (relation m = .......) [1–11].

B ¼ 1=s�n m ¼ s=sn ¼ Bs

With the fixed pulse amplitude, the pulse length defines the max power to be
transmitted and thus defines the maximum detectable range [1–11]. The developed
neural networked pulse compression techniques use Barker codes as the phase
coding signals. Barker codes are short in length. Maximum length of the known
Barker code is 24. Hence, to have a longer detection range the pulse will be of
longer length which means the sub-pulse will also be very wide [1–11].

From the RADAR literature, we know that the range resolution of a phase
coded pulsed signal is directly proportional to the sub-pulse width or the chip
width of the coding signal [1–11]. Golay codes exist in all lengths [35–39]. Hence,
it results that the Golay code based pulse compression can be used for ranging of
the targets with very long ranges; and simultaneously it can provide very good
range resolution. In other words, it can still detect and resolve very closely spaced
targets at very longer ranges.

On the other hand, long Barker codes do not exist [1–11]. Its chip width in a
longer pulse will be very wide which reduces the range resolution capability of the
NFPC based ranging system. Hence, to attain a very good range resolution is not
possible with NFPC while detecting the targets at very longer ranges.

Table 1 Comparison of the noise rejection capability

Algorithm Signal main lobe to side lobe ratio, [ISL] in dB

rn = 0.0 rn = 0.1 rn = 0.3 rn = 0.5 rn = 0.7

GCPC 60.75, -59.80 60.45, -59.10 58.55, -55.25 54.75, -51.10 52.85, -47.43
NFPC 59.45, -56.95 59.19, -56.77 56.62, -52.26 52.41, -48.15 50.58, -44.88
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5.5 Doppler Tolerance Capability

When a transmitted pulse is reflected from a moving object, a Doppler shift is
introduced in the frequency of the pulse [1–11]. If the Doppler shift is not correctly
estimated at the receiver, correlation result may deteriorate and this could cause
errors in detection [1–11]. Let the Golay code c-coded pulse c[n] be transmitted.
When this pulse is reflected from a moving target, a Doppler shift and some phase
is introduced in the received signal. The resultant signal, after preprocessing, is
given as [42,44,45]

s½n� ¼ c½n�eð�jwDnþhÞ: ð7Þ

The Fourier transform pair of the resultant signal is [42, 44, 45]

c½n�eð�jwDnÞ , Cðjðwþ wDÞÞ: ð8Þ

The spectrum of s[n] is shifted by a frequency of xD [42]. The correlation of the
transmitted coded pulse with the received signal is given by [1–11, 42, 44, 45]

Fig. 9 An un-coded pulse, its pulse compression/correlation result and range resolution
capability demonstration
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r½n� ¼
XN�1

n

c½k � n0�eð�jðwDþkÞÞc½n� k�: ð9Þ

When k = n,

r½n� ¼ e�jh
XN�1

n

e�jwD : ð10Þ

The mathematics shows that as Doppler frequency increases, correlation will
decrease. Simulations show this effect very clearly and also show the correlator to
act as a low pass filter for Doppler shift.

Detection of a single stationary target at a certain range when Golay code is the
coding signal is shown in Fig. 11. In the presence of a Doppler frequency the peak
of the compressed pulse result reduces as shown in Fig. 12. The side lobes along
the frequency axis are due to the non-orthogonal Doppler frequency [42–45]. The
difference in the correlation level in Figs. 11, 12 is evident.

We have made a comparative study of the effect of increase in Doppler
frequency on the peak of the compressed pulse result obtained from both of the
techniques. Equal Doppler shifts were introduced into the input signals of both

Fig. 10 A bi-phase coded pulse, its compressed pulse result and its range resolution capability
demonstration
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Fig. 11 Detection of a single stationary target using Golay code

Fig. 12 Reduced correlation peak in the detection of a moving target at a certain range
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the pulse compression techniques and the reduction in the peak of the main lobe of
the compressed pulse was recorded and plotted in Fig. 13. Simulation results show
that peak of the main lobe of the compressed pulse result reduces in the presence
of the Doppler shift. When the Doppler shift increases, the peak of the compressed
pulse reduces.

This comparison shows that the Golay code based pulse compression is less
affected by the Doppler shift. It shows the Doppler tolerance superiority of Golay
code based pulse compression technique over the NFPC.

5.6 Training and Convergence Requirements
of the Algorithm

Golay code based pulse compression does not require any training and convergence
requirements [34–39]. However, the neural network and fuzzy based pulse com-
pression algorithms have the training and convergence requirements [12, 31–33].
The details of the training and convergence requirements of NFPC techniques are
given in [12, 31–33]. Extra time and more computational efforts are required for
this [12, 31–33]. Also, the convergence speed of most of the neural networked and
Fuzzy algorithms is inherently low [12–31].

Fig. 13 Effect of increase in Doppler shift on main lobe of compressed pulse
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6 Conclusion

We have made a comparison of the Golay code based pulse compression (GCPC)
and the neural network based pulse compression techniques for ranging applica-
tions. Both of these pulse compression techniques are developed for target
detection in pulsed ranging systems and simultaneously providing range side-lobe
suppression. Among the neural network based pulse compression techniques,
NFPC technique is selected for this comparison due to its fast training and con-
vergence speed, high signal-to-side lobe ratio than the traditional neural network
based pulse compression algorithms and low integrated side lobe levels. The
criteria for the comparison of these pulse compression techniques are based on the
analysis of the output of these pulse compression techniques and their computa-
tional requirements. These comparison criteria include the range side-lobe sup-
pression, computational complexity, noise rejection, Doppler tolerance, range
resolution capability and the training and convergence requirements of these pulse
compression techniques. GCPC provides zero level range side lobes while range
side lobes are reduced considerably but not completely suppressed in the NFPC.
Range side lobe suppression is a very critical performance measure as the presence
of range side lobes may lead to false alarms and weak targets may be masked in
them. This phenomenon is very important in the detection and ranging of multiple
closely spaced and weak targets. GCPC based pulse compression is robust to noise
than the NFPC. Noise rejection is also a very critical performance measure of a
ranging algorithm. The presence of noise in the compressed pulse result has the
same implications as of the range side lobes. Both of these pulse compression
techniques are computationally intensive. NFPC is computationally more intense
as it has multiple layers of computations. More time and computational resources
are required for NFPC. Also, it has training and convergence requirements which
require more time and resources. GCPC does not require training and convergence
and it can provide better range resolution while detecting the targets at very longer
ranges. NFPC is based on short length Barker codes and cannot detect and resolve
very closely spaced targets located at very longer ranges. GCPC is less affected by
the Doppler shift corresponding to the target speed than NFPC. The presence of
the large Doppler shift reduces the level of the main lobe of the compressed pulse
result which may laid to a wrong detection decision. On average, GCPC has shown
better performance in our comparison. However, to use complementary code
Golay pair as the phase coding signal requires some special considerations. Also, it
may lead to range ambiguity problem if transmitted on separate pulses. This
problem can be solved if Golay code pair is transmitted on a bi-carrier pulse.
NFPC has no range ambiguity problems, which is a clear advantage over GCPC.
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Part III
Robotics



Trajectory Generation for Autonomous
Mobile Robots

Vu Trieu Minh

Abstract This chapter presents the generation of car-like autonomous mobile
robots/vehicles tracking trajectory with three different methods comprising of
flatness, polynomial and symmetric polynomial equations subject to constraints.
Kinematic models for each method are presented with all necessary controlled
variables including position, body angle, steer angle and their velocities. The
control systems for this model are designed based on fuzzy/neural networks.
Simulations are analyzed and compared for each method. Studies of this chapter
can be used to develop a real-time control system for auto-driving and/or auto-
parking vehicles.

Keywords Trajectory generation � Autonomous mobile robot � Nonholonomic �
Flatness � Polynomial

1 Introduction

This chapter studies the problem associated with trajectory generation for car-like
autonomous mobile robots moving from an initial point to any final point subject
to constraints. This study can be used to develop a real-time control system for
autonomous ground vehicles which can track on any feasible paths from the global
positioning system (GPS) maps or/and from unmanned aerial vehicle (UAV)
images. This system can be applied to autonomous unmanned ground vehicles (on
road or off road), and auto-parking, auto-driving systems. The vehicles can per-
form intelligent motion without requiring a guidance command or remote tele-
operation.The main idea of this chapter is to propose a system which can
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automatically generate an optimally feasible trajectory, and then, control the
autonomous vehicles/robots to track exactly on this path from any given starting
point to any desired destination point from a map subject to the vehicle’s physical
constraints due to obstacles, speed, steer angle, etc.

In order to deal with the constrained trajectory generation problem, all con-
straints from a real vehicle must be included into the equations such as the size,
position, body angle, steer angle and their velocities. Looking at the current
research articles on this topic, there are very few of them dealing with real
automotive engineering constraints. Basic introduction on flatness, nonholonomic,
and nonlinear systems can be read from Levine [7], where the fundamental motion
planning of a vehicle is presented. Parking simulation of 2-trailer vehicle is also
demonstrated but without constraints of steer angle and steer angular velocity. The
problem of trajectory generation for nonholonomic system is also well considered
by Dong and Guo [3], where two trajectory generation methods are proposed. The
control inputs are the second order polynomial equations. By integrating those
control inputs, coefficients for the second order polynomial equations are found.
However, this article is lacking constraints analysis on the vehicle velocity as well
as the steer angle.

Optimal control based on cell mapping techniques for a car-like robot is studied
by Gomez [4] subject to the energy-optimal constraint and based on bang-bang
control theory. This article shows a simulation of a wheeled mobile robot moving
on a path with the steering angle velocity control. However, the article does not
mention the algorithms for generating the vehicle trajectory. Several other research
articles on optimal trajectories and control of autonomous mobile robots can be
seen e.g. by Wang et al. [13], Werling et al. [14], Kanjanawanishkul et al. [5], and
Klancar [6]. However, most of those studies are based on the real traffic flow and
the control algorithms are to perform the maneuver tasks such as lane-changing,
merging, distance-keeping, velocity-keeping, stopping and collision avoidance etc.

This book chapter, therefore, concentrates on the applicable mathematic algo-
rithms to generate optimal trajectories from any start point to any destination point
subject to feasible vehicle constraints. This book chapter is the continuation of the
previous research article on vehicle sideslip model and estimation by Minh [8].
Nonlinear computational schemes for the nonlinear systems are discussed from
Minh and Nitin [11] and Minh and Fakhruldin [10]. Although, the holonomous-
dynamical trajectories generation is not new, recent research articles have tried to
develop those trajectories in different applications: Trajectory for autonomous
ground vehicles based on Bezier curves operating under waypoints and corridor
constraints can be referred to Minh [9] and Choi et al. [1]. A real-time trajectory
generation for car-like vehicles navigating dynamic environments is discussed in
Delsart et al. [2]. A recent paper on trajectory generation of model-based IMM
tracking for safe driving in intersection scenario is described in Zhou et al. [15] to
reduce traffic accidents at intersections. Another related work on dynamic tra-
jectory generation for wheeled robots is discussed in Missura and Behnke [12]
where a dynamic motion of wheeled robots can be determined in real-time on-
board.
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This chapter introduces three conventional holonomous trajectories generation
algorithms (flatness, polynomial and symmetric) subject to steering angle con-
straint for autonomous mobile robots. Performances of these three algorithms are
compared. Data taken from the simulation of the vehicle’s longitudinal velocity
and its steering angular velocity will be used to develop the control algorithms for
the mobile robot tracking on those trajectories in the next part of this chapter. The
outline of this chapter is as follows: Sect. 2 describes the kinematic model for a
mobile robot; Sect. 3 presents the flatness method for the mobile robot trajectory
generation; Sect. 4 discusses the trajectory generation subject to steer angle con-
straint; Sect. 5 introduces the polynomial method for trajectory generation; Sect. 6
develops the symmetric polynomial method; Sect. 7 analyses the performances of
the three methods and finally the conclusion is drawn in Sect. 8.

2 Kinematic Model of a Mobile Robot

The constraints for the mobile robot model are based on the assumption that the
wheels are rolling without slipping and the steering angle is simplified as a single
wheel at the midpoint of the two front wheels. Then, a kinematic model of the
mobile robot shown in Fig. 1 can be drawn as under.

The kinematic model of a forward rear-wheel driving mobile robotis written as:

_x
_y
_h
_u

2

664

3

775 ¼

cos h
sin h
tan u

l
0

2

664

3

775rv1 þ

0
0
0
1

2

664

3

775v2 ð1Þ

where X = [x, y, h, u]
0

is the system state variables, (x, y) are the Cartesian
coordinates of the middle point of the rear wheel axis, h is the angle of the vehicle
body to the x-axis, u is the steering angle, l is the vehicle wheel base, r is the wheel
radius, v1 is the angular velocity of the rear wheel, and v2 is the angular steering
velocity. Given the initial state X(0) = [x0, y0, h0, u0]

0
at time t = 0 and the final

state X(T) = [xT, yT, hT, uT]
0
at time t = T, the paper generates a feasible trajec-

tory for this vehicle. Similarly, the model for a forward front-wheel driving vehicle
is presented as:

_x
_y
_h
_u

2

664

3

775 ¼

cos h cos u
sin h cos u

tan u
l
0

2

664

3

775rv1 þ

0
0
0
1

2

664

3

775v2 ð2Þ

For a vehicle moving in a reverse direction (backing), the velocity, v1 of this
vehicle is assigned a negative value. Then, the general kinematic model in (1) is
changed to:
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_x
_y
_h
_u

2

664

3

775 ¼ �

cos h
sin h
tan u

l
0

2

664

3

775rv1 þ

0
0
0
1

2

664

3

775v2 ð3Þ

From the above three fundamental equations, flatness equations for the moving
vehicle are investigated in the next section.

3 Flatness Trajectory Generation

From Fig. 1, the vehicle angular velocity can be calculated as:

rv1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_x2 þ _y2

p
) v1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_x2 þ _y2

p

r
ð4Þ

Transformation from Eq. (1), the vehicle body angle is:

_y

_x
¼ rv1 sin h

rv1 cos h
¼ tan h) h ¼ arctan

_y

_x

� �
ð5Þ

From the derivative of the above trigonometric relationship for body angular

velocity (h), its derivative _h, is achieved as follows:

Fig. 1 A simplified mobile
robot model
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_h ¼ €y _x� €x _y

_x2

1
_y
_x

� �2þ1
¼ €y _x� €x _y

_x2 þ _y2
¼ tan u

l
rv1 ) u ¼ arctan l

€y _x� €x _y

r _x2 þ _y2ð Þ
3
2

 !

ð6Þ

Therefore, h and u can be directly calculated from other variables, i.e. _x; €x, and
_y, €y. And it means that the above system is flat in Levine [7]. Thus, all state and
input variables can be presented by the flat outputs x and y. The boundary con-
ditions for the outputs x and y are:

oy

ox
¼ tan h) o2y

ox
¼ _h

1
cos2 h

¼ tan u
l

rv1
1

cos2 h
¼ tan u

l

ox

cos h
1

cos2 h

) o2y

ox2
¼ tan u

l cos3 h

ð7Þ

For x(t), the initial state at time, t = 0, to the final state at time, t = T:

xð0Þ ¼ x0 ) xðTÞ ¼ xT ð8Þ

The initial state for y(t) = y(0) is given as:

yð0Þ ¼ y0 ¼ tan h0 )
o2y

ox2 t¼0j ¼ tan u0

l cos3 h0
ð9Þ

and the final state for y(t) = y(T):

yðTÞ ¼ yT ¼ tan hT )
o2y

ox2 t¼Tj ¼ tan uT

l cos3 hT
ð10Þ

From the initial state (x0, y0, h0, u0) at the time t = 0 to the final state
(xT, yT, hT, uT), and under a real condition that _xðtÞj j � e [ 0. If it is assumed that,

e ¼ xT�x0j j
2T [ 0, the trajectory of x(t) can be selected freely as:

xðtÞ ¼ T � t

T

� �
x0 þ

t

T
xT þ xT � x0j j tðt � TÞ

2T2
ð11Þ

And the trajectory of y(t) can be selected as:

yðtÞ ¼ y0 þ ta1 tan h0 þ t2 a2 tan u0

2l cos3 h0
þ t3b1 þ t4b2 þ t5b3 ð12Þ

where, a1 ¼ 2ðxT�x0Þ� xT�x0j j
2T , a2 ¼ xT�x0j j

T2 , and a3 ¼ 2ðxT�x0Þþ xT�x0j j
2T ;

and b = [b1, b2, b3]
0

= A-1c with:

A ¼
T3 T4 T5

3T2 4T3 5T4

6T 12T2 20T3

2

4

3

5 and c ¼
yT � y0 � Ta1 tan h0 � T2 a2 tan u0

2l cos3 h0

a3 tan hT � a1 tan h0 � T a2 tan u0
l cos3 h0

a2 tan uT
l cos3 hT

� a2 tan u0
l cos3 h0

2

64

3

75.

From Eq. (10),
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h ¼ arctan
2T2 a1 tan h0 þ a2 tan u0

l cos3 h0
t þ 3b1t2 þ 4b2t3 þ 5b3t4

� �

2TðxT � x0Þ � T xT � x0j j þ 2 xT � x0j jtð Þ

0

@

1

A ð13Þ

and from Eq. (5),

u ¼ arctan
o2ðyÞl cos3 h

ox2

� �

¼ arctan

a2 tan u0
l cos3 h0

þ 6b1t þ 12b2t2 þ 20b3t3
� �

2T2ð Þ2l cos3 h

2TðxT � x0Þ � T xT � x0j j þ 2 xT � x0j jtð Þ2

0

@

1

A

ð14Þ

The angular velocity of the vehicle in Eq. (1) can be calculated from (11) and
(12) for y:

_yðtÞ ¼ a1 tan h0 þ
a2 tan u0

l cos3 h0
t þ 3b1t2 þ 4b2t3 þ 5b3t4

� �
ð15Þ

and then,

€yðtÞ ¼ a2 tan u0

l cos3 h0
þ 6b1t þ 12b2t2 þ 20b3t3

� �
ð16Þ

And for x:

_xðtÞ ¼ 2TðxT � x0Þ � T xT � x0j j þ 2 xT � x0j jtð Þ
2T2

� �
ð17Þ

And then,

€xðtÞ ¼ xT � x0j j
T2

� �
ð18Þ

The absolute vehicle velocity can be calculated from Eqs. (15) to (18):

v1ðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_x2 þ _y2

p

r
ð19Þ

or with another method to calculate v1(t) is v1ðtÞ ¼ _xðtÞ cos h
r þ _yðtÞ sin h

r , then:

v1ðtÞ ¼
2TðxT � x0Þ � T xT � x0j j þ 2 xT � x0j jtð Þ

2rT2

� �
cos h

þ
a1 tan h0 þ a2 tan u0

l cos3 h0
þ 3b1t2 þ 4b2t3 þ 5b3t4

� �
sin h

r

0

@

1

A

ð20Þ
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To calculate _h from Eq. (6):

_h ¼ €y _x� €x _y

_x2 þ _y2
¼ tan u

l
rv1 ð21Þ

To calculate v2ðtÞ ¼ _u, from Eq. (14), if u = arctan (X), then,

_u ¼ _X
1

1þ X2

� �
with

X ¼
a2 tan u0
l cos3 h0

þ 6b1t þ 12b2t2 þ 20b3t3
� �

2T2ð Þ2l cos3 h

2TðxT � x0Þ � T xT � x0j j þ 2 xT � x0j jtð Þ2

0

@

1

A
ð22Þ

Another method to calculate v2ðtÞ ¼ _u is from Eq. (6) is:

_u ¼ o l
€y _x� €x _y

r _x2 þ _y2ð Þ
3
2

 !
1

1þ l €y _x�€x _y

r _x2þ _y2ð Þ
3
2

� �2

0

BBB@

1

CCCA
ð23Þ

Simulation parameters of a real vehicle are as follows: l = 2 m, r = 0.25 m,

x(0) = [0, 0, 0, 0]0, xðTÞ ¼ 10; 10; 0; p6
	 
0

, and T = 100, the trajectory generation
of this vehicle is generated from Eqs. (13) and (14). Vehicle velocity v1(t) is
generated from Eqs. (19) or (20).

Body angle, h, is from Eq. (13), and the angular velocity of body angle, _h, is
from Eq. (21). The steering angle, u, is from Eq. (14). The steering angular
velocity, _u, can be directly calculated form Eqs. (22) or (23). Figure 2 shows the
coordinate trajectory (x, y) for the vehicle from initial position to the final position,
and the velocity of the vehicle along the track. Figure 3 shows the vehicle body

angle (h), and the steering angle (u), corresponding to the angular velocity ( _h, _u)
of the vehicle.

From Fig. 3, the maximum steer angle for this movement, umax = 64�, and
exceed the physical constraint of a real vehicle with �45� �umax� 45�. Therefore
the above trajectory is not feasible. The problem is that the distance from the start
point to the destination point is too short subject to the real vehicle physical con-
straints. A solution for this method is to lengthen the travelling distance until it meets
the vehicle constraint on steer angle. This issue is discussed in the next section.

4 Trajectory Subject to Steer Angle Constraint

Due to a real structure constraint for a vehicle with � p
4 �u� p

4 or as mentioned
above, the maximal angle for a real vehicle normally in a range of
�45� �u� 45�in the following constraint:
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Fig. 2 Trajectory and velocity

Fig. 3 Body and steer angle
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� p
4
�u� p

4
ð24Þ

Simulation in the previous part shows that the maximal needed steer angle,
umax ¼ 64� and exceeds the requirement in (24). Therefore, in this part, a new
method for the vehicle trajectory generation subject the constraint in Eq. (24) is
proposed.

For time t from initial state, t = 0, to the final state, t = T, the feasible tra-
jectory x(t) and y(t) subject to conditions in Eqs. (11) and (12) can be generated.
For each progress of timing, t, re-calculate the steering angle, u in Eq. (14), then,
check for the steering constraint in Eq. (24). If the constraint in (24) is violated, it
means that the distance from the initial position (x0, y0) to the final position
(xT, yT) is too short for the steering angle.

In this case, this paper proposes to lengthen the distance d0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxT � x0Þ2 þ ðyT � y0Þ2

q
to a new distance with:

dNi ¼ qid0 with q [ 1 ð25Þ

for i = 1, 2, 3, …, n until the constraint in (24) is satisfied, and with q is an
amplification coefficient, q[ 1.

Then the new coordinates are:

xTN ¼ qnðxT � x0Þ; and yTN ¼ qnðyT � y0Þ: ð26Þ

The next simulation is done with the same parameters in the previous part and
subject to the constraint in Eq. (24) with an amplification coefficient q = 1.1. The
constraint in (24) will be satisfied with n = 4 trials. The new coordinates are:
xTN = yTN = 23.579.

Figure 4 shows the new trajectory and new velocity of the vehicle where the
distance has been increased. The velocity of the vehicle is increased also since the
final time T is not changed.

Figure 5 shows the new vehicle body angle (h), velocity ( _h) in rpm, steering
angle (u) and steering speed ( _u) in rpm for the new trajectory subject to the
constraint of steer angle.

Due to the space limitations, the sideslip of this vehicle model is ignored in the
present discussion. In reality, the sideslip of a vehicle depends on the tire stiffness
and the cornering velocity. Then the trajectory generation of this study does not
depend on the vehicle velocity. In the next part, a new vehicle trajectory gener-
ation based on polynomial distributions is investigated.
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Fig. 4 Trajectory and velocity

Fig. 5 Body and steer angle
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5 Polynomial Trajectory Generation

For faster generation of a feasible vehicle tracking, Dong and Guo [3] have pro-
posed a second order polynomial for flat output parameterizations. In order to do
so, the Eq. (1) can be separated into the following forms:

z1 ¼ x; z2 ¼
tan u

l cos3 h
; z3 ¼ tan h and z4 ¼ y ð27Þ

Then,

_z1 ¼ _x ð28Þ

_z2 ¼
_u 1

cos2 u l cos3 hþ _hl3 cos2 h sin h tan u

l2 cos6 h

¼ v2l cos2 hþ 3rv1 cos h sin h sin2 u
l2 cos5 h cos2 u

ð29Þ

_z3 ¼
tan u

l cos2 h
rv1 ð30Þ

and

_z4 ¼ _y ¼ sin hrv1 ð31Þ

The vehicle will move from the initial state (x0, y0, h0, u0) at time t = 0 to the
final state (xT, yT, hT, uT) at time t = T corresponding to the system in (27) from
the initial state at (z1.0, z2.0, z3.0, z4.0) to the final state at (z1.T, z2.T, z3.T, z4.T).

For 0 B t B T, the calculation of [z1(t), z2(t), z3(t), z4(t)] will be:

z1ðtÞ ¼ z1:0 þ gt ð32Þ

z2ðtÞ ¼ z2:0 þ h1t þ 1
2

h2t2 þ 1
3

h3t3 ð33Þ

z3ðtÞ ¼ z3:0 þ gz2:0t þ 1
2

gh1t2 þ 1
6

gh2t3 þ 1
12

gh3t4 ð34Þ

and

z4ðtÞ ¼ z4:0 þ gz3:0t þ 1
2

g2z2:0t2 þ 1
6

g2h1t3 þ 1
24

g2h2t4 þ 1
60

g2h3t5 ð35Þ

with, g ¼ z1:T�z1:0
T , [h1, h2, h3]

0
= D-1e D ¼

T 1
2 T2 1

3 T3

1
2 gT2 1

6 gT3 1
12 gT4

1
6 g2T3 1

24 g2T4 1
60 g2T5

2

4

3

5 and

e ¼
z2:T � z2:0

z3:T � z3:0 � gz2:0T
z4:T � z4:0 � gz3:0T � 1

2 g2z2:0T2

2

4

3

5.
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Simulation of this trajectory generation is applied with the same parameters in
Sect. 2 and shown in Figs. 6 and 7 using the following Eqs. from (36) to (42):

h ¼ arctan ðz3Þ ð36Þ

u ¼ arctan ðz2l cos3 hÞ ð37Þ

Putting,

_xðtÞ ¼ _z1ðtÞ ¼ g ð38Þ

_yðtÞ ¼ _z4ðtÞ ¼ gz3:0 þ g2z2:0t þ 1
2

g2h1t2 þ 1
8

g2h2t3 þ 1
12

g2h3t4 ð39Þ

Thus,

v1ðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_x2ðtÞ þ _y2ðtÞ

p

r
ð40Þ

and

_h ¼ _z3 cos2 h ¼ gz2:0 þ gh1t þ 1
2

gh2t2 þ 1
3

gh3t3

� �
cos2 h ð41Þ

and from Eq. (27)

_u ¼ _z2ðtÞl cos3 h cos2 u� 3 _h tan h sin u cos u ð42Þ

y

Fig. 6 Trajectory and velocity
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Figure 6 shows the coordinate trajectory (x, y) for the vehicle from initial point
to the final point, and the velocity of the vehicle along the tracking.

Figure 7 shows the vehicle body angle,h, and the steering angle, u, corre-

sponding to the angular velocity, _h, and, _u, of the vehicle. The maximum steering
angle for this trajectory generation is u = 41.5736� and satisfied the constraint on
steering angle, �45� �u� 45�. Therefore this trajectory generation is really better
than the method presented in the previous part.From the vehicle velocity in Fig. 6,
it is really not realistic to consider the vehicle speed increasing exponentially. In
reality, when a vehicle is moving from one point to another point, it is better to
assume that the speed will increase at the starting point and decrease at the des-
tination point. Therefore, in the next part, a new symmetric polynomial with third
order is investigated.

6 Symmetric Polynomial Trajectory Generation

Since the system is flatness and each flat output can be parameterized by a suf-
ficiently smooth polynomials. In this part, a symmetric third order polynomial is
tried for trajectory generation. Because the sideslip is ignored and then, the vehicle
trajectory doesn’t depend on the speed, v1 or the travelling time, T, a new variable
for this system regarding the travelling time is developed for t ¼ 0� T :

Fig. 7 Body and steer angle

Trajectory Generation for Autonomous Mobile Robots 207



xðtÞ ¼ �ð t
T
� 1Þ3x0 þ

t

T

� �3
xT þ ax

t

T

� �2
ð t
T
� 1Þ þ bx

t

T
ð t
T
� 1Þ2 ð43Þ

and the trajectory of y is:

yðtÞ ¼ �ð t
T
� 1Þ3y0 þ

t

T

� �3
xT þ ay

t

T

� �2
ð t
T
� 1Þ þ by

t

T
ð t
T
� 1Þ2 ð44Þ

derivation of x(t):

_xðtÞ ¼ �3ð t
T
� 1Þ2x0 þ 3

t

T

� �2
xT þ ax2

t

T
ð t
T
� 1Þ þ ax

t

T

� �2
þbxð

t

T
� 1Þ2

þ bx2
t

T
ð t
T
� 1Þ ð45Þ

and derivation of y(t):

_yðtÞ ¼ �3ð t
T
� 1Þ2y0 þ 3

t

T

� �2
yT þ ay2

t

T
ð t
T
� 1Þ þ ay

t

T

� �2
þbyð

t

T
� 1Þ2

þ by2
t

T
ð t
T
� 1Þ ð46Þ

Then,

€xðtÞ ¼ �6ð t
T
� 1Þx0 þ 6

t

T
xT þ ax2ð2 t

T
� 1Þ þ ax2

t

T
þ bx2ð t

T
� 1Þ þ bx2ð2 t

T
� 1Þ

ð47Þ

and,

€yðtÞ ¼ �6ð t
T
� 1Þy0 þ 6

t

T
yT þ ay2ð2 t

T
� 1Þ þ ay2

t

T
þ by2ð t

T
� 1Þ þ by2ð2 t

T
� 1Þ

ð48Þ

The constraint on speed:

rv1 ¼
_x

cos h
¼ _y

sin h
ð49Þ

The constraint at starting point t = 0:

_xð0Þ ¼ k0 cos h0; and _yð0Þ ¼ k0 sin h0 ð50Þ

The constraint at destination point t = T:

_xðTÞ ¼ kT cos hT ; and _yðTÞ ¼ kT sin hT ð51Þ

From Eqs. (46), (47), (49) and (50), for the calculation simplicity, it is assumed
that the speed coefficients at the start and destination point, k0 = kT = k, then

ax ¼ k cos hT � 3xT ; and bx ¼ k cos h0 � 3x0 ð52Þ
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Similarly,

ay ¼ k sin hT � 3yT ; and by ¼ k sin h0 � 3y0 ð53Þ

Simulation of this symmetric polynomial is conducted with the same parame-
ters in the previous parts and shown in Figs. 8 and 9. The speed coefficients are
k0 = kT = k = 1. Other parameters regarding the vehicle velocity, v1(t); the body

angle, h(t), and the body angle velocity, _hðtÞ; the steering angle, u(t), and the
steering angle velocity, _uðtÞ are calculated in the following equations:

v1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_x2 þ _y2

p

r
ð54Þ

h ¼ arctan
_y

_x

� �
ð55Þ

u ¼ arctan l
cos3 h€y

ð _xÞ2

 !

or u ¼ arctan l
€y _x� €x _y

r _x2 þ _y2ð Þ
3
2

 !

ð56Þ

_h ¼ €y _x� €x _y

_x2

1
_y
_x

� �2þ1
¼ €y _x� €x _y

_x2 þ _y2
¼ tan u

l
rv1 ð57Þ

and

_u ¼
o arctan l €y _x�€x _y

r _x2þ _y2ð Þ
3
2

� �� �

ot
ð58Þ

It can be seen from Fig. 8 that the trajectory of this symmetric polynomial is
more realistic because the vehicle velocity increases from the starting point and
decreases in the destination point.

As shown in Fig. 9, the maximum steering angle for this third order symmetric
polynomial method is u = 41.1622� and satisfied the constraint on steering angle
as �45� �u� 45�. The steer angle is still a little bit smaller than the steer angle in
the previous part for the second order polynomial method, u = 41.5736�.

In the next part, an analysis and comparison of the above three methods are
presented with simulations for the vehicles moving in both forward and backward
directions.

7 Performance Analysis

Performance comparisons of the three methods on the trajectory generation and the
vehicle velocity are shown in Figs. 10 and 11.

From Fig. 10, it can be seen that the polynomial method can produce a tra-
jectory with smoother path. A symmetric polynomial generation can produce a

Trajectory Generation for Autonomous Mobile Robots 209



Fig. 8 Trajectory and velocity

Fig. 9 Body and steer angle
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Fig. 10 Comparison of trajectory and velocity

Fig. 11 Comparison of body and steer angle
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more realistic speed since it allows the vehicle gradually increases the speed at the
start point and reduces the speed at the destination point.

Figure 11 shows that the third order symmetric polynomial method can provide

the lowest body angle, h(t), the body angle velocity, _hðtÞ; the steering angle, u(t),
and the steering angle velocity, _uðtÞ. Then, this method is recommended for the
development of an automatic control of tracking vehicles.

Studies for the vehicle moving in reverse speeds are also conducted. As men-
tioned in Eq. (3), the vehicle velocity, v1, in reverse speeds will change the sign.
Then the speed coefficients in Eqs. (52) and (53) will be minus values. Simulations
for the vehicle in reverse speeds are done with the above third order symmetric
polynomial trajectory generation. The speed coefficients now are assigned as,
k0 ¼ kT ¼ k ¼ �1. Results of the simulation are shown in Figs. 12 and 13.

Since the vehicle is forced to reverse at the start point, for k0 ¼ �1, and at the
destination point, for kT � 1, Fig. 12 shows the vehicle backing out at the start
point, going forward to the destination, then backing to the destination parking
space. The vehicle velocities are changing the direction in three times.

Figure 13 shows the body angle, h, switching 180� in two times corresponding
to each reverse speeds. The maximum steering angle in this reverse trajectory is,
umax = 33.7097�, and much lower than the required angles in forward move-

ments. The body angular velocity, _h, as well as the steering angular velocity, _u, are
also indicated during this reverse performance.

Fig. 12 Trajectory and velocity
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8 Conclusion

The chapter has presented three methods of trajectory generation for autonomous
vehicles subject to constraints. Regarding to the real vehicle speed development,
the third order symmetric polynomial trajectories are recommended. Simulations
and analyses are also conducted for vehicle with forward and reverse speeds.
Results from this study can help to develop a real-time control system for auto-
driving and auto-parking vehicles. The limitation of this study is to ignore the
influence of the vehicle sideslip due to the cornering velocity. However this error
can be eliminated with the feedback control loop and the offset margin of the steer
angle allowance.
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Fuzzy Logic-Based Adaptive Decision
Support in Autonomous Vehicular
Networks
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Abstract The area of intelligent autonomous vehicles and systems poses new
challenges in providing mechanisms for efficient communication and control
between vehicles, as well as developing robust, adaptive techniques to support
intelligent transportation system applications. In this chapter, we show the need for
providing an intelligent controller offering decision support in autonomous
vehicular networks in terms of broadcast communication channel access. Specif-
ically, we exploit fuzzy logic control, derived from its reported strength of using
linguistic information to control nonlinear systems, to build an adaptive, intelligent
controller, based on the traffic density, to aid vehicles in deciding when to access
the broadcast communication channel. It is demonstrated, by means of enriched
simulative evaluation that the fuzzy logic-based controller offers inbuilt robustness
with effective control of the system under dense conditions, in contrast with the
conventional—IEEE 802.11p standard—solution we compared against.
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1 Introduction

Intelligent vehicular networks represent a challenging area that enables vehicles to
communicate with each other (vehicle-to-vehicle communication) and/or with
roadside infrastructure (vehicle-to-infrastructure communication). The aim is the
facilitation of a plethora of applications, such as traffic safety, traffic efficiency and
management, as well as infotainment. Particularly, vehicular networks support
Intelligent Transportation System (ITS) applications, which aim at providing
safety, efficiency, and comfort of future road traffic.

In the case of autonomous vehicles comprising a vehicular network, the afore-
mentioned aims are crucial. Cooperative awareness is essential among autonomous
vehicles, from which many applications can be derived, like reducing traffic jams
and avoiding vehicle collisions. To build cooperative awareness, each vehicle
periodically sends a small status message, known as a beacon message. For this,
processing and communication facilities are located in a vehicle, known as
onboard units, providing an application runtime environment, positioning, security
and communication functions and interfaces with other vehicles [1].

For communication in vehicular networks, the Wireless Access for the
Vehicular Environment (WAVE) standards have been proposed [2–5]. The IEEE
802.11 standard body has proceeded to a new amendment, notably, the IEEE
802.11p [6, 7]. The allocation of the Dedicated Short Range Communications
(DSRC) spectrum band [8, 9] to be used exclusively for vehicular environments
was followed by the IEEE 802.11p WAVE standardization process [10].

The IEEE 802.11p medium/channel access control (MAC) protocol is based on
the carrier sense multiple access with collision avoidance (CSMA/CA) MAC
protocol. With the aid of the MAC protocol, a vehicle can decide when to access
the communication channel based, among other parameters, on the contention
window (CW) size that is doubled when a collision occurs, in the case of unicast
communication. Moreover, the IEEE 802.11p employs the enhanced distributed
channel access (EDCA) mechanism, which is originally provided by the IEEE
802.11e [11], to differentiate traffic types through different static MAC parameters
values.

However, due to the dynamics of the vehicular environment, vehicular density
may vary greatly and this may result in traffic density variation. Thus, the com-
munication channel may become congested. It has been observed [12, 13] that as
the traffic density increases, the load on the channel can increase radically. This
will have as a consequence, the deterioration of the performance of the ITS
applications.

In the literature, several research works evaluate the IEEE 802.11p MAC
protocol performance in unicast communication and enhancements are proposed
[14–18]. However, in broadcast communication, as is the case of the active road
safety and control applications along with the use of beacons for cooperative
awareness among autonomous vehicles, there is further a need to improve the
performance of the MAC protocol. This is due to the fact that because of the lack
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of acknowledgements when performing broadcast beaconing and other active road
safety/control messages, the CW MAC parameter is never increased. Thus, despite
a possible increase of the traffic load and consequently the severe congestion on
the communication channel, the MAC protocol does not respond appropriately.
This behavior badly influences the communication between the vehicles, espe-
cially when safety applications are run, like vehicle collision avoidance etc.

Consequently, an alternative to the conventional solution for controlling the
broadcast communication channel is the employment of fuzzy logic control (a
well-known Computational Intelligence technique) due to its inherent robustness
and ability to cope with the uncertainties and non-linearities of the system to be
controlled. We propose that fuzzy logic control should have an essential role to
play in designing this challenging broadcast decision support/control system.

The chapter is organized as follows. Section 2 gives a brief outline of the
wireless access in vehicular environments and the 802.11p protocol. In Sect. 3 the
related work is presented, and in Sect. 4 we briefly introduce the characteristics of
fuzzy logic control and its application in network control problems. In Sect. 5, we
describe how the proposed fuzzy logic based controller for adaptive decision
support can be applied in vehicular networks. Then, in Sect. 6 the simulative
performance evaluation of the proposed mechanism compared with the IEEE
802.11p standard protocol is discussed. Finally, in Sect. 7, we present our
conclusions.

2 Wireless Access in Vehicular Environments

Vehicular networks characterize a principally demanding class of mobile (ad hoc)
networks that enable vehicles to communicate with each other (vehicle-to-vehicle
communication) and/or with roadside infrastructure (vehicle-to-infrastructure
communication). Active road safety, traffic efficiency and management, as well as
infotainment are prime classes of the plethora of applications whose development
and deployment is based upon the exploitation of vehicular networks.

Specifically, active road safety applications are mainly employed to decrease
the probability of accidents and the loss of life of the occupants of vehicles [1].
Examples of such applications are [1]: intersection collision warning, lane change
assistance, overtaking vehicle warning, cooperative forward collision warning,
pre-crash sensing/warning, and hazardous location notification. Further to these,
traffic efficiency and management applications focus on improving the vehicle
traffic flow, traffic coordination and traffic assistance, like speed management and
cooperative navigation [1]. Also, infotainment applications include cooperative
local services, as well as global Internet services, such as media downloading and
financial services [1].

Due to the diversity in requirements between these types of applications, the
perceived Quality of Service (QoS) varies; a timing failure might have no effect
(non-real-time), might compromise service quality (soft real-time) or might lead to
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a disaster (hard real-time). For this, the IEEE has developed the WAVE system
architecture [2–5] to provide wireless access in vehicular environments; the IEEE
802.11p [6] and IEEE 1609.x [2–5] standards are the building blocks of this
architecture as their goal, as a whole, is to aid the provision of wireless access in
vehicular environments [10].

A WAVE system consists of two main entities:

• Roadside units (RSUs) include equipment located along highways, at traffic
intersections and at other locations where timely communication with vehicles
is needed [1].

• Onboard units (OBUs) are processing and communication facilities located
inside a vehicle, providing an application runtime environment, positioning,
security and communication functions and interfaces with other vehicles [1].

WAVE units operate independently exchanging information over the control
channel (CCH) which is a fixed radio channel. Additionally, they may also
organize themselves in small networks called WAVE basic service sets (WBSSs)
which can consist of OBUs only or a mix of OBUs and RSUs. All the members of
a particular WBSS (the provider that initiates the communication and the possible
users) exchange information via one of a number of radio channels known as
service channels (SCHs) [10]. Generally, the CCH is reserved for system control
and safety messages, whereas the SCHs are used to exchange non-safety data.

The IEEE 802.11p is based on the carrier sense multiple access with collision
avoidance (CSMA/CA) MAC protocol. It employs the enhanced distributed
channel access (EDCA) mechanism, which is originally provided by the IEEE
802.11e [11], to distinguish between different traffic types through different values
for the static MAC parameters (e.g. traffic prioritization through different CWmin

and CWmax values for different traffic types).
Four applications’ access categories (ACs) are defined in the WAVE standards.

The differentiation in priority between ACs for channel access parameters is
implemented using the appropriate EDCA parameter set values (see Table 1 that
refers to the use of the CCH by active road safety and control applications), which
are defined as follows [5]:

• Arbitration inter-frame space (AIFS): the minimum time interval between the
wireless medium becoming idle and the start of the next frame transmission.

• Contention window (CW): An interval out of which a random number is drawn
to implement the random back-off mechanism.

• aCWmin and aCWmax, which are static values (15 and 1023, respectively), as
specified in [6].

When an emergency event occurs, the communication channel utilization is
likely to degrade due to substantial broadcast of emergency messages. Therefore,
there is a need to prioritize messages based on the application requirements. Data
packets carrying traffic safety and traffic efficiency information usually have higher
significance, and therefore should have access to the communication channel
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quicker (i.e. have higher priority) than background or control messages such as
periodic beacon messages [1]. With the employment of the IEEE 802.11p MAC
protocol, this differentiation/prioritization is defined (as seen from Table 1).

Note that the back-off mechanism is used in case the communication channel is
sensed busy, and a back-off time is chosen uniformly at random from the interval
[0, CW ? 1], where the initial CW is equal to the CWmin. In the case of unicast
communication, the interval size gets doubled, until it’s equal to CWmax, if the
subsequent transmission attempt fails/collides (i.e. no acknowledgment is
received). However, in the case of broadcast communication, the CW parameter is
never increased due to the lack of acknowledgements when performing broadcast
beaconing and other active road safety/control messages. Due to the dynamics of
the vehicular environment, vehicular density may vary greatly and hence traffic
density too; the communication channel may become congested as the load on the
channel increases radically, and consequently the performance of the ITS appli-
cations may deteriorate. Thus, despite a possible increase of the traffic load and
consequently the severe congestion on the communication channel, the MAC
protocol does not respond appropriately. This behavior badly influences the
communication between the vehicles, especially when safety applications are run,
like vehicle collision avoidance etc.

3 Related Work

In the literature, several research works evaluate the IEEE 802.11p MAC protocol
performance in unicast communication with regard to the access of the commu-
nication channel, and enhancements are proposed (e.g. [14–18]). Specifically the
impact of using/adapting different CW settings on the performance of the MAC
protocol has been examined.

In [14], the outcome of the evaluation of the 802.11p protocol is that the AC for
high priority traffic suffers from a degradation of the performance as the traffic
density increases. However, this study only evaluates a single AC at a time.

In [15] two schemes are presented that adapt the CW, based on the number of
transmitting vehicles. The first proposal is a centralized approach; it assumes prior
knowledge on the number of transmitting vehicles something which is difficult to
obtain due to the variability and high dynamics of the environment. The second
proposal is a distributed approach: vehicles use local channel information to adapt

Table 1 Default EDCA parameter set used on the CCH [5]

AC index AC CWmin CWmax AIFSN

1 Background aCWmin aCWmax 9
0 Best effort (aCWmin ? 1)/2-1 aCWmin 6
2 Video (aCWmin ? 1)/4-1 (aCWmin ? 1)/2-1 3
3 Voice (aCWmin ? 1)/4-1 (aCWmin ? 1)/2-1 2
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the CW size. A linear updating method is used to change the back-off window size
based on channel busy measurements; however, the high dynamics of the envi-
ronment imply that such a linear updating method is not robust enough. The
evaluation of these schemes has taken into consideration only one application AC
for each scenario, ignoring the mixture of prioritized traffic types expected to be
present.

A decentralized self-organizing time division multiple access (STDMA)
scheme is presented in [16]. Although this scheme has its merits, the arguably
limited capabilities of TDMA MAC schemes will be a serious impediment in
deploying a wide range of applications in vehicular networks. Furthermore, the
provision of effective differentiation is not examined as in the evaluation of the
proposed scheme all data packets have the same priority.

In [17], a fuzzy logic based enhanced 802.11p mechanism is proposed which
applies a non-linear control law to adapt the back-off/CW parameter for each
transmitting node; using the channel traffic occupancy, in combination with the
applications’ ACs, it aims to be adaptive to the high environment dynamics.
Further, in [18], an adaptive, fuzzy-logic based, medium access control mechanism
is shown, in which the minimum and maximum CW parameters are dynamically
tuned based on network measurements, concerning all applications’ ACs. Through
simulative evaluation, both techniques have achieved adequate QoS provision in
terms of throughput performance, by providing effective differentiation among
different applications’ ACs.

All these techniques are implemented only in cases of unicast communication.
However, in broadcast communication, as is the case of the active road safety and
control applications along with the use of beacons for cooperative awareness
among autonomous vehicles, there is further a need to improve the performance of
the underlying MAC protocol. This is due to the fact that because of the lack of
acknowledgements when performing messages broadcasting, the CW MAC
parameter is never increased. Thus, despite a possible increase of the traffic load
and consequently the severe congestion on the communication channel, the MAC
protocol does not respond appropriately. This has a negative impact on the com-
munication between the vehicles, especially when safety applications are run.

In [13], the authors provide an analysis of the effects of the CW size on the
performance of broadcast beaconing in vehicular networks. They have shown that
increasing the CW size as the traffic density increases does not improve beaconing
performance. However, it should be noted that in that paper all nodes in a scenario
used the same CW settings. Also, no mobility of the nodes is provided.

Consequently, encouraged by the solid work proposed in [17, 18], an alternative
to the conventional solution for controlling the broadcast communication channel
is the employment of fuzzy logic control (a well-known Computational Intelli-
gence technique) due to its ability to cope with the uncertainties and non-linearities
of the system to be controlled and its inherent robustness that provides. We pro-
pose that fuzzy logic control should have an essential role to play in designing this
challenging broadcast decision support/control system.
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4 Fuzzy Logic Control: Theory and Applications

4.1 Fuzzy Logic Control

Fuzzy logic [19] is one of the Computational Intelligence tools, which is used to
create a multivalued logic system. It is based on fuzzy set theory [19], where a
fuzzy set is described with the aid of a membership function, which can be any real
number in the normalized interval [0, 1]. This expresses the grade of membership
an element can belong to a specific fuzzy set.

Fuzzy Logic Control (FLC) [20] refers to the use of fuzzy sets together with the
employment of fuzzy inference in order to develop control laws in the form of
‘‘IF–THEN’’ linguistic rules, by utilizing the understanding of expert(s) in the field
of the application of concern. This is of particular interest, as Fuzzy logic employs
expert(s) and/or operator’s qualitative experience to build the control law. The
defined set of linguistic rules describes what action should be taken based on
observations of the behavior of the controlled system.

FLC has been successfully established [21, 22] as the means of designing
controlled systems, especially in the cases where it is hard to mathematically
model such systems. Thus, the difficulty in designing a formal analytical model
when techniques from control theory are too complicated to be used and/or the
model itself is highly nonlinear, allows the design of feedback controllers, when an
intuitive understanding of the system under control is available, with the aid of
FLC. There is a lot of attention on the use of FLC by the research community, both
academia [23, 24] and industry [25]. This leads to a successful exploitation of FLC
to qualitatively capture the characteristics of a system, based on intuitive under-
standing and system behavior observations, in order to offer control in complex
systems (e.g. [26]).

Therefore, a fuzzy logic controller can be considered as a nonlinear controller
that is illustrated with the aid of linguistic rules that describe the relationship
between the input(s) and output(s) of the controller. With the use of FLC the
control algorithm can be easily modified/tuned and better realized. Moreover, a
fuzzy logic controller is independent of any mathematical modeling, thus it
diminishes any complexity in the controller’s design, and further, it attains inbuilt
robustness.

4.2 Network Control Applications

The exploitation of FLC in a wide number of fields is evident by the research
papers found in the literature that utilize fuzzy logic to provide solutions in a
variety of problems. Specifically, there are numerous published research papers
that deal with the provision of congestion control—decision support in computer
networking. For example, FLC has been used in solving congestion control
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problems in Asynchronous Transfer Mode (ATM) networks (e.g. [23, 24, 27–29]),
since it was difficult to design formal analytical models for such complex systems.

FLC was also used in the Internet Protocol (IP) networks, as is the case of the
successful deployment of FLC in the active queue management (AQM) problem in
IP networks [30–33]. A comprehensive study can be found in [34].

As stated above, due to the enormous experience of successful employment of
FLC in designing effective control laws that control complex and highly nonlinear
systems, the deployment of fuzzy control techniques to the problem of congestion
control—decision support in computer networks is worthy of further investigation.
Recently, fuzzy logic has been successfully used in controlling the access to the
communication channel, in terms of unicast communication, in vehicular networks
[17, 18] (already discussed in Sect. 3).

5 Fuzzy Logic-Based Adaptive Decision Support

In this chapter a Fuzzy Logic-based controller for Adaptive Decision Support
(FLADS) regarding the access of the broadcast communication channel in
vehicular networks is presented. The vehicles need to exchange beacon messages
as part of the cooperation awareness to fulfill the requirements of ITS applications,
like reducing traffic jams, vehicle collision avoidance, along with the broadcast of
any active road safety and control messages. The aim of the proposed controller is
to overcome the problems the conventional channel access control mechanism (i.e.
the IEEE 802.11p protocol) has; that is, it does not behave adequately, especially
in broadcast communication (as discussed in Sect. 3). A simple and efficient
controller is designed, utilizing FLC principles; thus, a nonlinear control law is
constructed to provide effective control of the system with inbuilt robustness.
Although the main focus is on the development of a broadcast channel access
control scheme for decision support in vehicular networks to support active road
safety and traffic efficiency and management applications that reserve the CCH,
the same principles can be easily adopted for unicast communication in vehicular
networks.

It is a necessity for the adaptive channel access control mechanism to operate in
a decentralized and self-organized way, i.e. locally at each autonomous vehicle.
This is due to the fact that the network environment is highly dynamic with high
mobility. The proposed scheme adapts the back-off/contention window parameter
for each transmitting vehicle based on the channel traffic occupancy, combined
with the access categories the applications belong to, in order to be adaptive to the
high environment dynamics; thus, the appropriate decision support is provided to
the autonomous vehicles to control the wireless access using linguistic rules that
describe the behavior of the environment in differing widely operating conditions.
The perspective achievement is the Quality of Service provision in terms of
throughput performance, as well as delay and message losses. Thus, the proposed
mechanism alleviates the problem encountered when the conventional solution is
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used, i.e. the CW parameter never increases despite the severity of the commu-
nication broadcast channel conditions.

In order to design the FLADS controller the following standard steps were
followed [34]:

• Identification of the inputs and output and their ranges.
• Construction of the rule base (knowledge) that the system will operate under.
• Design of the degree of each input and output fuzzy membership function.
• Design of the inference engine.
• Selection of the proper defuzzification method on the output.

In order to design the fuzzy logic-based controller, there is no regular proce-
dure. In this chapter, we adopted the successful, simple, and most commonly used
procedure that was utilized in our earlier work [34]. We first need to qualitatively
understand the system to be controlled, and then we define the membership
functions of the inputs and output, as well as we construct the rule base. If needed,
a trial and error approach is followed in order to test/tune the system, until we
accomplish satisfactory performance, and at the same time we keep the controller
as simple and generic as possible. It is worth noting that it is very hard to study
analytically the influence of certain parameters of the controller, since the con-
structed fuzzy logic based controller is nonlinear. The past experience indicates
that extensive simulation and experimentation are enough to be used to examine
the behavior of the controller.

The important steps followed to design the FLADS controller are briefly
described below.

5.1 Decision on the Input and Output

As indicated in [20, 34], the use of multiple inputs can enhance the ability to
capture the dynamic state of the system to be controlled, as well as to improve the
linguistic description of the dynamics of the system. For the construction of the
FLADS controller, we adopt the simplest Multiple Input Single Output (MISO)
model, by designing a two-input, single-output fuzzy logic based controller on
each autonomous vehicle in vehicular networks.

It is of high importance to select the proper inputs and output of the FLADS
controller that can be adopted in any network/traffic condition. Thus, we have
chosen to utilize the channel traffic occupancy measured for two successive sam-
pling intervals (this can be interpreted as a prediction horizon). Based on the
channel condition the appropriate decision support is dynamically offered in terms
of the access of the broadcast communication channel. Also, the output of the
controller is selected as a nonlinear back-off/contention window parameter that is
used as the input to the controlled system in order to adaptively decide when the
communication channel can be accessed. Further, the proposed controller supports
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the prioritization offered to the applications, based on the defined applications’ ACs
(as discussed in Sect. 2—Table 1). Thus, for each AC that has different minimum
and maximum CW parameter values, the appropriate FLADS controller runs.

Based on the above decisions, the fuzzy control system, for the proposed
FLADS controller, is specified (see Fig. 1), where all quantities are considered at
the discrete instant kT:

• T is the sampling period.
• CTO(kT) is the channel traffic occupancy, measured throughout the current

sampling period, by keeping the amount of time a channel is busy. The record of
busy time within each sampling period is achieved by physical layer channel
idle/busy indication.

• CTO(kT-T) is the channel traffic occupancy, measured at the previous sampling
period.

• CW(kT) is the calculated contention window parameter used in determining the
back-off time.

• SGi1,2(kT) are the input scaling gains.

As shown in Fig. 1, the FLADS dynamically calculates the contention window
parameter based on a nonlinear control law derived by the construction of the
fuzzy logic system, and taking into account the density of the environment. This is
in contrast with the basic operation of the IEEE 802.11p in broadcast communi-
cation, where the contention window is kept at its minimum value, without taking
into account the density of the medium. Further, due to the high variability and
dynamics of the system, a nonlinear control law operates more efficiently in
comparison with a linear control method.

The range of the input and output values for a given controller is usually called
the ‘‘universe of discourse’’ [20]. Usually, in order to provide a generic fuzzy logic

Fig. 1 Fuzzy logic-based adaptive decision support (FLADS) system model
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based controller, the universe of discourse for each input is normalized to the
interval [0, 1] by means of constant scaling factors [20]. For the FLADS controller
design, the input scaling gains, SGi1,2(kT), shown in Fig. 1, are selected so as the
range of values of SGi1(kT)* CTO(kT), and SGi2(kT)* CTO(kT-T) lie within [0, 1].
Based on the above, the input scaling gains SGi1,2(kT) are set as shown in Eq. (1):

SGi1;2 kTð Þ = 1/T ð1Þ

The range of values of the controller’s output, CW(kT), lies between aCWmin

and aCWmax, according to the access category the application, running on each
autonomous node, belongs to (see Sect. 2—Table 1).

5.2 Decision on the Rule Base

Linguistic rules are used to dynamically calculate the back-off/contention window
parameter value. These linguistic rules shape the control knowledge (rule base) of
the controller and describe how to best control the system, under differing oper-
ating conditions. Linguistic variables are used to describe the inputs and output of
the fuzzy logic system, and retain linguistic values that describe specific charac-
teristics of the variables. Linguistic values are generally descriptive terms such as
‘‘small’’, ‘‘large’’ and ‘‘very-large’’. Partitions are defined over the input and
output space so as to establish the linguistic values characterizing the linguistic
variables.

An offline intuitive tuning procedure is followed in order to obtain and set up
the control rules and the values of the linguistic variables, following the successful,
simple, and most commonly used procedure that was utilized in our earlier work
[34]. The design objective is to maintain the controller as simple as possible to
begin with, and only increase complexity, by adding more linguistic values, if
required [34].

The basic idea following the rule base of the FLADS controller is two fold:

• Be aggressive when the traffic density of the channel is very high over the two
successive sampling periods. In this case congestion starts to grow and fast relief
is required.

• Be able to smoothly respond in the case of low density.

All other rules can represent intermediate conditions. Therefore, the constructed
rule base provides the control mechanism with a highly dynamic accomplishment
(see Table 2). Note that the actual number of rules implemented in the FLADS
controller is reduced, since when the current channel traffic occupancy is ‘‘very-
large’’, then the output control signal is always ‘‘very-large’’, irrespective of the
status of the past channel traffic occupancy.
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5.3 Decision on the Membership Functions

The selection of the shapes of the membership functions of the linguistic inputs
and output is open as many options are available (see, e.g. [20]). We have selected
triangular shaped membership functions, in the FLADS control system, that offer
computational simplicity. The selected membership functions representing the
linguistic values for both the inputs and the output of the FLADS controller are
shown in Fig. 2. Note that the same normalized membership functions are used for
both of the controller’s inputs. The same applies for the controller’s output, where
the dynamic value of the CW is obtained from the appropriate range [CWmin,
CWmax] of each AC (as discussed in Sect. 2—Table 1). As seen in Fig. 2, we have
used symmetric-and-equally spaced membership functions [34] that offer sim-
plicity. The sum of the grade of membership of an input value, concerning the
linguistic values of a specific input variable, is always one (see Eq. 2).

Xm

k¼1

lk xið Þ ¼ 1 ð2Þ

where lk(xi) is the membership value of the input value xi taken from the mem-
bership function of the linguistic value k, (1 \ k \ m, where m is the number of
linguistic values of a linguistic variable), of the input variable of concern [20, 34].

This kind of design has as a result to have at most two membership functions
overlapping, and as a consequence no more than four rules can be activated at a
particular time. This offers computational simplicity on the implementation of the
FLADS controller, which is a design objective.

The defuzzification method utilized by the FLADS controller is based on the
well used ‘‘center of gravity’’ method [34, 35]; thus, the controller’s output value is
determined using Eq. (3):

CWk ¼
R

ylCðyÞdyR
lCðyÞdy

ð3Þ

Table 2 FLADS linguistic rule base

CW(kT) CTO(kT-T)

Z VS S L VL

CTO(kT) Z Z Z Z VS VS
VS VS VS VS S S
S S S S S S
L VL L L L L
VL VL VL VL VL VL

Table 2 notations for linguistic values: zero (Z), very-small (VS), small (S), large (L), very-large
(VL)
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where, lC(y) = max(l1(y), l2(y), …, lN(y)) is the membership degree of y in the
aggregated fuzzy set C (which is found using the max-operation over all N
implicated output fuzzy sets), and N is the number of linguistic rules. To further
reduce computations, the output universe of discourse is discretized to m values,
Y = {y1, y2, …, ym}, which gives the discrete fuzzy centroid (see Eq. 4). It is
worth noting that the use of symmetric triangular membership functions makes the
computation of the equation easy.

CWk ¼

Pm

j¼1
yj � lCðyjÞ

Pm

j¼1
lCðyjÞ

ð4Þ

The resulted nonlinear control/decision surface of the FLADS controller can be
seen in Fig. 3. This surface is formed based on the constructed rule base and the
shapes of the linguistic values of both the inputs and output of the controller. The
decision surface together with the rule base, as shown in Fig. 3 and Table 2,
respectively, give the precise operation of the FLADS controller. The back-off/CW
value is smoothly calculated, under the equilibrium state; that is, where the
channel traffic occupancy is close to zero. On the other hand, the CW value
increases harshly in the region beyond the equilibrium state, where congestion
starts to grow and fast relief is required. Therefore, the decision support on when to
access the communication broadcast channel, based on the dynamic CW value
obtained, is expected to be more responsive than other conventional solutions (as
for example, the 802.11p protocol), due to the human reasoning and the inbuilt
nonlinearity.

Fig. 2 Membership functions of the linguistic values representing the FLADS controller’s input
and output linguistic variables
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6 Performance Evaluation

An enriched simulative performance evaluation is used in order to exhibit the
effectiveness and robustness of the fuzzy logic-based adaptive decision support
scheme (FLADS), when applied in vehicular networks. A comparison is made
with the IEEE 802.11p protocol. The performance is evaluated using the discrete
event-based simulation environment OMNeT++ [36], which is a widely used
network simulator, integrated by the Veins [37] open source framework for run-
ning vehicular network simulations.

The simulations study the behavior of the proposed controller and its coun-
terpart when the broadcast communication channel is used in active road safety
and control applications (including broadcast beaconing).

The common network parameters used in the simulations are:

• The channel data rate is set to 6 Mbps.
• Each autonomous vehicle broadcasts safety/control messages of 3200 bits size

(as defined/used in [13]) every 5 ms. Thus, the generation rate is set to 200 Hz.
Note that we have set different priorities, to create a mixture of differently
prioritized types of traffic.

• The autonomous vehicles are randomly moving in a specified area, and they are
all within the transmission range of each other.

• The sampling period is set to 20 ms (This is slightly bigger than the maximum
back-off time that could be obtained, by having a contention window parameter
of 1023 multiplied by the slot time of 13 lsec).

• The total simulation time is 15 s.

We investigate the performance of the tested schemes as the number of vehicles
increases per simulation scenario, thus creating a very dense environment. This is
done in order to monitor the behavior of the tested schemes when supporting the

Fig. 3 Nonlinear control-decision surface of the fuzzy inference engine of FLADS controller
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channel access decision for vehicles in such scenarios. The number of vehicles is
increased from 4 to 8, 16, 32, 64 and 128. A summary of the network simulation
parameters used is shown in Table 3.

We have chosen the following important performance metrics for the evalua-
tion of the tested schemes:

• Throughput—consequently the channel utilization
• Collisions
• Delay—the time needed to send a message from one vehicle to another
• Message reception rate—the number of messages received by a vehicle within a

unit time period.

6.1 Throughput—Channel Utilization Study

As the number of vehicles increases (i.e. we have very high density) the proposed
scheme outperforms the 802.11p in terms of throughput, and consequently the
channel utilization (see Fig. 4). The fact that the FLADS controller provides better
QoS than its counterpart is also evident in Fig. 5, where we show the channel
utilization gain of the proposed scheme over the original 802.11p, as the number of
vehicles increases. It is clearly shown that the FLADS controller can much better
support the decision regarding the access of the broadcast communication channel
as the vehicular environment gets dense. On the other hand, the 802.11p protocol
behaves poorly in such conditions, and consequently, fails to support the strict
requirements of the active road safety and control applications.

6.2 Collisions Study

The ability of a MAC protocol to control access to the communication channel,
that is, to support the decision of the vehicles about when to access the channel,
and consequently to minimize message collisions, is of prime importance in
vehicular environments. This is especially true when active road safety and control

Table 3 Network simulation
parameters

Network parameter Value

Channel data rate 6 Mbps
Message size 3200 bits
Generation rate/message interval 200 Hz/5 ms
Number of autonomous vehicles 4, 8, 16, 32, 64, 128
Vehicles movement Yes—randomly
FLADS sampling period 20 ms
Total simulation time 15 s
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messages are transmitted. We are interested in obtaining the Signal to Interference
plus Noise Ratio (SINR), which is a good measurement of the quality of wireless
connections, and hence can provide us with a collision model of the vehicular
environment (that is obtained by the vehicular network simulator [37]). Taking this
into consideration, we take the normalized average number of collisions in terms
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of the collisions obtained when the FLADS controller is used, as the number of
vehicles increases (see Fig. 6). It is clearly observed that the FLADS controller
outperforms the original 802.11p protocol, as the conventional counterpart causes
significant increase of the number of collisions as compared to the proposed
controller. This can be further seen in Fig. 7, where the gain on reducing the
collisions when the FLADS controller is used over the original 802.11p, is shown.

6.3 Delay Study

A significant performance metric obtained concerns the message delay; that is, the
time needed to send a message from one vehicle to another. In [13], it is argued
that the average delay is larger for higher CW values and increases with the
number of vehicles. Also, based on the results in [13] the increase of the CW value
did not yield the expected beneficial effects. However, as already discussed in
Sect. 3, the work in [13] assumed that all vehicles in any scenario used the same
CW settings. In our work, on the other hand, we offer the differentiation/priori-
tization of the various different applications that use the broadcast communication
channel in terms of different minimum and maximum CW values (as defined in
Table 1). Therefore, based on this fact, our network simulations can be seen as
being closer to the actual vehicular environment. Due to the adaptive decision of
the contention window value based on the dynamics of the environment, the
FLADS controller manages to offer an average delay close to the one obtained by
the conventional counterpart (see Fig. 8). Therefore, no significant overhead in
terms of delay is added to the environment, due to the adaptiveness that is applied
in the CW value as compared with the conventional scheme, where the CW value
remains to its minimum value irrespective of the dynamics of the environment.

6.4 Message Reception Rate Study

The message reception rate is the number of messages received by a vehicle within
a unit time period. This performance metric is very important as it denotes how
many of the active road safety and control applications’ messages are correctly
received by the vehicles. Therefore, the higher the message reception rate, the
greater the cooperative awareness among the vehicles. In Fig. 9, it is shown that
the proposed controller outperforms its conventional counterpart in terms of
average message reception rate, as the number of vehicles increases. With this
performance metric, the superiority of the proposed controller to adequately
support the decision on when to access the broadcast communication channel is
evident. The FLADS controller manages to keep the average message reception
rate at high levels even in the case of a dense environment, whereas its conven-
tional counterpart fails to provide such a service to the applications.
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6.5 Summary of Results

Overall, based on the obtained results, the proposed scheme outperforms the
conventional one (i.e. the original 802.11p) taking into account all the measured
performance metrics. Even though the drastic increase of the contention window
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can increase the delay, this is not the case in the proposed scheme. Due to the
adaptive decision of the contention window size based on the dynamics of the
environment, the FLADS controller manages to offer an average delay close to the
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one obtained by the conventional counterpart. Further, as the number of vehicles
increases, i.e. we have a very high density, the proposed scheme outperforms the
802.11p in terms of throughput, and consequently the channel utilization. As such,
the proposed scheme outperforms the conventional counterpart in terms of mes-
sages reception rate. The same behavior is shown in terms of collisions.

From the results, it is clear that as the number of vehicles increases, there is a
need to provide an intelligent decision support as to when the vehicles should try
to access the broadcast communication channel. This is very crucial, especially for
safety ITS applications, like vehicle collision and traffic jam avoidance.

7 Conclusions

It is our view that the use of a nonlinear control law for decision support in
communication channel access can offer an efficient and effective control of the
system. Furthermore, due to the high variability and dynamics in vehicular net-
works, a robust, intelligent controller is beneficial to keep the system in a con-
trolled state, under differing conditions. Hence, given the need for such decision
support methodology, we show the utility of fuzzy logic control to gather such
objectives. Fuzzy logic control can be considered as suitable candidate for com-
munication channel access decision support mechanism, since it is successfully
utilized in numerous research fields to control nonlinear systems using linguistic
information.

Specifically, an adaptive, intelligent controller, based on the traffic density, is
presented to aid autonomous vehicles in deciding when to access the broadcast
communication channel. This supports the cooperative awareness that is essential
among autonomous vehicles, from which many applications can be depicted,
under the active road safety and control applications, like reducing traffic jams and
avoiding vehicle collisions. The results clearly show that the proposed fuzzy logic-
based adaptive decision support solution outperforms the original 802.11p solu-
tion, in all the important performance metrics.

Of course many challenges about the communication channel access decision
support remain open. For example, based on the dynamics of the vehicular
environment, the transmission power level can be adjusted, as well as the message
generation rate, so as to provide the necessary decision support. Thus, a more
comprehensive study can be depicted to include not only the contention window
adaptation, but the adaptation of other important network parameters (such as
transmission power and message generation rate, as indicated above). With this
approach, the influence of such parameters in the decision support in autonomous
vehicular networks can be demonstrated.
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Adaptive Trajectory Tracking of Wheeled
Mobile Robot with Uncertain Parameters

Kanwal Naveed, Zeashan H. Khan and Aamir Hussain

Abstract A wheeled mobile robot (WMR) belongs to the class of non-holonomic
systems with highly nonlinear dynamics. Because of their fast maneuvering and
energy saving characteristics, these robots are especially popular in following or
tracking a pre-defined trajectory. The trajectory of a WMR is controlled with the help
of two very different control schemes namely model dependent approach and model
free approach. While the model dependent approach relies on a particular model for
the controller design, the model free method controls the trajectory with the help of
learning methods. A Direct Model Reference Adaptive Controller (D-MRAC) is
described for the model based technique, while an Adaptive Neuro-Fuzzy Inference
System (ANFIS) is used for the model-free adaptive control design. With the help of
simulations, it is shown that data driven intelligent approach is comparable to model
dependent approach in terms of tracking performance and therefore can be preferred
over complex model dependent adaptive algorithms.

Keywords Mobile robots � Adaptive control � Artificial intelligence � Trajectory
tracking

1 Introduction

For many industrial applications, finding a model from physical laws that is both
simple and reliable for control design is a tough undertaking. When a set of
measurements is available; the control law can be computed from data without
relying on knowledge of the underlying physics. Specifically, in ‘‘model-based’’
approaches, a model of the system is first derived from data and then a controller is
computed based on such a model. In ‘‘data driven’’ approaches, the controller is
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directly derived from experimental data. It is common belief that finding a good
model of the plant is always the best way towards controller design; therefore
model-based approaches are always preferred. This chapter presents some inter-
esting results to show that the data-driven solutions might sometimes be preferable
and perform comparable performance as compared to model based approaches,
thus motivating research in these design methods, which are less time-consuming
and insensitive to modeling errors. Some recent improvements of the weak points
of such techniques are also discussed to lay the foundations for future research.

In this chapter, the problem of trajectory tracking of wheeled mobile robots is
considered. These systems are classified as unmanned ground vehicles with the
ability of moving around any area for the purpose of surveillance and sensing.
They are also capable of carrying out tasks which are either too dangerous or
tiresome for human beings among which the most popular are industrial and
search/petrol applications. They can be grouped in a communication environment
where these autonomous systems can share data between themselves for cooper-
ative decision to form a robotic cyber physical system. These types of applications
require WMR to follow some kind of pre-defined trajectory. In general, robots are
not capable of taking decisions on their own because they have limited compu-
tational power and intelligence embedded onboard. In order for them to carry out
different tasks, these mobile platforms must have at least four parts: Sensors,
effectors, actuators and controllers. In case of WMR, the role of effectors is played
by the wheels. The most important sub-system of these is the controller, which,
with the help of sensors enables the robot to achieve its goals. In case of trajectory
tracking, the controller is designed in such a manner which empowers WMR to
reach any predefined track.

Many radical methods projected for trajectory tracking control uses the dynamic
model of the WMR. In case of linear control design, a correct dynamic model and
precise parameters of the system is required. However, in reality, the dynamic model
of WMR may face some amount of inaccuracy in parameter identification or there
may be environmental variations in dynamic model parameters. The inaccuracy and
variations result in trajectory tracking errors, and may render the system unstable in
some cases. Overcoming these errors and uncertainties in the dynamic model of
WMR has been the subject of interest to researchers over a past few years. Many
efficient control schemes have been introduced for this purpose which includes
robust control, H-infinity control and adaptive control (Fig. 2).

However most of these techniques offer complicated control system design
based on nonlinear model of WMR which may lead towards implementation
difficulties. This fact highlights the need for a system that will not only overcome
all these problems but is also easier to implement. This task can be achieved
through a ‘‘model-free system’’ which will add some intelligence to the WMR
thereby enabling it to overcome these uncertainties and disturbances. The sup-
plement of natural intelligence in WMR is accomplished with the help of Artificial
Intelligence [1]. Over a past few years, a lot many variations and advancements
have been introduced in the field of Artificial intelligence. A very popular among
these is Adaptive Neuro-Fuzzy Inference System (ANFIS).
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It is usual to think that if something is ‘‘intelligent’’ then it should be able to
‘‘adapt’’ to its environment and thus one may use adaptive controller. However,
Artificial intelligence and Adaptive control are two different techniques. An
adaptive controller has some built in algorithmic technique for automatic adjust-
ment of controllers in real time, in order to achieve/maintain a desired level of
control system performance even when the parameters of the plant dynamics are
unknown and/or change in time [2]. The main purpose of this chapter is to discuss
and compare trajectory control performance by using model-based as well as
model-free adaptive control algorithms.

2 Model of Wheeled Mobile Robot

Wheeled mobile robot belongs to the class of movable autonomous platforms.
Among many types of WMR differential drive robot is selected for this chapter
because of its simple structure, light weight and ability to spin at a place. The
complete model of WMR comprises of the kinematic and dynamic model as follows.

Kinematic model: It is based on the assumption that the robot moves on a flat
surface with no side slip [3]. Linear velocity vb and angular velocity wb of WMR
is responsible for controlling its motion. Using these velocities the kinematics of
WMR can be defined by following relation:

_q ¼ GvðtÞ ¼
cos h 0
sin h 0

0 1

2

4

3

5 ð1Þ

where v tð Þ ¼ vbwb½ �T

Fig. 1 Configuration of
WMR
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Dynamic model: It is derived using the Lagrange equations instead of Newton
mechanism order to avoid complexity. After implementing the Lagrange equations
and incorporating the motor actuator dynamics [4] the complete dynamic model of
the WMR can be written as:

�M _vðtÞ þ �Fð _qÞ:vðtÞ ¼ K1�B:uc ð2Þ

where, �M ¼ GT MG; �F ¼ GT M _Gþ GT FGþ K2BW , �B ¼ GT B

MðqÞ ¼
m 0 mcd sin h
0 m mcd cos h

mcd sin h �mcd cos h I

2

4

3

5

Fðq; _qÞ ¼
0 0 mcd _h cos h
0 0 mcd _h sin h
0 0 0

2

4

3

5

BðqÞ ¼ 1
r

cos h cos h
sin h sin h

b �b

2

4

3

5 ð3Þ

where m ¼ mc þ 2mw and I ¼ Ic þ 2Im þ mcd2 þ 2mwb2 are defined in Table 1,
with reference to Fig. 1, and where M qð Þ is an n� n inertia matrix, FðqÞ is a n� n
matrix which represents the centripetal and coriolis forces, BðqÞ is an n� n�mð Þ
input matrix.

3 Trajectory Tracking of Wheeled Mobile Robot

The incorporation of wheels in a robot makes it much more reliable for applica-
tions which involve Trajectory tracking. Whether a robot has to work in an
industry or carry out the surveillance tasks it requires the knowledge of some
predefined path or track to be followed. The predefined trajectory helps the robot
in following the correct direction in a right manner. While talking about trajectory

Table 1 Parameters of WMR

Parameters Description

r Left and right wheel radius
2b Distance between left and right wheels
d Distance between Pc and Po

mc Platform mass of WMR without wheels
mw Each driving wheel plus motor rotor mass
Ic Platform moment of inertia without wheels
Iw Each wheel and the motor rotor moment of inertia about the wheel axis
Po The center of mass of WMR
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tracking it should not be forgotten that in the task of tracking a trajectory an extra
time constraint is also involved. In standard terminology, the trajectory tracking
problem can be stated as a time parameterized control problem, in which the
geometric path has an associated timing specification. Thus, the control objective
of trajectory tracking is considered to deal with a time 9 space task, which is the
intersection set of spatial task and temporal task [5].

With the above problem stated, it is now clear that controlling the trajectory of a
robot is very important, not only to keep the robot on a defined track but to reach
the target(s) within the specified time limit. A Wheeled Mobile Robot delivering
certain items in an industry requires a track which it can follow in order to drop
them at the specified target within a precise time. A little variation in the track/
timing of robot can create enormous problems in the item deliveries. Moreover,
same problems will occur if the Wheeled Mobile Robot has to perform the sur-
veillance job. If it fails to follow the defined track then this blunder can bring many
security hazards. Therefore, the importance of controlling the trajectory of the
robot has attracted the attention of researchers for a past few years. Many different
types of control schemes are available for the purpose of trajectory tracking of
WMR, which can be classified in two distinct types:

Model based control methods: These methods involve complete knowledge of
system/plant kinematics and dynamics before the controller can be designed. The
procedure of controller design depends greatly upon the plant parameters and
requirements.

Model-free control methods: These methods are called model free because the
plant can be controlled without making any assumption about the structure or
nature of plant (Wheeled Mobile Robot) being controlled or its environment.

The former is much older as compared to the later type. A great number of
linear controllers have been developed for the tracking control of Wheeled Mobile
Robot. However, advancements in the model free approach are also in progress as
its simplicity and ease of usage is attracting the researchers all over the world.
Later sections discuss the trajectory tracking control of Wheeled Mobile Robot
using these two methods in detail.

4 Model Based Control Methods

Design and development of controllers via mathematical model of a system/plant
is a very frequent approach. Model based design is a mathematical method of
handling problems which are related to complex control design. Controller which
is designed in the light of plant model is usually obtained after going through three
distinct phases:

Plant model: In model based approaches model of the plant under operation is
necessary to obtain. Without the knowledge of plant parameter particulars it is
impossible to design a controller. The model of the plant can be obtained through
data-driven approaches or by using Newton or Lagrange rules. Both the
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approaches are equally useful and popular. The utility of any approach depends
upon the feasibility of conditions.

Controller design: After the plant model is acquired and the user has complete
knowledge of plant behavior and its parametric characteristics, the controller can
be designed using this plant model. Design of a controller depends upon the type
of application and the precision and accuracy it requires. More the need of
accuracy more complex is the design of the controller. A number of linear and
nonlinear techniques are available now-a-days which help in the design of the
required controller.

Simulation: After the controller is successfully designed, the next step is to test
the efficiency of the controller. This can be achieved via any useful simulation
tool. Any type of modeling or design errors can simply be identified through the
simulations.

Although, the model based control approach requires several steps in order to
design a controller, which can suffice the needs of the user, it is very popular
among researchers. This is because this approach has been practiced over many
years and a number of controller designs are available for the users, which can
easily meet their conditions. Such types of controllers include conventional linear
controllers for example Proportional Integral Derivative (PID) controllers. How-
ever, these controllers are rendered useless under uncertainties and disturbances.
Under such circumstances, adaptive controllers are especially helpful with their
ability to update controller gains. However, in the presence of stochastic distur-
bances and variations in plant parameters these controllers fail to provide an
optimum performance. The main reason behind this failure is that these controllers
require priori information about the plant parameters in order to design their gains.
Even a little variation in plant (robot) parameters can lead to degraded perfor-
mance of these controllers.

The solution to this problem has been answered by adaptive controllers which
include an adjustment mechanism to update the parameters of either the plant or
the controller (Fig. 2). The adjustment mechanism derives an update law for the
parameters and in this way the control (or plant) parameters are being updated.
This update quality enables the adaptive controllers to overcome any type of
parametric uncertainty. But this adjustment mechanism is also responsible for

Fig. 2 Structure of adaptive controller
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making these controllers non-linear thereby making it difficult to implement.
However, due to the advantages provided by these controllers many researchers
are being attracted towards them. A number of studies have been performed to
examine adaptive control for robotics [3, 4, 6, 7].

Adaptive controllers come in a variety of types among which the most popular
is the Model Reference Adaptive Control (MRAC). This is because of its simple
nature of directly taking error (between desired and actual plant outputs) into the
account in order to achieve the control task. This chapter considers MRAC as a
Model Dependent method in order enable WMR follow the desired trajectory in
presence of parametric uncertainty.

4.1 MRAC Based Trajectory Tracking

Model Reference Adaptive Control (MRAC) is a closed loop control system which
takes in account a reference model in order to yield the desired output from plant.
This reference model when given the reference input provides us with the desired
output. The reference model can either be linear or nonlinear and is designed
according to user specifications e.g. transient response time. This type of adaptive
control generates the update law for the parameters of controller based upon the
error between the desired output and the actual plant output.

MRAC uses two different types of methods to update the control parameters:

• MIT rule
• Lyaponuv Stability approach.

The most popular among the two is the latter. Model reference adaptive control
comes in two different types:

1. Direct model reference adaptive control: Directly takes in account the error
between the desired output and the actual plant output to update the control
parameters. It does not include any parameter estimation criterion in case of
plant parameter perturbation. This chapter will focus on direct MRAC.

2. Indirect model reference adaptive control: Plant parameters are first estimated
using an identification model and then the control update mechanism is applied
(Fig. 3).

4.2 Controller Design

For the trajectory tracking task of wheeled mobile robot (WMR) a direct model
reference adaptive control scheme is devised which will overcome the plant
parametric uncertainty and disturbances. The complete model of WMR has
already been described in section. It is being assumed that the kinematic model of
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the WMR is well established and only the dynamic model of WMR contains
uncertainties therefore the MRAC will be incorporated in dynamics of WMR. The
controller design for trajectory tracking of WMR incorporates two stages (Fig. 4):

• Kinematic controller
• Dynamic controller.

4.3 Dynamic Controller

As it can be observed that dynamic model is nonlinear in nature and includes time
varying and uncertain terms:

�MðqÞ _vðtÞ þ �Fð _qÞvðtÞ ¼ ub ð4Þ

where ub ¼ K1�Buc, therefore a direct model reference control scheme is developed
in order to achieve trajectory tracking of WMR. The convergence of this
arrangement necessitates that the WMR model is slowly time varying and close
to the desired model. However, the second condition can be relaxed by taking
benefit of any known dynamics [3]. The dynamics of WMR can be separated in
terms of known and unknown dynamics as:

�M ¼ �Mk þ �M� ¼ �Mk � Ið Þ þ I þ �M�u
ffi �

¼ �Mk � Ið Þ þ �Mu

�F ¼ �Fk þ �Fu ð5Þ

The subscript ‘k’ and ‘u’ denotes known and unknown parameters. The known
dynamics are forwarded to feedback linearization to calculate the linear constant

Fig. 3 Model reference adaptive control block diagram
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controller gain. Note that if there is no parametric uncertainty then �Mu ¼ Ið �M�u ¼ 0Þ
and �Fu ¼ 0. Substituting (5) in (4) we get:

�MðqÞ _vðtÞ þ �Fð _qÞvðtÞ ¼ u0b ð6Þ

u0b ¼ ub � ð �Mk � IÞ _vðtÞ � �Fkð _qÞvðtÞ ð7Þ

If u0b is known then from Eq. (8) ub can be recovered therefore:

ub ¼ u0b þ �Mk � Ið Þ _vðtÞ þ �Fkð _qÞvðtÞ ð8Þ

After the removal of known dynamics by transformation of (7) the control
problem for (4) can simply be stated as that of designing u0b to obtain ub such that
the actual velocities of WMR follow the desired velocities in order to achieve the
task of trajectory tracking. Defining x ¼ v we get:

_xðtÞ ¼ AxðtÞ þ Bu0b ð9Þ

where, A ¼ � �M�1
u

�Fu and �B ¼ �M�1u. The reference model with the desired stated
and the reference input can be written as:

_xd ¼ Arxd þ Bruref ð10Þ

Here Ar ¼ �K and Br ¼ I with K being the diagonal matrix. K11; K22 Are
constant terms equal to ai which is inversely proportional to the time constant of
desired transient behavior of the system. The direct model reference adaptive
control strategy will make an effort to make the error between the reference and

Fig. 4 Controller architecture for direct MRAC
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actual states asymptotically zero. In this way, the adaptive scheme will drive the
WMR to follow desired trajectory. Defining xd ¼ vd the error between the refer-
ence and actual states takes the following form:

e ¼ xd � x ð11Þ

Dynamics of error are being obtained by taking derivative of above equation
and making use of Eqs. (9) and (10):

_e ¼ Areþ Ar � Að Þx� �Bu
0

b þ Bruref ð12Þ

The reference input is given as:

uref ¼ _vd þ Kvd ð13Þ

The control law can be written in the following form:

u0b ¼ ul þ ua ð14Þ

This controller has two parts. The linear feedback controller derived from the
known dynamics is given as follows:

ul ¼ �Kxþ uref ð15Þ

And the adaptive controller devised for the unknown part is given as:

ua ¼ �cxþ cruref ð16Þ

Equation (14) includes two gains which play important role in the design of
adaptive controller. These gains are not constant but are incessantly updated such
that the error approaches zero asymptotically. The update law is being provided by
the Lyapunov stability criterion. Replacing (14) in (12) the error dynamics
becomes:

_e ¼ Areþ Ce þ Deuref ð17Þ

Ce ¼ �M�1
u

�Fu þ K þ cð Þ � K ð18Þ

De ¼ I � �M�1
‘u I þ crð Þ ð19Þ

Theorem 1. Using P as a positive definite result of Lyapunov equation with
Q [ 0:

AT
r Pþ PAr ¼ �Q ð20Þ

If the filtered error is defined as:

we ¼ Pe ð21Þ

And the adaptive gains in (16) are updated such as:
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_c ¼ ��awevT ; _cr ¼ �bweuref ð22Þ

where �a and �b are positive scalars. Thus by utilizing (22) in the control law
demonstrated from (14) to (16) asymptotic stability of closed-loop error in (11) is
guaranteed.

Proof: Choose the following Lyapunov candidate function using P [ 0:

L ¼ 1
2

eT Peþ 1
�a

tr CT
e YCe þ DT

e De

ffi �
þ 1

�b
trðDT

e YDe � DT
e DeÞ

� �
ð23Þ

After differentiating L and using some common mathematics properties we
obtain:

_L ¼ 1
2

eT AT
r Pþ PAr

ffi �
e

ffi �
þ tr CT

e PexT þ Y _Ce

�a

� �� �
þ tr DT

e PeuT
ref þ

Y _De

�b

� �� �

ð24Þ

In order to make _L negative definite, we can make first term negative and other
two terms identically equal to zero. This is possible if P is chosen from (20) and by
choosing adaptation laws as in (22). Taking derivative of (18) and (19) assuming
that plant parameters are changing slowly we obtain:

_Ce ¼ �M�1
u _c ð25Þ

_De ¼ � �M�1
u _cr ð26Þ

where

_c ¼ ��awevT ð27Þ

_cr ¼ �bweuref ð28Þ

Therefore, the Eq. (24) turns into:

_L ¼ � 1
2

eT Qe ð29Þ

From (29), it is easily deduced that ‘L’ is decreasing constantly. This proves
that ‘e’ approaches to zero asymptotically. Equations (27) and (28) provides us
with the update rule for the adaptive part of the controller. However if the system
has no uncertainty ( �Mu ¼ I; �Fu ¼ 0; c ¼ 0; cr ¼ 0) then (12) is reduced to the
following form:

_e ¼ Are ð30Þ

Consequently, the only task is to choose a positive diagonal matrix Ar so that
the asymptotic stability of error is guaranteed.
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4.4 Kinematic Controller

The basic kinematic model of WMR is exploited to develop the kinematic con-
troller. The sole purpose of this controller is to provide desired velocity profiles to
the dynamic controller. The controller is established using error between the
desired and the actual trajectory and is given by [8].

vd

wd

� �
¼ cos h sin h
� sin h cos h

� � _xd þ nx tanh
mx

nx
~x

_yd þ ny tanh
my

ny
~y

2

64

3

75 ð31Þ

Here ~x ¼ xd � x; ~y ¼ yd � y are the errors between the actual and the desired
position. Moreover mx and my [ 0 are the controller gains and nx; ny [ 0 are
saturation constants.

4.5 MRAC Performance Results

In order to evaluate the performance of Model reference adaptive controller for
nominal and parametric uncertainty cases for trajectory tracking of Wheeled
Mobile Robot two different trajectories are considered. The performance is eval-
uated by overlapping the results of nominal and uncertainty case. The physical and
design for MRAC parameters for computer simulations are obtained from [3]
(Figs. 5, 6, 7, 8):

r ¼ 0:15 m; b ¼ 0:75 m; d ¼ 0:3 m; mc ¼ 36 kg; mw ¼ 1 kg; Im ¼ 0:0025 kg:m2;

Ic ¼ 15; 625 kg:m2; K1 ¼ 7:2; K2 ¼ 2:59; mx ¼ my ¼ 10;

nx ¼ ny ¼ 4; �a ¼ �b ¼ 100; K ¼ diagð1000; 1000Þ; Kx ¼ 9; Kr ¼ 40:

5 Model Free Control Approach

As opposed to the model dependent approach, this method is independent of the
physical model of the plant. These methods incorporate learning approaches and/
or logic statements in order to carry out control operation. Being able to operate
without the plant model knowledge makes this approach independent of the model
uncertainties. Such techniques are most widely used technique for decision support
in robotics. Model free approach usually incorporates Artificial Intelligence in
order to carry out the control operation. AI enables the robots to learn just about
anything, permits them to reason and formulate original ideas. However, this level
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Fig. 5 Square trajectory tracking using MRAC. a Nominal plant model, b 10 % uncertainty
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Fig. 6 Trajectory tracking error using MRAC. a x-axis, b y-axis
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Fig. 7 Circular trajectory tracking using MRAC. a Nominal plant model, b 10 % uncertainty
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of AI is not yet attained but a lot more improvement has been made with more
restricted AI. Currently, AI robots can imitate certain precise essentials of intel-
lectual aptitude. Artificial intelligence works with the help of Artificial Neurons
(Artificial Neural Network) and scientific theorems (If–Then Statements, Logics).
AI is in reality ‘‘model free’’ rather it is data driven. It does not require any model
to come up with the output. This quality of AI is especially helpful in case of
highly nonlinear dynamical nature of WMR. The most popular among these is
Adaptive Neuro Fuzzy Inference System (ANFIS).

5.1 Adaptive Neuro Fuzzy Learning Based Trajectory
Tracking

Adaptive Neuro-fuzzy inference system has the advantage of neural networks
learning which a model free approach for trajectory controller design. It incor-
porates the best features of both the above described techniques. The Fuzzy
inference system (FIS) it represents the a priori knowledge in the form of fuzzy
sets which reduces the optimization search space. The Neural Network part
accepts the back propagation algorithm to structure network by learning from data.

The WMR model described above, is only required for the Model Reference
Adaptive Control. This section requires only training on datasets without any
model of WMR. This is because ANFIS has the ability to approximate the function
by using the neural networks. All an ANFIS require is an appropriate training set
in order to achieve its target. However, while performing the training over or under
training must be avoided. The best results can only be obtained if an optimum
training set is chosen.
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Fig. 8 Trajectory tracking error using MRAC. a x-axis, b y-axis
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5.2 ANFIS Network

Adaptive Neuro-fuzzy system utilizes a hybrid-learning rule to optimize the fuzzy
system parameters of a first order Sugeno system and provides us with only a
single output. The basic ANFIS network for trajectory tracking of WMR consists
of following structure (Fig. 9):

The above ANFIS consists of two inputs and a single output. The output rep-
resents the trajectory of WMR and the inputs represent the Reference trajectory
and the parameter uncertainty. In case if all the parameters are known then ANFIS
can work perfectly with just the single input this will be the reference trajectory in
that case. Following is the layer-by-layer explanation of ANFIS structure [9]:

Layer 1: This layer is actually used to generate the membership functions for
the given inputs. In our case the chosen a single membership function is being
chosen which, is a bell shaped gauss function. The output of layer 1 can be written
as:

O1 ¼ hðxÞ ð32Þ

where ‘h’ represents the membership function.
Layer 2: This layer is used to produce the firing strengths for rules which are

either in form of products or T-norms:

O2;i ¼ wi

Ym

k¼1

hðxÞ; i ¼ 1 to 5 ð33Þ

Layer 3: The task of normalizing the strengths or weights is carried out in this
layer:

O3;i ¼ �wi ¼
wi

w1 þ w2 þ w3 þ w4 þ w5
ð34Þ

Layer 4: This layer produces the single output of ANFIS network:

O4 ¼ y ¼
X

i

�wifi ¼
X

i

�wi pixþ qixþ rið Þ ð35Þ

5.3 SDRE Based Training Operation

In order to enable the WMR to follow a predefined trajectory, it needs to get
trained. The training set includes the reference trajectory and uncertainty range as
input and actual trajectory as output. It involves two types of operations:

Forward operation: ANFIS trains itself using the gradient descent algorithm to
optimize the original parameters, and then solve the resultant parameters using a
least squares algorithm (Off-line Learning).
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Backward operation: After updating these parameters using a least squares
algorithm, the former parameters are then updated by back-propagating the errors
that are still present (Back propagation). The equation for parameter update by [9]:

aiðt þ 1Þ ¼ aiðtÞ � g
oE

oai
ð36Þ

E ¼ ðy� ydÞ ð37Þ

The ANFIS has the advantage that one may train it with the simplest available
controller for example PID controller, LQR, LQI or SDRE controller. For the
training of ANFIS an SDRE controller is being designed as follows:

State dependent Riccati equation (SDRE) is the nonlinear version of linear qua-
dratic regulation. This method is based upon the method of extended linearization
[10]. In the method of extended linearization the nonlinear dynamics of the system are
considered constant at each particular time instant and then calculate the solution of
Riccati equation. For this purpose consider the following general nonlinear system:

For this purpose consider the following general nonlinear system:

_x ¼ f ðxÞ þ gðxÞu

y ¼ CðxÞ: ð38Þ

The concept of extended linearization is to choose the dynamics at each instant
in such a way that they are linear. The dynamics of such a system are expressed as:

_x ¼ AðxÞxþ BðxÞ:u
y ¼ CðxÞx:

ð39Þ

These dynamics AðxÞ; BðxÞ; CðxÞ are not unique and the choice of these
dynamics is called parameterization problem [11]. The performance of the
controller depends on choice of the user. Therefore the SDRE concept is to

Fig. 9 Basic ANFIS network
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consider the system as a linear system at each instant and calculate the control law
‘‘on-line’’. The control law for tracking of WMR is given by [12] as:

u ¼ �KðxÞx ð40Þ

where KðxÞ is given as:

KðxÞ ¼ R�1BðxÞPðxÞ ð41Þ

And PðxÞ is the solution of the state dependent Riccati equation:

ATðxÞPðxÞ þ PðxÞAðxÞ � PðxÞBðxÞR�1BTðxÞPðxÞ þ Q ¼ 0: ð42Þ

This will minimize the cost function given as:

J ¼
Z t

0
xTðtÞQxðtÞ þ uTðtÞRuðtÞdt ð43Þ

In the above equation RðxÞ and QðxÞ is m� m and n� n weighting matrices
respectively.

5.4 ANFIS Tracking Performance

In case of ANFIS the training set is obtained using an SDRE based trajectory
tracking WMR, reference trajectory is taken as input and resultant trajectory is
considered as the output. For training purposes, an ANFIS network is being
generated using five nodes and a bell shaped Gaussian membership function. The
square trajectory as being considered for training of ANFIS and then the results are
checked for circular shaped trajectory. After this further simulations are performed
by training ANFIS for the Different uncertainty cases. ANFIS is trained for the
case of 10, 15 and 20 % uncertainty and then the performance is analyzed for
17 % uncertainty. The performance of ANFIS is further analyzed by keeping the
uncertainty same that is using 10 % uncertainty (present in training data) and
changing the reference trajectory at input and later on changing both the uncer-
tainty and reference trajectory that is using 17 % uncertainty and circular trajec-
tory at input (Figs. 10, 11, 12, 13, 14, 15, 16, 17).

6 Comparison of MRAC and ANFIS Controllers

This section is solely dedicated to the comparison of both the techniques in terms
of complexity, speed and other specifications.
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Fig. 10 ANFIS training results for nominal model. a Square trajectory. b Circular trajectory

0 20 40 60 80 100 120 140
-4

-3

-2

-1

0

1

2

3

4
x 10

-4

Time(sec)

E
rr

or
 a

lo
ng

 x
- 

ax
is

0 20 40 60 80 100 120 140
-4

-3

-2

-1

0

1

2

3

4
x 10

-4

Time(sec)

E
rr

or
 a

lo
ng

 y
- 

ax
is

(a) (b)

Fig. 11 Tracking error using ANFIS training. a x-axis. b y-axis
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Fig. 12 Tracking error using ANFIS training. a 10 % uncertainty. b 17 % uncertainty
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6.1 Complexity

Although, ANFIS offers a complex network but it is very simple when compared
to the tiresome derivation of MRAC controller. Moreover, the update law for
MRAC controller is based on Lyapunov approach and the Lyapunov function itself
is not unique for a particular problem. Thus, model free approach is more pref-
erable when it comes to complexity.
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Fig. 13 Trajectory tracking error using ANFIS. a x-axis. b y-axis
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Fig. 14 ANFIS performance using different trajectory as input keeping 10 % uncertainty
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6.2 Computational Time

It is clear from Sect. 5.1 that Model free approach offers less computational time
than Model dependent methods.
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Fig. 15 Trajectory tracking error using ANFIS. a x-axis, b y-axis
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Fig. 16 ANFIS performance using different trajectory and 17 % uncertainty as input
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6.3 Convergence Properties

In case of MRAC, the convergence of controller requires the parameters of WMR
to be slowly time varying however, ANFIS faces no such constraints. Moreover,
the convergence of ANFIS is much faster as compared to MRAC because of its
lesser computational time.

6.4 Model-Dependence

MRAC works on the derived controller using the dynamic model of WMR
therefore it is completely model dependent. Even though it is adaptive in nature
but for update law to be derived basic model structure of WMR must be known.
On the other hand, ANFIS is completely model free. IT only requires a training set
in order to follow any desired trajectory.

6.5 Intelligence

Artificial intelligence in robots is in demand these days and it can be achieved
using ANFIS. It just needs an initial example to learn about its task and then it can
easily provide us with the required output. Although MRAC is adaptive to
uncertainties and disturbances but it is certainly not intelligent as it requires a
cumbersome task of designing a complete controller using WMR model.
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Fig. 17 Trajectory tracking error using ANFIS. a x-axis, b y-axis
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6.6 Tracking Performance

In order to evaluate and compare the performance of both approaches simulations
are performed using MATLAB/SIMULINK. The above mentioned tracking results
are overlapped in order to compare the both approaches in terms of tracking
performance (Figs. 18, 19, 20, 21, 22, 23, 24, 25).

Above discussion clearly signifies the importance and usefulness of Model free
scheme in the coming technology era over model dependent methods. These types
of artificially intelligent robots can meet almost any type of given desired path
during industrial and navigational applications, thereby making them more and
more useful. Following section presents a performance based comparison between
both schemes.

7 Conclusion

This chapter presents two different schemes for the trajectory tracking of wheeled
mobile robot. The first scheme is Model Reference adaptive controller (MRAC)
which exemplifies the Model dependent approach and the second scheme represents
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Fig. 18 Circular shaped trajectory tracking performance using MRAC and ANFIS (Nominal
plant model)
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Fig. 19 Trajectory tracking error using MRAC and ANFIS. a x-axis, b y-axis
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Fig. 20 Square trajectory tracking performance with MRAC and ANFIS (17 % uncertainty)
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Fig. 21 Trajectory tracking error using MRAC and ANFIS. a x-axis, b y-axis
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data driven approach which is Adaptive Neuro-Fuzzy Inference System (ANFIS).
Both the techniques are explained and compared based upon the complexity, con-
vergence, speed, model dependence and other criterion. All the principles used for
comparison decided in the favor of ANFIS as a better approach. The simulation
results also displayed a very minor error gap between the two approaches. Since the
ANFIS was trained using a simple SDRE based controller which is also vulnerable
to parametric uncertainty errors the simulations presented higher errors for the
ANFIS case. However, the above simulations have proved that ANFIS is capable of
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Fig. 22 Circular trajectory tracking performance with MRAC and ANFIS (10 % uncertainty)
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Fig. 23 Trajectory tracking error using MRAC and ANFIS. a x-axis, b y-axis
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adapting in the presence of parametric uncertainties. Once trained on a particular
trajectory using different uncertainty cases, it is capable of adapting to any trajectory
and uncertainty within the limits. Although, the error of ANFIS is very slightly
higher than MRAC in case of parametric uncertainty but if the simplicity and
model-free nature of this approach is considered, it proves to be better than MRAC.
Thus, one can simply state that model free approaches are much more appropriate
solution for control applications as compared to the model dependent schemes when
it comes to real world uncertain scenarios.
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Fig. 24 Circular trajectory tracking performance using MRAC and ANFIS (17 % uncertainty)
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Fig. 25 Trajectory tracking error using MRAC and ANFIS. a x-axis, b y-axis
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Computational Intelligence in Smart
Grids: Case Studies

Mohamed A. Abido, El-Sayed M. El-Alfy and Muhammad Sheraz

Abstract This chapter briefly provides an overview of related work on compu-
tational intelligence techniques in smart grids. It also reviews two computational
intelligence techniques and some of their current applications in solving problems
associated with smart grids implementation and deployment. More importantly,
two case studies are presented and intensively discussed. These applications
include parameter estimation of photovoltaic models and tracking of maximum
power point. This chapter also highlights some open research problems and
directions for future research work.

Keywords Computational intelligence � Differential evolution � Adaptive neuro-
fuzzy inference system � Hybrid systems � Smart grids � Parameter estimation �
Photovoltaic models � Maximum power point tracking

1 Introduction

The last decade has witnessed a phenomenal increase in the application of
computational intelligence in the automation of power systems design, operation,
and control. The term smart grids has emerged and become omnipresent.
According to the European Technology Platform for Electricity Networks of the
Future [1], a smart grid refers to ‘‘an electricity network that can intelligently
integrate the actions of all users connected to it—generators, consumers and those
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that do both—in order to efficiently deliver sustainable, economic and secure
electricity supplies.’’ This technology is promising and has many vital charac-
teristics such as self-healing and reliable networks, bi-directional communication,
real-time measurements, intelligent sensing, demand-side control, energy conser-
vation, asset management, etc. [2]. Efficient use of the limited resources that are
available can be achieved through optimal solutions during power generation,
transmission and distribution. Other goals include constructing and operating
power systems that can provide affordable, reliable, secure and sustainable global
supply of energy under normal and abnormal operating conditions [3–5].

Due to the complexity and challenges in the design, optimization, scheduling
and management of smart grids, computational intelligence techniques have
attracted much attention of the multi-disciplinary research community in recent
years [6–13]. Many of the existing and emergent problems in smart grids have
been addressed using techniques such as neural networks, evolutionary compu-
tation paradigms, fuzzy logic, swarm intelligence, immune systems, self-orga-
nizing maps and hybrid approaches [14–17]. Such powerful techniques allow
building adaptive and optimal solutions that can cope with nonlinearities, changes
and uncertainties in such complex large-scale environments. Jiang [18] identified
several potential areas of application of computational intelligence techniques in
smart electric grids. Venayagamoorthy [19] briefly described some potentials and
promises of computational intelligence techniques for realizing intelligent smart
grids. Some other specific applications are described in [15] using genetic algo-
rithms, particle swarm and recurrent neural network.

Among the important aspects of smart grids are intelligence, decentralization
and autonomy of control mechanisms. Carvalho et al. [20] presented a multi-agent
based power management system using reinforcement learning for smart grid
environments. They assumed renewable power sources with unpredictable varia-
tions in the output which can be caused by transient effects of weather or cloud.
The software agents track and report the variations in the power flow at different
locations in the grid. They also share information and control actions to coordinate
the configurable energy storage devices to maintain the energy requirements to
consumers. The agents learn from experience to improve their control actions to
efficiently deal with different conditions. Another application of reinforcement
learning for smart electric grid environments is described in [21]. The authors
proposed a class of autonomous broker agents that learn to optimally derive long-
term maximum profit policies for retail electricity trading using arbitrary economic
signals from their environments. Two relatively recent reviews of the evolution of
smart grid concepts with examples of computational intelligence in meeting their
needs are presented in [5, 17].

This chapter briefly provides an overview of related work on computational
intelligence techniques in smart grids. It also reviews two computational intelli-
gence techniques and some of their current applications in solving problems
associated with smart grids implementation and deployment (Sect. 2). More
importantly, two case studies are presented and intensively discussed (Sect. 3).
These applications include parameter estimation of photovoltaic models and
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tracking of maximum power point. This chapter also highlights some open
research problems and directions for future research work (Sect. 4).

2 Methods

In this section, we review two computational intelligence (CI) methods. The first
one is Differential Evolution (DE), which is an efficient Evolutionary Algorithm
(EA). The second method is Adaptive Neuro-Fuzzy Inference System which a
hybrid computational intelligence technique. In the following sections these
methods will be utilized for parameter estimation in photovoltaic systems and for
maximum power point tracking.

2.1 Differential Evolution

Differential evolution (DE) is a population-based optimization technique which
was first introduced in [22]. It is renowned for its robustness, simplicity, rapid
convergence and less control variables. Moreover, DE is suitable for non-differ-
entiable and nonlinear optimization with the ability to search for global optimum
regardless of the initial values of the parameters. Like other evolutionary algo-
rithms and search techniques, DE needs to maintain a population of a number of
candidate solutions; usually called parameter vectors, individuals or chromosomes.
Depending upon the dimension of the problem to be solved, each individual
encodes the control variables or the optimizing parameters. Let Gi refer to the
population of candidate solutions; it can be represented as follows:

Gi ¼ X1;X2; . . .;XNP½ � ð1Þ

where i is an index referring to the generation (iteration) number, Xj refers to the
j-th individual, NP refers to the number of individuals or population size. Each
individual is represented by an n-dimensional vector of the control variables xk:

Xj ¼ x1; x2; . . .; xD½ � ð2Þ

where D is the dimension of the problem.
In all search algorithms the key step is to form the trail vector (variant vector)

from the parent vector. The stratagem employed by DE to generate a trail vector is
based on the difference between randomly chosen individuals. A trail (new)
individual is generated for every parent (old) individual using the operations of
mutation and crossover. The best individual is selected for the next generation
(iteration) by comparing the objective function of old and new individuals. DE
optimization process resembles the genetic algorithm (GA) with little difference.
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While GA utilizes a crossover operation as a search method, DE employs a
mutation operation as a search mechanism. DE includes following steps:

Step 1: Initialization
As a first step, DE needs to initialize its following control parameters:
Gmax: Number of generations (iterations), usually used as a stopping

criterion
NP: Population size (number of candidate solutions)
D: Problem dimension or number of control variables (optimizing

parameters)
xk,min and xk,max: Lower and upper bounds of the k-th control variable
F: Mutation factor, where 0 B F B 1
CR: Crossover rate, where 0 B CR B 1.

It starts the optimization process by generating an initial population containing
the NP candidate solutions, each having D control variables. The values of the
variables are selected randomly to lie within their minimum and maximum limits
by following equation;

xk ¼ xk;min þ rand � xk;max � xk;min

ffi �
ð3Þ

where rand is a random number between 0 and 1.

Step 2: Locating the best solution
After initialization, the objective function is evaluated for each individual and the
best solution (individual) is determined. The best solution is then updated by com-
paring is value with the next generation best solution to locate the global optimum.

Step 3: Mutation
Mutation means a perturbation with a random element. It is a first operation that is
utilized to generate a trail (variant) vector and creates a ‘‘mutant vector’’ for all
individuals in the current generation. For every individual of parent vector, Xg

i , in
the current generation, g, two individuals Xg

a ;X
g
b

ffi �
are randomly selected from the

population. A mutant vector, Vg
i , is then generated by adding a weighted difference

of a best vector, Xg
best, and the parent vector, Xg

i , and a weighted difference of two
randomly selected vectors Xg

a ;X
g
b

ffi �
with a base individual using the following

equation:

Vg
i ¼ Xg

i þ F � Xg
best � Xg

i

ffi �
þ F � Xg

a � Xg
b

ffi �
ð4Þ

where F represents the mutation factor having real value in the range [0, 1]; its
value affects the speed of convergence.

Step 4: Crossover
To further improve the diversity and add more perturbation, a crossover operation
is applied. In this operation, the mutant vector, Vi

g, and its parent vector, Xi
g, are

combined to form a trial solution, Ui
g. The control variables of both vectors are
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mixed in this step based on the crossover factor (CR) to form the trail solution. The
crossover process can be specified by the following equation:

ug
i; j ¼

vg
i; j rand�CR

xg
i; j otherwise

�
ð5Þ

where CR is the crossover factor having a value in the range [0, 1], 1 B i B NP
and 1 B j B D.

Step 5: Selection
The selection operation is considered to be the last step in the formation of a new
population. In this stage, the objective function value of the generated trail vector
is reckoned and comparison is made with the corresponding value of the parent
vector. If the individuals of the trail vector have better objective value than the
corresponding individuals of parent vector, they will replace them; otherwise the
parent vector will be retained. The selection operation for the minimizing problem
can be given by:

Xgþ1
i ¼ Ug

i JðUg
i Þ� JðXg

i Þ
Xg

i otherwise

�
ð6Þ

where J(.) is the objective function.

Step 6: Stopping Criteria
As DE is an iterative-based technique, it requires certain stopping criteria to end
the looping process. They can be any user-defined conditions. Usually a predefined
value of the maximum number of generations (iterations), a pre-specified tolerance
in the error, or a combination of both is used for that purpose. In this chapter, the
stopping criteria are based on objective function values and the algorithm stops
when the best objective function value remains the same for a prescribed number
of generations.

2.2 Adaptive Neuro-Fuzzy Inference System

The Adaptive Neuro-Fuzzy Inference System (ANFIS) [23] is a hybrid approach
composed of an artificial neural network and a fuzzy inference system. It has a
network-type structure and maps the input–output data set using the parameters of
fuzzy membership functions. Figure 1 demonstrates a typical ANFIS architecture
based on a two-rule Sugeno system with two inputs (x and y) and a single output,
F. Assume (A1, A2) and (B1, B2) are the fuzzy input memberships for the inputs
x and y, respectively, and they are used to fuzzify the inputs.

A two-rule Sugeno ANFIS has rules of the form:

IF x is A1 AND y is B1 THEN f1 ¼ p1xþ q1yþ r1 ð7Þ
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IF x is A2 AND y is B2 THEN f2 ¼ p2xþ q2yþ r2 ð8Þ

The overall ANFIS architecture has five layers and now we will discuss each of
them in turn.

Layer 1
In this layer, every node is adaptive node and their number depends upon the
number of input membership functions. Their output is given by:

O1;i ¼ lAi
ðxÞ; for i ¼ 1; 2 ð9Þ

O1;i ¼ lBi�2
ðyÞ; for i ¼ 3; 4 ð10Þ

where the subscripts 1 and i represent the layer number and node number,
respectively; lA(.) and lB(.) are the membership functions; and O1,i, for i = 1 to 4,
are the membership values corresponding to the crisp inputs x and y.

The membership functions lA(.) and lB(.) can be any shaped functions like trap-
ezoidal, triangle, or Gaussian. The most commonly used membership function l(.)
is the generalized bell shaped function which is given by:

lðxÞ ¼ 1

1þ x� ci
ai

���
���
2bi

ð11Þ

where ai, bi and ci are parameters of the membership function (called premise
parameters) and need to be optimized during the training process.

Layer 2
Every node in this layer is a fixed node and accepts the output (membership
values) from layer 1 where t-norm is utilized to ‘‘AND’’ these values, as given by:

A1

∑

A2

B1

B2

x

y

F

Layer1 Layer2 Layer3 Layer5

1

2

xy

xy
Layer4

w2

w1 w1

w 2

2

1

Fig. 1 A typical ANFIS architecture
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O2; i ¼ wi ¼ lAi
ðxÞlBi

ðyÞ; for i ¼ 1; 2 ð12Þ

The output of each node corresponds to the firing strength of a rule.

Layer 3
Every node in this layer is a fixed node and is used to normalize the firing strength
by dividing the rule’s firing strength by the sum of all rules firing strengths, as
given by:

O3; i ¼ �wi ¼
wi

w1 þ w2
; for i ¼ 1; 2 ð13Þ

The output of each node represents the normalized firing strength of a rule.

Layer 4
Every node in this layer is an adaptive node and is given by the function:

O4; i ¼ �wifi ¼ �wiðpixþ qiyþ riÞ ð14Þ

where pi, qi and ri are the consequent parameters and need to optimized in the
training process.

Layer 5
It has only one fixed node which sums up all the input signals to get the final
output as given by:

O5; i ¼
X

i
�wifi ¼

P
i wifiP
i wi

ð15Þ

Learning Process
In the learning algorithm, ANFIS optimizes and adapts its parameters using the
training data set to predict the output data with a high accuracy. The Sugeno-type
model has two types of parameters [24]:

• Nonlinear parameters or membership functions’ parameters (premise
parameters).

• Linear parameters or rules’ parameters (consequent parameters).

Various learning methods have been proposed by researchers. The method used
in this paper is based on the hybrid learning algorithm that employs a combination
of back-propagation (BP) and least-square estimation (LSE) to optimize the pre-
mise and consequent parameters. This method has two passes: forward pass and
backward pass. In the forward pass, the consequent (linear) parameters are cal-
culated using an LSE algorithm while the premise (nonlinear) parameters are
unmodified. In the backward pass, the premise (nonlinear) parameters are calcu-
lated using a back-propagation algorithm while the consequent (linear) parameters
are unmodified.

The LSE learning algorithm calculates the square error between the actual
output and the predicted output obtained from the Sugeno-type model. This error is
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utilized to adapt the consequent parameters of the model. The back-propagation
gradient descent method uses the error between the actual output and predicted
output in the backward pass to calculate the error in different nodes.

3 Case Studies

3.1 Case Study 1: Parameter Estimation of Photovoltaic
Models

The electrical characteristics of a photovoltaic (PV) can be represented by an
equivalent electric circuit model as shown in Fig. 2. It consists of light-dependent
current source, a p-n junction diode and two resistances (one in series and another
in parallel). This model is widely known as five-parameter equivalent electric
circuit model (since it has five unknown parameters). These parameters are the
light generated current (IL), reverse saturation current (Io), series resistance (RS),
shunt resistance (RSH) and modified ideality factor (a). The performance and
competence of this model is highly dependent on the values of these parameters
and must be known for its implementation.

By Kirchhoff’s law, the simple relationship of currents can be found as given
by:

IPV ¼ IL � I0 exp
VPV þ IPV RS

a

� �
� 1

� �
� VPV þ IPV RS

RSH

� �
ð16Þ

a ¼ NsnkT

q
ð17Þ

where IPV and VPV are the PV panel current and voltage, respectively; NS repre-
sents the number of cells in the PV panel; T is the cell temperature; n is the ideality
factor of the diode; the constants k and q are Boltzmann’s constant and electronic
charge, respectively. Equation (16) represents the I–V characteristics of the PV
and is governed by the values of the five parameters (IL, I0, RS, RSH, a). The
modeling of a PV device is quite complex because of the transcendental nonlinear
characteristics of Eq. (16) and the unknown values of the five parameters. Having
known values of these parameters, Eq. (16) can be solved using an efficient

RS

RSH
VPV

IL ID

IPVFig. 2 Equivalent electric
circuit model of a PV device
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numerical method such as Newton–Raphson’s method. With different atmospheric
conditions, these parameters have different values which can be calculated at any
ambient condition using the following translational model equations (Eqs. 18–23):

a ¼ aref
TC

TC; ref

	 

ð18Þ

IL ¼
S

Sref
IL; ref þ lI; SC TC � TC; ref

ffi �� �
ð19Þ

RSH ¼ RSH; ref
Sref

S

	 

ð20Þ

RS ¼ Rs; ref ð21Þ

I0

I0; ref
¼ TC

TC; ref

	 
3

exp
NSTref

aref

	 

� Eg; ref

Tref
�Eg

T

����

����

	 
� �
ð22Þ

Eg

Eg; ref
¼ 1� C T � Tref

ffi �
ð23Þ

where S and Tc represent the solar radiation and temperature of the PV panel,
respectively; lI,sc and NS are the coefficient of the short-circuit current and the
number of cells in the panel, respectively (both of these quantities are provided by
the manufacturer); Eg is the band-gap energy of the PV cell material;
C = 0.0003174. The quantities with the subscript ref represent their values at the
Standard Test Condition (STC) (1000 W/m2 and 25 �C).

The major challenge in the implementation of this model lies in the estimation
of the model parameters as their values are not provided in the solar panel cata-
logue. The exact values of these parameters are required to regenerate the output
characteristics of the PV panel accurately. Various algorithms have been presented
in the literature; some of them require experimental data which is not usually
provided by the manufacturer [25]. Other algorithms make few assumptions which
deteriorate the performance of the model [26]. The efficiency of these later
methods is tainted because of the assumptions made. Recently, several evolu-
tionary algorithms, like Genetic algorithms (GA) [27] and particle-swarm opti-
mization (PSO) [28], have been utilized to optimize these model parameters with
promising results shown. In the following subsections, we describe an alternative
method for estimating the model parameters using differential evolution (which
was reviewed in Sect. 2.1).

3.1.1 Parameter Estimation Using DE

Here, we apply the DE-based parameter estimation method to determine the
optimal values for the parameters involved in the photovoltaic model. DE requires
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only the data supplied in the manufacturer provided catalogues. This data gives the
values of I–V pair at short-circuit condition (SC), open-circuit conditions (OC) and
maximum power conditions (MP) at STC (1,000 W/m2 and 25 �C). Figure 3
shows these points on the typical I–V and P–V curves. This method uses only the
values of these points in the estimation process and can redraw high precision I–V
and P–V curves of the PV.

Similar to other optimization techniques, DE requires an objective function that
needs to be minimized or maximized. An appropriate objective function is needed
for this purpose and should be dependent on the optimizing parameters (IL, Io, RS,
RSH, a). The objective function used in this work is based on the error calculation
and is given by the following equations:

J ¼ ErrorV ;I;P
MPP þ ErrorV;I

OC and SC ð24Þ

ErrorX ¼
XMeas � XExp

XExp
ð25Þ

where VMP, IMP and PMP represent the voltage, current and power at maximum
power point, respectively; VOC and ISC are the voltage at open circuit point and the
current at short circuit point, respectively. The values of these points are given in
the PV panel datasheet. VSC and IOC are the voltage at the short-circuit condition
and the current at the open-circuit condition, respectively, having values equal to
zero. X represents any of the above mentioned points. XMeas is calculated using
the estimated parameters and XExp is taken from the datasheet. Error represents the
deviation of the measured value from the experimental value given in the
datasheet.

The goal of this optimization problem is to identify the optimum values of the five
parameters (IL, I0, RS, RSH, a) at STC by minimizing the objective function given in
Eq. (24), which will basically reduce the error at the above mentioned key points.

0 5 10 15 20 25
0

10

20

30

40

P
ow

er
 (

W
)

Voltage (V)

0

2

4

C
ur

re
nt

 (
A

)

Maximum power point (MPP)

Fig. 3 Typical I–V and P–V
curve of PV

274 M. A. Abido et al.



The parameters determined at STC can then be used to calculate the values at other
operating conditions using Eqs. (18–23) as stated before. The flowchart for the
proposed parameter estimation method using DE is shown in Fig. 4.

3.1.2 Results and Discussion

The efficiency of the DE-based parameter estimation method is validated by
comparing the determined curves (generated by estimated parameters) with the
experimental curves. The experimental curves data is extracted from the PV panel

Start

Setting control parameters of DE 
(Gmax, NP, D, F, CR)

Taking PV panel data from datasheet

Initialization operation: 
Using Eq. 3

Objective function evaluation 

Search best solution
(Update)

Mutation operation Eq. 4: 
Generate mutant vector

Crossover operation Eq. 5:
Generate trail vector

Objective function calculation 
for trail vector 

Selection operation Eq. 6

Stopping criteria

Display parameters 

yes

no

Fig. 4 The flowchart for the
parameter estimation method
using DE
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datasheets using digitizer software. Two PV panels of different technologies are
used for this purpose; these are mono-crystalline (m-Si) and thin film (CIS) and
their specifications are given in Table 1.

The control parameters of DE are shown in Table 2. These values are selected
by running the simulation several times and checking its convergence efficiency.
Figure 5 shows the convergence performance of DE for the two selected PV
panels. As shown, the values of the objective function become zero after 50 and
100 iterations for CIS and m-Si solar panel, respectively. The optimized values of
the five parameters are shown in Table 3.

Table 1 Specifications of selected PV panels (taken from the datasheet)

Parameter Mono-crystalline (m-Si)
(Sun power 230 W)

Thin film (CIS)
shell ST36

Open-circuit voltage (VOC) 48.7 V 22.9 V
Short-circuit current (ISC) 5.99 A 2.68 A
Maximum power voltage (VMP) 41 V 15.8 V
Maximum power current (IMP) 5.61 A 2.28 A
Maximum power (PMP) 230 W 36 W
Number of cells in series (NS) 72 42
ISC temperature coefficient (l-ISC) 3.5 mA/�C 0.32 mA/�C
Voc temperature coefficient (l-VOC) –132.5 mV/�C –100 mV/�C

Table 2 Control parameters
of DE

Control parameters Value used

Number of generation (Gmax) 200
Population size (NP) 250
Crossover factor (CR) 0.6
Mutation factor (F) 0.4
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3.1.3 Comparison with Experimental Data

Figure 6a, b shows the I–V and P–V curves generated from the estimated
parameters for mono-crystalline (m-Si) and thin film (CIS) panel, respectively, for
different irradiation levels and constant temperature of 25 �C. These figures
illustrate that the I–V curves obtained from the proposed method are in great
accordance with the experimental curves for all the irradiation levels, particularly

Table 3 Values of the five parameters identified using DE

Parameter Mono-crystalline (m-Si)
(Sun power 230 W)

Thin film (CIS)
shell ST36

Light current ‘‘IL’’ (A) 5.99 2.6803
Saturation current ‘‘I0’’ (A) 1.4032e - 7 4.11965e - 05
Series resistance ‘‘RS’’ (X) 0.008686 1.3901
Parallel resistance ‘‘RSH’’ (X) 95658.60 38544.6
Modified ideality factor ‘‘a’’ 2.7715 2.0662
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for STC. The accuracy of the proposed method encountered with temperature
changes is shown in Fig. 7 for both the technologies. The performance of the
proposed approach is examined at 20 �C, 30 �C, 40 �C, 50 �C and 60 �C for thin
film. For mono-crystalline, it is evaluated at two levels 25 �C and 50 �C because
the experimental data for these temperatures only is available in the datasheet. It
can be seen that the curves generated from the proposed method matches with the
experimental curves under all the temperature variations.

3.1.4 Statistical Analysis

Three statistical errors are used for a comprehensive comparison of proposed
approach. These errors are the root-mean-square error (RMSE), the mean-bias
error (MBE) and the mean-absolute error (MAE). The relative values of these
errors are given by the following equations:

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Pn
i¼1 yi � xið Þ2

q

1
n

Pn
i¼1 xi

ð26Þ
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MBE ¼
1
n

Pn
i¼1 yi � xið Þ

1
n

Pn
i¼1 xi

ð27Þ

MAE ¼
1
n

Pn
i¼1 yi � xij j

1
n

Pn
i¼1 xi

ð28Þ

where yi and xi represent the measured and experimental values, respectively and
n is the number of data points. The precision of the proposed method is analyzed
by RMSE and MAE while MBE is used to show whether the approach is over-
predicting or under-predicting the experimental values. These errors are calculated
for current values computed against the voltage points. Figure 8 illustrates the
values of these errors for different irradiation and temperature variations. It can be
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observed that the error at STC is negligible and within the acceptable range for
other conditions.

3.2 Case Study 2: Maximum Power Point Tracking

The output characteristics of a PV device are represented by I–V and P–V curves
as shown in Fig. 9. For an arbitrary PV array configuration and a set of operating
conditions, it is possible to plot an I–V curve showing the array’s output current as
a function of its output voltage. The array’s P–V curve shows the output power as
a function of the output voltage. Figure 9 shows two such curves for an arbitrary
operating condition; the solid line shows the I–V curve of a PV array while the
dotted line shows the power output of the same array. The small dot marked on
the P–V curve is known as the Maximum Power Point (MPP) and it represents the
maximum power that can be delivered by the PV array under a specific set of
operating conditions. This is the point where the PV device is most efficient in
converting the solar energy into electrical energy. The MPP is not a fixed point but
actually varies throughout the day depending upon the environmental conditions,
i.e. solar radiation and cell temperature. These conditions are commonly known as
operating conditions for the PV device and are always changing with time which
keeps varying the MPP. Therefore, the maximum power point tracking (MPPT)
controller is of a great importance and an integral part of all kinds of the PV
systems [36]. It forces the PV system to operate at its maximum efficiency.

Despite the increasing use of PV, this technology still faces a major obstacle
due to its high capital cost and low efficiency. The overall efficiency of the PV
system depends upon the efficiencies of PV panels, power electronics converters
and maximum power point algorithm. The PV panels have efficiency around
8–20 % only, converters have 95–98 % and MPPT algorithm has more than 98 %.
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The efficiencies of electronic converters and PV arrays depend on the technology
but MPPT efficiency can be increased by improving its tracking methods. These
efficient and superior techniques can easily be installed in the previously existed
PV systems by updating their software with less cost.

Many MPPT techniques have been proposed in the literature and comprehen-
sive comparisons of these methods have been presented in [29]. The conventional
MPPT techniques are based on the approximation [30] and hill climbing methods
[31] and have some deficiency such as oscillation in the steady state, large con-
vergence time and possible failure to track MPP under the rapidly changing
environmental conditions [32]. In [33, 34], the researchers improved these con-
ventional methods by making some modifications but are not able to surmount
these deficiencies completely. Recently, some intelligent techniques [16, 35] are
used to overcome the shortcomings of the conventional methods and improve the
tracking results.

3.2.1 ANFIS-Based MPPT Controller

As the output characteristics of a PV system are highly nonlinear, computational
intelligence techniques are widely used to improve the efficiency of the MPPT
controller. Fuzzy logic can transform the linguistic and heuristic terms to
numerical values and vice versa using membership functions and fuzzy rules.
Artificial neural network (ANN) can approximate the nonlinear functions to map
inputs and outputs but it do not have heuristic nature. Researchers combine the
fuzzy inference system (FIS) with the ANN to build a hybrid system named as
Adaptive Neuro-Fuzzy Inference System (ANFIS) to balance the shortcomings of
one system with the advantages of the other system [23]. In this case study, ANFIS
is utilized to build an efficient MPPT controller.

To design an MPPT controller using ANFIS, the first task is to gather the input–
output data set for training purpose. This training data is generated using the PV
model developed in previous case study. A step by step process of data generation
is illustrated in the flowchart shown in Fig. 10. As a first step, values of the five
unknown parameters for the considered PV panel and PV array are estimated using
an efficient algorithm, e.g. similar to the one explained in the first case study in
Sect. 3.1.

The training parameters are: NMAX representing the number of training data
points, (TMIN, TMAX) representing the minimum and maximum temperatures, and
(SMIN, SMA) representing the minimum and maximum irradiation. TMIN, TMAX,
SMIN, and SMAX can be specified depending upon the geographical location where
the PV array is installed. The following step is to generate a random operating
condition within the specified range and then modify the five parameters at this
operating condition using Eqs. (18–23). The advantage of using the random oper-
ating condition is that it includes the uncertainties of the weather conditions within
the training process. Then the transcendental nonlinear equation, Eq. (16), is solved
for current calculation using an efficient numerical technique (e.g. Newton–Raphson
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in this case) and the value of the voltage corresponding to the maximum power point
is stored against the specified operating condition. This process is executed for NMAX

times to generate the training data set of length NMAX. After getting the input–output
data set, the next step is to design the ANFIS-based MPPT by a hybrid learning
algorithm. The parameters of the membership functions are adapted such that they
track the input–output data finely.

The arrangement of the ANFIS-based MPPT controller is shown in Fig. 11. The
input of the ANFIS-based MPPT controller is the ambient conditions, i.e. irradi-
ation and temperature, and its output is the reference voltage (VREF) which is
normalized using the DC link voltage (VDC). The normalized reference voltage
(VREF, norm) is fed back to the voltage control loop where a PI controller is used to
maintain the output voltage of the PV array (VPV) to the reference optimal voltage
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by adjusting the duty ratio of DC-DC converter, which results in a maximum
power extraction.

3.2.2 Results and Discussion

A complete PV system used is shown in Fig. 11 and it consists of PV array, DC-DC
buck converter, MPPT controller, DC link capacitor and inverter. The PV array will
generate a varying DC voltage (VPV) and current (IPV) depending upon the weather
conditions. The buck converter and DC link capacitor are utilized to smooth these
varying quantities and make them accessible for the inverter. The MPPT is
employed as a controller for the buck converter that adjusts the duty ratio of switch
to extract maximum possible power from the PV array under all operating
conditions.

The specifications of the PV system used are shown in Table 4. An array of
50 9 20 panels is used to show the operation of the ANFIS-based MPPT controller
with a large PV power station. Buck converter is designed to work in a continuous
conduction mode (CCM) and have the specifications of: C1 = 100 lF, L = 5 mH,
switching frequency of 5 kHz and DC link capacitor C2 = 500 lF. The training
parameters used to generate the set of input–output data set are: NMAX = 1000,
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Table 4 Specification PV
panel parameter at STC

Panel parameter Datasheet
value

Model
parameter

Estimated
value

VOC (V) 21.7 IL (A) 3.35
ISC (A) 3.35 I0 (A) 1.7053e - 05
VMP (V) 17.4 RS (X) 0.00477
IMP (A) 3.05 RSH (X) 3.9601e ? 04
N 36 a 1.78044
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TMAX = 80 �C, TMIN = 0 �C, SMAX = 2000 W/m2, SMIN = 0 W/m2. These
parameters show wide and dynamic range for temperature and irradiation that
allows the designed MPPT to work efficiently under uncertain operating conditions.

The ANFIS-based MPPT is developed in MATLAB/Simulink using three
generalized bell (g-bell) shaped membership functions. These membership func-
tions are selected by comparing the training root mean square error (RMSE) for
different number of membership functions. A hybrid learning algorithm is utilized
that uses the LSE to adapt the consequent parameters and a back-propagation
method to optimize the premise parameters of the membership functions. The
epochs selected for training purpose is 300 that reduced the RMSE to a lower
value of 0.8 as shown in Fig. 12.

To show the effectiveness of the ANFIS-based MPPT, a comparison with the
conventional incremental conductance (InCond) method is demonstrated. Both
simulation and experimental tests are conducted under the step-up change in irra-
diation level and is shown in Fig. 13. It shows that the irradiation is constant with a
value of 500 W/m2 up to 0.25 s and then increases drastically to 1,000 W/m2. The
P–V curves for the selected PV array under low (500 W/m2 and 25 �C) and normal
(1,000 W/m2 and 25 �C) irradiation levels are shown in Fig. 14. It can be seen that
the maximum power that can be generated by the PV array at low irradiation level is
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24.669 kW and is labeled as point X on the graph. After a step-up change in
irradiation, the operating point shifts to point Y (point at STC) having the maximum
possible power of 53.07 kW (VMP * IMP * NSS * NPP = 53.07 kW).

A. Simulation Results
A nonlinear time domain simulation is carried out with the ANFIS-based and
InCond-based MPPT controllers. For InCond method, a fixed value of perturbation
step size is chosen based on a tradeoff between fluctuations in the steady state and
tracking speed. Figure 15 shows a comparison of the PV array power output (PPV)
for both the controllers. It can be seen from the graph that the MPP reached by the
ANFIS-based MPPT controller is much faster than the conventional InCond in
both the tracking regions, i.e. start of the algorithm and step-up change in irra-
diation. For example, it can track the MPP in 0.04 s while the InCond takes 0.1 s
in the start of the algorithm. When a step-up change in irradiation occurs, the
MPPT controller shifts the operating point from point X to Y and it can be noticed
from the plot that the response of InCond is much slower than the proposed
ANFIS-based MPPT.

To demonstrate the efficiency of the proposed controller in the steady state
region, a portion of the graph from 0.3 to 0.34 s is enlarged where irradiation level
is maintained at 1,000 W/m2. It can be seen from the enlarged graph that the
ANFIS-based MPPT has smoother response as compared to InCond which shows a
considerable amount of fluctuation in the steady state and its power varies from
53.07 to 52.78 kW that shows oscillation of 294 W. Although it is possible to
diminish these fluctuations by reducing the perturbation step size, it results in even
much slower tracking of MPP. The simulation results for the duty cycle PV array
voltage (VPV) and current (IPV) are shown in Figs. 16 and 17. This verifies the
effectiveness of the proposed MPPT under the changing irradiation condition.

From the simulation results, it can be inferred that the proposed ANFIS-based
controller is faster than InCond controller in transitional state, and it has fewer
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oscillations in the steady state. All these factors will cause less power loss and
result in more power output from the PV array.

B. Experimental Results
The effectiveness of the proposed ANFIS-based MPPT controller is experimen-
tally verified using the Real-Time Digital Simulator (RTDS) and dSPACE con-
troller. A complete PV system is developed in RTDS and the ANFIS-based MPPT
is designed in dSPCAE controller and integrated with RTDS as shown in Fig. 18.

The same disturbance as used in the simulation test (step-up change in irradia-
tion level) is applied. The experimental results for PV power (PPV), PV voltage
(VPV), PV current (IPV) duty cycle are shown in Figs. 19 and 20 for both controllers.
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It can be seen that the ANFIS-based MPPT controller has less fluctuations and it can
reach the steady state faster than the conventional InCond method. This experi-
mentally verifies the competence of the ANFIS-based MPPT over the conventional
method.

C. Comparison of Simulation and Experimental Results
The results from the MATLAB/Simulink simulations are compared with the
experimental results to explore the validity of the ANFIS-based MPPT controller.
A comparison of the system response and performance for the disturbance under
discussion is shown in Figs. 21, 22 and 23. Figure 21 depicts the PV power output
(PPV) and shows how the proposed controller track the MPP in MATLAB/Sim-
ulink and experimental simulations under the step-up change in irradiation level.

Fig. 19 Experimental
waveform for PV power
output

Fig. 20 Experimental
waveform for PV voltage, PV
current and duty ratio
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Comparisons of the PV output voltage (VPV) and current (IPV) are illustrated in
Figs. 22 and 23, respectively. It can be seen that the experimental results are very
much similar to the simulation results. Both the experimental and MATLAB/
Simulink results validate the accuracy of the ANFIS-based MPPT controller
model.
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4 Directions for Future Work

• The following subjects are recommended for future work.
• The developed PV simulator can be modified by using two-diode PV model that

will add two additional unknown parameters to optimize and comparison can be
done between modified and proposed simulator to investigate their efficiencies.

• Different optimization techniques can be used instead of DE to estimate the
model parameters of PV, to study which optimizing technique is better.

• Different objective function can be used to test the efficiency of the evolutionary
techniques.

• Partial shading condition is one of the major issues and causes multiple peaks in
the PV curve and made it difficult to track the global MPP. The proposed
ANFIS-based MPPT controller is designed for uniform irradiation condition and
it can be improved to work in the partial shading conditions.

• Effectiveness of the ANFIS-based MPPT can be tested under actual real data of
irradiation and temperature.

• The developed PV system model and ANFIS-based MPPT controller can be
interfaced with the power grid through inverter and effects of changing envi-
ronmental conditions on power grid can be studied.

• Practical setup of actual PV array with all necessary sensors and controllers can be
installed to test the performance of proposed ANFIS-based MPPT controller.
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On-line Demand Management of Low
Voltage Residential Distribution Networks
in Smart Grids

Farhad Shahnia, Michael T. Wishart and Arindam Ghosh

Abstract A novel intelligent online demand management system is discussed in
this chapter for peak load management in low voltage residential distribution
networks based on the smart grid concept. The discussed system also regulates the
network voltage, balances the power in three phases and coordinates the energy
storage within the network. This method uses low cost controllers, with two-way
communication interfaces, installed in costumers’ premises and at distribution
transformers to manage the peak load while maximizing customer satisfaction. A
multi-objective decision making process is proposed to select the load(s) to be
delayed or controlled. The efficacy of the proposed control system is verified by a
MATLAB-based simulation which includes detailed modeling of residential loads
and the network.

Keywords Smart grid � Demand management � Peak load shaving � Voltage
control � Power balancing � Decision making

F. Shahnia (&)
Department of Electrical and Computer Engineering, Center of Smart Grid
and Sustainable Power Systems, Curtin University, Perth, Australia
e-mail: farhad.shahnia@curtin.edu.au

M. T. Wishart
Technology Development Department, Ergon Energy, Brisbane, Australia
e-mail: mike.wishart@ergon.com.au

A. Ghosh
School of Electrical Engineering and Computer Science, Queensland University
of Technology, Brisbane, Australia
e-mail: a.ghosh@qut.edu.au

Z. H. Khan et al. (eds.), Computational Intelligence for Decision Support
in Cyber-Physical Systems, Studies in Computational Intelligence 540,
DOI: 10.1007/978-981-4585-36-1_10, � Springer Science+Business Media Singapore 2014

293



1 Introduction

Distribution networks are designed to supply peak loads to ensure acceptable
reliability, despite the fact that these peak loads typically occur for a small fraction
of the year [1]. Therefore, the overall electricity infrastructure cost is largely
determined by the peak load on the network; hence, there is a strong motivation to
minimize peak load growth. In many parts of the world, peak load growth in
residential areas is higher than the consumption growth. As an example, in
Queensland Australia, electrical utilities Energex and Ergon traditionally experi-
enced an average annual residential peak load growth of 7–13 % compared with an
annual residential consumption growth of 2–3 % due to a number of factors
including the proliferation of air-conditioning [2, 3]. This has resulted in large
annual capital expenditures on system upgrades. In the future, the introduction of
plug-in electric vehicles (PEVs) is expected to further increase the peak load
especially in residential areas [4–6].

Much work has been historically done on direct or indirect demand manage-
ment [7–12]. Direct demand management schemes, often called Direct Load
Control (DLC) systems, typically make use of a control signal from the utility to
directly control loads. The water heater ripple control systems currently used in
many parts of the world are an example of a traditional DLC system [13, 14].
Recent schemes often propose using real-time pricing as the control signal to
trigger automated action from home automation controllers [15, 16]. Some pilot
projects are also being conducted of individual house load management [17]. In
addition, direct control methodologies for PEV charging have recently been pro-
posed to minimize the impact of PEV charging [18, 19]. Indirect demand man-
agement schemes use price as a control variable to influence consumers’ behavior
and thus indirectly control the load. For example, time of use tariffs typically
increase the price of power during peak periods thus encouraging consumers to
shift their consumption to off-peak period [20–22].

On the other hand, keeping the voltage in distribution networks within the
standard acceptable range is of high importance and often a statutory requirement
for utilities. The voltage variation in low voltage distribution networks depends on
different factors including load variation and quantity of rooftop photovoltaic cells
(PVs) within residential premises. Utilities traditionally design the low voltage
circuitry to limit voltage drop under peak load conditions. This may result in a
methodology of setting distribution transformer tap settings to relatively high
values to allow for the voltage drop along the length of the low voltage distribution
feeder in combination with using relatively low impedance conductor with high
cross-sections [1, 23]. However, this methodology may result in a voltage rise
problem during off-peak periods in networks with high penetration level of PVs.
For preventing this issue, some utilities have placed a limit on the penetration level
of PVs in low voltage distribution networks. For example, Energex does not permit
a new household to install rooftop PV if penetration level in the feeder is above
30 %.
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The grid-connected rooftop PVs were financially beneficial for the house-
holders because of the high electricity feed-in tariff. However, it is expected that
the feed-in tariffs will be stopped soon by many governments. This will provide
some motivation for householders to install batteries to store the generated power
from PVs for later consumption instead of injecting it into grid for low financial
reward. This is favorable for reducing the voltage rise problems in network during
off-peak periods and can lead to a higher level of PV penetration in the network in
the future [24]. In a similar way, they can be helpful in the network voltage drop
management.

On the other hand, phase balancing is also of high interest in distribution
networks. Although the utilities aim to minimize the unbalance among the three
phases by equally distributing houses among the three phases, in practice many
houses have historically been connected in an ad-hoc manner resulting in unbal-
anced connection. In addition, different power consumption patterns in houses,
house sizes and network configurations have high impact on unbalance and this is
further affected by PV, PEVs and batteries penetration. Different methods are
already proposed for unbalance improvement in networks by installation of power
electronics-based devices [25]. However, unbalance can also be targeted when
controlling the loads in the low voltage residential distribution networks using the
smart demand management.

In this chapter, a smart on-line direct demand management system is discussed
for low voltage distribution networks. The main objective of the discussed novel
method is to prevent overloading the distribution and upstream transformers at
peak load periods. This method works based on instantaneous load levels and
requires installation of smart controllers with local communications capability.
Further, this smart demand management system is modified to consider voltage
drop and unbalance when controlling the loads.

The load control decision during peak periods (i.e. which load to delay or
control) is a complex process, depending on multiple different criteria such as
customer priority, load operation satisfaction, overloading level and number of
loads to be controlled. In this chapter a Multi-Objective Decision Making
(MODM) method [26] is utilized to achieve the load control objective with
minimal impact on customers. MODM method is developed with the following
objectives:

• Maintain the transformer loading below its nominal rating,
• Balance the three phases,
• Maintain network voltage within standard limits,
• Coordinate battery charging and discharging in the network.

Section 2 presents the low voltage residential distribution network, under
consideration in this chapter. In Sect. 3, the proposed control method is described
along with its required hardware, control algorithms. Section 4 discusses the
decision making process for load control. In Sect. 5, the analysis methodology is
described including detailed modeling of different residential loads and load flow
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analysis. The simulation results for the network under consideration, with and
without the novel smart demand management control system, are provided in
Sect. 6. The effectiveness of the system in controlling the peak demand, network
voltage drop and power unbalance among the three phases, while maintaining
customer satisfaction, is demonstrated through simulation results.

2 Network Under Consideration

Figure 1 shows the schematic of a typical low voltage residential distribution
feeder in a suburban area. It is assumed that a 100 kVA, 11 kV/400 V distribution
transformer supplies residential loads in the feeder. The schematic diagram of the
novel smart demand management system is also shown in this figure.

The network assets are traditionally designed for a certain peak load level based
on standardized After Diversity Maximum Demand (ADMD) figures [1]. For
example, Ergon Energy, uses an ADMD of 4–5 kVA per detached dwelling for
suburban houses, based on historical peak load data and obviously neglects PEVs.
Transformer and conductor ratings and transformer tap settings are calculated
using the ADMD values along with the associated voltage drop and consideration
of the voltage drop on the Medium Voltage (11 kV) network.

In practice, the peak load value in residential networks is season and area
dependent but generally occurs in the evening. Uncontrolled Level I charging of
PEVs (from a house outlet at 230 V 10/15 A) is expected to be added to this peak
since it is expected that customers will generally plug in their vehicles for charging
as they return home. If the traditional network design methodology is followed,
penetration of PEVs will potentially have significant implications on the network
infrastructure cost.

3 Smart Demand Management System

The main requirements for such a smart demand control system are:

• Effectiveness: the system should limit peak load while assuring customer
satisfaction.

• Low cost: the system should utilize low cost hardware.
• Scalable: the system should be easily scalable to larger networks.
• Robustness: the system should be fault tolerant.

Considering the distribution network depicted in Fig. 1, the main objective of
the control system is to ensure that the transformer and conductors do not exceed
their ratings while minimizing the negative impact on consumers. In addition, the
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control system might be utilized to improve voltage drop as well as power
unbalance among the three phases.

It is proposed that a micro-processor based intelligent controller, denoted end-
user controller, is installed in each house to measure and control loads and to
communicate with the controller located at the transformer. All controllers have
low-bandwidth two-way communication capability. The end-user controllers
measure the power consumption of each controllable device in the house and send
that information to the relevant transformer controller every 2 min. The schematic
diagram of the novel smart demand management system is shown in Fig. 1.

When the transformer controller detects an overload in the transformer, it
decides which load(s) should be controlled and sends a command to the end–user
controller in the related house to delay/adjust that load(s). In this analysis, eight
controllable devices are considered within residential premises. These controllable
devices are swimming pool pumps, electric water heaters, electric vehicle charg-
ers, hysteresis-type Air Conditioners (ACs), inverter-type ACs, clothes washers,
dish washers and clothes dryers. In addition, charging/discharging of residential
batteries can be controlled. The load selection procedure is discussed in the rest of
this section. After the selected load is delayed or adjusted, the end-user controller
sends a confirmation command to the transformer controller. Upon receiving this,
the transformer controller re-measures the total transformer loading. If the trans-
former loading is now below the threshold, no further action is taken. If the
loading still exceeds the threshold, the transformer controller will again choose

Main 
Controller LV Residential Feeder

End-user 
Controller

Residential 
House

11/0.4 kV 
Transformer

Water
Heater

AC
Washer
Dryer

Swimming 
Pool PEV
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PV Battery

Fig. 1 Schematic diagram of a low voltage residential distribution feeder with the discussed
novel smart demand management system
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another load to be delayed/adjusted. This process continues until all controllable
loads are delayed/adjusted.

The specific control action depends on the load type. Most loads (e.g. clothes/
dish washers, clothes dryers, swimming pool pumps, electric water heaters and
electric vehicle chargers) are delayed by 15 min and then reconnected, while the
set point of locally controlled loads such as inverter ACs and water heaters are
adjusted for 15 min and then reset.

Various incentive methods/tariffs can be considered to encourage the house-
holder to participate in this control scheme. While not the focus of this chapter,
this could be as simple as free installation of controllers along with rebates or
discounts on electricity bills.

In the discussed system, the control signals are generated as soon as the load
reaches the steady state transformer rating. However, this rating limit can also be
made dynamic based on a transformer thermal model which considers the trans-
former rating, the overload magnitude and period, and the ambient temperature
[27]. This would generally allow a greater load before limiting, while still main-
taining the transformer overload protection.

Reducing the total loading of a network will indirectly result in improved
voltage profile within the network. However, there is no certainty that if the load is
below its limit, the low voltage network voltage profile falls within its limits. For
improving the effectiveness of the controller, other objectives are considered in
addition to transformer loading control. So far, it was assumed that the controller
starts action if the transformer loading is above its nominal rating. Now, let us
assume that the controller starts action if the transformer loading is above its
nominal rating or the voltage at any node along the feeder is below the standard
voltage limit. For this purpose, it is necessary that the end-user controllers measure
the input voltage rms of each house in addition to the power consumption of each
device in the house and send that information to the transformer controller every
2 min. Therefore, when the transformer controller detects an overload in the
transformer or non-standard voltage drop along the feeder, it decides which load(s)
should be controlled and sends a command to the end-user controller in the related
house to delay/adjust that load. After the selected load is delayed or adjusted, if the
transformer loading still exceeds its threshold or voltage drop exceeds standard
limits at any bus along the feeder, the transformer controller will again choose
another load to be delayed or adjusted. This process continues until all controllable
loads are delayed or reduced.

3.1 Voltage Control Algorithm

Different methods can be used for regulating the voltage in network peak period.
In the first method, the controller can be scheduled to adjust/delay a load if the
voltage along the feeder drops below the standard voltage limit at any node.
However, the voltage improvement on the network is dependent on the location of
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the controlled load and the required voltage drop will not necessarily be achieved
even after controlling many loads.

More effective results can be achieved if transformer maximum rating level is
reduced in case of excessive voltage drop along the feeder. Later in this chapter,
for the hypothetical feeder considered, it is shown that the voltage drop along a
feeder can be kept above 0.94 pu along the feeder if the transformer maximum
overloading limit is reduced to 80 % of its nominal rating. The 80 % limit was
calculated after several observations and choosing different levels between
75–95 % for the network under consideration. It is to be reminded that the best
limit can be chosen based on the number of loads controlled and the time period
that the non-standard voltage exists in the network.

3.2 Control of Batteries

Different charging and discharging control algorithms can be considered for bat-
teries connected to PVs in residential premises. Generally householder owned
batteries would be used to optimize householder value, for example to minimize
the exported power to the grid when feed-in tariffs are not attractive. In this study
however, it is assumed that the batteries are controlled for utility purposes. It is
assumed that they automatically start to charge from their arbitrary initial charge to
100 %, with a constant or variable rate, when the PV output power is available.
Hence, the PV and battery combination can act such that all active power gen-
erated from PVs gets charged into batteries until they are fully charged. Once the
batteries are fully charged any PV generated power is fed into the grid.

There are two general strategies to control the battery discharge. In the first
strategy, the batteries will start to discharge to prevent transformer overloading. In
this case, batteries will start to discharge earlier in the day and the network will
suffer from voltage drop problem later in the day after the batteries are discharged
to their minimum acceptable SOC. Hence, the transformer rating limitation has to
be applied for a longer time per day, which is not desired.

In the second strategy, the batteries will start to discharge to prevent non-
standard voltage drop in network. Therefore, in this study, discharging of batteries
is used for voltage support and regulation in the network. Consequently, they do
not start to discharge if the voltages are above standard voltage drop limit, irre-
spective of transformer loading.

Therefore, in the discussed system, a voltage regulation strategy is considered
as the main criterion for controlling the discharge of the batteries. In this strategy,
two options can be considered as discussed below:

• The first option is the stand-alone control of each battery. In this way, each
battery will start to discharge with a constant rate if the input voltage of the
house, in which the battery is installed, goes below the standard voltage limit.
Although this decentralized control method is easy to develop and is
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communication free, it might not be useful for the batteries installed at houses at
the beginning of the feeder as the voltage in those nodes might never go below
standard voltage drop limit even during network peak periods.

• The better option is that all batteries within the network start to discharge when
there is a non-standard voltage drop problem at any bus in any of the phases
within the network. This simultaneously addresses both the voltage drop and the
transformer overloading issues. Hence less control commands are used for the
loads resulting in better customer satisfaction. This is the selected option in this
study for discharging control of rooftop PV batteries in the network.

4 Multi-objective Decision Making Process

MODM is a methodology for selecting the best action (or decision) from a large
number of alternatives given multiple (often competing) objectives. A decision
matrix is used to weight different alternatives and derive the resulting action. A
survey of different MODM techniques is provided in [26].

In the discussed system, eight controllable residential load types are considered
as alternatives for delay or control by the distribution transformer controller. In
addition, there are different criteria for defining which load(s) to be controlled.
Using the MODM method, it is possible to consider the effect of several criteria,
each with a different weighting value on prioritizing the loads to be delayed or
adjusted. The criteria which have effect on prioritizing the loads are:

1. User Priority
Customers may set the general priority of load delay or adjustment i.e. the order
in which their appliances are delayed or controlled during peak load periods.
The user priority is converted to a numerical value in range of [0 1] for their
eight controllable devices, where 1 and 0 show the highest and lowest priority
for delay/control, respectively.

2. Flexibility of Device Operation
Inherent characteristics of different load types result in different flexibilities for
disconnection and reconnection of appliances. For example, a swimming pool
pump can work any time of the day if it satisfies its desired total hours of
operation per day. Therefore, it has a high flexibility. Clothes/dish washers have
a lower flexibility. This is due to this fact that if they are disconnected during a
cycle, the heated water inside will cool down; needing to be warmed up again
next time it starts. Water heaters and ACs are considered to have a high flex-
ibility (subject to their satisfaction criterion discussed next).

3. Satisfaction Index
A satisfaction index is defined to represent how close a device/appliance is to its
optimum state of operation. This index is dynamic and is updated every 5 min.
This index is calculated differently for each load as shown schematically in
Fig. 2. They are briefly discussed below:
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• AC satisfaction index depends on how close the room temperature is to its set
point.

• PEV satisfaction depends linearly on the state of charge of its battery.
• Clothes washer, dryer and dishwasher satisfaction depends on the ratio of

remaining operational time and available time. Available time is based on
constraints set by the user i.e. washing/drying must be finished by a certain time.

• Swimming pool satisfaction depends on total operational time in the last 24 h
compared with set time.

4. Power Matching
It is more desirable for the transformer controller to select a load which closely
matches the required power decrease than one which is highly dissimilar.
Therefore, the controller calculates a dynamic power similarity criterion for
each load at each decision making step. All loads are normalized in range of
[0 1] where 1 shows the power consumption of a specific load is very close to
the required power reduction.

5. High Power Consumption
Assuming all customers are on the same tariff, it is desirable for the controller
to first control an appliance from the house with higher total electric power
consumption rather than with lower total power, since the houses with the
highest consumptions are the biggest contributors to the overload. Therefore, at
each decision making step, a numerical value in range [0 1] is allocated for all
controllable devices in each house expressing the ratio of total power of the
house compared to other houses, where 1 and 0 show the house respectively
with highest and lowest total power consumption at that moment.

Fig. 2 Satisfaction index calculation for different type of residential loads
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6. Power Balancing
Power balancing is of high interest in distribution networks. It can be consid-
ered as a criterion in the discussed smart demand management system when
controlling the loads within the network. For this purpose, at each decision
making step, a numerical value in range [0 1] is allocated for all controllable
devices in all the houses connected to one phase. This value will be high if the
houses are connected to a higher loaded phase and will be low if the houses are
connected to the lowly loaded phase. The difference between high and low
values is normalized to demonstrate the power unbalance among the three
phases.
It is to be advised that, this should be only applied to the networks with equal
number of houses in each phase where the unbalance is mostly because of the
different power consumptions in houses not number of houses in each phase.
However, there are some cases, that the utilities have not distributed the houses
equally among three phases. In this case, one phase might be always more
loaded than other phases due to higher number of houses connected to that. In
this situation, applying the proposed control method is not fair as it will always
result in more control commands to the houses connected to the highly loaded
phase while less control commands will be sent to houses in other phases. This
method can be applied for such systems taking into account the number of
houses in each phase in the weightings.

7. Participation of Batteries
Existence of batteries in a house and their participation in smart demand
management system, as mentioned before, is helpful for reducing voltage
problem and transformer overloading in the network. Therefore, for encour-
aging the householders with rooftop PVs to install batteries, an incentive
method can be implemented such that lower load disconnection/adjustment
priority will be applied for the houses with installed batteries in comparison to
the houses without batteries. This numerical value is in range [0 1]. Also this
criterion in not compulsory but utilities can adopt it for encouraging house-
holders to install batteries and participate their battery control in the smart
demand management system. Rewards such as tariff discounts or paybacks,
similar to existing rewards for smart ACs, water heaters and swimming pool
pumps by Energex, can be utilized for this purpose [28].

8. Electricity Price
The MODM approach is ideally suited for the inclusion of time varying
wholesale energy market costs of primary interest to energy retailers. Thus if
purchased wholesale power cost is added to the decision making process,
energy retailers can use this scheme to shift some of the network load to periods
with lower energy cost. Hence, this will result in reducing the generation
component of electricity bills, thus creating downward pressure on electricity
prices and indirectly economically benefiting the customers. This customer
economic benefit mechanism can be as simple as a lower tariff if they accept
this load control scheme.
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Fig. 3 Flowchart of the proposed smart demand management system including MODM
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It is to be noted that the maximum load allowable for each customer or order of
load control can also depend on some payment mechanism. If such a tariff
adjustment is available in the network, it will be easy to be applied to the
proposed MODM method by adjusting new weighting values for the criteria.
However, in this study, the electricity price criterion is not considered for load
selection.

4.1 Defining Decision Making Matrix

Each of the above mentioned criteria have a different weighting. These weightings
(in range [0 1]) are defined based on which criterion is more important than others
when selecting a load to be delayed or adjusted. For prioritizing the loads to be
controlled, a decision making matrix is used. For this purpose, a numerical value in
range [0 1] is allocated for all alternatives (each controllable device in the net-
work) based on the different criteria. All these data are set in a matrix as shown in
Table 1.

In Table 1, Bj (1 B j B 7) represents the weighting values for jth criterion. This
weighting represents the importance of each criterion for load control in com-
parison with the other criteria. In this table, H(i, j) is the rank of ith alternative
among other alternatives in the same house from the jth criterion point of view
where 0 B H(i, j) B 1. Therefore, for ith house and a specific jth criterion, H(i, j)
is calculated. Then values of H(i, j) are calculated for other criteria in that house.
Similarly, H(i, j) is calculated for all controllable devices in the other houses.
Finally Di, the control priority value for ith criterion, is calculated independently
for each alternative in the network as

Di ¼
X7

j¼1

Hði; jÞ � Bj ð1Þ

The alternative with highest Di is chosen as the first alternative for control. The
flowchart of the control scheme is shown in Fig. 3.

5 Network Modeling and Analysis Methodology

A MATLAB-based simulation was developed to simulate the low voltage distri-
bution network with an arbitrary number of houses, each containing a number of the
above mentioned electric appliances with different time usage patterns. Since most
appliances turn ON, run for a certain time at constant power/impedance and then
turn OFF, the simulation was made event-based. The simulation comprised a main
routine plus a number of appliance modules which simulate the power
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characteristics of all appliances of that type. In addition, a calculation is made of the
timing of next switching event of that appliance type, and that appliance module is
run at that time. The active and reactive power consumptions (or load impedances)
are maintained constant between switching events. The simulation also has a fixed
time step clock which generates regular events at a user defined interval (typically
5 min). Note that at each event, only the appliance module which contains the next
switching device is updated since the power of other appliances is not changed at
that time instant. This makes the simulation computationally efficient [29]. The
flowchart of the developed program is illustrated in Fig. 4.

An unbalanced load flow analysis is considered and integrated into the devel-
oped model. The load flow calculates the voltage along the feeder and the network
power loss which are used later for calculating the transformer total loading. It also
calculates the power unbalance among the three phases of the system. The load
flow runs after each load change continuously in the developed program.

The residential load modeling and unbalanced load flow analysis for the net-
work is described in detail in the rest of this section.

5.1 Modeling of Residential Type Loads

A detailed system model is utilized in this study. The load models were built up, in
MATLAB, from individual device/appliance models which later aggregated to
form a house and then a residential feeder. Seventeen different appliance types
were modeled in total for each house. Each device was allocated with a power
rating and power factor as well as a time usage pattern. The time usage pattern of
many appliances is linked to seasonal sunrise and sunset times as well as tem-
perature. Therefore a simple ‘‘climate model’’ was constructed to vary the tem-
perature throughout each day.

Each house was assigned a floor area according to a Gaussian distribution with
mean 240 m2 and standard deviation 20 m2 corresponding to the Australian 2008
new house data [30]. The floor area is used as a reference in the calculation of
number and rating of some appliances.

The power ratings of appliances were generally determined using mean values
based on the ratings of common models in Australian market while usage patterns
were typically derived from an informal assessment of typical behavior patterns.
The detailed models of the main devices/appliances, including all parameters used
in the study, are discussed below:

1. Lighting
The total lighting load of each house was assigned according to a Gaussian
distribution with the mean proportional to the house floor area as

Pli;i ¼
Ai

240
� Nð322; 20Þ ð2Þ

306 F. Shahnia et al.



Start

Initialize
No. of houses, electric 

appliances, their power and 
usage pattern

Time < end time

New Day

Calculate
No. of days
No. of hours

Yes

No

Reset 
random variables

for next day

First 
simulation

Yes

No

Run all modules
Establish new power and 

operation time values

Time > PEV 
departure time

Yes

No

Reset PEV 
battery capacity

Update states
for Swimming pool, washer, PEV

On-line Smart 
Demand Side 

Management Control

Discrete 
Event

Yes

No Run “Continues”
process

Run next 
discrete module

Save Data

Determine next event, time 
and discrete/Continous

Update time

Yes

No
End

Fig. 4 Flowchart of the
MATLAB–based developed
analysis program

On-line Demand Management of Low Voltage 307



where Pli,i is the lighting load in kW of house i and Ai is the floor area of house i in m2.
The function N(x,y) is the normal distribution with an average of x and variance of y.
The power factor is assumed to be unity. The mean morning and night lighting loads
were calculated as 50 and 80 % of the total lighting load. The morning and evening
turn-on and turn-off times were based on informal observations as well as accounting
for sunrise and sunset times (which vary seasonally). The turn-on and turn-off times
were determined as in Table 2.

2. Fridges and Freezers
In reality, refrigerators and freezers operate at ON/OFF duty cycles determined by
hysteresis temperature controllers. In this study, in order to limit the computational
complexity, the thermal dynamic model is neglected and both fridges and freezers
are modeled as loads operating at ambient temperature dependant duty cycles.
Each house was assumed to have at least one fridge. The probability of second
fridge was related to house floor area as:

Pðfr2;iÞ ¼ minð0:1þ ðAi � 240Þ=240; 1Þ
Nfr;i ¼ 1þ ðrand\Pðfr2; iÞÞ

ð3Þ

where min(.) is the minimum function, rand(.) is a uniformly distributed random
variable and rand \ P(fr2, i) = 1 if true or 0 if false. The fridge period and duty
cycle were

Perfr;i ¼ N 0 : 50; 0 : 05ð Þ
Dfr;i ¼ N 0:18; 0:02ð Þ:Tamb=298

ð4Þ

where Perfr,i is the period in minutes, Dfr,i is the duty cycle and Tamb is the ambient
temperature in Kelvin. The turn-on time of the fridge within the period is random.

The probability of each house having a separate freezer was similarly related to
the floor area. In addition, the freezers duty cycle and period were similarly
modeled with the mean period of 60 min and the mean duty cycle of 0.16. The
power factor was assumed to be 0.85 and the power ratings of the fridges and
freezers (in kW) were determined by

Pfr;i ¼ Nð0:47; 0:04Þ
Pfz;i ¼ Nð0:4; 0:04Þ

ð5Þ

Table 2 Lighting load turn-on and turn-off times

Turn-on time TON Turn-off time TOFF

AM M(06:00, 1:00) or
no turn-on if Tsunrise [ TON

Earliest of TON ? M(02:00, 0:20)
and Tsunrise

PM Latest of M(18:00, 0:30) and Tsunset M(23:00, 01:00)
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3. Cooking appliances
Stove-top cookers, conventional ovens and microwave ovens were modeled sepa-
rately. The probability of any house having an electrical stove top cooker and oven
was taken as 70 and 90 % respectively (assuming 30 and 10 % gas stove top and
oven market penetrations respectively). Each house was assumed to have a micro-
wave oven. The Table 3 shows the calculation of the power ratings and times of use.

4. Air Conditioners (ACs)
ACs can have a major impact on residential peak load, so they were modeled in
detail. All ACs are modeled as closed-loop temperature controlled devices (either
hysteresis or inverter-type), attempting to force internal house temperature to
follow a set point. The second order dynamic thermal model of a house, presented
in [31], is developed. This model takes into account the effect of AC output power,
sun radiation, ambient temperature, door and window size, and floor area of the
house. This is shown in Fig. 5 and calculated in (6). The parameters of the indoor
thermal model for houses used in this study are given in Table 4.

dTm

dt
dTint

dt

2

64

3

75¼

�1
rintCm

1
rintCm

1
rintCint

�1
raCint

� 1
rintCm

2

64

3

75
Tm

Tint

ffi �
þ

0
1

raCint

0
1�LF

Cint

0
Aw

Cint

�
Tamb

/c

/s

2

64

3

75

2

64 ð6Þ

Table 3 Cooking appliance power ratings and times of use

Stovetop cooker Conventional oven Microwave oven

Power
rating

M(3.0, 0.3) M(2.4, 0.2) M(1.4, 0.14)

TON (AM) M(07:00, 0:30) M(07:00, 0:30)
Probability = 0.1

M(07:00, 0:30)

TOFF (AM) TON (AM) ? M(0:30,
0:03)

TON (AM) ? M(0:30, 0:03) TON(AM) ? M(0:05,
0:015)

TON (PM) M(18:30, 0:30) M(18:30, 0:30) M(18:30, 1:00)
TOFF (PM) TON (PM) ? M(01:00,

0:15)
TON(PM) ? M(0:45, 0:10) TON (AM) ? M(0:15,

0:02)

Fig. 5 Indoor thermal modeling and temperature closed-loop control
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where

ra Outside ambient/Internal air thermal resistance [�C/kW]
rint Internal air/House slab thermal resistance [�C/kW]
Cint House internal air thermal capacity [kWh/�C]
Cm House slab thermal capacity [kWh/�C]
uc air conditioning cooling [kW]
us solar radiation [kW/m2]
Tm House slab temperature [�C]
Tint Internal temperature [�C]
Tamb Outside Ambient temperature [�C]
Tset Air conditioner set point [�C]
Aw Effective window area [m2]
LF loss factor due to door opening and closing [%].

In this study, a residential market penetration of 70 % was assumed, split
between traditional hysteresis ACs and inverter ACs. A small percentage of the
inverter ACs was assumed to represent ducted air conditioning (air conditioning
the entire dwelling). The assumed split between different types of AC is presented
in Table 5. Temperatures T0, T100 are expressed in Kelvin.

5. Clothes Washers, Dryers and Dishwashers
All houses were assumed to have clothes washers, with 30 % assumed to have
clothes dryers and 50 % dishwashers. Clothes dryer operation was assumed
dependent on weather (i.e. a rain parameter) and operated only once clothes
washing were completed. All washers and dryers are modeled as constant power
loads; the variation of power through different washing and/or drying cycles was
not modeled. The parameters of washers/dryers used in this study are as in
Table 6.

6. Electric Water Heaters
Electric water heaters are still common in many parts of the world including in
Australia. In this study, a market penetration of 85 % was assumed. The thermal
dynamics of the water heater are modeled and it is assumed that they are not
operating under a pre-existing direct load control system. Electric water heaters

Table 4 Indoor thermal
modeling parameters

Cm, i M(4, 0.4) � Ai/240
Cint, i M(1.2, 0.12) � Ai/240
Ra, i M(29.4, 2.9)
Rint, i M(0.48, 0.048)
Aw, i M(2.9, 0.29)
LFi 0 %
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were modeled as dependent on ambient temperature and water consumption rate.
The parameters of water heaters used in the study are as in Table 7.

7. Swimming Pool Pumps
Swimming pool pumps represent large loads that operate for long period of time
(e.g. 1.5 kW for 6–8 h per day). In this study a 50 % penetration of swimming
pool pumps was assumed. The pool pumps were assumed to operate each day with
the total operation time varying from a mean of 6 h in winter to a mean of 8 h in
summer. The operation was assumed to be split into two equal periods of operation
occurring randomly during the day. The parameters of swimming pool pumps used
in this study are as in Table 8.

8. Plug-in Electric Vehicles (PEVs)
PEVs are widely thought to be a significant future load for residential power
systems, especially when high clusters of PEV owners occur in a certain area. In
this study, a total of 25 % penetration of PEVs were considered with a mean
battery capacity of 20 kWh (corresponding to the average of the Chevy Volt and
Nissan Leaf battery capacities) [31]. It was assumed that the vehicles travel an
average of 50 km per day and the batteries charge at a constant rate of 15 A at
230 V until either fully charged or the householder departs. For uncontrolled
charging, the PEVs were assumed to start charging at a constant rate from when
the customer arrives home until the battery is fully charged or the customer departs
(whichever occurs first). Average charge/discharge efficiency of 85 % was con-
sidered. The parameters of PEVs used in this study are as in Table 9.

Table 5 AC parameters

Hysteresis AC Inverter AC Ducted AC

No of Houses Total 15 % houses:
–10 % in a single room
–5 % in 2 rooms

Total 50 % houses:
–30 % in a single room
–20 % in 2 rooms

Total 5 % house

Rating M(2.0, 0.2) per room M(2.3, 0.2) per room M(5.2, 0.2)
Cycle M(0:30, 0:05) N/A N/A

Table 6 Washer/dryer operating parameters

Clothes washer Clothes dryer Dish washer

Rating M(1.0, 0.1) M(2.8, 0.3) M(2.0, 0.2)
TON M(8:30, 0:30) or M(20:00,

0:30)
Clothes washer

TOFF ? M(0:15, 0:01)
M(07:30, 0:30) or M(20:30,

1:00)
TOFF TON ? M(01:00, 0:10) TON ? M(01:00, 0:10) TON ? M(01:00, 0:02)
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9. Televisions and Personal Computers
The number of Televisions (TVs) and Personal Computers (PCs) per household
was assumed to be in relation the house floor area. The operational times are
assumed to be a small amount in the morning and much larger durations in the
afternoon and evening to model both adult and children occupants. The parameters
of TVs and PCs used in this study are as in Table 10 where round(.) is the
rounding function to the nearest integer and ceil(.) is the rounding up function to
the next highest integer.

10. Standby Power and Miscellaneous Appliances
A small random constant power was allocated to each house to account for standby
power and miscellaneous continuously operating appliances (e.g. broadband
modems). This amount was changed each day randomly.

11. Period of No Occupancy
During week days, there is a high probability that many of the houses are unoc-
cupied for significant periods of the day. During these unoccupied periods, it is
highly unlikely that ACs, lighting, cooking appliances, TVs and PCs are operated
(albeit that occasionally some people may leave some loads on). To simulate this
effect 90 % of the houses were allocated a stochastic ‘‘no occupant’’ period during
each week day where operation of the aforementioned appliances was excluded.

Table 7 Electric water
heater parameters

Power rating M(3.6, 0.3)
Slope of temperature dependency M(-0.0125, 0.001)

Table 8 Swimming pool
pump parameters

Power rating M(1.5, 0.1)
TON (AM)
TON (PM)

12:00 9 rand
12:00 ? 12:00 9 rand

TOFF TON ? M(8 - 2 9 sin(2p 9

d/730), 0.8), where d is the
number of days into the year

Table 9 PEV parameters Charging power rating 230 V, 15 A, unity power
factor = 3.45 kW

Daily required charge M(11.8, 2 kWh)
Tarrival M(17:00, 1:00)
Tdeparture M(07:30, 0:30)
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5.2 Unbalanced Load Flow Analysis

An unbalanced sweep forward–backward load flow [32] is considered and inte-
grated into the developed model. The load flow calculates the voltage along the
feeder and the network power loss which are used later for calculating the
transformer total loading. It also calculates the power unbalance among the three
phases of the system.

For this, first, modified Carson’s equations [32] are utilized for calculation of
self and mutual impedance of the conductors in the 50 Hz system as

Zii ¼ ri þ 0:04934þ j0:062832 Ln
1

GMRi
þ 7:10988

� �

ð7Þ

Zij ¼ 0:04934þ j0:062832 Ln
1

Dij
þ 7:10988

� �
ð8Þ

where i and j is the phase conductor (i.e. A, B, C or Neutral), Zii is the self-
impedance of conductor i (in X/km), Zij is the mutual impedance between two
conductors i and j (in X/km), ri is the AC resistance of conductor i (in X/km),
GMRi is the Geometric Mean Radius of conductor i (in cm) and Dij is the distance
between conductor i and j (in cm). Hence, the non-transposed characteristics of the
conductors, image conductors below ground and network configuration are con-
sidered in the studies. Figure 6a shows the considered line configuration in this
study [33]. The three-phase four-wire line segment between two adjacent buses of
k - 1 and k is also shown in Fig. 6b. From (7) and (8), the equivalent impedance
for this line section is expressed as

½Zabcn� ¼

Zaa Zab Zac Zan

Zba Zbb Zbc Zbn

Zca Zcb Zcc Zcn

Zna Znb Znc Znn

2

664

3

775 ð9Þ

Table 10 TV and PC parameters

TVs PCS

No. devices per house Round(M(1.5, 0.3) 9 Ai/240) Ceil(M(1.5, 0.3) 9 Ai/240)
Power rating per device M(0.18, 0.02) M(0.26, 0.02)
TON (AM) M(07:00, 0:30) Probability = 0.5 M(07:00, 0:30) Probability = 0.5
TOFF (AM) TON (AM) ? M(0:30, 0:03) TON (AM) ? M(0:30, 0:03)
TON (PM) M(16:00, 2:00) M(16:00, 2:00)
TOFF (PM) TON (PM) ? M(2:00, 0:30) TON (AM) ? M(2:30, 0:30)
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Assuming the transformer with a delta/star-grounded connection, which is the
common distribution transformed in Australia, and using Kron reduction, (9) can
be rewritten as

½Zabc� ¼
Zaa�n Zab�n Zac�n

Zba�n Zbb�n Zbc�n

Zca�n Zcb�n Zcc�n

2

4

3

5 ð10Þ

For simplicity, all calculations are carried out in per unit. Starting with a set of
initial values (e.g. flat voltage set), the load currents are calculated as

ILoad;k
abc

h i
¼ conj

PLoad;k
abc

h i
þ j QLoad;k

abc

h i

Vk
abc

� �

0

@

1

A ð11Þ

where [Iabc
Load,k] is a vector of three-phase load current connected to bus k, [Vabc

k ] is a
vector of three-phase voltage of bus k, [Pabc

Load,k] and [Qabc
Load,k] are respectively a

vector of three-phase active and reactive power consumption of the residential
load connected at bus k.

The sum of the all load currents will flow from the first bus (transformer
secondary side) to the second bus. Therefore, as shown in Fig. 6c, the current
between two adjacent buses is

½Ik
abc� ¼ ½Ik�1

abc � � ½I
Load;k
abc � ð12Þ

Hence, the voltage of bus k can be calculated based on the voltage of bus k - 1
in its upstream and the current passing between two buses as

½Vk
abc� ¼ ½Vk�1

abc � � ½Zabc�½Ik
abc� ð13Þ

Once the voltage at bus k is calculated, the load current in that bus will be
updated from (11) and then using (12) the current flowing from bus k to k ? 1 in
its downstream are updated.

45 cm 90 cm 45 cm

A        B                C        N

Bus k–1
Zaa

Zbb

Zcc

Zab

Zbc Zac

Bus k

Znn Zcn

Zan

Zbn

Bus k

Load

i k–1 i k

i Load,k

(a) (b) (c)

Fig. 6 a Low voltage feeder configuration, b impedance equivalent of a line segment between
two buses, c PQ bus model
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Similar to the line segment, the equivalent impedance of the delta/star-
grounded distribution transformer between its primary and secondary buses is
expressed as

½Zk
abc� ¼ zt � I ð14Þ

where zt is the phase impedance of the transformer and I is the identity matrix.
Now, the secondary-side voltage of the transformer are calculated from its
primary-side voltage as [32].

½VtS
abc� ¼ ½A�½VtP

abc� � ½Ztabc�½Iabc� ð15Þ

where [Vtabc
P ] and [Vtabc

S ] are respectively the primary and secondary-side phase
voltages of the transformer and [Iabc] is a vector of three-phase current passing
through the transformer and

½A� ¼ 1
ffiffiffi
3
p

1 0 �1
�1 1 0
0 �1 1

2

4

3

5 ð16Þ

The flowchart of the unbalanced load flow analysis is illustrated in Fig. 7.

6 Simulation Results

For verifying the efficacy of the proposed control a few sample results are given
below. First, let us consider an 11 kV feeder supplying in total 20 residential low
voltage feeders. Each residential feeder is supplied through a 100 kVA 11 kV/
400 V pole-mounted transformer. Let us consider 20 houses in each low voltage
feeder (i.e. ADMD of 5 kVA). The length of each low voltage feeder is assumed to
be 400 m where 10 poles are installed at 40 m distances from each other. The
simulation is conducted over a 48-h week-day summer period (max ambient
temperature of 35 �C at 2 pm). In addition, a 40 % penetration level of rooftop
PVs, all equipped with batteries, are considered. Each distribution transformer is
equipped with a controller which is responsible for the loads in its downstream.

In addition, the flexibilities assumed for each controllable device in this study
are listed in Table 11. Note that, these values are used just as an assumption and
can be changed depending on stakeholders’ feedback. In Table 11, each device is
given a number between one and eight which represents that device in the sim-
ulation results figures. Note that the final device selection in each house depends
on the priority (randomly generated), flexibility and criteria weightings. The
assumed weighting of the MODM criteria in this study is as shown in Table 12.
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First, let us assume the smart demand management system controls the loads
only if the distribution transformer is overloaded and it does not consider voltage
drop and power unbalance in selecting the loads.

Figure 8a shows the total aggregated apparent power supplied by a 100 kVA
residential feeder transformer in the presence of PEVs. The specific load shape
will vary somewhat stochastically from day to day and from area to area. As seen
from this figure, although the average apparent power supplied by the transformer
is around 60 kVA per day, it reaches a peak of 150 kVA. The transformer is
overloaded by 50 % for a 2-h period per day.

Let us now assume that the proposed control system is applied to the network.
The total aggregated apparent power supplied by the residential distribution
transformer is shown in Fig. 8b. As seen in this figure, the peak load power is
limited to 100 kVA hence verifying the efficacy of the proposed control system in
controlling load. Comparing Fig. 8a and b, a load increase is seen after the control
operation period which is the result of the delay/adjustment of specific loads by the
controller.

As seen in Fig. 8b, the load varies ‘‘instantaneously’’ around the transformer
rating. This is due to the fact that the control action occurs in 2-min time intervals
whereas load changes can occur at any time. Therefore, after a control action at t1,
some load might increase (or turn on) during the 2 min time interval which will
cause the load to exceed the rating of the transformer until the control action at
t1 ? 2 min.

Now, let us consider a 2 MVA transformer in a substation supplying 20 low
voltage feeders, each with a rating of 100 kVA. It is assumed that the discussed
smart demand management is developed for all 20 low voltage feeders in this
network. Figure 8c shows the total apparent power of the 2 MVA upstream
transformer in the substation in 48-h period. As it can be seen from this figure, in
the uncontrolled case, the substation transformers experience an overload around
30 % for a period of 3-h. However, if the proposed control method is applied for
all the residential loads which are supplied by each distribution transformer, the
peak load is limited to 2 MVA as shown in this figure. This demonstrates the

Table 11 Controllable device number allocation and flexibility

Controllable
device

Water
heater

Pool
pump

AC
(hysteresis)

AC
(inverter)

PEV Dish
washer

Clothes
washer

Dryer

Number 1 2 3 4 5 6 7 8
Flexibility 0.5 0.9 0.7 0.7 0.9 0.2 0.2 0.2

Table 12 Weightings of MODM criteria

Priority Flexibility Satisfaction Power matching High power Power balance Battery

0.8 0.5 0.7 0.7 0.9 0.8 0.6
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Fig. 8 Total apparent power of: a the residential distribution transformer without any control.
b The residential distribution transformer with demand management. c The substation feeding
100 distribution transformers in an area with and without the demand management system
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potential for savings in the upstream network electrical infrastructure. The dif-
ference in load profiles is a result of some peak loads being transferred to off peak
periods.

It is important for the control scheme to have a minimal impact on consumers.
To verify this, sample operation states of PEVs and swimming pools as (delayed)
controllable loads are given below. Figure 9a shows the ramp waveforms indi-
cation the battery charging state of a few PEVs of the network. It is to be noted that
each color line in this figure represents the charging status of a sample PEV within
the network. As this figure shows they are being charged from an arbitrary initial
value to full (100 %) before their departure time. This value is reset to an arbitrary
value at 12 pm everyday and they start being charged at an arbitrary time in the
evening when the cars return home. The flat sections of the traces show that they
are disconnected by the controller at some stages and again reconnected, never-
theless all vehicles complete charging. This figure verifies that even though the
controller has delayed the charging for some of them, they have all been fully
charged before departure time.

Figure 9b shows the swimming pool pump remaining operation time for a few
houses in the network, which is reset every day. It is to be noted that each color
line in this figure represents a sample swimming pool within the network. As seen
in this figure, each swimming pool has a randomized required operational time per
day (around 7–9 h) and they have all completed operation (i.e. they fall to zero)
within each 24 h period. All other controllable devices have the same operational
characteristic.

Inverter type ACs and water heaters are large loads in the network and have
adjustable characteristics based on changing the set points of room temperature
and tank water temperature. Based on assumption in this study, inverter ACs will
operate when the internal house temperature exceeds its set point providing it is
occupied. If an inverter AC is selected, the transformer controller will increase the
temperature set point by 1 �C. Fifteen minutes later this set point will be reset to its
original value, thus preventing set point divergence from the householders desired
level. In Fig. 9c, the AC inverter set point increase and reset is shown for three
sample houses. The set point increase results in less electric power consumption by
the AC as shown in this figure.

However, this set point change should not appreciably worsen the customer
satisfaction. This is investigated in Fig. 10. In Fig. 10a, the ambient and internal
temperature in 48-h period is shown. As it can be seen the internal temperature is
kept around 25 �C (set point). In Fig. 10b, the electric power consumption of the
AC is shown. It can be seen that when the internal temperature rises beyond the set
point limit, the AC turns on and turns off when the internal temperature is reduced
to the set point. In Fig. 10c the AC satisfaction is shown. When the people are
away, the AC is off so ‘‘satisfaction’’ is decreased but when the people are at home,
it is kept close to 100 %. In Fig. 10d, the set point and its variation based on the
controller command is shown. It can be seen that around 43:00 h, there are several
commands for set point increase.
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Fig. 9 a PEVs battery charging states. b Swimming pool pump operation characteristic.
c Temperature set point and relevant apparent power consumption change for sample residential
inverter ACs in network
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The same behavior is evident for other ACs and water heaters in the network.
It is of interest to study the number of control commands applied by the

transformers’ controller. In Fig. 11a, the number of control commands applied
over a 48 h period to each controllable device is shown for four sample houses in a
residential feeder. The controllable device number was given in Table 3. From this
figure, it can be seen that the number of control commands differs from house to
house based on the status of any controllable device running in each house, as well
as their objectives (power, satisfaction, priority and flexibility).

In Fig. 11b, the total number of the low level control commands applied over a
48 h period for each customer in each feeder individually and for each type of

Fig. 10 a Ambient and house internal temperature variation, b AC electric power consumption,
c AC satisfaction, d AC set point
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controllable device in that feeder is shown. It can be seen that the number of
commands for load control differs from a house to house. It is also shown that
inverter type ACs experience the highest number of control actions.

The results presented in Figs. 8–11 were based on the smart demand man-
agement system which was only preventing transformer overloading. The voltage
drop and power unbalance improvement as well as discharge control of the bat-
teries of rooftop PVs were not considered. In the rest of this section, these criteria
are considered in the smart demand management system.

Now let us consider a low voltage distribution feeder with 60 houses supplied
through a 300 kVA, 11 kV/400 V pole-mounted distribution transformer. It is
assumed 20 houses are connected to each phase. The total apparent power supplied
by the distribution transformer is shown in Fig. 12. Note that in Figs. 12–14, DSM
represents the management system without considering voltage drop and power
unbalance while DSM and VR represents the management system considering
those issues.

Fig. 11 Number of control commands applied to different controllable devices in: a Four sample
houses of residential feeder-2. b Each customer in a feeder individually (left) and for a specific
controllable device in each feeder (right)
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The network voltage profile is also shown in Fig. 13. As seen from Fig. 12a,
although the average apparent power supplied by the transformer is below
200 kVA per day, it reaches a peak of 450 kVA. This leads to excessive voltage
drop in the network during network peak hours, as shown in Fig. 13a. By applying
the DSM, the apparent power supplied by the transformer can be limited to
300 kVA as shown in Fig. 12b; however, the voltage drop still exceeds required
limits as shown in Fig. 13b. By applying the voltage regulation method, as
described before, and adjusting the transformer rating to 80 % of its nominal

Fig. 12 Network total apparent power in different cases
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Fig. 13 Network voltage profile in different cases

Fig. 14 Transformer rating adjustment during voltage regulation
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value, the load management and voltage regulation is achieved simultaneously, as
shown in Figs. 12c and 13c. The transformer rating adjustment is shown in
Fig. 14.

As described before, it is expected that by applying the phase balancing cri-
terion in MODM method, the power in the three phases of the system to be more
balanced. Figure 15a shows the apparent power in the three phases of the system
when the phase balancing criteria is disabled while Fig. 15b shows the result for
the same case while the power balancing criteria is enabled. These results verify
the effect of the proposed power balancing criterion.

The power generation output for a sample 2-kW PV system in the network is
shown in Fig. 16a. As it can be seen from Fig. 16b, this power is always stored in
the installed battery until it is fully charged. Then, the surplus of the PV generation
flows into the grid. This energy is later discharged in the network when there is a
voltage drop problem in the network as shown in Fig. 16c.

Fig. 15 Comparison of power unbalance criteria in MODM with a weighting of: a zero and
b 80 %
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7 Conclusion

A novel real time smart direct demand management system was discussed for peak
load reduction in low voltage residential distribution networks in this chapter.
The network voltage drop was also improved by the coordination of discharging of
the installed batteries by the householders. In addition, the system minimized the
power unbalance among the three phases of the network for their rooftop PVs. The
system utilizes low cost controllers with two-way communications capability,
installed in each house and at the supply transformers, to monitor and control the
loads. A multi-objective decision making process was proposed to select which
load(s) to be delayed or reduced. The algorithm uses several criteria, each with
different weightings to reduce the load while minimizing the impact on consumers.

Fig. 16 a Power generation curve for a sample 2-kW PV, b power consumption curve for a
sample 8-kWh battery, c energy stored in the battery
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The simulated results showed the capability of the system to control overloads,
improve voltage drop and reduce power unbalance among the phases while main-
taining the required load objectives.
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Distribution Feeders
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Abstract In order to dynamically reduce voltage unbalance along a low voltage
distribution feeder, a smart residential load transfer system is discussed. In this
scheme, residential loads can be transferred from one phase to another to minimize
the voltage unbalance along the feeder. Each house is supplied through a static
transfer switch and a controller. The master controller, installed at the transformer,
observes the power consumption in each house and will determine which house(s)
should be transferred from an initially connected phase to another in order to keep
the voltage unbalance minimum. The performance of the smart load transfer
scheme is demonstrated by simulations.
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1 Introduction

Current unbalance and voltage unbalance are among the main power quality
problems in low voltage distribution networks [1]. Australia is similar to Asia,
Europe and Africa, in that the low voltage residential feeders are in the form of
three-phase, four-wire systems, supplied by Delta/Star-Grounded (Dyn-type),
three-phase transformers [2]. Majority of the houses have single-phase power
supply but larger homes may have a three-phase connection. The voltage unbal-
ance can be very high in networks with voltage drops close to the allowable limits,
especially if the houses are distributed unequally among the three-phases [2]. The
growing penetration of rooftop photovoltaic cells (PVs) in low voltage residential
feeders has increased the voltage unbalance problem. The rooftop PVs output
power is intermittent and the number of rooftop PVs connected to each phase is
often unequal. This will significantly affect the voltage unbalance in the feeder
depending on penetration level, rating and location of PVs in the feeder [3]. The
growing penetration of plug-in electric vehicles will further contribute to unbal-
ance. In [4], it was shown that plug-in electric vehicles might lead to high voltage
unbalance in low voltage feeders in both charging and discharging modes.

At construction, the utilities aim to distribute the houses equally among the
three phases of distribution feeders [2]. Currently, the electric utilities minimize
the unbalance problem in low voltage feeders by manually changing the con-
nection phase of some of the customers. However, the best solution is reducing the
unbalance at the unbalance generation point. Different methods are already con-
sidered for unbalance reduction in low voltage feeders. In [3], some conventional
improvement methods such as feeder cross-section increase or capacitor installa-
tion are investigated for this purpose. In [5], the application of power electronics-
based custom power devices was considered. It was shown that custom power
devices can correct the voltage at the Point of Common Coupling (PCC) to a
balanced voltage. Hence, if the PCC voltage is balanced, the current drawn from
the upstream network will be balanced and the unbalance will not penetrate to
upstream network. In [3], reactive power exchange by rooftop PVs was proposed
for balancing the voltage. Although this method is very efficient, it will take time
for PV inverter standards to evolve.

In modern distribution networks, sectionalizing switches and normally open tie
switches are often used for reconfiguration of the network in medium voltage
levels. One of the main benefits of network reconfiguration is reducing the network
power loss [6], increasing the penetration level of distributed generation units in
the network [7], improving power quality [8] and network restoration of service to
larger number of customers following a fault [9]. In [10], the network reconfig-
uration was carried out by simply changing the phase connection of the three
phases in the primary side of the distribution transformer for voltage unbalance
and power loss reduction. Therefore, based on the known load pattern for each
distribution transformer, the optimum phase balancing was carried out. However,
this practice is only carried out once and is not dynamic. In [11], using Static
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Transfer Switches (STS), a sensitive load was supplied from two different feeders
to prevent voltage sag or swell on the load by quickly transferring the input of the
load from one three-phase feeder to another three-phase feeder. A similar network
reconfiguration and load transfer scheme, derived from [10, 11], can be applied in
low voltage feeders to reduce voltage.

In this chapter, a smart dynamic residential load transfer system is discussed.
This system consists of a master controller and several distributed end-user con-
trollers and STSs. In this system, the end-user controller, installed at each house,
transmits the power consumption of the house to a master controller, installed at
the distribution transformer. The master controller will then analyse the network
voltage unbalance and total power consumption in each phase and will determine
which house(s) should be transferred from initially connected phase to another
phase. Then, it will send the proper command to the end-user controller in the
selected house(s). Upon receiving a command from the master controller, the end-
user controller will activate the STS to change the phase connection for that house
accordingly. The STS has a three-phase input and a single-phase output connection
to provide all phase connections to a single-phase residential load. For demon-
strating the performance of the smart load transfer system, a comprehensive
analysis is carried out in MATLAB to demonstrate the voltage unbalance, maxi-
mum and minimum of voltage along the feeder and power mismatch between the
three phases of the network under consideration. The study later investigates
the participation level of the houses in the smart load transfer system in addition
to the effect of location of houses along the feeder. The algorithm is later modified
to utilize a genetic algorithm-based optimization to achieve the minimal voltage
unbalance and power mismatch in three phases.

2 Smart Load Transfer Scheme

Let us consider Fig. 1 which shows a typical low voltage distribution feeder in a
suburban area. The feeder supplies a few tens of houses with single phase con-
nections, distributed unequally in the three phases. It is desired to define the
candidate load(s) in the network which by transferring them into other phases, the
voltage unbalance is minimised along the feeder. As the load characteristics vary
in 24-h period, the load transfer needs to be carried out dynamically throughout the
day.

The main objective of the smart load transfer system is to ensure voltage
unbalance is minimized along the feeder while the power mismatch in three phases
in the secondary side of the distribution transformer is also minimized. The pre-
liminary stage of this scheme is that the utilities are aware of the phase connection
of each house in the feeder. If this is not known, the method presented in [12] can
be utilized for phase identification for each house. A detailed description on the
smart load transfer system, its required equipment and communication is given
below:
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A. Smart Meters
The smart load transfer system requires access to instantaneous power consump-
tion by the houses. For this, all residential participants in the smart load transfer
system should be equipped with smart meters [13] that transmit the power con-
sumption of the house to the master controller in 15-min time intervals.

B. Controllers
In the smart load transfer system, there are two controllers. The master controller
is installed at the distribution transformer and analyzes the network voltage
unbalance and power mismatch between the three phases after receiving the power
consumption from smart meters in 15-min time intervals. Then, based on its
control algorithm, it selects the candidate house(s) which a load transfer is
required. The candidate load(s) selection mechanism is described later in this
chapter. After selecting the candidate load(s), the controller subsequently sends a
control command to the selected house(s).

An end-user controller is installed at each house which is participating in the
smart load transfer system. This controller will activate the STS once it receives a
control command from the master controller. Then, it will send the confirmation of
successful load transfer to the master controller.

The main requirements of the smart load transfer system are:

• Effectiveness: The system should minimize the voltage unbalance along the
feeder and the power mismatch in the three phases in secondary side of the
distribution transformer.

• Low cost: The system should utilize low-cost hardware.
• Scalable: The system should be easily scalable to larger networks.
• Robustness: The system should be fault tolerant.

C. Communication
Different communication methods are already utilized in electric distribution and
transmission networks such as Power line carriers, Optical fibre Ethernet, Internet,
3G/4G wireless, WiFi and ZigBee [14]. However, in recent years, ZigBee is the
most preferred communication method for data transfer in smart grid applications

End-user Controller

11 kV/400 V
Transformer

LV Residential FeederMaster Controller

Static Transfer Switch (STS)

Fig. 1 Schematic diagram of a typical low voltage residential distribution feeder with the
discussed smart load transfer system
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in distribution networks. Therefore, in this study, it is assumed that a ZigBee-based
communication is available for transferring the control commands from the master
controllers to the end-user controllers. The available ZigBee devices along with
their range extenders can easily cover an area of 1.6 km and have a data rate up to
250 kHz [15].

Two important parameters for the communication are the cover range and data
transfer rate. In the smart load transfer system, the length of the low voltage
distribution feeder is assumed to be about 400 m, which is the normal condition in
Australia. In addition, the smart load transfer system operates on 15-min time
intervals. Therefore, for this application, a very low-bandwidth communication
system is sufficient.

D. Static Transfer Switches
The load transferring device in the discussed smart load transfer system is a power
electronics-based STS, as shown in Fig. 2. The STS is composed of three
switching devices, one for each phase. Each switching device is composed of anti-
parallel thyristors or a Triac. Overvoltage protection and snubber circuits are in
parallel with each Triac [1]. Each Triac is connected to one of the three phases of
the system in input and their outputs are connected together and to the load. Only
one Triac is operating at a time; hence, the load will be connected to one phase
while the other two Triacs are off.

It is to be noted that no auxiliary commutation circuit is utilized in the STS. Let
us assume, that Triac-1 was on and the load was connected to Phase-A. Once the
load transfer command is received by the end-user controller to transfer the load
from Phase-A to B, it will block the gate signals for Triac-1. However, Triac-1 will
still continue to supply the load until its forward current falls below its holding
current. Then, it will turn-off and gate signals can be applied to Triac-2. This lack
of timing control for a Triac is the main drawback of the STS. Gate Turn-Off
Thyristors (GTOs) could be applied instead. However, they have complex drivers,
are more expensive and have higher conduction losses. These are the main reasons
why Triacs were chosen for the STS.

E. Reliability Issues
In general, there are two main reliability concerns in the smart load transfer
system. The first one is the failure probability (or lost data packets) in the master
controller or ZigBee-based communication system. The second one is the failure
probability of STS (including controller, semiconductors, PCB, etc.).

Failure in the master controller and the communication system will stop the
smart load transfer system; however it will not have any excessively harmful
effects. The network will become unbalanced over time but the consumers will
remain connected.

Failure in STS can be discussed separately for failure in open-circuit and short-
circuit conditions. If a STS fails in short circuit, the house no longer will be able to
participate in load transfer scheme. The affected household remains connected. It
is possible that the remaining STS units will still effectively maintain the network
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balance. If a STS fails in open-circuit, then the electricity supply to the house will
be interrupted and the STS needs to be replaced immediately.

A survey on reliability issues on communication systems in smart grids and
power electronics devices are presented in [16, 17].

F. Load Transition Dynamic Issues
Transferring a load from one phase to another results in dynamic input voltage
variation for that load. ITI (formerly CBEMA) curve or some recently developed
curves define the acceptable limits of the voltage that electrical appliances can
work safely and is considered by the manufacturers in building and testing their
products [18, 19]. If the voltage is kept within the acceptable region in ITI curve,
the electrical appliances within residential premises should operate correctly and
not suffer any damage.

The smart load transfer system operates in 15-min time intervals to minimise the
nuisance effects of frequent load transfers. In addition, a deadband controller is also
developed which activates the load transfer scheme if voltage unbalance is above an
acceptable (desired) limit. Applying the deadband controller limits the load
transfers only to the periods with unacceptable voltage unbalance in the network
and therefore, the number of load transfers within the network is highly reduced.
The discrete operation of load transfer as well as the deadband controller minimise
the load transfer numbers and their peripheral effects on network voltage variations.

3 Load Transfer Decision Making Process

As discussed before, the master controller is responsible for selecting the candidate
load(s) to be transferred from one phase to another to reduce the voltage unbalance
along the feeder. In this section, the voltage unbalance calculation methods are
discussed first. Some conventional voltage unbalance reduction methods are dis-
cussed and their limitations for the smart load transfer system are then highlighted.
Later, a practical decision making process is discussed to be used in the smart load

iLoad,A iLoad,B iLoad,C iNeutral

iLoad

Residential
Costumer

Neutral
Phase-C
Phase-B
Phase-A

PV/
Battery

Snubber Overvoltage
Protection

Fig. 2 Schematic diagram of
a static transfer switch for
residential loads

334 F. Shahnia et al.



transfer system for voltage unbalance reduction. Finally, a genetic algorithm-based
optimization method is discussed for optimal selection of the candidate load(s)
within the feeder.

3.1 Voltage Unbalance Definition

Voltage unbalance in the three-phase electric system is a condition in which the
three phase voltages (VA, VB and VC) differ in amplitude and/or do not have 120
degree phase difference. Several methods for calculation and interpretation of
voltage unbalance are investigated in [20, 21].

Based on IEEE Std. 1996 [21] or IEC Std. 61000-4-27, voltage unbalance is
defined from line voltages (VAB, VBC and VCA) as

% VUTD ¼
V�
Vþ

ffiffiffiffi

ffiffiffiffi� 100 ¼ VAB þ a2VBC þ aVCA

VAB þ aVBC þ a2VCA

ffiffiffiffi

ffiffiffiffi� 100 ð1Þ

where a = 1\120� and V- and V+ are the negative and positive sequence of the
voltage, respectively.

Majority of the researches nowadays utilize (1), referred to as Voltage
Unbalance True Definition (VUTD). Note that VUTD can also be calculated from
phase voltages. However, in [21], it was stated that (1) neglects the zero sequence
component. In four-wire systems utilising a star connection of the loads and the
transformer low voltage, the zero sequence components often makes a larger
contribution to voltage unbalance than the negative sequence components. Hence,
voltage unbalance in low voltage four-wire feeders is defined as [21]:

% VU4�wire ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
� þ V2

0

p

Vþj j
� 100 ð2Þ

This is referred to as percentage voltage unbalance in this chapter. It can be
shown that for a four-wire three-phase low voltage feeder with equally sized phase
and neutral conductors, VU4-wire is higher than VUTD.

According to [22], the allowable limit for voltage unbalance is limited to 2 % in
low voltage networks. Engineering Recommendation P29 in UK not only limits
network voltage unbalance to 2 %, but also limits the voltage unbalance to 1.3 %
at the load point [23].

3.2 Mathematical Methods for Voltage Unbalance
Minimization

Two different mathematical methods for minimizing the voltage unbalance in one
bus are discussed below.
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A. Sensitivity Analysis
The symmetrical components for phase voltages are given as

Vþ
V�
V0

2

4

3

5 ¼ 1
3

1 a a2

1 a2 a
1 1 1

2

4

3

5
VA

VB

VC

2

4

3

5 ð3Þ

Replacing (3) in (2), voltage unbalance in a four-wire system can be simplified
as

% VU4�wire ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 V2

A þ V2
B þ V2

C

� �
þ 2VA:VB cos hAB þ 60ð Þ þ 2VB:VC cos hBC þ 60ð Þ þ 2VC:VA cos hCA þ 60ð Þ

V2
A þ V2

B þ V2
C

� �
þ 2VA:VB cos hAB � 120ð Þ þ 2VB:VC cos hBC � 120ð Þ þ 2VC:VA cos hCA � 120ð Þ

s

ð4Þ

where hAB = hA - hB, hBC = hB - hC and hCA = hC - hA.
Voltage unbalance sensitivity versus dependent b can be calculated as [24]

S% VU4�wire
b ¼ b

% VU4�wire
:

o

ob
% VU4�wireð Þ ð5Þ

where b is any of VA, VB, VC, hA, hB and hC parameters. When calculating voltage
unbalance sensitivity versus any of them, the other dependent parameters need to
be constant. Finally, it can be simplified as

SVU%
b ¼ b�

o
ob V2

�
� �

þ o
ob V2

0

� �
� o

ob V2
þ

� �
� %VU2

4�wire

2� %VU2
4�wire � V2

þ
¼ 1

2
S

V2
�þV2

0
b � S

V2
þ

b

� �
ð6Þ

In this case, voltage unbalance sensitivity analysis will determine which b
parameter has the most effect on voltage unbalance reduction.

The selected b parameter does not reveal the candidate load(s) to be transferred
in a real low voltage feeder, with several different loads distributed in random
locations and number in each phase. In addition, a load transfer in any bus will
result in the voltage magnitude and angle change in all phases and all buses.
Therefore, the assumption of independency between all the three phase voltage
magnitudes and angles is invalid. Hence, voltage unbalance sensitivity analysis is
not helpful.

B. Vector Analysis
Let us consider a three-phase balanced four-wire source with one single-phase to
neutral load. The load is a constant current of I at power factor of cosu. First, let us
assume the load is connected to Phase-A. Therefore, iA = I\-u and the sequence
components of current are

Iþ ¼ I� ¼ I0 ¼
I

3
\� u:
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Similarly, let us assume the load is now connected to Phase-B. The current in
this phase is iB = I\-1208-u and the current sequence components can be
written as

Iþ ¼
I

3
\� u I� ¼

I

3
\þ 120� � u I0 ¼

I

3
\� 120� � u :

In a similar way, when the load is connected to Phase-C, the current in this
phase is iC = I\ ? 1208-u and the sequence components are

Iþ ¼
I

3
\� u I� ¼

I

3
\� 120� � u I0 ¼

I

3
\þ 120� � u :

Now, for studying the effects of a load transfer from one phase to another phase,
let us assume the load in Phase-A is now transferred to Phase-B. In this situation,
the change in the current sequence components is

DIA!B
þ ¼ � I

3
\� uþ I

3
\� u ¼ 0

DIA!B
� ¼ � I

3
\� uþ I

3
\þ 120� � u ¼ I

ffiffiffi
3
p \þ 150� � u

DIA!B
0 ¼ � I

3
\� uþ I

3
\� 120� � u ¼ I

ffiffiffi
3
p \� 150� � u

ð7Þ

In a similar way, let us assume the load connected to Phase-B is transferred to
Phase-C. In this case, the change of current sequence components will be

DIB!C
þ ¼ � I

3
\� uþ I

3
\� u ¼ 0

DIB!C
� ¼ � I

3
\þ 120� uþ I

3
\� 120 � � u ¼ I

ffiffiffi
3
p \� 90 � � u

DIB!C
0 ¼ � I

3
\� 120� uþ I

3
\þ 120 � � u ¼ I

ffiffiffi
3
p \þ 90 � � u

ð8Þ

Similarly, the current sequence change when the load is transferred from Phase-
C to A will be

DIC!A
þ ¼ � I

3
\� uþ I

3
\� u ¼ 0

DIC!A
� ¼ � I

3
\� 120� � uþ I

3
\� u ¼ I

ffiffiffi
3
p \þ 30� � u

DIC!A
0 ¼ � I

3
\þ 120� � uþ I

3
\� u ¼ I

ffiffiffi
3
p \� 30� � u

ð9Þ

Equations (7)–(9) can be simplified as
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DIþ

DI�
DI0

2

64

3

75

A!B

¼ I\� u
ffiffiffi
3
p

0

1\þ 150�

1\� 150�

2

64

3

75

DIþ
DI�
DI0

2

64

3

75

B!C

¼ I\� u
ffiffiffi
3
p

0

1\� 90�

1\þ 90�

2

64

3

75

DIþ

DI�
DI0

2

64

3

75

C!A

¼ I\� u
ffiffiffi
3
p

0

1\þ 30�

1\� 30�

2

64

3

75

ð10Þ

From (10), it can be seen that, when the load is transferred from one phase to
another, the change in the positive sequence of current is zero. However, the
negative and zero sequences change.

In a similar way, it can be proved that the load transfer from Phase-B to A will
result in 180 degree phase transfer compared to load transfer from Phase-A to B
for both of the negative and zero sequence changes. It is also similar for transfers
from Phase-C to B and from Phase-A to C. The negative and zero sequence change
for a load transfer between any two phases is shown in Fig. 3.

Example-1: Let us consider a four-wire system connecting a three-phase balanced
voltage source to load terminals through equivalent impedance of ZP for each
phase. The neutral conductor is assumed to have an impedance of ZN. Therefore,
the sequence components of the impedance are

Zþ ¼ Z� ¼ ZP Z0 ¼ ZP þ 3ZN :

First, let us assume the system has three similar loads. Each load draws a
constant current I with unity power factor (i.e. cosu = 1). Two of the loads are
connected to Phase-A, one to Phase-B and C has no loads. Therefore, the load
terminal voltages are

VA ¼ V\0� 2ZPI\0

VB ¼ V\� 120� � ZPI\� 120�

VC ¼ V\þ 120�

VN ¼ 2I\0þ I\� 120�ð ÞZN :

Now, the phase voltages can be written as

VAN ¼ VA � VN ¼ V\0� 2ZPI\0� 2I\0þ I\� 120�ð ÞZN

VBN ¼ VB � VN ¼ V\� 120� � ZPI\� 120� � 2I\0þ I\� 120�ð ÞZN

VCN ¼ VC � VN ¼ V\þ 120� � 2I\0þ I\� 120�ð ÞZN
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which can be simplified as

VAN

VBN

VCN

2

4

3

5 ¼
1 2ZP þ a2 þ 2ð ÞZN

a2 a2ZP þ a2 þ 2ð ÞZN

a a2 þ 2ð ÞZN

2

4

3

5 V
�I

� 	
:

The negative sequence voltage at load terminal is

V� ¼ 0:88\� 19:1�:I:ZP:

For eliminating the voltage negative sequence, it is required to inject negative
sequence current (I-,inj) so that the negative sequence voltage becomes zero. The
required negative sequence current for this purpose is

I�;inj ¼ � 0:88\� 19:1�:Ið Þ:

For this case, based on the angle of the calculated I-,inj, it can be stated that it is
equal to a load transfer from Phase-A to C, as seen from Fig. 3b. For the same
example, the zero sequence of voltage at load terminal is

V0 ¼ 0:57\� 30�:I:Z0:

Now, similarly, the required amount of injected zero sequence current (I0,inj) to
eliminate V0 must be

I0;inj ¼ � 0:57\� 30�:Ið Þ:

For this case, based on the angle of the calculated I0,inj, it can be stated that it is
equal to a load transfer from Phase-A to C, as seen from Fig. 3a. Therefore, both of
the diagrams of Fig. 2, imply that a load transfer from Phase-A to C will minimize
voltage unbalance at load terminals. DDD

Example-2: Now, let us assume there are three types of loads. All of them draw a
constant current of I but with different power factors. Three loads with power
factor of 0.98 (u = 10�) are connected Phase-A. One load with power factor of

(a) (b)

Fig. 3 a Change in current zero sequence for load transfer between phases. b Change in current
negative sequence for load transfer between phases
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0.93 (u = 20�) is connected to Phase-B. Two loads with power factor of 0.86
(u = 30�) are connected to Phase-C.

Now, the voltages at the load terminal are

VA ¼ V\0� 3ZPI\� 10�

VB ¼ V\� 120� � ZPI\� 140�

VC ¼ V\þ 110� � 2ZPI\þ 90�

VN ¼ 3I\� 10� þ I\� 140� þ 2I\þ 90�ð ÞZN :

In this case, it can be shown that the required injected zero and negative
sequence currents are

I0;inj ¼ 0:78\� 159�:I

I�;inj ¼ 0:39\� 152�:I:

For this case, based on the angle of the calculated I0,inj from Fig. 3a, the
equivalent action is load transfer is Phase-A to B. However, based on the angle of
I-,inj from Fig. 3b, the equivalent action is the load transfer from Phase-A to C. In
this example, one portion of the loads on Phase-A are to be transferred to Phase-B
and another portion to Phase-C in order to compensate the negative and zero
sequences simultaneously. DDD

Example-2 demonstrated decision making on which load(s) to be transferred
from one phase to another is not straight forward through vector analysis. On the
other hand, Eq. (10) is based on the assumption of a balanced voltage source.
However, in reality, it is quite possible that the voltages at any bus are already
unbalanced due to other loads connected to the feeder before that bus.

3.3 Highly-Loaded to Low-Loaded with Deadband Control

Voltage unbalance at each bus is substantially proportional to the difference
between the voltage magnitudes of three phases in that bus. Therefore, to reduce
voltage unbalance in each bus, a method that equalises the amplitude of all three
phase voltages is implemented. This can be achieved by transferring the load from
the highly-loaded phase to the low-loaded phase at that bus. This process can be
continued until the best voltage unbalance for all buses along the feeder is
achieved. The variations in voltage unbalance should be monitored to prevent
voltage unbalance increase due to an inappropriate load transfer. An exhaustive
method is used for applying a load change from highly-loaded phase to low-loaded
phase in each bus followed by calculation of voltage unbalance for all buses. The
load transfer which has resulted in the best voltage unbalance for all buses in the
network is chosen as the desired load transfer result. The flowchart of the control
algorithm is shown in Fig. 4.
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Although the result from this method is not globally optimum, it has the great
advantage of few load transfers in each action of the smart load transfer system. It
is to be noted that, in this method, voltage unbalance reduction along the feeder is
the main objective and power mismatch among the three phases as well as voltage
regulation along the feeder are improved consequently.

3.4 Genetic Algorithm-Based Optimization

The voltage unbalance can be reduced even further if a general optimization is
carried for the system. For this purpose, a genetic algorithm-based optimization
method is chosen [25]. The genetic algorithm optimization, utilized in this anal-
ysis, is discussed briefly below.

A. Initialization
For the genetic algorithm in this study, a population size of 100 is randomly
selected. Each population (chromosome) is a vector with column number (gen)
equal to house number. A non-binary gen is utilized in this analysis. For that, the
value of each vector array (cell) can be 1, 2 or 3 which respectively represent
Phase-A, B or C connection for each house. Each cell must have a value of 1, 2 or
3 at every time to represent the house is definitely connected to one phase.

B. Selection
A pair of individuals from the population is selected as a parent. In this analysis,
the individuals with less voltage unbalance impact in the network have a higher
probability to be selected as parents. Parents are utilized for defining the child
generations in the next two sections.

C. Crossover
Crossover is an important operation and is used for exchanging information among
the selected parent individuals from the last section. In this analysis, a one-point
crossover with a randomly selected truncation point and a constant probability of
30 % is utilized.

D. Mutation
As another important operation, mutation is carried out over the selected parent
individuals. In this analysis, a one-point mutation with a randomly selected
truncation point and a constant probability of 5 % is used.

E. Objective Function
The objective function in this analysis is assumed to be as

OFp ¼ b1:maxðVUpÞ þ b2:max DPp

� �
ð11Þ

where OFp is the objective function calculated for each population p, VUp is the
vector of voltage unbalance along the feeder for each population p, DPp is the
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vector of three-phase power mismatch at the secondary side of the distribution
transformer for each population p and b1 and b2 are respectively the penalty
factors for voltage unbalance and power mismatch. The genetic algorithm
parameters and the penalty factors need to be tuned to result in fast convergence
and better figures for voltage unbalance and power mismatch among the three
phases in the network under consideration.

F. Stopping Rule
In each iteration, the population resulting in the best objective function (i.e.
minimum of voltage unbalance and power mismatch) is saved. The iterative
procedure of generating new trials is terminated when no significant improvement
is observed in the solutions (objective function values for new trials).

The flowchart of the genetic algorithm-based smart load transfer control system
is shown in Fig. 5.

The main advantage of this method is finding the most suitable phase con-
nection for the houses in each interval so that the objective function is minimized.
However, this will result in a high number of load transfers in the system each
time.

4 Analysis Methodology

A MATLAB-based program is developed to analyse the results of the smart load
transfer system. The simulation comprised the main program, smart load transfer
program and the unbalanced load flow program.

The low voltage residential distribution feeder of Fig. 1 is considered in this
study. The distribution transformer is assumed to be three-phase, 100 kVA,
11/0.4 kV, 50 Hz, DYn type, with per-unit impedance of 4 %. The low voltage
feeder is assumed to be an aerial three-phase four-wire radial system which is
composed of four similar Mercury conductors (i.e. 7/4.5 AAC with
Z = 0.315 ? j 0.259 X/km [26]). The overhead line has a length of 400 m, dis-
tributed over 120 cm cross-arms, with ABCN vertical configuration [27]. It is
assumed that the feeder supplies 30 houses through 10 buses, with equal separa-
tions of 40 m (i.e. 1 house per phase per bus). The utilized residential load profile
in this analysis is based on the real residential data retrieved from the smart meters
installed in a suburban area in Perth, Australia [28]. The load profile for each
house for 1 day, in the considered network, is shown in Fig. 6. The loads are
assumed to be as constant PQ loads within this study. From this figure, it can be
seen that some loads have negative load demand at some periods which is due to
their PV power generation.

In addition, for studying the effectiveness of the discussed smart load transfer
system, dynamic simulations are carried out using PSCAD/EMTDC.

An unbalanced sweep forward–backward load flow [29] is considered and
integrated into the developed model. The load flow calculates the voltages along
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the feeder which are used later for calculating voltage unbalance along the feeder.
The load flow algorithm is described in Chap. 10.

5 Simulation Results

Using the developed MATLAB-based program, the performance of the smart load
transfer system for the considered network in Fig. 1 is demonstrated below:
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Load Flow
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Fig. 5 Flow chart of the
decision making process in
smart load transfer system
using genetic algorithm-
based optimization

344 F. Shahnia et al.

http://dx.doi.org/10.1007/978-981-4585-36-1_10
http://dx.doi.org/10.1007/978-981-4585-36-1_10


A. Highly-loaded to Low-loaded Transfer without Deadband Control
First, let us assume the deadband controller is deactivated and the load transfer
scheme is running for any voltage unbalance in the network. In such a case, the
three-phase voltage profile of the feeder before and after three load transfers is
shown in Fig. 7a. The voltage unbalance profile along the feeder is shown for the
initial case and after three load transfers in Fig. 7b. Table 1 shows the numerical
results for voltage unbalance in each bus in addition to the location of load
transfers.

For the network under consideration, Fig. 8a shows the maximum of voltage
unbalance along the feeder in each 15-min time interval before and after smart
load transfer system application. This figure shows that the smart load transfer
system is highly successful in reducing the voltage unbalance along the feeder in
the 24-h period. For the studied data, the maximum of network voltage unbalance
was 2.23 % which was reduced down 0.16 % after load transfer was applied in
that period. After the smart load transfer system is applied, the maximum of
experienced voltage unbalance along the feeder, in 24-h period, is 0.77 %.

The minimum voltage along the feeder for each time interval before and after
application of the smart load transfer system is shown in Fig. 8b. This figure shows
that the minimum voltage of the feeder is improved by applying the smart load
transfer system. As an example, the minimum voltage in the feeder in the case
without smart load transfer system was 0.97 pu which increased to 0.99 pu.

In a similar way, the maximum voltage along the feeder for each time interval
before and after the application of the smart load transfer system is shown in
Fig. 8c. This figure shows that the maximum voltage of the feeder is reduced after
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utilising the smart load transfer system. It is to be noted that these changes are the
consequence of voltage unbalance reduction and are not controlled directly.

It is highly desirable to achieve better results with fewer load transfers in each
switching case. Figure 8d shows the total number of load transfers in each
switching case. It can be seen that total number of load transfers was between one
and nine in each switching case. This means that in the worst case, the load
transfer was applied to maximum of 30 % of the houses.

It is interesting to investigate if there were any houses in the network which had
more load transfers applied to them. Figure 8e shows the total number of load
transfers for each house at each bus of the network. From this figure, it can be seen
that all houses participated in the load transfer scheme but some had more transfers
than others. In Fig. 8f, the phase connection of each house is shown during the 24-h
period. In this figure, Phase-A, B and C are respectively labelled as Phase-1, 2 and 3.
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Fig. 7 a Network voltage profile before and after smart load transfer. b Network voltage
unbalance profile before and after smart load transfer

Table 1 Voltage unbalance (%) in each bus along the feeder before and after each load transfer
in highly-loaded to low-loaded transfer control algorithm

Bus number 1 2 3 4 5 6 7 8 9 10

Without LT 0.24 0.33 0.39 0.46 0.53 0.60 0.66 0.72 0.74 0.75
After first load transfer at bus-8

Phase C ? A
0.09 0.11 0.10 0.10 0.11 0.12 0.16 0.22 0.23 0.24

After second load transfer at bus-7
Phase C ? B

0.07 0.06 0.03 0.03 0.06 0.09 0.13 0.17 0.17 0.17

After third load transfer at bus-6
Phase A ? B

0.10 0.09 0.09 0.10 0.12 0.14 0.14 0.12 0.10 0.09
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It is also interesting to analyse if there was any specific time per day that the
number of load controls were higher. For this, the above study has been extended
for a week using the available 7-day real load profile data. Figure 8g shows the
number of total load transfers in the network in each hour for a 7-day period. Only
the load transfer numbers higher than 20 per hour are demonstrated in this figure.
This figure shows that the number of load transfers is almost higher at
7.00–10.00 am every day. This is the time of the first peak in the network load
demand per day. However, not many load transfers are observed at
16.00–18.00 pm which was time of major peak in network load demand. The total
number of load transfers per hour and per switching mode is given for the 7-day
period separately in Table 2. From the statistics in this table, it can be seen that at
every switching case, a maximum of 30 % of the houses (i.e. 10 houses) and a
minimum of 3 % (i.e. one house) had participated in the load transfer scheme on
average. From the statistics, it can also be seen that the maximum number of load
transfers in an hour is about three times of the minimum number of load transfers
in an hour every day. In addition, on average, a minimum number of two and a
maximum number of 13 load transfers was observed per house in a 7-day period.

B. Load Transfer with Deadband Control
As discussed in Sect. 4, for reducing the number of load transfers in a network, a
deadband controller was designed which activates the load transfer scheme only
once the voltage unbalance in the network is higher than its setting (i.e. the
acceptable/desired level of voltage unbalance in the network). Now, let us assume
in the network of Fig. 1, the deadband controller is active and has a setting of 0.5,
1 and 1.5 % for voltage unbalance. The results of applying the highly-loaded to
low-loaded load transfer algorithm are shown in Fig. 9 for each setting of the
deadband controller separately. As seen from this figure, as the setting for the
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acceptable voltage unbalance in the network is increased from 0.5 to 1.5 %, the
number of load transfers is decreased significantly subject to higher voltage
unbalance presence in the network. As an example, for limiting the acceptable
voltage unbalance in the network from 1.5 to 0.5 % (i.e. one-third), the required
total number of load transfers in the network in a 24-h period was increased from
52 to 254 transfers (i.e. five times more).

Table 2 Load transfer statistical data in a 7-day period

Day 1 2 3 4 5 6 7

Number of load transfers
per each switching case

Maximum number 9 9 10 10 9 9 9
Minimum number 1 2 1 2 2 1 2

Number of load transfers
per each hour

Maximum number 33 29 30 20 29 29 28
Minimum number 8 11 13 13 10 12 13

Number of load transfers
per house

Maximum number 12 12 12 15 12 14 13
Minimum number 1 3 2 3 1 2 2
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C. Genetic Algorithm-Based Optimization
Another study is carried out to demonstrate the performance of genetic algorithm-
based smart load transfer system with the objective function considering voltage
unbalance and power mismatch in three phases, as described in Sect. 4. The results
of this study for the network of Fig. 1 are shown in Fig. 10.

The results are given for the network after applying the smart load transfer
system scheme based on two different optimizations. In the first optimization, only
voltage unbalance is minimized (i.e. b1 = 1 and b2 = 0); while in the second one,
voltage unbalance and power mismatch among the three phases are minimized
together (i.e. b1 = 1 and b2 = 20). It is to be noted that the above penalty factors
were tuned to result in better results of OF for a crossover probability of 30 % and
mutation probability of 5 % in the network under consideration. Figure 10 shows
that voltage unbalance reduction using genetic algorithm optimization is more than
the reduction by highly-loaded to low-loaded algorithm. However, this will lead to
a higher number (i.e. 60 % more) of load transfers in the network. In addition, this
figure shows that the power mismatch among the three phases is reduced signif-
icantly in genetic algorithm-based load transfer scheme, when this parameter is
considered in the objective function as in (11).

D. Dynamic Simulation Results
As discussed before, the load transfer should not result in unacceptable input
voltages for the residential customers. Input voltage variations should be within
the acceptable region of the ITI curve. For studying the dynamic performance of
the smart load transfer system using STS, the system in Fig. 2 is modeled in detail
in PSCAD/EMTDC. It is assumed that a single-phase 2 kW load with power factor
of 0.95 is supplied by a three-phase 240 V RMS voltage through a STS.

First, let us assume the load is being supplied from Phase-A. At t = 0.5 s, a
command is received from the master controller to the end-user controller to
transfer the load to Phase-B followed by another command at t = 1 s to
transfer the load to Phase-C. The load instantaneous voltage and current
waveforms are shown in Fig. 11a, b while their RMS values are shown in
Fig. 11c, d. The instantaneous current waveform is scaled up in this figure for
better presentation.

Once the control command is received at t = 0.5 s, the controller will block
the Phase-A Triac and will de-block Phase-B Triac. However, the load current
is not zero; therefore, the conducting thyristor will still continue passing the
current until it falls below its holding current. This happens at t = 0.51 s.
However, it can only start to conduct the current at t = 0.57 s, once the voltage
of Phase-B is in its positive half cycle and its relevant thyristor is activated.
This will cause a slight drop in voltage RMS which is within acceptable range
in the ITI curve.

At t = 1 s, another load transfer command is received to transfer the load to
Phase-C. At this time, the current is in its negative half cycle while Phase-C
voltage is in its positive half cycle. Therefore, Phase-B Triac has to still conduct
the current until the current falls below its holding current. This happens at

350 F. Shahnia et al.



t = 1.05 s, therefore, the conducting Triac is turned off and since the voltage of
Phase-C is in its negative half cycle and its relevant thyristor is activated, then it
starts to conduct the current. This results in a slight increase in voltage RMS which
is again within the acceptable range of the ITI curve.

As seen from Fig. 11c, the voltage variation during a load transfer transition
period is below 10 % and does not last more than 100 ms; which falls within the
safe region of the ITI curve.

Now, let us assume the load is 1 kW while a PV generating 2 kW is connected
within the residential promises (i.e. a negative 1 kW load demand). The PV is
modeled based on the voltage–current characteristic of PV cells with a single-
phase inverter as discussed in [30]. Figure 11e shows the load active power
demand while a similar load transfer command is applied. The simulation results
verify the successful dynamic performance of the STS-based smart load transfer
system for residential applications.

(b)(a)

0 6 12 18 24
10

15

20

25

30
Number of Load Transfers

Time (hrs)

N
um

be
r

0 6 12 18 24
0

0.5

1

1.5

2

2.5

3

Time (hrs)

A
pp

ar
en

t P
ow

er
 (

kV
A

)

0 6 12 18 24
0

0.25

0.5

0.75

1
Maximum Voltage Unbalance

Time (hrs)

V
ol

ta
ge

 U
nb

al
an

ce
 (

%
)

0 6 12 18 24
0

0.25

0.5

0.75

1
Maximum Voltage Unbalance

Time (hrs)

V
ol

ta
ge

 U
nb

al
an

ce
 (

%
)

0 6 12 18 24
0

0.5

1

1.5

2

2.5

3

Maximum Difference between

0 6 12 18 24
10

15

20

25

30
Number of Load Transfers

Time (hrs)

N
um

be
r

A
pp

ar
en

t P
ow

er
 (

kV
A

) Three Phase Average Power
Maximum Difference between
Three Phase Average Power

Time (hrs)

Fig. 10 Comparison of results of maximum voltage unbalance, maximum power difference from
average power among three phases and number of load transfers after load transfer scheme based
on Genenetic Algorithm for: a Voltage unbalance minimization. b Voltage unbalance and power
mismatch minimization

Smart Inter-Phase Switching of Residential Loads 351



(a)

(b)

(c)

(d)

(e)

0.48 0.49 0.5 0.51 0.52 0.53
-400

-200

0

200

400
Load Instantanous Voltage and Current

Time (s)

V
o

lt
ag

e 
(V

)

0.98 0.99 1 1.01 1.02 1.03
-400

-200

0

200

400

Time (s)

V
o

lt
ag

e 
(V

)  Load 
Current

 Load 
Current

 phase-A

 phase-A

 phase-B

 phase-B

 phase-C

 phase-C

 Load 
Voltage

 Load 
Voltage

0.85

0.9

0.95

1

1.05

1.1

Load Voltage RMS

V
o

lt
ag

e 
(p

u
)

0 0.5 1 1.5
7.5

8

8.5

9

9.5
Load Current RMS

Time (s)

C
u

rr
en

t 
(A

)

0 0.5 1 1.5
-3

-2

-1

0

1
Load Active Power Demand

Time (s)

A
ct

iv
e 

P
o

w
er

 (
kW

)

Fig. 11 Dynamic simulation results: a Load instantanouse voltage for a load transfer at t = 0.5 s
from Phase-A to B. b Load instantanouse voltage for a load transfer at t = 1 s from Phase-B to C.
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6 Conclusion

A smart dynamic residential load transfer system was discussed in this chapter.
The supply of each house could be transferred from one phase to another based on
the commands from the master controller using a static transfer switch. The master
controller defines the candidate load(s) to be transferred based on the discussed
highly-loaded to low-loaded phase transfer algorithm, while keeping the number of
load transfers to minimum. The smart load transfer system operated in 15-min time
intervals and a deadband controller was developed to reduce the number of load
transfers, by allowing an acceptable level of voltage unbalance within the network.
A genetic algorithm-based optimization can also be utilized for voltage unbalance
and power mismatch reduction through a larger number of load transfers. The
effectiveness of the smart load transfer system was demonstrated using a MAT-
LAB-based simulation for a typical Australian low voltage distribution feeder
using the load profile data available from smart meters. The dynamic analysis of
the static transfer switch demonstrated that the voltage variation during each load
transfer falls within the acceptable levels of the input voltage for the electrical
appliances, based on the ITI curve.
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The Optimization of Computational Stock
Market Model Based Complex Adaptive
Cyber Physical Logistics System:
A Computational Intelligence Perspective

Bo Xing

Abstract This chapter makes an attempt to address three critical issues that, from
a computational intelligence perspective, will arise when computational stock
market model (CSMM) based complex adaptive cyber physical logistics system
(CACPLS) is implemented in the future supply network. The chapter starts with an
introduction and background description about the necessity of introducing the
CSMM-based CACPLS; then the focal problems (i.e., developing investment
strategy, predicting stock price, and controlling extreme events) of this chapter is
stated in the problem statement section; a detailed description about our approa-
ches, i.e., training artificial neural network via particle swarm optimization,
genetic algorithm for stock price forecasting, and agent-based modeling and
simulation for preventing extreme events, together with three example studies can
be found in the subsequent proposed methodology sections; right after this, the
potential research directions regarding the key problems considered in this chapter
are highlighted in the future trends section; finally, the conclusions drawn at the
last section closes this chapter.

Keywords Complex adaptive system � Artificial stock market model � Cyber
physical logistics system � Artificial neural network � Genetic algorithm � Multi-
agent system

1 Introduction

The efficiency of logistics system (LS) is a key component for survival of com-
panies in today’s hyper-competitive business environment. However, upgrading
LS’s management in the context of international supply chain is not a smooth
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process. Several authors (e.g., [111], Wu [104]) have argued that uncertainties in
terms of supply, production and demand are the important feature on the con-
temporary business environment and thus make LS much more vulnerable. Others
(e.g., [24, 95]) pointed out that LS can be, from a complexity science-based
perspective [45, 46], regarded as complex adaptive system (CAS). As a result, LS
is unmanageable, particularly when the phenomena of extreme events occurred. In
this chapter, we proposed the concept of complex adaptive cyber physical logistics
system (CACPLS) in response to these challenges confronted by companies.

Briefly, the remainder of this chapter is organized as follows. Section 2 includes
background and literature review about CAS, cyber physical system, and CAC-
PLS, which is followed by a description of our focal problems in Sect. 3. Then, the
proposed computational intelligence (CI) methodology and the experimental study
for each particular research question is detailed in Sects. 4, 5, and 6, respectively.
Next, the future research directions are highlighted in Sect. 7. Finally, the con-
clusion is drawn in Sect. 8.

2 Background of Complex Adaptive Cyber Physical
Logistics System

2.1 What is Complex Adaptive System?

Before we apply CAS theory, we must first understand it. Complexity theory is
well established in a range of disciplines, such as economics [65], ecosystems [57],
health care [50, 98], signaling networks [44], mathematical optimization [101],
and in some areas of logistic and supply chain [24, 66, 77, 78, 95, 105], to name
but a few. Adaptation has been identified as a fundamental characteristic of CAS
[42] that has been appearing under the term adaptive management in the resource
management literature. Also, systems theory is an analytical framework that has
been widely used across scientific disciplines since World War II [21]. It has been
providing a variety of conceptual and mathematical methods to gain insight into
the behavior of a set of component that interact through the flow of matter and
energy and through feedback mechanisms [39].

The term CAS organized as a system with seven basic elements that emerges
over time into a coherent form, adapting and organizing itself without any singular
entity controlling or managing it [43]. The first four concepts are aggregation, non-
linearity, flow and diversity, which represent certain characters of agents, are very
important in the adaptation and evolution process, while the other three concepts
are tagging, internal models and building blocks, which represent the mechanisms
of agents for communication with the environment [70]. A similar viewpoint has
been presented by [24], who listed the attributes in three broad groups as envi-
ronment (dynamism, and rugged landscape), internal-mechanisms (deals with
agents, self-organization and emergence, connectivity and dimensionality), and
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co-evolution (quasi equilibrium and state changes, non-linear changes, and non-
random future). Overall, CAS is extremely flexible allowing for any form of
dynamics and evolution to be considered. The difficulty comes in defining struc-
tures capable enough to exhibit the features of interest, while still remaining
amenable to mathematical analysis [34, 115]. A further problem is that this
incomplete description can lead to results being proven for one type of structure
representation not necessarily holding for others [36]. Therefore, if sense is to be
made of the structure and function of CAS, a fully integrated approach will be
necessary.

2.2 What is Cyber Physical System?

Cyber physical system (CPS) is a promising new class of engineered systems that
presents the integrations of computation with physical environments. Just as the
internet help humans to interact with one another, CPS help us to interact and
control with the physical world. So far, there are a wide range of technologies that
have been involved in building the CPS. One of these technologies, radio fre-
quency identification (RFID), is able to provide an automatic identifying and
tracking link between multiple objects at the same time, without the need for
individual scanning [88], has been thoroughly studied. Examples includes a range
of large-scale engineered systems such as manufacturing [73], closed-loop supply
chain (CLSC) [116], and inventory systems [67]. Furthermore, CPS is character-
ized by decentralization and autonomous behavior of their elements. In addition,
such systems evolve through collective adaptation and reconfiguration of their
structures.

2.3 Why Complex Adaptive Cyber Physical Logistics System
(CACPLS)?

Being in transient phase of rapid growth, the LS is quite complicated and deeply
affected by the novel information and communication technologies (ICT). As a
result, it is inevitably falling into the category of CPS in which all objects are
equipped with sensors (e.g., RFID) in order to record the environment of the object
such as where they are, which other things are in the vicinity, and what happened
to them in the past (See Fig. 1 for illustration).

For example, Ivanov and Sokolov [48] identified an inter-disciplinary per-
spective and modeling tools in the context of collaborative CPS. Furthermore, in
order to achieve an effective control on LS, the researchers of [24, 95, 96] pointed
out that CAS and multi-agent system (MAS) have been extensively applied to LS
domain so far. Clearly, those technological advantages bring many benefits to the
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LS such as they make the LS safer and more efficient, performing tasks more
accuracy with reduced cost, and providing real-time information of operational
transactions to corporate-level information systems for the purpose of better
planning and execution. As a result, in this chapter we combined those advance
ideas and proposed a novel concept called complex adaptive cyber physical
logistics system (CACPLS) to address planning and operation challenges of LS.

Fig. 1 CACPLS diagram
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Such systems will depend on a cyber-infrastructure of sensing, communication,
and control devices, which means that the LS is entirely possible to adapt them-
selves automatically in terms of supply, production and demand.

2.4 Computational Stock Market Model Based CACPLS

Computational stock markets [55, 75] (or artificial stock markets) are market
simulations populated with artificially intelligent electronic agents that fill the
roles of traders. These agents can use heuristics, rules, and various CI approaches
to make trading decisions. That means, the market allows a fine-grained level of
experimental control that is not available in real markets. Thus, data obtained from
artificial market experiments can be compared to the predictions of theoretical
models and to data from real-world markets, and the level of control allows one to
examine precisely which settings and conditions lead to the deviations from the-
oretical predictions usually seen in the behavior of real markets [26]. A summary
of computer-simulated markets with individual adaptive agents to explain
observed market phenomena can be found in [53].

3 Problem Statement

One of the major challenges for logistics practitioners is to develop a network
structure and collaboration mechanism that can facilitate adaptive, flexible and
synchronized behaviors in a dynamic environment. However, researchers are still
in the early stages of investigating the general principles that govern the birth,
growth and evolution of supply networks with complex network structure and
mechanisms for collaboration. In other words, if logistics operations are regarded
as being complex, it is inappropriate to consider models developed under para-
digms based on beliefs of linearity, stability, homogeneity, and perfect rationality
as producing the best possible explanations and understanding of turbulent con-
texts. In this chapter, we argue that logistics networks should be treated as a CAS
since they are characterized by self-organizing properties causing emergent sys-
tem-wide effects. With this recognition, we will adopt computational stock market
model (CSMM) [66] based CACPLS. This model can, in turn, be used to improve
the tactical and operational decision-making of logistics operations. Although
adopting CSMM sounds like a promising way to design CACPLS, it is not a
panacea for solving all logistics related problems. Some issues outlined below
need to be paid an extra attention before reaching a CSMM-based CACPLS.
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3.1 Research Question 1 (RQ1): Developing Better
Investment Strategy

First, in many financial decision problems, such as portfolio optimization or
hedging, an investor wants to find an optimal investment strategy to achieve a
certain goal, for example, to maximize a utility function or to minimize risk. The
development of new successful investment strategies, or the improvement of
methodologies to product new successful investment strategies can be a profit
business venture [28].

But, how are investment strategies developed? The answer can vary across asset
classes. In the case of stocks and corporate bonds, traditional fundamental analysis
entails analyzing the corporation, the quality of the assets, and the specifics of the
securities issued. Such analysis is usually carried out through the study of tradi-
tional quantitative indicators emphasizing value (various price/earnings metrics),
financial stability (liquidity ratios), and qualitative opinions such as management
depth and expertise and market dominance. The goal of such analysis is to
determine what is the real, intrinsic value of a security, and then to compare that
value to the price being offered in the market. When a discrepancy between the
intrinsic value and the market price exists, there is a chance to profit by buying
securities believed to be undervalued and selling securities believed to be over-
valued. On the other hand, investment strategies can also be based on qualitative
factors such investing in ‘‘green’’ companies (e.g., remanufacturing firms [107]
with a superior focus on corporate social relations and alternative production
methodologies [28].

Often investment strategies are based on both qualitative and quantitative
factors, specializing in a specific market niche and then analyzing specific secu-
rities based on various managerial variables. Therefore new investment strategies
are usually developed by a combination of innovative hypothesizing and empirical
research. Generally a human uses various financial analysis tools to discover a
repeated discrepancy between intrinsic value and market price, and then formu-
lates an investment strategy to take advantage of this perceived discrepancy. The
search for new investment strategies is often carried out by thousands of finance
professionals around the world, and has the potential to yield huge profits if found.
For this reason, it is always worth thinking not only about individual potential
investment strategies, but also about refining the process through which new
strategies are developed.

Nevertheless, there are two primary obstacles existing in the process of devel-
oping new investment strategies by human: firstly, human thought processes must
choose what variables are significant and worth spending time to analyze. This
process can thus be biased both by traditional investing philosophy, and by the lack
of human conceptualization of potential relationships among different variables;
secondly, there exists a bottleneck in human’s capability to process and analyze
large data sets. An analyst might be interested in potentially investing in thousands
of publicly listed companies, but would never have time to thoroughly analyze all of
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their public statements [28]. The issue caused by such situation force us to come up
the following research question: RQ1—How investment strategy can be effectively
developed for a better implementation of CSMM-based CACPLS?

3.2 Research Question 2 (RQ2): Predicting Future Stock
Price

Second, a stock price is a typical non-stationary stochastic process having no
constant mean level over time for it to remain in equilibrium. Forecasting is an
attempt to predict how a future event (such as stock return) will occur. The main
objective of forecasting the occurrence of this event is for decision makers to make
better decisions. In finance, forecasting is an important activity. Although
according to efficient market hypothesis (EMH), classical economics tells us that
the market cannot be predicted, forecasting of the financial markets, also known as
financial forecasting, still has been attracting the interest of many market pro-
fessionals, academics and even ‘amateur’ investors for many years.

Traditionally, there have been two forecasting methods that are widely used:
the fundamental analysis and the technical analysis [49]. Fundamental analysis
applies the tenets of economy foundation theory, which believes that various
fundamental factors count. Technical analysis, on the other hand, insist that prices
discount all information, and that studying the price trends can help trades forecast
future price movement. Today, technical analysis has become widespread in the
financial markets. While it’s narrow form seeks to forecast the direction of price
movements of target financial variables from their corresponding past priced and
volume data. In this chapter, we make an attempt to address the following research
question: RQ2—How stock price can be reasonably predicted in the context of
CSMM-based CACPLS?

3.3 Research Question 3 (RQ3): Controlling Harmful
Extreme Events

Third, a big swing in the prices of shares in the stock market is always a big story
on the evening news. People often speculate on where the market is heading and
get very excited when they can brag about their latest ‘‘big killing,’’ but they
become depressed when they suffer a big loss. The attention the market receives
can probably be best explained by one simple fact: It is a place where people can
get rich—or poor—quickly [69]. Therefore, rarely does a day just go by that the
stock market isn’t a major news item. Especially in recent years, we have wit-
nessed huge swings in the stock market. The 1990s were an extraordinary decade
for stocks: the Dow Jones and S&P 500 indexes increased more than 400 %, while
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the tech-laden NASDAQ index rose more than 1,000 %. By early 2000, both
indexes had reached record highs. Unfortunately, the good times did not last, and
many investors lost their shirts. Starting in early 2000, the stock market began to
decline: the NASDAQ crashed, falling by over 50 %, while the Dow Jones and
S&P 500 indexes fell by 30 % through January 2003 [69]. These considerable
fluctuations in stock prices affect the size of people’s wealth and as a result may
affect their willingness to spend. In [62], the author defined a financial extreme as
the minimum daily return or the maximum daily return of a stock market index
over a given period. Therefore it would be good if we can have a mechanism to
prevent these extreme events and keep the markets in a well-organized condition.
Among the most important players in financial markets throughout the world are
central banks, the government authorities in charge of monetary policy. Central
banks’ actions affect interest rates, the amount of credit, and the money supply, all
of which have direct impacts not only on financial markets, but also on aggregate
output and inflation [69]. Typically three policy tools are often used in practice to
manipulate the money supply, i.e., open market operations, changes in discount
lending, changes in reserve requirements. Some brief introductions about these
policies are provided as below [69]:

• Open market operations are the most important monetary policy tool, because
they are the primary determinants of changes in interest rates and the monetary
base, the main source of fluctuations in the money supply. Open market pur-
chases expand reserves and the monetary base, thereby raising the money supply
and lowering short-term interest rates. Open market sales shrink reserves and the
monetary base, lowering the money supply and raising short-term interest rates.

• Discounting is a particularly effective way to provide reserves to the banking
system during a banking crisis because reserves are immediately channeled to
the banks that need them most. In addition to its use as a tool to influence
reserves, the monetary base, and the money supply, discounting is important in
preventing financial panics. Using the discount tool to avoid financial panics by
performing the role of lender of last resort is an extremely important require-
ment of successful monetary policymaking.

• Changes in reserve requirements affect the money supply by causing the money
supply multiplier to change. A rise in reserve requirements reduces the amount of
deposits that can be supported by a given level of the monetary base and will lead
to a contraction of the money supply. A rise in reserve requirements also
increases the demand for reserves and raises the federal funds rate. Conversely, a
decline in reserve requirements leads to an expansion of the money supply and a
fall in the federal funds rate. The main advantage of using reserve requirements
to control the money supply and interest rates is that they affect all banks equally
and have a powerful effect on the money supply. The fact that changing reserve
requirements is a powerful tool, however, is probably more of a curse than a
blessing, because small changes in the money supply and interest rates are hard to
engineer by varying reserve requirements. Another disadvantage of using reserve
requirements to control the money supply and interest rates is that raising the
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requirements can cause immediate liquidity problems for banks with low excess
reserves. When the Fed has raised these requirements in the past, it has usually
softened the blow by conducting open market purchases or by making the dis-
count window more available, thus providing reserves to banks that needed them.
Continually fluctuating reserve requirements would also create more uncertainty
for banks and make their liquidity management more difficult.

Overall, no matter what kind of monetary policy is actually conducted, the
ultimate goals are like keeping the stability of various financial markets. In the
context of CSMM-based CACPLS, as we note in the earlier sections, smarts parts
also face some possibility of extreme events in the form of too many parts buying
space on a ship, then arriving at the dock to find the ship full and, thus are left
stranded on the dock. Unsurprisingly, the probability of occurrence of extremes
can have a large impact on economic development because intelligence products
are then main objectives of intelligent transportation system for the businesses.
This concern leads us to the third research question: RQ3—How can extreme
events are largely controlled when a logistics market becomes a CSMM-based
CACPLS?

4 Proposed Methodology for RQ1

Witnessed by these potential limitations of human in developing investment
strategies, there is no doubt why LeBaron chose artificial neural network (ANN) as
a new investment strategies developing mechanism in his CSMM [54]. The
objective of ANN, as it pertains to trading rules, is to create a security trading
decision support systems, which, ideally, is fully automated and triggered by both
quantitative and qualitative factors. Furthermore, in a recent survey [92], the
authors argued this choice (i.e., employing ANN in the development of new
investment strategies) seems to be a right one and concluded that ANNs has the
ability to extract useful information from large set of data and therefore plays an
important role in stock market. Nevertheless, in practice, only through an effective
training, ANN can become a promising solution in this regard. To address this
issue, the particle swarm optimization research toolbox (PSORT) and the ANN
training add-in for PSORT, written by George Evers [30, 31] and Tricia Ram-
bharose [83], respectively, are proposed in this section for training ANN. The
implementation of the experiment is conducted in a MATLAB environment.

4.1 PSO Research Toolbox

The PSORT is designed to handle continuous, single-objective optimization prob-
lems [31]. This simple toolbox allows researchers to solve new problems, or
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improving the PSO. In order to add constraints, one simple approach for adding
constraints to the particle swarm algorithm was presented. Particles are re-initialized
until satisfying all constraints, and personal and global bests are updated only with
feasible positions. This ensures that all starting points and all points of attraction are
feasible without adding much complexity to an otherwise computationally simple
algorithm. Alternatively, we can also enhance velocity updates and position updates,
or vary the inertia weight non-linearly. For more details regarding how to apply
PSORT to meet your own research needs, interested readers please refer to [31].

4.2 ANN Training Add-In for PSO Research Toolbox

The ANN training add-in for the original PSORT aims to allow an ANN to be
trained using the PSO technique. This add-in works like a bridge or interface
between MATLAB’s NN toolbox and the PSORT. In this way, MATLAB’s NN
functions can call the NN add-in, which in turn calls the PSORT for NN training.
The core principle behind this add-in is to treat each PSO particle as one possible
solution of weight and bias combinations for the NN. The PSO particles therefore
move about in the search space aiming to minimize the output of the NN per-
formance function [83]. In terms of implementing this ANN training add-in,
interested reader are referred to [83] for more instructions.

4.3 Experimental Study

The add-in works through the following functions created for ANN training with
PSO [83]:

• main.m: This is a simple function used as an example of creating a neural
network (NN) and using the PSO algorithm as the training function. Very basic
input and target values are used, similar to the examples given in MATLAB’s
Neural Network toolbox help file. A two layer NN is created and NN parameters
are set. The NN is first simulated and then trained. For comparative analysis of
results, the NN settings and results are displayed by calling respective functions
created for this purpose. Finally, a function is called to plot the NN performance
results vs. epochs to enable more meaningful analysis of results.

• trainpso.m: This PSO training function aims to be the interface between the
Matlab NN toolbox and the PSO Research Toolbox. For consistency, the for-
matting and structure of other NN training algorithms are followed. Training
here is based on the idea that all weight and bias values are determined using a
swarm optimization approach.

• first_pso: This variable is in the trainpso.m function as a flag to indicate to the
PSO toolbox the first time the PSO algorithm is run. This is necessary to prevent
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redundant PSO parameter validation and display that is needed only if the
PSORT is not being used for ANN training. Initially, the value of this variable is
set to ‘‘1’’ and after the first PSO trial its value is automatically set to ‘‘0’’ in
RegPSO_main.m.

• plot_epochs.m: This is a script to plot NN epochs versus performance at the end
of the ANN training session. ANN epoch number is given on the x-axis and the
NN performance is given on the y-axis. For PSO training of an ANN, each PSO
iteration corresponds to a NN epoch. For added analysis, the NN training goal is
shown as a horizontal line. Figure 2 below gives a screenshot of the plot gen-
erated from plot_epochs.m.

5 Proposed Methodology for RQ2

Proponents of financial technical analysis have thus made serious attempts in the
past decade to apply a variety of statistical models, and more recently, CI tech-
niques to test the predictability of economic and stock market returns and vola-
tility. Among the most popular and successful ones, we can find is ANN which is a
very well-exploited CI technique in financial forecasting, while the other CI
approaches used for financial forecasting such as genetic algorithm (GA) is less
explored in the literature. Therefore, the aim of this section is to explore the
applications of GA in financial forecasting.

Fig. 2 Trainpso epochs versus performance
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5.1 Genetic Algorithm

Genetic algorithm (GA), introduced by Holland in 1975 [41], is a stochastic search
technique. It has been successfully implemented in many combinatorial optimi-
zation problems. The concept of GA is based on the process of natural evolution.
Typically GA starts with an initial set of possible solutions called population. Each
individual in the population is called a chromosome, referred to as a solution to the
problem at hand. Then some individuals are selected to be parents to produce
offspring via a crossover operator. The evolution of new generations is carried out
by breading the pairs of existing chromosomes in the current population using
different genetic operators such as crossover, mutation, and inversion. Both off-
spring and parent chromosomes are then compared against the fitness function.
The fitness function serves as the objective function and evaluates the quality of
each chromosome. Only chromosomes with the highest fitness level will survive to
form the next generation. Figure 3 illustrates a standard evolution process in GA.

5.2 Experimental Study

Considering the stock price forecasting problem, the model of the stock market
that interacts with the investors is stochastic, dynamical non-linear and is not
available [60]. The GA is programmed in MATLAB 7.6; and executed on Inter (R)
Core(TM) i7-2040 M CPU @ 2.80 GHz computer with 2 GB RAM and Windows
7 Enterprise Operating System. The simulation results are illustrated in Fig. 4.

6 Proposed Methodology for RQ3

In order to control extreme events in stock market, on the contrary to conventional
control policy tools which are currently regulating most stock markets, we resort to
agent based modeling and simulation (ABMS) approach for stabilizing CALSs.
ABMS represents a new paradigm in modeling and simulation of dynamic systems
distributed in time and space. In particular, an agent performs given tasks auto-
matically using inter-collaboration or negotiation with other agents on behalf of a
human (such as buy and sell stock) on the basis of real-time connectivity. As the
author of [53] put it, financial markets are one of the most important applications
for agent based modeling because issues of price and information aggregation and
dissemination tend to be sharper in financial settings, where objectives of agents
are usually clearer.

Further, the availability of massive amounts of real financial data allows for
comparison with the results of agent based simulations. For these reasons, agent
technology is regarded as one of the best candidates for artificial stock market
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management. The basic idea in our proposed approach, which was inspired by
[94], is to employ stochastic cellular automata model to generate dynamics of
emergent stock market price as a result of the interaction between traders. After
introducing socially integrated robot trading agents, the stock price dynamics
could be controlled, so as to make the market more Gaussian.

6.1 Stochastic Cellular Automata Model

Cellular automata (CA) [72] are mathematical idealizations of physical systems in
which space and time are discrete, and physical quantities take on a finite set of
discrete values, and especially suitable for complex systems. A typical CA system
comprises of four components namely: cells, states, neighborhood and rules. Cells
are governed by transition rules that are iteratively applied, and generally only
consider the states of the neighboring cells. The CA models can be applied in
various areas to model the processes in physical, chemical, biological system,
urban system [93], stock markets [102], and to study the self-organization and self-
reproduction by the emergence of coherent interaction structures. Recently, to
make the system wide or specific to certain situation, the CA models need to
account for the external behaviors that also drive the changes which are not

Fig. 3 A standard evolution process in GA
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evolved in the transition rules of the automata. In the light of this statement, the
new wave of research is driving towards integrating some new types with the CA
models, such as agent CA [19] and ants CA [47]. The focus here is on to develop
the framework for integrating the CA models and ABMs validating the same for
the use case.

Fig. 4 Simulation results of predicting future stock price using GA
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Initially, there are only human traders, and subsequently, robot trading agents
enter the market. The traders are represented by cells on a two-dimensional L� L
grid. There are N traders who can either buy or sell only one share, and these are
mutually exclusive states. At any given time step t, the population of traders N is
divided into two distinct groups of buyers NB tð Þ and sellers NS tð Þ.

The probability of a trader to choose to buy at time t, pB tð Þ, is in Eq. (1) [94]:

pB tð Þ ¼ SB
1 tð Þx tð Þ�SB

F tð Þ1�x tð Þ ð1Þ

where SB
1 tð Þ 2 0; 1½ � and SB

F tð Þ 2 0; 1½ �, respectively, are probabilities of buying,
based on imitation and on the fundamentals; and w tð Þ 2 0; 1½ � is the weight
ascribed on imitation. When w tð Þ ¼ 0 the choice is based only on the funda-
mentals; when w tð Þ ¼ 1 the choice is based only on imitation; and when w tð Þ 2
0; 1ð Þ the choice mixes both strategies.

On the other hand, the probability of a trader choosing to sell, pS tð Þ, is in Eq. (2)
[94]:

pS tð Þ ¼ 1� SB
1 tð Þx tð Þ�SB

F tð Þ1�x tð Þ ð2Þ

In addition, we assume that the willingness to buy (sell) at t increases as a
function of the number of neighbors who have already bought (sold) at the previous
step t � 1. Thus, the probability of imitation at time t, SB

1 tð Þ, is given by Eq. (3) [94]:

SB
1 tð Þ ¼

NH
B t � 1ð Þ

ffi �k

NH
B t � 1ð Þð Þkþ NH

S t � 1ð Þ
ffi �k

" #

ð3Þ

where, NH
B t � 1ð Þ and NH

S t � 1ð Þ, respectively, are the number of buying neighbors
and selling neighbors at t � 1; and k 2 1; 1Þ½ is a parameter controlling the
intensity of the response. Whenk ¼ 1, the probability of buying is proportional to
the number of neighbors who have previously bought; this characterizes a weak
linear response. When k [ 1 there is a quorum response, (i.e., the probability of
exhibiting a particular behavior is an increasing function of the number of actors
already performing the behavior), because the probability of buying increases once
the quorum is met. Here, the quorum size is determined by the number of selling
neighbors at the previous time step.

The probability of buying based on the fundamentals is then given by Eq. (4)
[94]:

SB
F tð Þ ¼ ek �F�P t�1ð Þð Þ

ek �F�P t�1ð Þð Þ þ e�k �F�P t�1ð Þð Þ ð4Þ

where, the fundamental value �F assumed as a positive constant; P t � 1ð Þ is the
stock price at t � 1; and k is a positive parameter modulating a trader’s response,
based on the price difference. If a trader perceives the stock price as being lower
than the fundamental value �F � P t � 1ð Þ[ 0, he tends to buy; and vice versa.
When �F � P t � 1ð Þ ¼ 0, the decisions of buying and selling are equally probable.
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The weight ascribed to either strategy, x tð Þ (that is, imitating or following the
fundamentals), is endogenous, and depends on the size of the deviation of the
current stock price from its fundamental value [94]:

x tð Þ ¼ 1

1þ l P t � 1ð Þ � �F½ �2
ð5Þ

where, l is a positive parameter, tracking the speed at which the strategy switches

from imitation to fundamental. As, P t � 1ð Þ � �F½ �2!1; x tð Þ ! 0, and the

fundamental strategy grows in importance; as P t � 1ð Þ � �F½ �2! 0; x tð Þ ! 1 and
imitation is preferred.

We now introduce robot trading agents into the model. The robots are socially
integrated into the group of human traders to control self-organized market returns.
We assume that humans and robot agents are perceived as congeners and influence
one another in the same way. Robot agent behavior is intentionally set to an anti-
imitation rule to counteract the imitative human trader behavior as described by
Eq. (3). The robot agents adopt such a contrarian behavior using the majority
principle after considering the neighboring cells at the previous time step. Thus,
the probability, pB

R tð Þ, of a robot trading agent to choose to buy at time t is shown
in Eq. (6) [94]:

pB
R tð Þ ¼ NH

S t � 1ð Þ
NH

B t � 1ð Þ þ NH
S t � 1ð Þ

� �
ð6Þ

where NH
B t � 1ð Þ and NH

S t � 1ð Þ, respectively, are the number of buying neighbors
and selling neighbors at t � 1. According to Eq. (6), if pB

R� 1
2 a robot trader will

choose to buy at time t; if pB
R\1

2 the robot trader will choose to sell.

6.2 Agent-Based Modeling and Simulation

With the intense research in the realm of ABMS domain, scores of tools are
developed for building ABMS. In this research, we choose one of them called
NetLogo [103] because it was user-friendly and supported extensive documenta-
tion for building models. In the NetLogo parlance the agents are conceived as
‘‘turtles’’, the sense of state is through ‘‘patches’’ and the worldview through the
‘‘observer’’ [103]. Patches are similar to the notion of cell in CA with the regular
lattice structure. Each cell in the CA terminology corresponds to the patch in the
NetLogo parlance. Thus, the notion of space is based on regular lattice structures
of square cells and agents are simulated to move over a cellular space.
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6.3 Experimental Study

In order to run the experiments, we adopted the setup of the basic model: k ¼ 1,
k ¼ 9, and l ¼ 2� 1010. When there are no robot controllers are added, we can
see through Fig. 5a that the returns is random distributed and environment is rather
chaotic, while after we adding a certain number of robot controllers, the returns
become more Gaussian distributed (see Fig. 5b).

7 Future Trends

7.1 Future Trends for RQ1

In this study, the standard PSO is introduced for training ANN. During the past
few years, several hybridization versions of PSO have been proposed in the lit-
erature and enjoy a superior performance than original PSO. Among these vari-
ants, PSOGSA [68] (original PSO in combination with a newly developed
gravitational search algorithm [18, 20, 22, 23, 27, 29, 32, 33, 37, 38, 40, 51, 52, 58,
59, 61, 74, 76, 84–87, 90, 91, 112, 117] seems to be an powerful alternative. As
such, a possible future work in this regard would be testing the suitability of using
PSOGSA for ANN training.

7.2 Future Trends for RQ2

In addition to employ the GA algorithm mentioned in this chapter, a potential
research direction is to apply other innovative CI methods on the targeted question.
The examples of innovative CI methods are such as superbug algorithm [14], bat
algorithm [25, 56, 71, 110], blind, naked mole-rats (BNMR) algorithm [97], bean

Fig. 5 Returns-distribution—(b) with and (a) without robot
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optimization algorithm [99, 100, 113, 114], harmony search algorithm [4–8,
10–13, 15–17], artificial physics optimization (APO) [35, 106], river formation
dynamics algorithm [79–82], particle collision algorithm [2, 3, 63, 64, 89], arti-
ficial chemical reaction [9, 109], and gases Brownian motion optimization [1].
Interested readers are referred to [108] for a more detailed description.

7.3 Future Trends for RQ3

Although the proposed ABMS method is efficient in controlling extreme events
that might happen in CALS environment, it does not mean that the method is
applicable to all situations. Meanwhile, the current parameter adjustment is done
by manual. Therefore the future research can be focus on: First, finding out in what
scenario the extreme event might be out of control and come up with a corre-
sponding solution; Second, figuring out the best parameter choice for all scenarios
(if it exists) or an alternative parameter selection strategy.

8 Conclusions

In this chapter, we first introduced the CACPLS concept into the context of
logistics networks and supply chain management. Then, we identified three main
research questions related to establishing a CSMM (i.e., computational stock
market model) based CACPLS: developing better investment strategies, predicting
future stock price, and controlling harmful extreme events. Three different
approaches were proposed in this chapter to deal with our focal questions, namely,
training ANN through PSO research toolbox, using GA to predict the stock price,
and prevent extreme events via ABMS approach. The experimental studies con-
ducted in this chapter demonstrated the suitability of our proposed methodologies.
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Optimized Reconfigurable Autopilot
Design for an Aerospace CPS

Arsalan H. Khan, Zeashan H. Khan and Salman H. Khan

Abstract A modular flight control strategy is presented here to demonstrate the
improved command tracking performance with fault tolerance and reconfiguration
capabilities. The modular control design process consists of inner and outer loop
design concept, where outer baseline controller feedback loop ensures the stability
and robustness and inner reconfigurable design is responsible for the fault-toler-
ance against actuator faults/failures. This guarantees augmented autonomy and
intelligence on board aircraft for real time decision and fault tolerant control.
Requirements for aerospace cyber physical systems (ACPS) and software are far
more stringent than those found in industrial automation systems. The results
shows that fault tolerant aspect is mandatory for ACPS, that must support real time
behavior and also requires ultra-high reliability as many systems or/sub-systems
are safety critical and require certification.

1 Introduction

A fly-by-wire aircraft has a modern avionics architecture integrating the physical
and the communication layer in the aircraft’s cockpit. Thus, a fly-by-wire digital
autopilot system is a distributed control system with a number of on-board com-
puters, sensors and redundant actuators to provide maximum survivability in the
case of an accident by ensuring physical as well as analytical redundancy.
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The main emphasis is now on digital computing with the use of inertial motion and
air stream sensor units; the direct mechanical linkages between the cockpit con-
trols and the control surfaces have been removed and replaced with electrical
signaling with direct motion commands, hence the term ‘fly-by-wire’. There is also
some development to incorporate fiber optic communication in the onboard air-
craft hence named ‘fly-by-light’.

As compared to the centralized control strategy in which a single controller is
employed to regulate the output ‘y’ according to the commanded reference input
‘r’, modular strategy has more design freedom for control engineers. Several
centralized strategies are available in literature [1–5], where in [1] a single con-
troller is designed for speed regulation of automotive engine and in [5] a cen-
tralized robust controller is used for UAV flight path tracking. It is sometimes
quite difficult for the designers to determine a single optimal controller for
achieving multiple objectives in the complete complex system where the inputs are
interdependent. Due to the design complexity of centralized control approach by
considering all the system dynamics, it is sometimes not possible and effective to
choose this architecture. The applicability of one large centralized control system
is also restricted because of the high computational power requirement and time
consumption for reconfiguration in case of fault and failure scenarios. Advantages
of centralized strategies include the absence of communication delays, information
loss and other integration issues between subsystem controllers, guaranteed sta-
bility for designed set-point, and rigorous theoretical proofs.

An example of one of the module in aerospace CPS is shown in Fig. 1. The air
data system is designed to provide high integrity information; for example, the
arrangement in figure above might provide triplex airspeed information necessary
which plays a vital role in safe flight. In practice, the quality and integrity of the air
data will depend on the capabilities and locations of the individual sensors. For the
arrangement shown in Fig. 1, ‘a’ is a static probe, and ‘b’, ‘c’ and ‘d’ are multihole
probes used to resolve local flow angles from dynamic pressure data. The air-data
information is complemented with information from the aircraft’s inertial sensors.

Modular control approach is now becoming a standard for safety-critical sys-
tems where several small modular control loops are present, each dedicated to
handle a subsystem and its dynamics. The advantages of modular strategy are the
feasibility of modification in case of sub-system up-gradation, as the subsystem
constraints can be easily handled, efficient use of parallel computing capabilities
for fast execution, easy identification of faults/failures, highly recommended by
control system designers for large problems, and accessibility of specialized effi-
cient optimal dedicated controllers and algorithms for improved performance in
nominal and in fault cases.

We focus on the aerospace industry challenges and procedures to build high
confidence aerospace cyber physical systems (Aerospace CPSs) which require:

1. The algorithms and protocols to be designed should come with guarantees of
correctness to ensure maximum survivability. In particular, it should be pos-
sible to formally prove that under reasonable assumptions on the environment
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(in terms of communication networks, computation resources, and the relevant
physical processes); the algorithms are guaranteed to achieve a certain level of
performance.

2. The overall system performance should not be fragile with respect to small
perturbations to the environment nor, to the extent possible, failures in the
embedded systems that monitor or control this environment. In case, it is not
possible to ensure total performance, a graceful performance degradation and
execution of emergency protocol must be ensured.

3. The cross-domain elements of CPSs including electrical, mechanical and
hydraulic system, core control and monitoring system, software, and commu-
nication network should be modeled in a unified way.

4. Calibration, testing, and diagnosis of these complex systems should be very
reliable and accurate.

2 Modular Fault Tolerant Control

The modular approach consists of inner loop and outer loop configuration as
presented in Fig. 2, has dominant performance especially for over-actuated sys-
tems as demonstrated in [6–10]. The concept of virtual control command v is

Fig. 1 Air data system architecture of a fighter aircraft
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presented in [6–10], which represents a demanded force, moment, or generalized
objective that must be achieved through the optimal combination of all the
available redundant actuators. In flight control systems the virtual command is
generally consist of roll, pitch, and yaw moments (L, M, N). The actual control
commands are the control surface deflections, brake pressures, and engine throttle
etc. which produce the combine effects of the virtual control commands. The
baseline controller in outer loop is responsible to produce virtual commands which
are sufficient to drive the plant dynamics (the aircraft dynamics, in this case). As
illustrated in Fig. 2 a control allocation module is introduced for optimized and
effective distribution of baseline controller generated virtual commands between
the redundant actuators.

Control allocation is a very useful methodology in active fault-tolerant control
for over-actuated systems. The idea of control allocation is the separation of
actuator selection and command tracking task in the control design. The concept of
control allocation is an active research topic in marine, aerospace and automotive
vehicle control [7, 11–24]. To control the dynamic position of marine vehicles,
thrusters, propellers and rudders are used to produce translational forces and
yawing moment, in order to keep the heading in the desired direction [11–15]. In
the advanced aerospace applications actuator redundancy is available for improved
maneuverability, reliability, and safety. The primary and secondary control sur-
faces include aileron, elevator, rudder, and canards, spoilers, flaps, and thrust
vectoring vanes respectively, to produce the net torque acting on the vehicle for
controlling its motion [7, 16–20]. In automotive vehicle control, the net yawing
moment depends on the individual brake forces produced by each wheel [21–25].
Optimal control allocation for flapping wing micro air vehicle control, walking
robots, and large-scale air-jet actuators array are some of the example to improve
the performance and efficiency of over-actuated mechanical systems [26–29]. The
modular flight controller design for over-actuated systems is performed in the
following two steps.

1. Design a robust baseline control law specifying total control effort to be pro-
duced (moments, forces, etc.)

2. Design a control allocator that distribute the total demanded effort onto the
actuators according to their specifications (control surfaces deflections, thrust
forces, etc.)

Fig. 2 Modular (inner/outer loop) controller configuration
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3 Real Time Control Allocation

The online computation requirements and practical implementation issues of
control allocators in demanding flight control systems are of crucial concern.
Control allocation methods based on weighted pseudo inverse (WPI) has been
used in real aircraft flight control system where large number of similar control
surfaces is available, such as Boeing 747. Cascaded pseudo inverse (CGI) method
is applied in X-35 aircraft for control allocation [30]. Davidson et al. [31], pre-
sented an extended version of WPI method for desktop and real-time piloted
simulation of tailless aircraft. The applicability of pseudo inverse based CA
solution because of its fast execution draws researchers to compare their proposed
real-time solutions with this strategy [32–35]. In [34], Durham presented BESA
implementation results and compare it with the generalized inverse (GI) solutions.
It was found that BESA approach for three objective control allocation is slower
than GI methods but faster than CGI method. Bodson [36] compared his proposed
solution based on the Simplex solution to a LP problem with RPI method. It was
found that execution time of Bodson direction preserving method is five time more
time consuming than RPI. In [37], Harkegard suggested least squares based control
allocation solution and found that it is computationally similar to CGI method but
not as accurate as CGI for feasible commands. However, a considerable drawback
of pseudo inverse based solutions is their incapability to achieve the entire feasible
commanded objectives because of low AMS volume as compare to direct control
allocation AMS. In [38, 39], authors have suggested global optimization based
solutions to maximize the AMS volume of pseudo-inverse based methods.

Optimization based CA strategies are very promising in the accuracy of solu-
tion but the computational load of these algorithms is quite exhaustive. Recently,
several optimization based control allocation strategies are considered for real-
time implementation because of increase in computational capabilities [21, 40–
43]. In [40], Bolender et al. presented a mixed-integer linear programming (MILP)
based control allocation solution for reusable launch vehicle considering piecewise
linear models. The validation and verification of MILP solvers is very difficult
especially for use in safety critical real-time applications, which makes use of this
strategy limited. Optimization based control allocation strategies are applied in
ground vehicles using real-time optimizing program [21, 43]. In automotive
vehicles, fast optimization solvers can be used for control allocation as consid-
erable amount of time is available in on-ground moving vehicles as compared to
high speed fighter aircrafts. Some real-time implementation and simulation results
of optimization based control allocation strategies using fast optimization solvers
will be presented in next few sections.
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4 Reconfigurable Modular FCS Design for ADMIRE
Benchmark

To demonstrate the performance of reconfigurable modular control strategy a
linearized ADMIRE aircraft model is selected at low speed flight condition i.e.,
Mach 0.22 at an altitude of 3000 m. At low speed, the efficiency of the control
surfaces is poor so better evaluation can be performed for the case of different
actuator faults. The linearized dynamics of an aircraft at a trim condition is rep-
resented in state-space form as:

_x ¼ Ax tð Þ þ Bu tð Þ
y ¼ Cx tð Þ þ Du tð Þ

ð1Þ

where, A e Rnxn, B e Rnxm, C e Rpxn and D e Rpxm are respectively the state, the
input control, the output and feed-through matrices, x e Rn is the system state
vector; u e Rm is the control input vector and y e Rp is the system output vector to
be controlled in an optimal way. Here, feed-through matrix D is a null matrix, and
all states are measurable and the system is full-state feedback system. Now, for
incorporating actuator faults or failures, we introduce a diagonal gain matrix
Ke e Rmxm in Eq. 1.

The post-fault estimated state-space form becomes

_xðtÞ ¼ AxðtÞ þ BKeuðtÞ ð2Þ

With,

Ke ¼

k1 0 � � � 0

0 k2 . .
. 0

..

. . .
.

. .
.

..

. :

0 0 � � � km

2

6666664

3

7777775

where, ki = 1, i = 1… m corresponds the perfect condition of ith control actuator,
0 \ ki \ 1 indicates the fault presence and ki = 0 denotes the total failure or loss
of control of the ith control actuator. In order to introduce virtual control command
concept [32], for redundant actuators, we assume that the rank (B) = l \ m. So,
the control matrix B can be factorized as

B ¼ Bv:Be ð3Þ

where, Bv e Rnxl and Be e Rlxm are respectively, the virtual control and control
effectiveness matrices. The alternate state equation form of Eq. 1 can be written as

x tð Þ ¼ Ax tð Þ þ Bvv tð Þ ð4Þ

v tð Þ ¼ Beu tð Þ ð5Þ
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where v e Rl is the virtual control command input, known as the total control effort
produced by the actuators and commanded by the base-line controller. For the
present work, k = p is considered, i.e., the number of virtual control command (v)
is equal to the number of outputs (y) to be controlled. In advance aircraft systems,
the actuator dynamics are much faster than the aircraft dynamics. So, for the
control allocation process, we consider a linear relationship between constrained
control command (u) and virtual control command (v) as in Eq. 5. The actuators
control command u(t) is limited by

umin� u� umax

where, umin and umax are the lower and upper position deflection limits of physical
actuators. The reconfigurable modular structure of FCS with control allocator is
shown in Fig. 3. Typically, the virtual control command v is a 3-dimensional
vector consisting of rolling moment (Cl), pitching moment (Cm) and yawing
moment (Cn); while u represents the respective actuator commanded positions.
Reliable linear quadratic (LQ) control with control allocator is designed here.
Linear programming (LP) based control allocation strategy is used to solve the
following cost function

max
u;a

a

subject to Bu ¼ av

umin� u� umax

where, ‘a’ is the scaling factor. The simulation is performed in non-real-time
environment using Matlab 7.13. From Eq. 1, following are the state matrix and
input control matrices at trim flight condition:

A ¼

�0:5432 0:0137 0 0:9778 0
0 �0:1179 0:2215 0 �0:9661
0 �10:5130 �0:9968 0 0:6176

2:6221 �0:0030 0 �0:5057 0
0 0:7076 �0:0939 0 �0:2127

2

66664

3

77775

Fig. 3 Reconfigurable modular flight control with post-fault estimator
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B ¼

0:0035 0:0035 �0:0318 �0:0548 �0:0548 �0:0318 0:0004
�0:0063 0:0063 0:0024 0:0095 �0:0095 �0:0024 0:0287
0:6013 �0:6013 �2:2849 �1:9574 1:9574 2:2849 1:4871
0:8266 0:8266 �0:4628 �0:8107 �0:8107 �0:4628 0:0024
�0:2615 0:2615 �0:0944 �0:1861 0:1861 0:0944 �0:8823

2

66664

3

77775

The command input (reference input) consist of angle of attack a (rad), sideslip
b (rad), and roll rate p (rad/sec), given as:

y ¼ a b p½ �T

whereas the state vector consist of pitch rate q (rad/sec) and yaw rate r (rad/sec)
with commanded inputs as:

x ¼ a b p q r½ �T

There are seven control surfaces dlc; drc; droe; drie; dlie; dloe; dr½ �T representing the
left and right canards, right inner and outer elevons, left inner and outer elevons,
and the rudder respectively. Position constraints are considered in CA strategy
with the following limits:

umin ¼ ½�55 �55 �30 �30 �30 �30 �30 �TðdegÞ
umax ¼ ½ 25 25 30 30 30 30 30 �TðdegÞ

The approximate model with control allocator has the following effectiveness
matrix, where B = Bv.Be and Bv = 02�3 I3�3½ �T

Be ¼
0:6013 �0:6013 �2:2849 �1:9574 1:9574 2:2849 1:4871
0:8266 0:8266 �0:4628 �0:8107 �0:8107 �0:4628 0:0024
�0:2615 0:2615 �0:0944 �0:1861 0:1861 0:0944 �0:8823

2

4

3

5

Open-loop characteristics of the aircraft at this trim condition are given in
Table 1. The system is unstable because of the unstable right half plane pole and
insufficient natural frequency. Closed-loop modular controller is suggested for this
unstable system with LQ optimal control and LP based control allocation. The
closed-loop characteristics are given in Table 2 and the response is shown in
Fig. 4.

Three different fault scenarios are presented in Figs. 5, 6 and 7 respectively. In
Fig. 5, a canard total failure is considered, where the canard is unable to deflect
according to commanded deflection and stuck at zero position. Due to the available
redundancy in ADMIRE aircraft, CA algorithm redistributes the control efforts to
healthy elevons in tracking the commanded a-roll maneuver.

Figure 6, shows a 50 % fault in canard effectivity at 2 s, which causes an
overshoot in pitch tracking. By using CA strategy to redistribute the control effort
in healthy elevons for compensating the 50 % loss in canard, a better pitch
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Table 1 Open-loop system characteristics at Mach = 0.22 and Alt = 3000 m

States x(t) Eigenvalues Damping f Natural frequency
wn(rad/sec)

Angle of attack a -2.13 1.0 2.13
Sideslip b 1.08 -1.0 1.08
Roll rate p -0.318 ? 1.70i 0.38 1.73
Pitch rate q -0.318 - 1.70i 0.38 1.73
Yaw rate r -0.692 1.0 0.692

Table 2 Closed-loop system characteristics at Mach = 0.22 and Alt = 3000 m

States x(t) Eigenvalues Damping f Natural frequency wn(rad/sec)

Angle of attack a -1.09 1.0 1.09
Sideslip b -1.15 ? 2.04i 0.49 2.34
Roll rate p -1.15 - 2.04i 0.49 2.34
Pitch rate q -2.36 1.0 2.36
Yaw rate r -2.23 1.0 2.23
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tracking is achieved as compared to total canard failure case in Fig. 5. In Fig. 7 a
40 % fault is introduced in the left elevon, which causes a severe overshoot in a
tracking. Due to the importance of elevon control surface in pitch and roll com-
mands tracking, it is not possible to fully compensate left elevon fault using canard
and right elevon. A considerable steady-state error is observed in following a
command, whereas p and b tracking remains nominal.

5 Optimization of Reconfigurable Control

Optimization algorithms for modular control strategy are presented here for
improving the performance of optimal reconfigurable control design. Two of the
most powerful and broadly applicable stochastic search and global optimization
techniques each belongs to evolutionary computation and swarm intelligence fields
are compared for feedback control loop design optimization [37, 38]. Both evo-
lutionary computation and swarm intelligence are the paradigms of computational
intelligence (CI) which relates artificial intelligence (AI) to biological or naturally
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occurring system. Brief description of particle swarm optimization (PSO) related
to flight controller design is presented and demonstrated for ADMIRE aircraft in
next section.

6 Particle Swarm Optimization

Particle swarm optimization (PSO) is a relatively new stochastic optimization
technique, introduced by Kennedy and Eberhart [43, 44] in 1995. Comparatively,
it is a computationally efficient optimization method and quite simple than the
genetic algorithm (GA). Like GA, PSO is also a population based intelligent
optimization technique inspired by the idea of fish schooling, mosquitoes
swarming and birds flocking.

In the PSO algorithm, the swarm of particles is initially placed at random
positions in problem search-space with given velocities in search of optima. The
directions of the movement and the velocities of the particles are then gradually
changed according to their own historical best position and other neighborhood
particle’s best position for searching better positions. Both the particle’s best and
the neighborhood’s best positions are derived according to the given objective
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fitness function [43]. PSO has been widely used in state estimation, optimal power
flow, antennas design, feedback controller tuning, system identification, and
intelligent control [38, 45–48].

7 Working Principle of PSO

PSO is a metaheuristic algorithm like GA, which is based on particles (same as
chromosomes in GA). However, unlike the GA, PSO particles move in search of
optimum solution using three D-dimensional vectors instead of evolution opera-
tors. Where, ‘D’ is the dimensionality of the problem space, where each particle
has three parameters i.e., the current position~xid, the previous best position~pid, and
the velocity~vid.

The randomly initialized PSO particles are real value individuals, have their
own current position~xid may be viewed as coordinates describing their location in
space. At each step of the PSO algorithm, the current position is evaluated as a
solution for optimization. If that position is better than any that has been found in
previous steps so far, then the location information is stored in the second vector,
~pid. The value of the best function result achieved so far is stored in a variable,
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pibest (for ‘‘previous best’’) for evaluation on later steps. New better position is
attained by adding ~vid vector to ~xid in search of better solution for objective
function and up-gradation of ~pid and pibest. The velocity vector~vi is an adjustable
variable, which can be considered as the step size. In moving towards the better
position (solution) particles communicate with each other in such a way that their
motion is affected by the best solution found by any neighborhood particle. Fig-
ure 8 illustrates the movement of particles in 2-dimensional space.

The PSO algorithm execution flow for designing an optimal modular flight
controller is shown in Fig. 9. The algorithm proceeds as

1. Initially, a randomly distributed population of m particles is generated in D-
dimensional search space with random positions ~xid xi1; xi2; . . .; xiDð Þ and
velocities~vid vi1; vi2; . . .; viDð Þ.

2. loop
3. For each generated particle which signifies a potential solution, evaluate the

desired optimization fitness function in D variables.
4. Compare the particle’s fitness evaluation with its pibest. If the current value is

better than the pibest, then update pibest with current value, and ~pid equal to the
current location~xid.

5. Identify the neighborhood particle which has the best success so far, and keep
track of its position denoted by ~pgd pg1; pg2; . . .; pgD

ffi �
.

6. Calculate a velocity vector for each ith particle using following expression at
(k ? 1)st iteration

~vkþ1
id ¼ w~vk

id þ c1r1 ð~pid � ~xk
idÞ þ c2 r2 ð~pgd � ~xk

idÞ ð6Þ

7. Using the updated velocities and previous position, each particle changes its
position as

~xkþ1
id ¼ ~xk

id þ ~vkþ1
id ð7Þ

8. If the criterion is met (usually the designated fitness or maximum number of
iterations), exit loop.

9. end loop

Fig. 8 Particles movement
in swarm
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In Eq. 6, c1 and c2 are the two positive constant parameters known as learning
factors, and w is a positive constant called inertia of the particle which are
dependent on the optimization problem. Whereas r1 and r2 are the uniformly
distributed random numbers between 0; 1½ �, and d ¼ 1; 2; . . .;D.

8 PSO Design Considerations

Only three parameters, which include two trust parameters/learning factors c1; c2ð Þ
and the inertia of particles (w) that need to be design carefully in PSO algorithm as
compare to several complex parameters in GAs. The initial random distribution of
particles is also not as important as in GAs. The reason is that the swarm changes
dynamically throughout the optimization process until an optimum solution is
found. However, the size of swarm is important and it is often set on the basis of
dimensionality and intuitive knowledge of the problem.

Initialize population with random 
position (xi) and velocity (vi)

Best solution (pgbest)

Calculate fitness of each particle 

Yes

No
Maximum iteration or pgbest

reached?

Calculate the pibest of each particle and 
pgbest of population

Update the velocity (vid),position (xid), 
pibest and pgbest of each particle

Fig. 9 Flow chart PSO
algorithm
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9 Parameters

Inertial weight: Introduction of inertial weight parameter w was motivated by the
desire to better control the search objective and suggested by Shi and Eberhart
[49]. There are several strategies reported by researchers for adjusting the value of
w [50–52]. In [51], the value of w is decreased by fraction if no improvement has
been achieved during predefined number of design iterations. Whereas, in [50] a
random uniform distribution between 0:5; 1½ � for w is used as an effective design
approach.

Generally, inertia weight w is initialized by the setting values between [0.4, 1].
Relatively large value (e.g., 1) correspond to a system where particles move fast in
low viscosity medium and perform extensive exploration in problem space. The
small value (e.g., 0.4) correspond to a system where particles move slow and may
converge to local optima. Here, for flight control design problem, we used
w = 0.5–1 to better explore the design problem for global optima. The initiali-
zation of swarm with inertia value greater than 1 makes the swarm unstable and it
is necessary to reduce it significantly to bring particles in stable region.
Learning factors: The trust parameters c1 and c2 control the convergence of the
particles and allow a systematic method for preventing explosion and ensuring
convergence. In [53], Kennedy et al., suggested c1 = c2 = 2, such that the mean
of the stochastic multipliers in Eq. 6 is equal to 1. Equal values of c1 and c2 means
that particle has equal trust on itself as on the swarm. Here we use c2 = 2.2 and
c1 = 1.8 to make each particle puts little more trust on swarm as compare to itself.

10 PSO for Modular Flight Control

Swarm intelligence based particle swarm optimization technique is used to
improve the modular flight controller response through optimization of CA and LQ
control.

11 Control Allocation Optimization

Weighted generalized inverse (WGI) based control allocation technique is used
here because of its computation efficiency. The allocation efficiency of generalized
inverses (GIs) is low and it often fails to allocate feasible control command. There
are several GI solutions available for underdetermine system of equations. In flight
control system, where multiple control surfaces are available to distribute the three
conventional control commands (roll, pitch, yaw), generalized inverses are
employed for effective distribution according to the actuators capabilities. Here, an
efficient and fast optimization technique (PSO) is used to improve the allocation
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efficiency of GI by searching a solution which has greater AMS volume. Calcu-
lations of volume are performed using Bordignon [19] technique in Matlab
software.

The ratio of the volumes between direct control allocation (DirCA) and GI
control allocation is used as an objective function. The increase in the volume
percentage will in fact improve the allocation efficiency of CA and given as:

Vw

VU
� 100

where Vw is the volume of GI solution and VU is the volume of direct control
solution, which is 100 % of the attainable moments. The ADMIRE aircraft’s linear
effectiveness matrix (D) is used to find a better GI solution. The aircraft’s trim
flight conditions are Mach = 0.3 and altitude h = 3000 m. Hence, the effective
matrix is

vd ¼ Beu

Be ¼
0:7984 �0:7984 �4:5787
1:3841 1:3841 �1:0906
�0:3970 0:3970 �0:2014

�3:9413 3:9413 4:5787
�1:7433 �1:7433 �1:0906
�0:4256 0:4256 0:2014

2:6919
0:0046
�1:6265

2

4

3

5

Fig. 10 PSO iterations for AMS volume (volume ratio) maximization
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Seven control surfaces i.e., right and left canards (drc, dlc), right and left inner
elevons (drie, dlie), right and left outer elevons (droe, dloe) and a rudder (dr) are used
with the following given position limits

umin ¼ �55 �55 �25 �25 �25 �25 �30½ �;
umax ¼ 25 25 25 25 25 25 30½ �

(deg)

The maximum volume of GI solution achieved through PSO algorithm is 45 %
of the volume of AMS of U.

The Fig. 10 shows how fast PSO proceeded towards the optimized CA solution.
The different volume changes at increasing iterations are shown in Fig. 11 and
respective GI solutions are given in Table 3, where:

u ¼ GI v

I3�3 ¼ BeGI

GI ¼ WuðBeWuÞT ðBeWuðBeWuÞTÞ�1

Fig. 11 AMS volumes at different iterations of PSO algorithm (a) 30 % (b) 36 % (c) 40 %
(d) 45 %
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12 LQ Controller Optimization

PSO based controller optimization is used very frequently in real control appli-
cation because of its less computational intensive nature and fast convergence
towards the solution [54–56]. In LQ control, both state and control penalty
matrices (Q, R) are found systematically and quickly using PSO. Closed loop flight
controller with control allocation is considered for response shaping. Integral time
absolute error (ITAE) is used as objective function for determining the best pair of
Q and R matrices.

PSO algorithm with inertia weight (w) and learning factors (c1, c2) explained in
Sect. 9 is used here with ITAE cost function for evaluation of each particle to find
the best possible feedback gain matrix. Following are the steps in closed loop flight
controller optimization:

1. Select an initial swarm of particles.
2. For each particle solve Algebraic Riccati Equation (ARE) and calculate the

feedback gain considering minimization of ITAE cost function for the desired
command inputs.

3. If the current ITAE value is less than the previous best ITAE value then set the
current value as the new best value (i best).

4. Now choose the particles with the minimum ITAE value of all the particles as
the g best and calculate the particle velocity.

5. Using calculated particle velocity, find new particle position for Q and
R matrices.

6. Stop, if either the maximum number of iteration is met or the optimal solution
is found.

Table 3 Optimized GI matrices for CA optimization at different volume percentages

GI solution at 30 % GI solution at 36 %

GI ¼

0:0334 0:2446 �0:1494
�0:0002 0:1217 0:1362
�0:0476 �0:0824 �0:0811
�0:0341 �0:0911 �0:0980
0:0334 �0:0798 0:0732
0:0911 �0:0966 0:1020
0:0266 �0:0288 �0:4776

2

666666664

3

777777775

GI ¼

0:0095 0:2116 �0:2773
�0:0379 0:2252 0:2210
�0:0428 �0:0298 �0:0499
�0:0689 �0:1033 �0:1486
0:0350 �0:0621 0:0817
0:0611 �0:0684 0:0836
0:0285 0:0093 �0:4164

2

666666664

3

777777775

GI solution at 40 % GI solution at 45 %

GI ¼

0:0337 0:1887 �0:2327
�0:0069 0:1771 0:2765
�0:0557 �0:0872 �0:0701
�0:0337 �0:0832 �0:0944
0:0443 �0:1017 0:1268
0:0729 �0:0700 0:0722
0:0264 �0:0055 �0:4150

2

666666664

3

777777775

GI ¼

0:0194 0:2239 �0:1620
�0:0181 0:2667 0:1792
�0:0550 �0:0438 �0:0793
�0:0481 �0:0656 �0:0920
0:0488 �0:0656 0:1009
0:0558 �0:0419 0:0850
0:0299 0:0105 �0:4607

2

666666664

3

777777775
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The improved LQ feedback controller performance is achieved by proper
selection of Q and R weighting matrices having dimensions 5 9 5 and 3 9 3
respectively for ADMIRE aircraft. Recently, several intelligent optimization
methods are investigated for determining the LQ weighting matrices, with closed-
loop poles placement in complex left half plane [57]. The new poles placement
achieved through PSO improves the stability index and minimizes the control
effort. Thus employing fast intelligent optimization techniques for reconfigurable
flight controller design is an innovative approach.

The Q and R are the positive diagonal weighting matrices of the following
dimensions

Q ¼
q11 � � � 0

..

. . .
. ..

.

0 � � � q55

0

B@

1

CA; R ¼
r11 � � � 0
..
. . .

. ..
.

0 � � � r33

0

B@

1

CA

13 Flight Control Example

ADMIRE aircraft simulation model is demonstrated here for improved simulation
results with particle swarm optimization based reconfigurable controller shown in
Fig. 12. ADMIRE linear model trimmed at, Mach 0.36 and altitude 3000 m is
chosen to find the optimized gain matrices (Table 4).

The input and output configuration used in [37] is employed here for ADMIRE
aircraft model, with the following state-space matrices of the system.

_x ¼ A x þ Bu u

Fig. 12 Optimized modular feedback control system for ADMIRE using PSO
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where,

A ¼

�0:8360 0:0079 0 0:9757 0
0 �0:2019 0:0954 0 �0:9853
0 �17:4358 �1:6017 0 0:5097

5:0110 �0:0075 0 �0:8230 0
0 1:2303 �0:0889 0 �0:3604

2

66664

3

77775

Bu ¼

�0:0021 �0:0021 �0:0600 �0:0972 �0:0972 �0:0600 0:0003
�0:0061 0:0061 0:0035 0:0155 �0:0155 �0:0035 0:0470
0:9642 �0:9642 �6:6571 �5:7541 5:7541 6:6571 3:8095
1:8939 1:8939 �1:5950 �2:5629 �2:5629 �1:5950 0:0067
�0:5231 0:5231 �0:2941 �0:6388 0:6388 0:2941 �2:3135

2

66664

3

77775

The open loop aircraft response at the given flight condition is unstable with a
pole in right half s-plane (at 1.38). The insufficient damping of b, q, and r requires
a feedback control system. For modular control design the actuator dynamics are
neglected, and the introduction of virtual control concept as presented before is
used to approximate the model as

Bu ¼ Bv Be

As the last three rows in Bu have dominant contribution of the control action on
the system as compared to first two rows in Bu. So, the Bv and Be are

Bv ¼
02�3

I3�3

� �

Be ¼
0:9642 �0:9642 �6:6571 �5:7541 5:7541 6:6571 3:8095
1:8939 1:8939 �1:5950 �2:5629 �2:5629 �1:5950 0:0067
�0:5231 0:5231 �0:2941 �0:6388 0:6388 0:2941 �2:3135

2

4

3

5

Hence, the virtual control input, v = Beu, contains the three angular accelera-
tions (roll, pitch, and yaw) generated by the control surfaces. The weighting
matrices Q = diag ([10 10 10 4 2]) and R = diag ([1.2 62.06 20.01]) are the

Table 4 Open-loop system
characteristics at Mach 0.36
and altitude 3000 m

States, x(t) Eigenvalues Damping (f) Natural frequency
(wn) rad/sec

a -3.04 1.00 3.04
b 1.38 -1.00 1.38
p -1.45 1.00 1.45
q -0.358 ? 1.650i 0.212 1.69
r -0.358 - 1.650i 0.212 1.69
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optimized state and input matrices. The particle swarm search for the best R-
matrix at different iterations is shown in Fig. 13. The PSO based optimized
modular control response is shown in Fig. 14. The poles location and stability of
closed-loop feedback control system is given in Table 5. All the poles are in LHP
with reasonable damping ratio. The slowest time constant is 0.32 s.

Genetic algorithm (GA) is also used for reconfigurable modular flight controller
optimization in ADMIRE aircraft simulation at this flight condition to explore the
performance difference between PSO and GA. The optimization of control allo-
cation to find the best GI solution results the same but the solution speed is
relatively quite faster than the GA. Also the tuning of feedback modular controller
is comparatively quite easy and takes half time as compare to GA based controller
tuning.

The GA optimized and PSO based modular control response at nominal flight
conditions is presented in Fig. 14. It can be easily seen that the particle swarm
optimized controller has somewhat better response as compared to GA optimized

Fig. 13 Particle swarm searching for optimal R matrix (a) at start (b) after 20 iterations (c) after
40 iterations (d) at 100th iteration
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controller. There is relatively less actuator deflections for the similar response
achieved through GA optimized controller. Zero slideslip command tracking in
PSO control system is improved in contrast to GA control system. The reconfig-
urable flight control performance is carried out by the redistribution of control
effort using CGI CA, when post fault/failure information is available for redundant
control surfaces is shown in Figs. 15 and 16.

It is evident that the two different fault cases in either canards or elevons cause
an overshoot in pitch variables, angle of attack (a) and pitch rate (q). Because of
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Fig. 14 Aircraft normal flight: reference trajectories (dashed) and actual trajectories for both GA
optimized (thin lines) and PSO (thick lines) optimized controllers

Table 5 Modular feedback control system characteristics as optimized by PSO

States, x(t) Eigenvalues Damping (f) Natural frequency
(wn) rad/sec

a -1.39 1 1.39
b -1.08 ? 1.8i 0.514 2.10
p -1.08 - 1.8i 0.514 2.10
q -3.05 1 3.05
r -3.08 1 3.08
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the available actuators redundancy in ADMIRE aircraft, pitch moment can be
controlled by either the canard or elevons (left and right). In case of fault or failure,
reconfigurable control action is performed through CA algorithm and healthy
elevons can replace the damaged canard by re-distribution of control effort to
elevons in achieving the desired pitch moment as shown in Figure). Left elevons
saturation can be compensated by re-distributing the lost control effect to the right
elevons and canard through CA as can be concluded from Figure.

14 Fast Embedded Control Allocation

In real flight control applications especially in high speed fighter aircrafts and
rockets/missiles fast control allocation algorithm is the foremost requirement.
Generally, in these fast moving vehicles, digital controller sampling frequency is
50–100 Hz which corresponds to a sampling time of 10–20 ms and CA is the part
of complete control strategy. In safety-critical real-time embedded systems, opti-
mization problem is solved many times before an optimal solution is available for
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Fig. 15 Jammed canard fault: States and actuator deflections (fault at time = 0)
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real implementation. It means that CA algorithm should be fast enough, so that it
will provide optimal solution in few milliseconds or hundred of microseconds for
real-time embedded application.

Optimization based CA strategies are now becoming a standard for efficient
solution. Direct control allocation technique whose allocation efficiency is 100 %
and based on the geometry of AMS, is also generally formulated to linear pro-
gramming (LP) or quadratic programming (QP) problem for optimal and fast
results [36, 58]. Generally, due to the design freedom available in optimization
strategies a mixed optimization objective is recommended as.

min
u

Wuðu� udÞk kp
p þ c Wv ðBu � vÞk kp

p

� �

subject to umin � u � umax

ð8Þ

where Wu is the real input (u) weighting matrix, ud is the desired real input, Wv is
the virtual input (v) weighting matrix and p is the norm number. In Eq. 8, the first
objective is the control minimization objective and second objective is the error
minimization objective. The priority between the two objectives is defined through
c. Typically, the c � 1 is high enough in above expression to prioritize the error
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Fig. 16 Left elevons saturation fault: States and actuator deflections (fault at time = 2 s)
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minimization objective. Exchange of these two objective terms in mixed optimi-
zation problem can also be used with c � 1. Here, a convex optimization based
real-time control allocation (RTCA) strategy is presented using disciplined convex
programming techniques for mixed-objectives.

15 Disciplined Convex Programming

A new modeling methodology for formulating, analyzing, and solving convex
optimization problems is introduced by Grant and Stanford research team [59]
called as disciplined convex optimization. As the term ‘‘disciplined’’ suggests, this
approach has set of conventions based on principles of convex analysis and
inspired by practices that must be followed for convex programming. It is a set of
library functions and sets whose convexity properties are already proved. Using
these functions and sets for convex optimization become quite easy because most
of the transformations necessary to convert disciplined convex program (DCP)
description into solvable form can become fully automated.

The two main components of DCP are the atom library, containing functions
and sets, or atoms, whose graphical properties i.e., shape/curvature (convex/con-
cave/affine), range, and monotonicity is already declared and ruleset for atoms,
variables, parameters, and numeric values based on convex analysis to produce
convex results. Mathematical program developed in disciplined convex pro-
gramming according to ruleset using elements of atom library can become con-
ceptual and easy to understand. The details of atom library functions and ruleset
for DCP can be found in Grant dissertation [60].

The simplified representation of convex optimization problem through DCP is
suitable to understand the solution accuracy which can be achieved through
convex optimization. DCP automatically transform natural representation of
convex program to interior-point method for solution and then transform it back
for results representation and understanding. Interior-point methods are quite fast
for large problems but comparatively slower than active-set methods for small
problems and medium size problems. A brief description of disciplined convex
programming toolbox for Matlab is given in next section which is used here as
development of real-time convex optimization based control allocation.

16 Implementation in cvx

The toolbox developed by Grant et al. [61] for DCP modeling framework in
Matlab is called as cvx. cvx can be used to solve linear programs (LPs), quadratic
programs (QPs), second-order cone programs (SOCPs), geometric programs
(GPs), and semi-definite programs (SDPs) which all are subclasses of convex
programming. In cvx tool some specific programming modes are also available
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i.e., SDP mode, linear matrix inequalities (LMIs) and SDPs are expressed in more
natural form for effective results, and GP mode, special functions and rules for
geometric programming, including monomials, posynomials and generalized
posynomials are used for efficient solution using convex form.

cvx is very effective learning and modeling environment for complex convex
programming problems like lp-norms specially for control allocation problem. The
formulation of mixed optimization control allocation problem become greatly
simple because of the presence of atomic library functions for norm minimization.
Currently, cvx toolbox is using SeDuMi convex optimization solver. For instal-
lation of cvx toolbox refer to cvx user guide [61]. The mixed optimization based
CA problem described by Eq. 8 can easily be implemented and verified for
accuracy of solution for l2-norm using following Matlab code:

In cvx specification Wu, ud, gama, Wv, B, v, umin, and umax are the inputs and
should be provided before using above code for finding optimal distribution of
virtual command on the redundant actuators.

17 Real-Time Control Allocation Using DCP

The cvx DCP modeling tool is not for real-time convex optimization due to its
workflow. It is generally used for understanding and knowing the precision of the
solution obtained through convex programming. It also requires extensive libraries
and commercial software (i.e., Matlab) to run, which makes it inapplicable for
real-time embedded systems. In our CA optimization problem, it provides solution
in hundreds of millisecond which is not required and practically unusable for
aircraft control.

Recently, a tool known as CVXGEN is developed by Mattingley et al. [62] for
real-time code generation of convex optimization problems. It takes a high-level
description of convex optimization problem and automatically generates fast,
library-free C code that can be compiled and run for high speed execution. Code
generated from CVXGEN is very efficient, robust and can run fast in few milli-
seconds or microseconds as in embedded form. The CVXGEN solvers are readily
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available to use in embedded applications where fast reliable and optimal solution
is required.

We have used CVXGEN for real-time control allocation (RTCA). The speed
and accuracy of the CA solution is quite impressive and makes our approach
dominating as compare to currently available CA strategies. The brief description
of other promising control allocation approaches for CA optimization problem is
presented in next section to compare them with convex optimization approach.
The fast real-time implementation of these methods is performed in C using
Matlab as a platform for evaluation.

18 Current Real-Time Control Allocation Methods

Some of the other competitive control allocation strategies widely used in CA
problems are pseudo-inverse (PI) techniques, weighted least-squares (WLS), fixed-
point method (FXP), interior-point method (IPM), and linear programming based
CA method. These algorithms are also implemented in C code and evaluated with
convex programming based CA algorithm for performance evaluation.

Simulation results: Comparison of simulation data is presented in Table 6
averaged over 1000 runs using Matlab commands (tic,toc) and error values of

Bu tð Þ � v tð Þk k for F-18 aircraft data [63].
The effectiveness matrix B and position constraints of F-18 aircraft at 10,000 ft

altitude, Mach 0.23, and 30� angle of attack are

B ¼
253:8 �253:8 247:3 �247:3 19:22 �250:0 250:0 4:5
�3801 �3801 �349:5 �349:5 0:1681 1125 1125 0
�16:81 16:81 �92:51 92:51 �382:7 0 0 �750:0

2

4

3

5 � 1e�4

umin ¼ ½�24 �24 �25 �25 �30 �30 �30 �30 �T � p
180

rad

umin ¼ ½ 10:5 10:5 42 42 30 30 30 30 �T � p
180

rad

There are eight real control inputs u consist of left and right horizontal tails (u1,
u2), left and right ailerons (u3, u4), ganged rudders (u5), left and right thrust
vectoring nozzles (u6, u7), working similarly as horizontal tails, and yaw thrust
vectoring (u8). The virtual control input v consists of three commanded moment
coefficients Cl, Cm, and Cn each for roll, pitch, and yaw respectively. The virtual
input profiles are shown in Figs. 17 and 18, which consist of 85 samples and the
helical path radius of oscillating commands is 0.06, see [63].

After extensive evaluation of all real-time CA strategies, it can easily be con-
cluded that convex programming based RTCA performed well in all aspects as can
be seen in Table 6. Better load balancing can be seen in CVXRT Linf � L1ð Þ, where
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infinity norm is use for control minimization and L1-norm for error minimization.
Also the sensitivity analysis by Frost [64] is verified here.

Real-time implementation improves the timing performance to at-least twice
with same error and average control properties. In comparison to solution time for
real-time CA strategies CVXRT solutions are the first choice and for error mini-
mization, we can consider WLS_RT as a second option. If our criterion is sim-
plicity of design then CGI_RT or FXP_RT can be a good choice.

19 Real-Time Flight Control Simulation

A complete reconfigurable flight controller is designed here considering military
Level 1 flying qualities criteria (MIL-STD-8785C). Flight control system is based
on proposed optimized reliable LQ control and optimization based real time

Table 6 Control allocation results

Algorithm Mean time
(ms)

Max time
(ms)

Mean
error

Max
error

Average
control (8)

Mean
iterations

WLS_NRT 0.28 0.45 4.19e-3 1.92e-2 18.11 3.82
WLS_RT 0.15 0.21 4.19e-3 1.92e-2 18.11 3.82
FXP_NRT 0.26 0.36 1.61e-2 2.41e-2 12.02 100
FXP_RT 0.13 0.16 1.61e-2 2.41e-2 12.02 100
IP_NRT 0.45 0.61 2.51e-2 3.78e-2 12.52 2.34
IP_RT 0.08 0.11 2.51e-2 3.78e-2 12.52 2.34
CGI_NRT 0.67 1.05 6.81e-3 5.01e-2 20.78 3.17
CGI_RT 0.17 0.24 6.81e-3 5.01e-2 20.78 3.17
CVXRT (L1-L1) 0.11 0.15 4.79e-11 5.64e-10 15.31 6.88
CVXRT (Linf-

L1)
0.13 0.17 2.59e-11 3.54e-10 20.49 7.78
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Fig. 17 Separate reference virtual control commands for CA algorithms
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control allocation. Also, the control system is implemented in hard real-time
simulation development environment (xPC Target, MathWorks) for verification
and validation (V&V).

20 Modular Flight Control System for ADMIRE

The proposed modular flight control system is shown in Fig. 19. The baseline
controller is an integral LQ regulator which produces virtual command (v) consist
of aerodynamic moment in roll, pitch, and yaw. This virtual command is then used
as an input for control allocator which is based on optimization based RTCA
strategies proposed and evaluated previously. The output of CA module is the
optimized distribution of the v between the healthy control surfaces in the form of
position deflections (u) considering the actuator limits. All the three flight con-
ditions demonstrated before for ADMIRE aircraft are presented here for nominal
aircraft trimmed at Mach 0.3 and Altitude 3000 m.

The robustness of the control strategy for redundant system and fault tolerance
characteristics in case of actuator faults are demonstrated here considering the
computational complexity in hard real-time environment.

The similar maneuvering flight control objectives discussed and demonstrated
before are used here considering the flying qualities requirements of level 1.
ADMIRE is a class IV aircraft with nonlinear dynamics. Following three reference
commands are the control objectives

Fig. 18 Reference virtual
command inputs in 3D AMS
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a ¼ aref

b ¼ bref

p ¼ pref

ð9Þ

Because of the coupled dynamics of ADMIRE aircraft special attention is
required for roll and yaw coupling (which should be minimized).

Following flying qualities characteristics are achieved by proper placement of
feedback system poles using Q and R gain matrices of the ILQ regulator.

• In longitudinal short period mode the achieved damping ratio and frequency is
fsp = 0.66 and xnsp = 3.5 rad/sec

• In lateral-direction system, roll mode and dutch-roll mode specifications are met
as sr = 0.4 s, fd = 0.83, and xnd = 3.27 rad/sec

The closed loop flight system performance can be seen in this chapter. Any
control allocation strategy implemented in real time C code can be employed here
for optimal distribution of virtual command among the redundant control surfaces
considering their respective position limits. The nominal conditions for mixed
optimization CA objective (see Eq. 8) with c = 1e3 and following gain matrices
are used here.

Wv ¼ diag ð½1 1 1�Þ

Wu ¼ diagð½1 1 1 1 1 1 1�Þ

By modifying the respective entries in Wv matrix, we can prioritize the
respective control objective given in Eq. 8. The control reconfiguration is per-
formed by redistribution of control effort through Wu in fault and failure case.
Several different flight simulations are performed for control system properties
evaluation in next section.

Filter
Baseline 

Control law
Control 

Allocator
Actuators

Aircraft 
dynamics

Flying Qualities Specifications

Fault 
estimation

Reference 
Command, r

Controlled 
output, y

v ue

Fig. 19 Reconfigurable modular control configuration
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Fig. 20 Illustration of controller tracking: Reference commands (thick red lines) at aref = 10,
20, and 30� and pref = 150, 120, and 90 	=sec with controller response in dotted lines, dashed lines,
and solid lines respectively

Optimized Reconfigurable Autopilot Design for an Aerospace CPS 411



0 5 10 15

0

5

10
[d

eg
]

0 5 10 15
-10

-5

0

5

10

15

q[
de

g/
se

c]

Time[sec]
0 5 10 15

0

20

40

60

80

100

120

p[
de

g/
se

c]

Time[sec]

0 5 10 15
-1

-0.5

0

0.5

1

[d
eg

]
0-100% fault

0-100% fault

0 5 10 15
-10

-5

0

5

c[d
eg

]

0 5 10 15
-15

-10

-5

0

5

10

ro
e[d

eg
]

0 5 10 15
-10

-5

0

5

10

r[d
eg

]

Time[sec]
0 5 10 15

-10

0

10

20

lo
e[d

eg
]

Time[sec]

0-100% fault

0-100% fault

0-100% fault

Fig. 21 Canard loss of effectiveness fault: Reference command (thick red lines). Flight
simulation response (thin solid lines), where fault in canard increases from 0 to 100 % (thin lines)

412 A. H. Khan et al.



0 5 10 15

0

5

10

15

[d
eg

]

0 5 10 15
-10

-5

0

5

10

15

q[
de

g/
se

c]

Time[sec]
0 5 10 15

0

20

40

60

80

100

120

p[
de

g/
se

c]

Time[sec]

0 5 10 15
-1

-0.5

0

0.5

1

[d
eg

]

0-100% fault

0-100% fault

0 5 10 15
-15

-10

-5

0

5

c[d
eg

]

0 5 10 15
-20

-10

0

10

20

ro
e[d

eg
]

0 5 10 15
-10

-5

0

5

10

r[d
eg

]

Time[sec]
0 5 10 15

-10

0

10

20

lo
e[d

eg
]

Time[sec]

0-100% fault

0-100% fault

0-100% fault

α β

δ δ

δ δ

Fig. 22 Left elevon loss of effectiveness fault: Commanded trajectory (thick red lines). Flight
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21 Simulation Results

The following simulation scenarios are evaluated at different conditions.

a. Variations in reference commands: In Fig. 20 different angle-of attack refer-
ence commands are applied for different roll rate commands to evaluate the
tracking performance of flight controller for higher angles of attack. With
10 deg increase in commanded a and 30 deg/sec decrease in respective com-
manded p all states are perfectly tracked within the actuators limits.

b. Canard fault: Various levels of canard faults (from 0 to 100 %) are introduce
by varying the effectiveness in fault estimation matrix as explained before.
Figure 21 shows that the over-shoot in a tracking due to loss of effectiveness
fault in canard is avoided by using CA block through systematically redis-
tributing the control demand between the left and right elevons.

c. Left elevon fault: The similar fault levels with increment of 10 % increase are
included in left elevon control surface as discussed before. The noticeable
degradation in Fig. 22 for a command tracking is due to the less available
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Fig. 23 Task execution time (TET) at each sample time for complete simulation: Top TET plot
with first initialization sample. Bottom TET plot ignoring first sample for clear picture of timing
requirements
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redundancy for elevon control surface. Elevon control surface is used for both
pitch and roll tracking which cannot be fully replaced by canard control surface
which can only be used for pitch tracking.

22 Real Time Simulation Results

ADMIRE modular flight control simulation block diagram shown in Fig. 19 is
implemented in real-time for evaluation of algorithm timing and response. The
consistency and the issues between the Simulink model, Matlab code and C-code
in our simulation is handled by the automated code generator. The generated code
is compatible, readable, reliable and with no or least error rate as compared to
manual code implementation.

Figure 23 shows the TET in milli-seconds versus the each sample time in 15 s
simulation. The maximum TET is approximately 55 ls, which shows that we can
easily execute our RT simulation at lower sample time but usually flight con-
trollers are sampled at 10–20 ms.

Fig. 24 Host PC graphical using interface (GUI) for data logging, parameter tuning, and
controlling target PC simulation: xPC Target explorer screen capture after completion of
simulation
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In Fig. 24, the host PC interface is shown, where target simulation properties
are shown with minimum, maximum, and average TET. The Matlab 8.0 is selected
here for simulation development and experimentation in xPC Target environment.
The top left portion shows the host-target connection status, whereas the bottom
window shows the simulink application properties and model hierarchy. The right
most window shows the available host and target scopes with their respective
controls at the top.

The target PC flight status monitoring window at two different time instants are
shown in Fig. 25. In scope 1, scope 3, and scope 5 (SC1,SC3,SC5) flight states a,
b, and pare shown respectively. Whereas, in scope 2, scope 4 and scope 6
(SC2,SC4,SC6) aircraft control effectors canard, left elevon, right elevon and
rudder position status is shown respectively.

The real-time flight simulator developed here can be used for controlled aircraft
flight performance evaluation and HIL testing. Through the inclusion of envi-
ronmental disturbance models, actual pilot interface, actual aircraft sensors and
actuator load simulators, a real aircraft control performance characteristics can be
determine precisely before deploying the embedded code in embedded flight
control computer (FCC).

Fig. 25 Target PC screen capture after simulation stopped
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23 Conclusion

In this chapter, an optimized modular fault tolerant flight control design approach
is discussed which is a mandatory part of an aerospace CPS. The modular con-
figuration for flight control is composed of inner and outer feedback loops. The
outer baseline controller feedback loop ensures the stability and robustness while
inner reconfigurable design is responsible for the fault-tolerance against actuator
faults/failures. Our results show that the proposed strategy guarantees augmented
autonomy and intelligence on board aircraft for real time decision, reconfiguration
and fault tolerant control. An special reference is made to real time control allo-
cation (RTCA) by using PSO as well as genetic algorithms for an ADMIRE
benchmark aircraft model. This approach is found to offer a fault tolerant approach
for an over actuated aircraft in case of actuator faults. Moreover, for RT imple-
mentation of embedded optimization, cvx is used as a tool for convex optimiza-
tion. Simulation results show the fault tolerant response comparison for varying
reference tracking commands under canard and left elevon faults. Task execution
time at each sample time is logged for complete simulation. A successful RT
implementation is demonstrated by using xPC target explorer.
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TS Fuzzy Approach for Fault Detection
in Nonlinear Cyber Physical Systems

Muhammad Abid, Abdul Qayyum Khan, Muhammad Rehan
and Haroon-ur-Rasheed

A fault is deviation of a characteristic property of a system from acceptable,
standard condition. That is, some components of the process under consideration
may not respond according to their desired behavior, for example, there may be
blockage in pipes, the valves controlling the flow rates of fluids may stuck up, the
gears in mechanical systems may be broken, the sensors measuring position,
temperature, pressure or any other quantity may give incorrect results. Faults may
have several effects on plants, for example, if there is a sensor fault, the plant will
be operating away from its nominal/optimal operating point resulting into reduced
efficiency of the plant and lower quality of product. Furthermore, in dynamic
systems, if the sensor measurements are also being fed back, the stability of the
process may be at risk. Likewise, if there is fault in actuator of the process, it will
stop responding (or will respond incorrectly) to the inputs; this will reduce the
availability of the plant. All these factors cause economic losses. In certain safety
critical processes, faults not only cause economic losses, but may also be fatal. For
example, there was a fatal accident in the isomerization unit of British Petroleum
operated oil refinery in Texas, USA. Five people were killed and over 170 harmed
as a result of the explosion [30]. The investigations showed that the reason was a
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faulty sensor in the unit which was stuck to measure a constant liquid level despite
it was continuously increasing. The disastrous effects of faults may be avoided/
minimized if faults are quickly detected and remedial actions are timely taken. For
example, there was an accident in American Airline DC10 which crashed at
Chicago O’Hare International Airport. Later studies indicated that the accident
could have been avoided [37]. Boeing 747-200F lost both of its engines while
taking off from Schiphol International Airport. The post-accident analysis showed
that this accident could have been avoided if the faults were detected and con-
trollers were reconfigured accordingly [27].

The study of fault detection techniques emerged as a research area in 1970s
with the arrival of modern computers. The research was initiated by control
community and observer based approaches were utilized. Later on, researchers
from different engineering fields tackled the problem and statistical techniques,
signal processing techniques, artificial intelligence including neural networks,
swarm networks, genetic algorithms were utilized for fault detection. In addition to
that, the combinations of different approaches were proposed. Among these
interdisciplinary areas, Takagi-Sugeno Fuzzy models have received considerable
interest for fault detection in nonlinear dynamic systems [6]. A comprehensive
study of TS fuzzy approach for fault detection can be found in [38]. TS Fuzzy
approach has been successfully applied for fault detection to many practical sys-
tems. Here we name only a few applications, [32] applied TS Fuzzy models for
fault detection in fuel cells, and the sensor faults are successfully detected. TS
fuzzy approach has been applied to fault detection of many electrical systems,
among them, [29] presented fault detection of transformers, and [26] presented the
application of TS fuzzy approach for fault detection of induction motors. The
problem of fault-tolerant tracking control for near-space-vehicle attitude dynamics
using TS fuzzy approach is discussed in [22]. Application of fuzzy approach for
fault detection in gas turbines using neuro-fuzzy approach is handled in [33].

Cyber physical systems (CPS) are physical systems with integrated computa-
tional and communicational resources. Some examples of CPS are power gener-
ation and distribution networks, unmanned aerial vehicles and SCADA systems.
Fault detection in cyber physical systems has been discussed in a few research
articles [34–36, 40, 45].

This chapter will present some basic concepts in fault detection and fuzzy logic.
Observer-based approaches for fault detection in linear dynamical systems will be
introduced. The motivation of using the TS fuzzy approach will be presented by
briefly describing the fault detection techniques for nonlinear dynamic systems and
their shortcomings. Some recent advances in TS fuzzy approach for fault detection
will be presented. Application of TS fuzzy approach to fault detection in Cyber
Physical systems will be described. Some future directions for possible extension
of the existing TS Fuzzy approaches will be highlighted.
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1 Basic Concepts in Fault Diagnosis

In this section, some basic concepts in fault diagnosis will be introduced.

1.1 Plant

Plant or System is defined as the process to be monitored. For the purpose of
control or fault detection, large systems are generally divided into small sub-
systems and fault detection/control algorithms are applied to each subsystem. In
the sequel, the terms plant, system or process will be used interchangeably. Any
system is generally composed of plant components, actuators and sensors, as
shown in Fig. 1. Plant components are, for example, tanks and pipes in chemical
industry, wings of aircraft to be controlled, and the control rods in a nuclear
reactor. Actuators are used to convert control signals in large actuating inputs, for
example, motors, pumps, etc. Sensors are used to measure the quantity to be
controlled, for example, thermocouples, pressure sensors, optical encoders, and so
on. Plants may be either static or dynamic in nature. Generally, fault detection in
dynamic systems is difficult compared to fault detection in static systems.

1.2 Fault

Fault is defined as an un-permitted deviation of at least one characteristic property
of a system from standard condition. An analogous term is failure which is used to
indicate complete disruption of the system. However, as far as detection is con-
cerned, the same techniques are used to detect faults and failures, therefore, the
two terms are sometimes used interchangeably.

Faults may be classified according to their source, that is, faults appearing
in plant components are called component faults, those appearing in the sensors are
called sensor faults and those in actuators are called actuator faults. Figures 2 and 3
show some common faults in systems.

Faults may also be classified according to their time behavior, a fault which
appears abruptly is known as abrupt fault, a slowly growing fault is called incipient
fault, a fault that appears at intermittent time intervals is called intermittent fault.
The temporal classification of faults is shown in Fig. 4. The process of fault
detection gives the information whether a fault has occurred or not, fault isolation
pin points the source of the fault and fault identification involves reconstruction of
magnitude and time behavior of the fault signal. The process of fault diagnosis
includes both fault detection and fault isolation. An efficient fault detection
technique should have following features.
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• Faults should be detected as early as possible.
• Fault detection rate should be as large as possible and, simultaneously, false

alarm rate should be as small as possible. Or, equivalently, the fault detection
scheme should be sensitive to faults and robust against other inputs.

• Fault detection scheme should be applicable for supervision of dynamic process.
• Fault detection technique should involve less computational cost so that online

implementation is possible.
• Design procedure should be simple.

The next section will give a brief description of fault diagnosis schemes.

1.3 Fault Detection Techniques

The history of fault detection is quite old; the earliest approach for fault detection
was by using biological senses such as by looking for changes in color, and shape,
listening to sounds unusual in pitch and loudness, touching to feel heat and vibra-
tion, and smelling for fumes because of overheating or leakage [17]. With industrial
revolution, there was a need to autonomously detect faults. This not only saves extra
labor but is also more reliable, quick and efficient. Furthermore, some locations may
not be accessible or dangerous to human being. The simplest autonomous fault
detection technique is by limit checking. By this approach, the occurrence of faults is
indicated if the measured variable crosses a preset upper or lower bound. Although
simple, this technique can only detect faults if they grow enough to cross the bounds,
therefore, the process of fault detection by this approach is slower. Additionally, this
approach cannot be efficiently applied to dynamic systems. Therefore, advanced
methods of fault detection must be employed.

Figure 5 shows a classification of advanced fault detection techniques. These
can be broadly grouped into signal based techniques and model-based techniques.
In signal-based approaches, the information of fault is obtained by collecting some
properties of measured signals. Examples of these properties are the magnitudes of
the time function, trend checking from the derivative, mean and variance, spectral
power densities, correlation coefficients, etc., of the measured signals. Figure 6
shows the conceptual diagram for signal-based fault detection schemes.
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Model-based fault detection techniques use a model of process, in addition to the
measured signals, for the purpose of fault detection. The model can be an analytical
model represented by set of differential equations or it can be knowledge-based
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Fig. 2 Graphical representation of common types of actuator faults in servomotors. Dotted lines
show the desired value of actuator and the solid lines show actual value [11]. a Floating around
trim, b Lock-in-place, c Hard-over failure, d Loss of effectiveness
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Fig. 3 Graphical depiction of different kinds of sensor faults. Solid lines show the actual values
whereas the dotted lines show the measured values [5]. a Bias, b Drift, c Loss of accuracy,
d Freezing, e Calibration error
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model represented by, for example, neural networks, petri nets, experts systems,
fuzzy rules etc. Knowledge-based model approaches do not need full analytical
modeling, therefore, are more suitable in information-poor systems or in situations
where the mathematical model of the process is difficult to obtain or is too complex.
This is the case, for example, in chemical processes which are difficult to model
analytically. Figure 7 shows the schematic diagram of a model-based fault detection
scheme. It consists of two main stages; residual generation and residual evaluation.
The objective of residual generation is to produce a signal, called residual signal, by
comparing measurements with their estimates. The purpose of residual evaluation is
to inspect the residual signal for possible presence of faults.

Analytical model based approaches include observer-based techniques, parity
space approaches and parameter identification approach. The next section
describes observer-based approaches for fault detection in linear systems.
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Fig. 4 Graphical illustration of abrupt, incipient and intermittent faults occurring at time tf .
a Abrupt fault, b Incipient fault, c Intermittent fault
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2 Observer-Based Fault Detection in Linear Systems

Fault detection in linear systems has been extensively studied and there exist well
established fault detection techniques for linear systems (see for example [4, 6, 8,
15, 20, 21]). Observer-based fault detection is one of the earliest fault detection
techniques; the preliminary research was presented in the celebrated papers of
Beard and Jones [2, 23]. In observer-based fault detection technique, residual
signal is generated by comparing the measurements with their estimates generated
by an observer (filter), as shown in Fig. 8. In ideal case, that is, if mathematical
model is accurate and there are no disturbances, the estimate generated by the
observer matches the measurements in fault-free case and the residual signal is
zero. A nonzero residual gives the indication of occurrence of fault. However,
100 % accurate mathematical modeling is either not possible or is too complex to
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handle. Additionally, external disturbances and measurement noise (collectively
known as unknown inputs) are always present. Therefore, a threshold is computed
which cares for the effect of uncertainties and unknown inputs, and if the residual
crosses the threshold, it gives an indication of fault. Thus, following are two design
objectives in the observer based fault detection scheme.

1. Design of an observer which gives correct estimation of measurements, that is,
the generated residual signal is robust against unknown inputs and is sensitive
to faults.

2. A too high threshold will result into some faults undetected and a too low
threshold will result into high false alarm rate. Therefore, computation of an
optimal threshold is a design objective.

There are several different structures of observers and many advanced tech-
niques exist for the design of observers to achieve the above mentioned objectives
(see for example [6, 8]). In the sequel, a very simple and commonly used observer
(filter) for fault detection will be presented.

2.1 Fault Detection Filter

Consider following linear time invariant system

_xðtÞ ¼ AxðtÞ þ BuðtÞ þ Ef f ðtÞ
yðtÞ ¼ CxðtÞ þ DuðtÞ þ Ff f ðtÞ;

ð1Þ

where, xðtÞ 2 <n is the state vector, uðtÞ 2 <ku is the input vector, yðtÞ 2 <m is the
measurement vector and f ðtÞ 2 <kf is the fault vector to be detected. A, B, Ef, C, D,
Ff are known matrices of appropriate dimensions. For the purpose of residual
generation, we use fault detection filter which has following structure,
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Fig. 8 Observer-based fault
detection
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_̂xðtÞ ¼ Ax̂ðtÞ þ BuðtÞ þ LðyðtÞ � ŷðtÞÞ
ŷðtÞ ¼ Cx̂ðtÞ þ DuðtÞ
rðtÞ ¼ yðtÞ � ŷðtÞ;

ð2Þ

where, x̂ðtÞ 2 <n is the estimation of the state vector, ŷðtÞ 2 <m is the estimation
of the measurement vector, and r(t) 2 <m is the residual signal. The matrix
L 2 <n9m is called observer (filter) gain matrix and is a design parameter. It is so
selected/computed that lim

t!1
xðtÞ � x̂ðtÞ ¼ 0 for f = 0. Define eðtÞ ¼ xðtÞ � x̂ðtÞ,

then dynamics of the residual generator, in fault-free case, can be written as:

_eðtÞ ¼ ðA� LCÞeðtÞ
rðtÞ ¼CeðtÞ:

It can be seen that if the filter gain matrix L is chosen such that A–LC has all the
eigenvalues with negative real parts, then

lim
t!1

xðtÞ � x̂ðtÞ ¼ 0:

2.2 Sensitivity to Faults and Robustness Against Disturbance

The fault detection filter presented in Sect. 2.1 is a very basic type of residual
generator. It ensures that in fault-free case residual will converge to zero. The
basic assumption is that there is no modeling uncertainty and no unknown inputs.
However, this is ideal situation and, in general, these assumptions are never sat-
isfied. Modeling uncertainties and unknown inputs are always there which make
the residual to be non-zero even if there is no fault. To that end, consider a linear
time invariant system with unknown inputs described by,

_xðtÞ ¼AxðtÞ þ BuðtÞ þ EddðtÞ þ Ef f ðtÞ
yðtÞ ¼CxðtÞ þ DuðtÞ þ FddðtÞ þ Ff f ðtÞ;

ð3Þ

where dðtÞ 2 R
kd is vector of unknown inputs which include both the external

process disturbance and the sensor noise. Among many other possibilities, fol-
lowing are two approaches to handle the systems with unknown inputs.

2.2.1 Perfect Unknown Input Decoupling

The prime objective of advanced fault detection scheme is to generate residual
signal which is sensitive to faults as much as possible and highly robust against
process disturbances and measurement noises. A pretty natural choice is to make
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the residual signal completely insensitive to unknown inputs (measurement noises
and process disturbances). This problem was discussed heavily in 1970s and till
mid 1980s. Interested reader is referred to [6, 8]. In what follows, we describe the
problem of decoupling unknown inputs which is referred to as Perfect Unknown
Input Decoupling (PUID).

Consider the system (3) and a residual generator,

_̂xðtÞ ¼Ax̂ðtÞ þ BuðtÞ þ LðyðtÞ � ŷðtÞÞ
rðtÞ ¼VðyðtÞ � ŷðtÞÞ:

The aim is to design a residual generator by finding L, V such that the residual
generator is stable and

• vCðsI � Aþ LCÞ�1Ed ¼ 0

• vðCðsI � Aþ LCÞ�1ðEf � LFf Þ þ Ff Þ 6¼ 0:

This will ensure complete elimination of the effect of unknown inputs on the
residual signal.

2.2.2 Robust Residual Generation Using Standard Robust Observer
Theory

The problems associated with perfect decoupling of unknown inputs from the
residual is that if faults share the same subspace as that of unknown inputs, then
upon decoupling unknown inputs, fault will also be decoupled. The detection
mechanism will not be able to detect it. It is worth noting that fault is a physical
phenomenon and if care is not taken at earliest, may lead to disastrous implica-
tions. It is, therefore, quite natural to design a residual generator in the framework
of improving robustness against unknown inputs and sensitivity to faults. To this
end, various optimization indices have been proposed in literature, see for instance
[6, 9, 18, 25, 46] and references therein. These optimization indices are mainly
based on H1=H1, H2=H2, H�=H1. Among them, H�=H1 trade-off based FDF
design, initiated in [9, 18], has received considerable attention in recent years, for
instance see [25, 46] and the references therein. H1� norm measures robustness
against the unknown inputs. In other words, it measures the effect of those
unknown inputs which have maximum influence on the residual signal. Likewise,
the sensitivity to faults is measured by the so-called H�� index. It is the measure
of the minimum influence of the fault on the residual signal. In case of fault
detection for LTI systems, H�� index represents the smallest singular value of the
fault to residual transfer matrix. It can be regarded as the worst case (minimum
‘‘nonzero’’) fault sensitivity. Similarly, H1� norm represents the largest singular
value of the residual to unknown input transfer matrix. Multi-objective optimi-
zation problem to simultaneously maximize the effect of fault on the residual (that
is, to increase the H�� index of the residual generator), and to minimize the effect
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of unknown inputs (that is, to decrease the H1� norm of the residual generator)
has been studied and LMI formulation in presented in many research papers,
interested reader is referred to [8, 25, 46].

3 Fault Detection in Nonlinear Systems

Fault detection in nonlinear system is very challenging task due to nonlinearities
present in nonlinear systems. Interests in fault detection and isolation for nonlinear
systems have grown significantly in recent years due to the fact that most of the
systems, we face in practice, are nonlinear in nature. There exist a number of
techniques for fault detection, among them; the so-called observer-based fault
detection is widely studied. In addition, this technique has been proven efficient in
detecting faults. Various problems related to observer-based fault detection in
nonlinear systems both from practical as well as theoretical interest have been
addressed. A comprehensive study of fault detection in non-linear systems can be
found in [1, 16, 24]. Here, we present only simple fault detection techniques for
nonlinear systems.

3.1 Linearization Techniques

Fault detection of LTI system is a mature area. It is quite natural to linearize the
nonlinear system and use the linear techniques to solve the fault detection problem.
Taylor series approximation is used to linearize the system around the point of
interest. Consider a nonlinear system

_xðtÞ ¼ f ðxðtÞ; uðtÞÞ; xð0Þ ¼ x0

yðtÞ ¼ hðxðtÞ; uðtÞÞ
ð4Þ

The nonlinear system (4) can be linearized at an operating points (x*, u*) using
Taylor series expansion. For that purpose, define deviation variables,

dxðtÞ � xðtÞ � x�

duðtÞ � uðtÞ � u�:

Substitute these definitions in (4) to get

_dxðtÞ ¼ f ðx� þ dxðtÞ; u� þ duðtÞÞ
y ¼ hðx� þ dxðtÞ; u� þ duðtÞÞ:
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By Taylor series expansion of the right hand side,

_dxðtÞ ¼ f ðxI; uIÞ þ of

ox
jx¼x�

u¼u�
dxðtÞ þ

of

ou
jx¼x�

u¼u�
duðtÞ þ HOT

y ¼ hðxI; uIÞ þ oh

ox
jx¼x�

u¼u�
dxðtÞ þ

oh

ou
jx¼x�

u¼u�
duðtÞ þ HOT ;

where HOT represents second and higher order terms in the Taylor series
expansion. Neglecting HOT, using the fact that at an equilibrium point

f ðxI; uIÞ ¼ 0 and setting A ¼ of
ox

ffiffi
x¼x� ;
u¼u�
; B ¼ of

ou

ffiffi
x¼x� ;
u¼u�
; C ¼ oh

ox

ffiffi
x¼x� ;
u¼u�
; and D ¼ oh

ou

ffiffi
x¼x� ;
u¼u�

,

the linear approximation of the nonlinear system (4) at the operating point
becomes,

_dxðtÞ ¼ AdxðtÞ þ BduðtÞ
y ¼ CdxðtÞ þ DduðtÞ:

Note that this is an approximate model for the nonlinear process (4) and will be
valid locally around the linearization point. Once the nonlinear system is linear-
ized, developed techniques for fault detection in linear systems, for example those
discussed in Sect. 2, can be applied for the generation of residual signal.

3.2 Extended Observers

The linearization technique discussed in the last section has the advantage that it is
simple. However, the linearized model will not be valid if the operating region is
too wide and the system is operating away from the linearization point. Therefore,
a possible solution is to linearize the system at each time instant at current
operating point, instead of a fixed linearization point. That is, at each time instant,
there will be a linearized model and residual generator is designed at each time
instant. The advantage is that the linearization error will be small. However, an
associated disadvantage is additional computational cost because at each time
instant residual generator has to be redesigned.

In addition to the above mentioned techniques for residual generation in non-
linear systems, there are many approaches which focus to design a residual gen-
erator directly for nonlinear systems. The direct design approaches do not fall in
the scope of this book, interested reader is referred to [1, 24]. At this point it is
important to emphasize that direct design approaches are either only applicable to
very limited class of nonlinear systems or the design procedure involves solution
of nonlinear partial differential equations, for which even the numerical solution is
quite hard to obtain. This is the major motivation to study TS fuzzy approach for
fault detection which is presented in the next sections.
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4 TS Fuzzy Modeling of Nonlinear Systems

Consider a nonlinear system described by,

_xðtÞ ¼ f ðxðtÞ; uðtÞÞ
yðtÞ ¼ hðxðtÞ; uðtÞÞ:

ð5Þ

The nonlinear system is linearized at N linearization points using Taylor series
approximation and each linear model has the form given by,

_xðtÞ ¼ AixðtÞ þ BiuðtÞ
yðtÞ ¼ CixðtÞ þ DiuðtÞ; i ¼ 1; 2; � � � ;N:

ð6Þ

Then the global behavior of the nonlinear system can be described by fuzzy
combination of local linearized models [41]. The process of fuzzy approximation
of a nonlinear system by the linearized models consists of three major steps, these
are:

• Fuzzification
• Application of rule base
• Defuzzification.

To understand these steps, a few basic concepts are required which are
described below.

4.1 Basics

4.1.1 Fuzzy Sets

A fuzzy set is a set without a clearly defined boundary. It is different from the
classical sets in the sense that the members of fuzzy set may have partial mem-
berships compared to the classical set which either wholly includes or excludes an
element. For example, consider the following two sets,

A ¼ f1; 2; 3g;
B ¼ fset of low temperaturesg

Here, A is a classical set and it is clear that 1, 2 and 3 are members of the set
whereas 6, 7 are not. B is a fuzzy set, for fuzzy set B, some elements may be partial
members, for example -10 oC is definitely a member of the set but 0 oC is only
partially member of the set. To define the degree of membership, a membership
function is used. These membership functions may have different shapes, for
example, a rectangular membership function, a triangular member-ship function, a
sigmoid membership function etc. Figure 9 shows a sigmoid membership function
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for the set of low temperatures. The degree of membership of each value of
temperature can be inferred from the membership function, it can be seen that -

10 oC has 100 % membership with the set, whereas 0 oC has 80 % membership
with the set.

4.1.2 Logical Operations

The logical operations used in fuzzy logic are similar to the logical operations in
Boolean algebra. Table 1 shows the Boolean logical operations. Similar to ‘AND’
and ‘OR’ operations in Boolean algebra, we can define ‘AND’ and ‘OR’ opera-
tions for fuzzy variables. There are different approaches to define these operations,
for example, the ‘AND’ operation for fuzzy variables may be defined as the
minimum of the two operands, or it is sometimes also defined as the product of the
two operand. In this study, we shall take the product of the operand as fuzzy AND
operation. With this basic knowledge, now we describe the steps of TS fuzzy
modeling of nonlinear systems.

4.2 Fuzzification

Fuzzification is the process of transforming crisp values into linguistic variables,
that is, determining the grade of membership of some quantity to a fuzzy set. For
that purpose, membership functions are used. The procedure for Fuzzification is
illustrated in Fig. 10; a variable z(t) which has a crisp value z0 is fuzzified using
triangular membership functions. It can be seen that z0 has 80 % membership with
the set M1 and 40 % membership with set M2. The notation M1(z(t)) means the
Fuzzification of z(t) using the membership function M1.

Fig. 9 Sigmoid membership
function
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4.3 IF–THEN Rules

IF–THEN rules specify the core of fuzzy logic. For the nonlinear system (5) and
the corresponding linearized models (6), the IF–THEN rules are stated as,

Rule i (i = 1, 2, ���, N)
IF z1(t) is Mi1 AND ��� AND z‘(t) is Mi‘ THEN

_xðtÞ ¼AixðtÞ þ BiuðtÞ
yðtÞ ¼CixðtÞ þ DiuðtÞ:

The rule has two distinct parts; the IF part of the rule is called the antecedent or
premise and the THEN part is called the consequent. In the above rule, zi(t) is
called the premise variables and is a known parameter. It may depend upon states
or inputs of the system; generally, the nonlinear part in the mathematical model of
the system is taken as the premise variable. Mij represents the membership func-
tion of the fuzzy sets and N is the number of rules. To evaluate the antecedent, the
premise variables are first fuzzified, then fuzzy AND operation is performed, that
is, the antecedent is,

hiðzðtÞÞ ¼
Y‘

j¼1

MijðzjðtÞÞ: ð7Þ

4.4 Defuzzification

Each rule has its own implication; defuzzification is the process of aggregation of
the implication of all the rules. The most commonly used aggregation method is

Table 1 Boolean logical
operations

A B A and B A or B

0 0 0 0
0 1 0 1
1 0 0 1
1 1 1 1

Fig. 10 Fuzzification of a
crisp value z0 of a variable
z(t)
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center of gravity. Under the center of gravity method of defuzzification, the global
behavior of the nonlinear system in terms of linearized sub-models is given as,

_xðtÞ ¼
PN

i¼1
liðzðtÞÞ½AixðtÞ þ BiuðtÞ�

yðtÞ ¼
PN

i¼1
liðzðtÞÞ½CixðtÞ þ DiuðtÞ�;

ð8Þ

where

liðzðtÞÞ ¼
hiðzðtÞÞ
PN

i¼1

hiðzðtÞÞ
: ð9Þ

4.5 Example

To demonstrate the fuzzy modeling of nonlinear systems, we take following
nonlinear system [43]

_xðtÞ ¼ �1 x1ðtÞx2
2ðtÞ

3þ x2
1ðtÞx2ðtÞ �1

� �
xðtÞ; ð10Þ

where xðtÞ ¼ x1ðtÞ x2ðtÞ½ �T and x1(t)x2
2(t), 3 + x1

2(t)x2(t) are nonlinear terms.
These nonlinear terms are taken as premise variables, that is z1(t) = x1(t)x2

2(t) and
z2(t) = 3 + x1

2(t)x2(t). Then, we have

_xðtÞ ¼ �1 z1ðtÞ
z2ðtÞ �1

� �
xðtÞ:

For simplicity, it is assumed that x1(t) 2 [-1 1] and x2(t) 2 [-1 1] which in turn
results into z1(t) 2 [-1 1] and z2(t) 2 [0 4]. For the premise variables, we take the
following membership functions

M11ðz1ðtÞÞ ¼
1þ z1ðtÞ

2
; M21ðz1ðtÞÞ ¼

1� z1ðtÞ
2

;

M12ðz2ðtÞÞ ¼
z2ðtÞ

4
; M22ðz2ðtÞÞ ¼

4� z2ðtÞ
4

:

These membership functions are shown in Fig. 11. The nonlinear system is line-
arized at four linearization points; the linearized sub-models are given as,
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_xðtÞ ¼ AixðtÞ; i ¼ 1; 2; 3; 4 ð11Þ

and the matrices Ai come out to be

A1 ¼
�1 1

4 �1

� �
; A2 ¼

�1 1

0 �1

� �
;

A3 ¼
�1 �1

4 �1

� �
; A4 ¼

�1 �1

0 �1

� �
:

Now, according to (8), the global behavior of the nonlinear system is described by
fuzzy combination of the linearized sub-models, that is,

_xðtÞ ¼
X4

i¼1

liðzðtÞÞAixðtÞ; ð12Þ

(a)

(b)

0 2 4

1

0 2 4

1

Fig. 11 Membership
functions for the premise
variables z1(t) and z2(t)
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where, according to (7),

h1ðzðtÞÞ ¼M11ðz1ðtÞÞM12ðz2ðtÞÞ;
h2ðzðtÞÞ ¼M11ðz1ðtÞÞM22ðz2ðtÞÞ;
h3ðzðtÞÞ ¼M21ðz1ðtÞÞM12ðz2ðtÞÞ;
h4ðzðtÞÞ ¼M22ðz1ðtÞÞM22ðz2ðtÞÞ;

and li(z(t)) is as described in (9). It should be emphasized that the fuzzy model
described by (12) exactly describes the nonlinear system (10) in the interval
x1(t) 2 [-1 1] and x2(t) 2 [-1 1].

5 TS Fuzzy Approach for Fault Detection

Different techniques for fault detection in nonlinear systems were presented in
Sect. 3. Among these techniques, the linearization approach presented in Sect. 3.1
is simple and easy to apply. However it is only applicable if the operating region is
small and nonlinearity is not too high. For the systems with wide operating region
or with high nonlinearities, the nonlinear fault diagnosis techniques should be
applied. But these techniques are either limited to a very small set of nonlinear
systems or the design procedure involves solution of nonlinear partial differential
equations, for which even the numerical solution is quite difficult to obtain. TS
Fuzzy approach is an alternate solution. With this approach, the nonlinear system
is linearized at multiple points, observers are designed for local linear models
using linear techniques and the global state/output estimation is obtained by fuzzy
fusion of local observer output, as illustrated in Fig. 12.

Consider again the nonlinear system given by (5) with external disturbances
and faults,

_x ¼ f ðx; uÞ þ gf ðxÞf þ gdðxÞd
y ¼ hðx; uÞ:

The equivalent TS fuzzy models for the nonlinear system is described by

_x ¼
XN

i¼1

liðzðtÞÞ½Aixþ Biuþ Ed;id þ Ef ;if �

y ¼
XN

i¼1

liðzðtÞÞ½Cixþ Diuþ Fd;id þ Ff ;if �

where li(z(t)) as defined in (9). For the purpose of residual generation, a fault
detection filter is designed for each sub-model and the overall state estimation is
the fuzzy combination of individual local observers, that is
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_̂x ¼
XN

i¼1

liðzðtÞÞ½Aix̂þ Biuþ Lðy� ŷÞ�

ŷ ¼
XN

i¼1

liðzðtÞÞ½Cix̂þ Diu�

r ¼ y� ŷ:

The most important requirement of residual generator is stability. To discuss
stability of TS Fuzzy residual generator, the error dynamics will be analyzed.
Define e ¼ x� x̂, the dynamics of the residual generator is given by

_e ¼
XN

i¼1

XN

j¼1

liðzðtÞÞljðzðtÞÞððAi � LiCjÞe

þ ðEd;i � LiFd;jÞd þ ðEf ;i � LiFf ;jÞf Þ
r ¼Ceþ Fd;id þ Ff ;if :

As stated earlier, a residual must be zero in the absence of faults and external
disturbances. The dynamics of the residual generator with f = 0 and d = 0 are
given by,

_e ¼
XN

i¼1

XN

j¼1

liðzðtÞÞljðzðtÞÞ½ðAi � LiCjÞe�

r ¼Ce:

ð13Þ

It is obvious from (13) that the residual will converge to zero if and only if the
error dynamics are asymptotically stable. To this end, the following theorem is
useful.

Nonlinear System

Observer for 
Linearized Model 2

Observer for 
Linearized Model 1

Observer for 
Linearized Model N

Fuzzy 
Fusion

+-
residual

•
•
•

Fig. 12 Fuzzy observer for
residual generation
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Theorem 1. [44] The residual generator in (13) is asymptotically stable if there
exists a common positive definite matrix P such that;

ðAi � LiCiÞT Pþ PðAi � LiCiÞ\0 8 i ¼ 1; 2; � � � ;N

and

Ai � LiCi þ Aj � LjCj

2

� �T

Pþ P
Ai � LiCi þ Aj � LjCj

2

� �
\0; i \ j � N

This means that a common P must exist for all the sub-models [42, 43]. If the
system does not have a nonlinearity in the output equation and there is no input
appearing in the output, that is,

y ¼ Cx;

the expression for fuzzy observer is simplified, and we have

_̂x ¼
XN

i¼1

liðzðtÞÞ½Aix̂þ Biuþ Lðy� ŷÞ�

ŷ ¼Cx̂:

ð14Þ

Furthermore, the residual generator dynamics are given by,

_e ¼
XN

i¼1

liðzðtÞÞ½ðAi � LiCjÞe�

r ¼Ce:

The stability conditions for the observer in this special case are also simplified,
which are given by the following corollary.

Corollary 1. [38] The simplified observer described by (14) is asymptotically
stable if there exists a common positive definite matrix P such that

ðAl � LiCiÞT Pþ PðAl � LiCiÞ\ 0 8i ¼ 1; 2; � � � ;N:

Thus, with the TS Fuzzy approach, the design of residual generator for non-
linear systems transforms into finding stable observers for linearized models. It is
to emphasize that the theory to design observers for linear systems is well
established and can be found in many standard text books (see for example [6, 8]).

5.1 Example

To demonstrate the application of TS Fuzzy model for fault detection of non-linear
systems, we design a fault detection filter for the the nonlinear system presented in
Example 1.4.5. We assume that the state x1(t) is measurable, that is,
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yðtÞ ¼ x1ðtÞ:

The equivalent fuzzy model for the system was described by (12). For each of
the linearized models in (11), a fault detection filter of the form (2) is designed, the
observer gains come out to be,

L1 ¼
3
6

� �
; L2 ¼

3
2

� �
; L3 ¼

3
2

� �
; L2 ¼

3
�2

� �
;

which place the eigenvalues of each of the observer at -2 and -3. Then the global
state estimation is generated by

_̂xðtÞ ¼
X4

i¼1

liðzðtÞÞ½AixðtÞ þ Liðy� ŷÞ�

ŷðtÞ ¼Cx̂

and the residual signal can be generated by

rðtÞ ¼ yðtÞ � ŷðtÞ:

6 Robust Residual Generation with TS Fuzzy Models

In the last section, a simple fuzzy observer design procedure for nonlinear
dynamical systems was described. As we know that, for successful fault detection,
the residual signal must satisfy the properties listed in Sect. 1, these desired fea-
tures are rewritten here,

• The residual signal should converge to zero in the absence of faults and dis-
turbances, that is,

lim
t!1

d¼0;f¼0

rðtÞ ¼ 0:

• The residual signal should as much sensitive to faults as possible so that the
faults are successfully detected. This requirement stated in terms of L2 gain is

inf
f 6¼0;d¼0

rðtÞk k2

f ðtÞk k2

� b:

• The residual signal should be robust against disturbances, that is

sup
d 6¼0;f¼0

rðtÞk k2

dðtÞk k2

� c:
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Last section described a simple procedure to design residual generator for TS
fuzzy models of nonlinear systems. However, that observer guaranteed only the
first one among the above mentioned features of a residual signal. This was
achieved by selecting an observer gain matrix Li such that the eigenvalues of Ai–
LiC have negative real part. However, the particular choice of the eigenvalues is
purely arbitrary. It means that there is an additional degree of freedom in the
choice of the observer gain matrices. This additional degree of freedom can be
utilized to achieve the rest of the two design objectives. A study of the design
procedure to achieve the disturbance robustness and fault sensitivity features of TS
fuzzy observer-based residual generator can be found in [12–14].

7 Fault Detection of TS Fuzzy Systems with Immeasurable
Premise Variables

Section 5 described an approach for residual generation for nonlinear systems
using TS Fuzzy approach. The beauty of TS Fuzzy approach lies in the fact that the
global behavior of a nonlinear system can be exactly described by fuzzy combi-
nation of local linearized models. Therefore, the residual generation techniques for
linear systems can be quickly applied to nonlinear systems. However, in the above
study, the basic assumption was that the premise variables are measurable/known.
Premise variables are generally some known function of states of the system. In
most of real system, all the states of the system are either not measurable or are
intentionally not measured to avoid additional cost. Therefore, the states are
(partially) unknown. In that case, the only choice is to use the estimate of the
states, that is the observer is given by,

_̂x ¼
XN

i¼1

liðẑðtÞÞ½Aix̂þ Biuþ Lðy� ŷÞ�

ŷ ¼
XN

i¼1

liðẑðtÞÞ½Cix̂þ Diu�

r ¼ y� ŷ;

where ẑðtÞ � zðx̂ðtÞÞ. In this situation, state estimation error will no more be
governed by (13). This means that the analysis carried out in Sect. 5 will be no
more valid. The problem of residual generation for systems with immeasurable
premise variables has been discussed in [19]. To simplify the discussion, let us
take a system with no nonlinearity and no input in output equation,

_xðtÞ ¼
XN

i¼1

liðxðtÞÞ½AixðtÞ þ BiuðtÞ�

yðtÞ ¼CxðtÞ:
ð15Þ
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The observer dynamics with immeasurable premise variables are represented by,

_̂xðtÞ ¼
XN

i¼1

liðx̂ðtÞÞ½AixðtÞ þ BiuðtÞ þ LiðyðtÞ � ŷðtÞÞ�

ŷðtÞ ¼Cx̂ðtÞ:
ð16Þ

Then the observer error dynamics are given by,

_eðtÞ ¼
XN

i¼1

liðx̂ðtÞÞ½Ai � LiC�eðtÞ þ DðxðtÞ; x̂ðtÞ; uðtÞÞ

with

DðxðtÞ; x̂ðtÞ; uðtÞÞ ¼
XN

i¼1

ðliðxðtÞÞ � liðx̂ðtÞÞÞ½AixðtÞ þ BiuðtÞ�

and

D xðtÞ; x̂ðtÞ; uðtÞð Þ �k kk x� x̂k

For fuzzy systems with immeasurable premise variables, the following Theo-
rem is useful.

Theorem 2. [3] The state estimation error between the multiple model (15) and
the multiple observer (16) converges globally asymptotically toward zero, if there
exist matrices P [ 0 and Q [ 0 such that the following conditions hold for
i = 1,���, N

AT
i Pþ PAi � CT YT

i � YiC\� Q

�Qþ a2I P
P �I

� �
\0

The observer gains are given by

Li ¼ P�1Yi

The above theorem presents an approach to design the local observers’ gains.
However, if the input or the states of the system are large, the term D gets large
which in turn results into large value of a. This will produce conservative results.
Further studies are carried out in [19] to produce less conservative approach for the
design of the observers.
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8 Application to Cyber Physical Systems

Cyber physical systems (CPS) are physical systems with integrated computational
and communicational resources. Many modern systems are emerging as cyber
physical systems and CPS find its application in areas as diverse as automotive
industry, chemical processes, transportation, energy, aerospace, etc. Some very
common examples of CPS are power generation and distribution networks,
unmanned aerial vehicles and SCADA systems.

As stated earlier, physical systems are prone to faults, cyber physical systems
are no exception. These systems are also composed of process components,
actuators and sensors; therefore, the appearance of faults is unavoidable. In
addition, cyber physical systems are also susceptible to cyber-attacks [31].
Therefore, there is need to detect faults/attacks on cyber physical systems. Fault
detection in cyber physical systems has been discussed in a few research articles
[34–36, 40, 45].

Most of the cyber physical systems can be modeled by set of differential and
algebraic equations [34, 35], such systems are called descriptor systems. A non-
linear descriptor system is given by

E _xðtÞ ¼ f ðxðtÞ; uðtÞÞ; xð0Þ ¼ x0

yðtÞ ¼ hðxðtÞ; uðtÞÞ

where E 2 R
n	n is a singular matrix. The nonlinear descriptor systems with faults/

attacks and disturbances is described by

E _x ¼ f ðx; uÞ þ gf ðxÞf þ gdðxÞd
y ¼ hðx; uÞ:

The procedure to detect faults in cyber physical systems is the same as for classical
control system. That is, with observer-based approach, an observer is used to
generate estimation of the measurements and the difference between the mea-
surements and their estimates produces residual signal which gives the information
of fault. The design of observer for nonlinear descriptor systems has been studies
in literature (see [10, 28, 39, 48] and references therein). The nonlinear observer
design approach for descriptor systems suffer from the same problems as discussed
in Sect. 3. To avoid these limitations, TS fuzzy approach may be utilized.

TS fuzzy model for descriptor system is given by

E _x ¼
XN

i¼1

liðzðtÞÞ½Aixþ Biuþ Ed;id þ Ef ;if �

y ¼
XN

i¼1

liðzðtÞÞ½Cixþ Diuþ Fd;id þ Ff ;if �:
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The corresponding TS fuzzy state observer and residual generator has the form

E _̂x ¼
XN

i¼1

liðwðtÞÞ½Aix̂þ Biuþ Lðy� ŷÞ�

ŷ ¼
XN

i¼1

liðwðtÞÞ½Cix̂þ Diu�

r ¼ y� ŷ:

Thus, local observer for linear descriptor systems may be designed and the
overall behavior is obtained by fuzzy fusion of local behavior. Interested readers
may refer to [7, 34, 35, 47] for detailed study on observer design for linear
descriptor systems.

9 Future Directions

In [12], LMI approach for the design of residual generator using TS Fuzzy models
is proposed. The proposed approach guarantees simultaneous robustness against
disturbances and sensitivity to faults. The results of [12] are extended to uncertain
nonlinear systems in [14]. However, in these approaches, it is assumed that the
premise variables are measurable. As we known that the premise variables are
function of states, this means that we need additional sensors to measure all the
states, which increases the cost of the systems and sometimes is impossible to
measure some state variables (some state variables may not correspond to some
physical quantity, or their location may not be accessible). A brief overview of
dealing with the problem of immeasurable premise variables is presented in last
section. A possible future direction of research is to propose LMI approach for
simultaneous robustness against disturbances and sensitivity to the faults with
immeasurable premise variables in TS Fuzzy systems. The extension to cyber
physical systems (descriptor systems) with immeasurable premise variables is
another direction for future work.
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Novel Computational Intelligence
for Optimizing Cyber Physical
Pre-evaluation System

Bo Xing

Abstract Owing to the quality heterogeneity of returned used products, firms
engaged in re-manufacturing activities are obliged to employ 100 % inspection of
these products to evaluate their quality and suitability for re-manufacturing. In
addition to visual inspection, a recent tendency is to use data recorded in electronic
devices (e.g., radio frequency identification (RFID)) implanted in the products. In
this way, information is obtained quickly without the need for complete (and
expensive) product disassembly. Nevertheless, making sense of RFID data in a
complex cyber physical system (CPS) environment (which involves such as cloud
computing for used product life cycle information retrieval and physically used
products scanning) is a complex task. For instance, if an RFID readers fails, there
may be missing values exist. The purpose of this chapter is to employ two com-
putational intelligence (CI) optimization methods which can improve the reli-
ability of such inspection process.

Keywords Re-manufacturability � Cyber physical pre-evaluation system �
Reliability-redundancy allocation problem � Firefly algorithm � Teaching–learning-
based optimization � Radio frequency identification

1 Introduction

Returns acquired by a re-manufacturer are typically highly variable in quality [16].
A significant consequence of this uncertainty is the inclusion of a collection/
classification stage and a corresponding system of quality-dependent routing of
supply in a reverse logistics network [13]. The potential value of sorting and
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classification product returns has been explored by different researchers such as [7]
and several sorting policies have also been proposed in the literature (e.g., [4]). In
addition, the management of product return is characterized also by the lack of
information associated with such used products [29]. The recent emergence of
networked radio frequency identification (RFID) system is a means of connecting
a product tagged with an RFID chip to a network and thereby carrying complete
information associated with it throughout its lifecycle. In this way information is
obtained quickly without the need for complete (and expensive) product disas-
sembly [53]. Several authors (e.g., [14, 27, 34]) have mentioned the use or
potential use of RFID and related technology in the reverse logistics network.
Nevertheless, making sense of RFID data is a complex task. For instance, if an
RFID readers fails, there may be missing values exist [10]. The purpose of this
chapter is to employ two innovative computational intelligence (CI) approaches
for improving the reliability of such classification/inspection process.

The remainder of this chapter is organized as follows. Subsequent to the
introduction in Sect. 1, the background of cyber physical Re-manufacturability
pre-evaluation system is briefed in Sect. 2. Then, the problem statement is pre-
sented in Sect. 3 which is followed by a problem formulation detailed in Sect. 4.
The proposed methodologies are then detailed in Sect. 5. Next Sect. 6 conducts an
experimental study to demonstrate the feasibility of our proposed approaches. The
future research directions are highlighted in Sect. 6. Finally, the conclusion is
drawn in Sect. 6 of this chapter.

2 Background of Cyber Physical Pre-evaluation System

2.1 What is Re-manufacturability?

There is a growing interest in re-manufacturability analyses of the re-manufacturing
systems since it is the key element to maintain customer satisfaction and thus
company profitability. Generally speaking, re-manufacturability is the ability of
used products to be easily re-manufactured and be determined by the configurable
parameters, the failed state, and the re-manufacturing technology [49]. Regarding
the configurable parameters, Wu [42] pointed out that the influent factors included
the technological feasibility of re-manufacturing, the economic feasibility of re-
manufacturing, the environmental feasibility of re-manufacturing, and the prod-
uct’s service ability. In a similar vein, [12] emphasized that for evaluating the re-
manufacturability of used products, an integrated method in which the technology
feasibility (including disassembly, cleaning, inspection and sorting, par recondi-
tioning, machine upgrading and reassembly), economic feasibility (focusing on the
re-manufacturing cost), and environmental benefits (such as energy saving, material
saving and pollution reduction) should be analysed. Furthermore, some researchers
(e.g., [2, 8, 51]) proposed that to enhance re-manufacturability of used products,
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manufacturers should take into account the early stages of the products’ designs. In
the light of this statement, in [17, 38, 40], the authors stated that different design
structure matrix could be used as a very useful tool to examine the relationship
between the different processes in order to obtain a clear ranking of the easily
activities of re-manufacturing.

2.2 Why Re-manufacturability Pre-evaluation?

In most cases, re-manufacturing processes must adopt the activity of pre-evaluation
because products have not been designed to be re-manufactured [52]. This activity
has extracted the ‘‘secret’’ affecting the success of re-manufacturing since it allows
for the selective using of desired parts and/or materials. In other words, it provide
a relatively efficient and effective means for a re-manufacturer to obtain feedback
before the used products are admitted into the re-manufacturing plant, specially, the
information about which used products/parts can be disassembled [43].

2.3 Cyber Physical Pre-evaluation System

One of the ways to evaluation such ability is through cyber-physical system (CPS),
which, in our context, use sensor-embedded products with networked computing to
control the evaluation processes in order to remove uncertainty to the re-manu-
facturing systems. An early of the successful marriage of sensor-based products
and evaluation processes is radio frequency identification (RFID) tag. The advent
of RFID tag is critical to automatic identification, movement tracking, access
control, information collection, and evaluation of operation/system’s performance.
Furthermore, it is also considered by some researchers (e.g., [23–25, 29]) as one of
the most technology for revolutionizing a wide range of applications including re-
manufacturing and reverse logistics.

3 Problem Statement

When a used product is collected, the first step is to evaluate its re-manufactu-
rability, which is the premise to decide whether it is worthy to re-manufacture the
product. At this stage, effective and reliable systems are required to gather and
evaluate product usage data. Recently, some studies (e.g., [1, 28, 53]) have
reported permanent sensor embedded tagging (such as RFID) may generate
valuable information for improving the efficiency of re-manufacturing process.
Their analyses suggested that, since there is a high level of uncertainty about the
quality of components entering the re-manufacturing process, RFID-derived
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information can assist in sorting components where manual inspection is tradi-
tionally employed.

This may be true for parts that are sensitive to re-manufacture, however, one of
the major puzzles that RFID classification system has posed for practitioners is the
reading accuracy and system reliability after its adoption. Bearing this in mind, in
this study, we are about to set up a 4-stage inspection procedure to keep the
misclassification rate [53] at the lowest level. Each stage is constituted of an RFID
inspecting system that is responsible for a certain type of data collection and
evaluation. While the used products flow passing through these four inspection
points, if any of them works improperly, the operator of the cross docking should
be notified to take that certain used product out for a further inspection. Such
interruption highly affects the working efficiency of a cross docking station within
a re-manufacturing process and thus the reliability of the entire RFID system
should be enhanced as much as possible by taking various constraints into account.

4 Mathematical Modelling

As it can be seen, our focal problem falls under the category of RFID operational
level research. Nevertheless, according to our recent review [44], literature provides
little guidance in addressing this issue. Therefore, in this chapter, we propose to
model our focal problem as a reliability-redundancy allocation problem (RRAP).

4.1 Reliability-Redundancy Allocation Problem

The optimization of system reliability is very important in many real applications
and has attracted increasing attention in academic field and a variety of engi-
neering fields. Typically RRAP problems involve the selection of components with
multiple choices and redundancy levels that produce maximum benefits, and are
subject to many constraints such as the cost, weight, and volume. In general an
RRAP problem can be formulated as a mixed-integer programming problem which
is shown in Table 1 [41].

The goal of RRAP problem is to find the optimal combination of components
and the reliabilities of the components to achieve the highest system reliability
[41].

4.2 4-Stage Series System

Having the characteristics of our targeted RFID system in mind (see Sect. 2 for
more details), we decide to formulate it as a 4-stage series system shown in
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Eq. (1). In the literature, this formulation has also been successfully used for
modelling over-speed protection system of a gas turbine [21, 50].

Maximize : f r; nð Þ ¼
Y4

i¼1

1� 1� rið Þni½ � ð1Þ

Subject to:

g1 r; nð Þ ¼
X4

i¼1

vini�V ;

g2 r; nð Þ ¼
X4

i¼1

ai �T=ln rið Þð Þbi ni þ e0:25ni
ffi �

�C;

g3 r; nð Þ ¼
X4

i¼1

winie
0:25ni �W :

where 0.5 B ri B 1 - 10-6, ri 2 R+, 1 B ni B 10, ni 2 Z+, vi represents the vol-
ume of each component in the subsystem i, V denotes the upper limit on the sum of
the subsystems’ products of volume, C is the upper limit on the cost of the system,

ai �T=ln rið Þð Þbi is the cost of each component with reliability ri at subsystem i in
which ai and bi are coefficients, T is the operating time during which the com-
ponent must not fail, and W is the upper limit on the weight of the system.

Table 1 General form of
RRAP problem

General Form of RRAP Problem

Maximize
Rs = f(r, n)

Subject to
gj r;nð Þ� lj; j ¼ 1; 2; � � � ;m

where:
RS the reliability of a system
r = (r1, r2, ���, rd) the vector of the component reliabilities

for the system
ri the reliability of the ith subsystem
n = (n1, n2, ���, nd) the vector of redundancy allocation

for the system
ni the number of components in the

ith subsystem
f( � ) the objective function for the overall

system reliability
g(r, n) the set of constraint functions
gj(r, n) the jth constraint function
d the number of subsystems in the system
l the vector of resource limitations

Novel Computational Intelligence 453



5 Proposed Methodology

Many classical mathematical methods have failed to address the non-convexities
and non-smoothness in RRAP problems. As an alternative to the classical opti-
mization approaches, the CI approaches have been given much attention by many
researchers because of their superior capability in finding an almost global optimal
solution. In this research, we choose teaching—learning-based optimization
(TLBO) and firefly algorithm (FA) as a vehicle to address our 4-stage series
system problem.

5.1 Background of TLBO

Teaching—earning-based optimization (TLBO) is a new efficient population based
algorithm inspired by the influence of a teacher on the output of learners in a class,
which learners first acquire knowledge from a teacher (i.e., teacher phase) and then
from classmates (i.e., learner phase) [35]. In principle, population consists of
learners in a class and design variables are courses offered. The output in TLBO
algorithm is considered in terms of results or grades of the learners which depend
on the quality of teacher. That means, a high quality teacher is usually considered
as a highly learned person who trains learners so that they can have better results in
terms of their marks or grades. Moreover, learners also learn from the interaction
among themselves which also helps in improving their results. Working of both
the phase is explained below.

Teacher Phase: In the model, this phase produces a random ordered state of
points called learners within the search space. Then a point is considered as the
teacher, who is highly learned person and shares his or her knowledge with
the learners, and others learn significant group information from the teacher. It is
the first part of the algorithm where the mean of a class increases from MA to MB

depending upon a good teacher. At this point, we assumed a good teacher is one
who brings his/her learners up to his/her level in terms of knowledge. However, in
practice this is not possible and a teacher can only move the mean of a class up to
some extent depending on the capability of the class. This follows a random
process depending on many factors [35]. Let Mi be the mean and Ti be the teacher
at any iteration i. Ti will try to more mean Mi towards its own level, so now the
new mean will be Ti designated as Mnew. The solution is updated according to the
difference between the existing and the new mean given by Eq. (2) [35]:

Difference Meani ¼ ri Mnew � TFMið Þ ð2Þ

The value of TF can be either 1 or 2, which is again a heuristic step and decided
randomly with equal probability as shown in Eq. (3) [35]:

TF ¼ round 1þ rand 0; 1ð Þ 2� 1f g½ �: ð3Þ
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This difference modifies the existing solution according to Eq. (4) [35]:

Xnew;i ¼ Xold;i þ Difference Meani ð4Þ

Learner Phase: It is the second part of the algorithm where learners increase their
knowledge by interaction among themselves. So, a solution is randomly interacted
to learn something new with other solutions in the population. In the light of this
statement, a solution will learn new information if the other solutions have more
knowledge than him or her. Mathematically the learning phenomenon of this phase
is expressed in Eq. (5) [35]:

Xnew;i ¼ Xold;i þ ri Xi � Xj

� �
; if f Xið Þ\f Xj

� �

Xnew;i ¼ Xold;i þ ri Xj � Xi

� �
; if f Xj

� �
\f Xið Þ

ð5Þ

After a number of sequential teaching–learning cycles, where the teacher convey
knowledge among the learners and those level increases toward his or her own
level, the distribution of the randomness within the search space becomes smaller
and smaller about to point considering as teacher. It means knowledge level of the
whole class shows smoothness and the algorithm converges to a solution. Also, a
termination criterion can be a predetermined maximum iteration number is
reached.

In many aspects, TLBO resembles evolutionary algorithms [33] such as an
initial population is randomly generated; moving/learning towards teacher and
classmates can be regarded as a special mutation operator; and selection is
deterministic (i.e., two solutions are compared and the better one always survives)
[11 ]. The TLBO algorithm has been used in solving many problems, remarkable
results have been reported about TLBO outperforming many algorithms such as
differential evolution [39], evolutionary strategies [6], and particle swarm opti-
mization [26].

5.2 Background of FA

The firefly algorithm (FA) is a meta-heuristic, nature-inspired, optimization
algorithm which is based on the social (flashing) behaviour of fireflies, or lighting
bugs, in the summer sky in the tropical temperature regions [45–47]. It was
developed by Dr. Xin-She Yang at Cambridge University in 2007, and it is based
on the swarm behaviour such as fish, insects, or bird schooling in nature. In the FA,
physical entities (fireflies) are randomly distributed in the search space. They carry
a bio-luminescence quality, called luciferin, as a signal to communicate with other
fireflies, especially to prey attractions [5]. In detail, each firefly is attracted by the
brighter glow of other neighbouring fireflies. The attractiveness decreases as their
distance increases. If there is no brighter one than a particular firefly, it will move
randomly. Its main advantage is the fact that it uses mainly real random numbers,
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and it is based on the global communication among the swarming particles (i.e.,
the fireflies), and as a result, it seems more effective in multi-objective optimi-
zation. Normally, FA uses the following three idealized rules [47] to simplify its
search process to achieve an optimal solution:

• Fireflies are unisex so that one firefly will be attracted to other fireflies regardless
of their sex, that means no mutation operation will be done to alter the attrac-
tiveness fireflies have for each other;

• The sharing of information or food between the fireflies is proportional to the
attractiveness that increases with a decreasing Cartesian or Euclidean distance
between them due to the fact that the air absorbs light. Thus for any two flashing
fireflies, the less bright one will move towards the brighter one. If there is no
brighter one than a particular firefly, it will move randomly;

• The brightness of a firefly is determined by the landscape of the objective
function. For the maximization problems, the light intensity is proportional to
the value of the objective function.

Furthermore, there are two important issues in the FA that are the variation of
light intensity or brightness and formulation of attractiveness. Yang [45] simplifies
the attractiveness b of a firefly is determined by its brightness I which in turn is
associated with the encoded objective function. As light intensity and thus
attractiveness decreases as their distance from the source increases, the variations
of light intensity and attractiveness should be monotonically decreasing functions.

• Variation of Light Intensity: Suppose that there exists a swarm of n fireflies, and
xi, i = 1, 2, …, n represents a solution for a firefly i initially positioned ran-
domly in the space, whereas f(xi) denotes its fitness value. In the simplest form,
the light intensity I(r) varies with the distance r monotonically and exponen-
tially. That is determined through Eq. (6) [45–47]:

I ¼ I0e�crij ð6Þ

where I0 is the original light intensity, c is the light absorption coefficient, and r is
the distance between firefly i and firefly j at xi and xj as Cartesian distance

rij ¼ xi � xj

�� �� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pd

k¼1
xi;k � xj;k

� �2

s

or the ‘2 - norm, where xi,k is the kth compo-

nent of the spatial coordinate xi of the ith firefly and d is the number of dimensions

we have, for d = 2, we have rij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xj

� �2þ yi � yj

� �2
q

.

• Movement toward attractive Firefly: A firefly attractiveness is proportional to
the light intensity seen by adjacent fireflies [45]. Each firefly has its distinctive
attractiveness b which implies how strong it attracts other members of the
swarm. However, the attractiveness is relative; it will vary with the distance
between two fireflies. The attractiveness function b(r) of the firefly is deter-
mined via Eq. (7) [45–47]:
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b ¼ b0e�cr2
ij ð7Þ

where, b0 is the attractiveness at r = 0, and c is the light absorption coefficient
which controls the decrease of the light intensity.

• The movement of a firefly i at location xi attracted to another more attractive
(brighter) firefly j at location xj is determined based on Eq. (8) [45–47]:

xi t þ 1ð Þ ¼ xi tð Þ þ b0e�cr2
ij xj � xi

� �
þ aei ð8Þ

where, the first term is the current position of a firefly, the second term is used for
considering a firefly’s attractiveness to light intensity seen by adjacent fireflies, and
the third term is randomization with the vector of random variables ei being drawn
from a Gaussian distribution, in case there are not any brighter ones. The coeffi-
cient a is a randomization parameter determined by the problem of interest.

• Special Cases: From Eq. (8), it is easy to see that there exit two limit cases when
c is small or large, respectively [45–47]. When c tends to zero, the attractiveness
and brightness are constant b = b0 which means the light intensity does not
decrease as the distance r between two fireflies increases. Therefore, a firefly can
be seen by all other fireflies, a single local or global optimum can be easily
reached. This limiting case corresponds to the standard particle swarm optimi-
zation algorithm. On the other hand, when c is very large, then the attractiveness
(and thus brightness) decreases dramatically, and all fireflies are short-sighted or
equivalently fly in a deep foggy sky. This means that all fireflies move almost
randomly, which corresponds to a random search technique.

In general, the FA corresponds to the situation between these two limit cases,
and it is thus possible to fine-tune these parameters, so that FA can find the global
optima as well as all the local optima simultaneously in a very effective manner. A
further advantage of FA is that different fireflies will work almost independently, it
is thus particular suitable for parallel implementation. It is even better than genetic
algorithm and particle swarm optimization because fireflies aggregate more closely
around each optimum. It can be anticipated that the interactions between different
sub-regions are minimal in parallel implementation. Nowadays, mechanisms of
firefly communication via luminescent flashes and their synchronization has been
used effectively to solve the problems in various areas, such as in continuous
constrained optimization [32], economic emissions load dispatch [3], image
compression [18, 20], mixed variable structural optimisation [15], re-machining
parameter optimization [43], scheduling [36], clustering [19, 37], parameter tuning
[48], wireless network design [31], dynamic marketing pricing [22].
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5.3 Benchmark Test Function

In this section, a benchmark test function (see Table 2) is selected from the lit-
erature to demonstrate the effectiveness of proposed TLBO and FA in dealing with
function optimization problem. The chosen function is a non-linear minimization
problem which has seven design variables and four non-linear inequality
constraints.

The parameter settings for TLBO and FA are as follows:

• TLBO: Population size is 50, generations are 2,000, total number of function
evaluations are 100,000;

• FA: Population size is 20, generations are 5,000, total number of function
evaluations are 100,000.

The numerical results obtained via FA and TLBO are outlined in Table 3.

Table 2 Benchmark test
function (adapted from [35])

Benchmark test function

Minimize:

f xð Þ ¼ x1 � 10ð Þ2þ 5 x2 � 12ð Þ2þ x4
3 þ 3 x4 � 11ð Þ2

þ10x6
5 þ 7x2

6 þ x4
7 � 4x6x7 � 10x6 � 8x7

Subject to:

g1 xð Þ ¼ �127þ 2x2
1 þ 3x4

2 þ x3 þ 4x2
4 þ 5x5� 0

g2 xð Þ ¼ �282þ 7x1 þ 3x2 þ 10x2
3 þ x4 � x5� 0

g3 xð Þ ¼ �196þ 23x1 þ x2
2 þ 6x2

6 � 8x7� 0

g4 xð Þ ¼ 4x2
1 þ x2

2 � 3x1x2 þ 2x2
3 þ 5x6 � 11x7� 0

where:
�10� xi� 10 ði ¼ 1; 2; . . .7Þ

Table 3 Comparison of
results (10 runs) obtained by
using FA and TLBO for
Benchmark test function

Benchmark test function

FA TLBO

f(x*)—best 680.7249 680.6305
f(x*)—worst 681.1270 680.6325
f(x*)—mean 680.8900 680.6318
x*—best 2:349317

1:948980
�0:442630
4:366729
�0:638468
1:027457
1:614927

0

BBBBBBBB@

1

CCCCCCCCA

2:331588
1:951348
�0:477926
4:365752
�0:626203
1:032656
1:593086

0

BBBBBBBB@

1

CCCCCCCCA

f(x* ) Objective Function Value; x* Optimum Solution
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The optimum solution is at x* = (2.330499, 1.951372, -0.4775414, 4.365726,
-0.6244870, 1.1038131, 1.594227) with objective function value f(x*) =

680.6300573 [35]. Although, we only test ten runs on each method, it can be
observed from Table 3, both FA and TLBO work fine on solving benchmark test
function.

5.4 Benchmark Engineering Design Optimization Problem

In this section, a constrained benchmark engineering design problem (i.e., pressure
vessels design) is selected from the literature to test the effectiveness of proposed
TLBO and FA in dealing with constrained optimization problem. For a given
volume and working pressure, the basic aim of designing a pressure vessel is to get
the total cost minimized. The typical design variables are such as the thickness of
the head and body, the inner radius, and the length of the cylindrical section. This
is a well-known test problem for optimization and the standard form can be found
in Table 4.

To evaluate the performance of FA and TLBO algorithms for optimizing the
design of pressure vessels, we also run the simulation 10 times under the same
parameter settings as previously mentioned. The numerical results are shown in
Table 5.

As it shown in Table 5, according to other similar studies such as [9], both
solutions obtained through TLBO and FA are reasonable in which TLBO can
generate a slightly better results than FA on the test problem.

From the above mentioned two examples, we can see that TLBO and FA are
very good optimizer and suitable for many applications.

Table 4 Benchmark
engineering design problem
(adapted from [35])

Benchmark engineering design problem

Minimize
f(x) = 0.6224d1rL ? 1.7781d2R

2

?3.1661D1
2L ? 19.84d1

2r
Subject to

g1 xð Þ ¼ �d1 þ 0:0193r� 0

g2 xð Þ ¼ �d2 þ 0:00954r� 0

g3 xð Þ ¼ �pr2L� 4
3
pr3 þ 1296000� 0

g4 xð Þ ¼ L� 240� 0

where
0� d1� 99 0� d2� 99
10� r� 200 10� L� 200
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6 Experimental Study by Using TLBO and FA

Witnessing the capability of TLBO and FA, in this section, we decide to carry out
an experimental study to solve our focal problem. Suppose that we have the
following parameters and constraints (arrayed in Table 6) for our RFID system.

Based on Eq. (1), we run FA and TLBO 10 times for each and the simulation
results are listed in Tables 7 and 8, respectively.

From Table 8, we can see that in order to keep our RFID system reliability at
the highest level, the components number and the corresponding reliability should
be designed based on the results obtained via TLBO and FA.

Table 5 Comparison of results (10 runs) obtained by using FA and TLBO for Benchmark
engineering design problem

Benchmark engineering design problem

FA TLBO

f(x*)—best 6117.2432 5885.3330
f(x*)—worst 6418.8358 5885.3890
f(x*)—mean 6263.9090 5885.3453
x*—Best 0:828478

0:425984
42:619529

172:301498

0

BB@

1

CCA

0:778169
0:384649
40:319619

200

0

BB@

1

CCA

f(x* ) Objective Function Value; x* Optimum Solution

Table 6 Data used for RFID system

Stage 105
AI BI VI WI V C W T

1 1.0 1.5 1 6 200 500 450 2000
2 2.3 1.5 2 6 – – – –
3 0.3 1.5 3 8 – – – –
4 2.3 1.5 2 7 – – – –

Table 7 Convergence
results (10 runs) obtained by
using FA and TLBO

Convergence results of f(r, n)

FA TLBO

f(r, n)—best 99.6152 99.6156
f(r, n)—worst 99.6118 99.6153
f(r, n)—mean 99.6139 99.6155
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7 Future Research Directions

Since our targeted question belongs to a class of constrained nonlinear mixed-
integer programming problem which means the solution of this kind of problems
consists two parts, i.e., a real part and an integer part. As the searching space and
complexity of these two parts are different, it might be more promising to use
different searching mechanisms to obtain individual optimal solution for each of
these two parts. Therefore one possible future research direction is to employ two
algorithms to search the real part and the integer part, respectively.

In order to maximize a system’s reliability, except the reliability-redundancy
allocation solution, one can also consider other options such as enhancing the
component reliability [30]. Since there are many other communication systems
may utilize the similar frequencies within the communication range of RFID
which in turn could interfere the reliability of the RFID system, a good filter design
for RFID receiver is always a necessary. Therefore an immediate extension of the
current research would be employing suitable CI methods to optimize the per-
formance of signal filter component within a RFID reader.

8 Conclusions

Re-manufacturability classification based on radio frequency identification (RFID)
system is a great concept transition and innovation. The idea is to ‘‘take the
initiative to prevent problems’’, which can greatly save resources and energy of the
whole world and bring enormous economic benefits as well as social benefits.
However, recently the growing interest in cyber physical re-manufacturability pre-
evaluation faces major challenges due to the error prone nature of RFID devices.
The focus of our work is complementary to the inherent unreliability of RFID
systems, and ask whether the reliability can be improved using more redundant
components (i.e., RFID readers) in wide range type series. In this chapter, we first

Table 8 Best results (10
runs) obtained by using FA
and TLBO for RFID system

RFID system

FA TLBO

f(R, N) 99.6152 99.6156
N1 5 5
n2 5 5
n3 4 4
n4 5 5
r1 72.0518 72.4646
r2 74.0182 73.9552
r3 82.1285 81.9053
r4 74.8874 74.7276
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formulate our focal scenario as a reliability-redundancy allocation problem
(RRAP). Then, two of the recently developed computational intelligence
approaches called teaching—learning-based optimization (TLBO) which is based
on the effect of the influence of a teacher on the output of learners in a class, and
firefly algorithm (FA) which is based on the social (flashing) behaviour of fireflies,
or lighting bugs, in the summer sky in the tropical temperature regions, are
employed to address our focal problem. Simulation results suggest that the pro-
posed TLBO and FA are viable optimization techniques in improving the RFID
classification system’s reliability.
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