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Preface

Innovation, especially attained through advanced technologies, is one of the key
factors influencing the quality of life of both individual people and whole nations.
Among technologies currently having a major impact on innovation are: control,
industrial automation, robotics and measurement techniques. For this reason
problems associated with these technologies are at the centre of interest of
researchers, both from the point of view of theoretical challenges and practical
applications.

This book presents the set of papers accepted for presentation at the international
conference named Automation, held in Warsaw during 2-4 March of 2016. It
presents the research results presented by top experts in the fields of industrial
automation, control, robotics and measurement techniques. Each chapter presents a
thorough analysis of a specific technical problem which is usually followed by
numerical analysis, simulation, and description of results of implementation of the
solution of a real-world problem.

We are convinced that the presented theoretical results, practical solutions and
guidelines will be of great value for both researchers working in the area of
engineering sciences and for practitioners solving industrial problems.

Warsaw Roman Szewczyk
December 2015 Cezary Zielinski
Matgorzata Kaliczyriska
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Hierarchical Models in Modern Control
Theory

Dmitry A. Novikov

Abstract Historical and modern approaches towards heterogeneous models and
hierarchical modeling in control theory are listed. A unified approach towards a
design of hierarchical models of multiagent systems is described and illustrated by
the example of diffuse bomb model. Problems of “hierarchical automation” in
organization-technical and production systems are described. General problems of
hierarchical modeling are underlined.

Keywords Heterogeneous model - Hierarchical modeling + Multiagent system -«
Diffuse bomb problem -+ Production systems

1 Introduction: Heterogeneous Models and Hierarchical
Modeling

In recent years, control theory more and more addresses the term of system
“heterogeneity” comprehended, in the first place, as the multiplicity of its mathe-
matical description (e.g., descriptive dissimilarity of separate subsystems: the type
and scale of time/space of subsystems functioning, multi-type descriptive languages
for certain regularities of a studied object, etc.) [1]. “Heterogeneity” also means
complexity appearing in (qualitative, temporal and functional) dissimilarity, (spatial
and temporal) distribution and the hierarchical/networked structure of a controlled
object and an associated control system.

An adequate technology for design and joint analysis of a certain set of
heterogeneous systems models is the so-called hierarchical modeling. According to
this technology, models describing different parts of a studied system or its different
properties (perhaps, with different levels of detail) are ordered on the basis of some
logic, thereby forming a hierarchy or a sequence (a horizontal chain). Generally,
lower hierarchical levels correspond to higher levels of detail in modeled systems
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Hybrid
model

Fig. 1 The narrow interpretation of a hybrid model

description. Each element of a sequence possesses almost same level of detail, and
the results (outputs) of a current model represent input data for a next model. Such
approach to modeling was born and further developed in the 1960-1970s, e.g. see
[2].

In some sense, hierarchical models are a wider category than hybrid models and
the multi-model approach. A hybrid model is a model combining elements of two or
more models reflecting different aspects of a studied phenomenon or process and/or
employing different apparatuses (languages) of modeling—see Fig. 1. For instance,
a hybrid model can include discrete and continuous submodels, digital and analog
submodels, and so on.

In the wider interpretation, a hybrid model represents a complex of models each
chosen under well-defined conditions, see Fig. 2. As an example, consider hybrid
dynamic systems (HDS, also known as switching systems). The expression in the
right-hand side of the HDS differential equation is chosen from a given set of
options depending on the current state of the system and/or time and/or auxiliary
conditions.

Within the multi-model approach, several models are used sequentially or
simultaneously with further or current analysis and selection of “best” results.

Hierarchical (sequential) models may have a more complex structure, see Fig. 3.
At each level, a model can be hybrid or follow the multi-model approach.

External RESULT

information

Fig. 2 The modern interpretation of a hybrid model. The multi-model approach
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Fig. 3 A hierarchical (sequential) model

Hierarchical models lead to the problems of aggregation and decomposition
well-known in mathematical modeling.

The next subsections give several examples of hierarchical models and the
discussion of their drawbacks and advantages.

2 Hierarchical Models of Multiagent Systems

For the recent 15-20 years, a modern tendency in control theory has been seeking
towards “miniaturization,” “decentralization” and “intellectualization” in systems
of very many interacting autonomous agents having social, technical or informa-
tional nature. Inherent properties of multi-agent systems (MAS) such as decen-
tralized interaction and agents’ multiplicity induce fundamentally new emergent
properties (autonomy, smaller vulnerability to unfavorable factors, etc.) crucial in
several applications [3-5].

In MAS the hierarchy of models is inter alia generated by the functional
structure of the agent. The latter may have several hierarchical levels, see Fig. 4 [6].
The lowest (operational) level is responsible for implementation of actions (e.g.,
motion stabilization with respect to a preset path). Tactical level corresponds to
actions’ choice (including interaction with other agents). Strategic level is in charge
of decision-making, learning and adaptivity of behavior. And finally, the highest
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Fig. 4 The hierarchical structure of an agent in MAS

level (goal-setting) answers the principles of goal-setting and choice of the mech-
anisms of functioning for agents. The diffuse bomb model in Sect. 3 implements the
general structure described by Fig. 4.

The structure presented by Fig. 4 seems rather universal. However, most real-
izations of multi-agent systems involve merely two lower levels and the framework
of dynamic systems theory.

In mission planning problems, one can use different means of artificial intelli-
gence, e.g., neural networks, evolutionary and logical methods, etc.

Also, let us mention distributed optimization (agent-based computing, see [7]) as
a direction of modern optimization widespread in MAS. Its key idea consists in the
following. An optimization problem of a multivariable function is decomposed into
several subproblems solved by separate agents under limited information. For
instance, each agent is “responsible” for a certain variable; at a current step, it
chooses the value of this variable, being aware of the previous choice of some its
“neighbors” and seeking to maximize its own local “goal function.” Given an initial
(global) goal function, is it possible to find the “goal functions” of agents and their
interaction rules so that the autonomous behavior of agents implements a central-
ized optimum? (in algorithmic/computational game theory [8, 9], this optimum can
correspond to a Nash equilibrium or a Pareto efficient state of agents’ game).
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Consider the strategic level of agent’s architecture, which answers for adapta-
tion, learning, reflexion and other aspects of strategic decision-making. Game
theory and theory of collective behavior analyze interaction models for rational
agents. In game theory, a common scheme consists in (1) describing the “model of
a game,” (2) choosing an equilibrium concept defining the stable outcome of the
game and (3) stating a certain control problem—find the values of controlled “game
parameters” implementing a required equilibrium [10].

Nowadays investigators gradually shift their efforts towards higher levels of
agents’ architecture, i.e., from consensus and communications problems to coop-
erative control and strategic behavior models of agents [11]. To justify this state-
ment, let’s analyze the networked control topics on main worldwide conferences on
control theory and applications. Being subjective and not pretending to a complete
overview, the author emphasizes triennial world congresses conducted by Inter-
national Federation of Automatic Control (IFAC) and annual Conferences on
Decisions and Control (CDC) under the auspices of Institute of Electrical and
Electronics Engineers (IEEE). Alongside with these major events (or even jointly
with CDC), there exist regular “national” conferences (actually, these conferences
gather researchers from many other countries): American Control Conference
(ACC) and European Control Conference (ECC). In the USSR, the role of such
national conferences belonged to AMCP—AIl-Union Meetings on Regulation
Theory (later, on Automatic Control and, then, on Control Problems).

Figures 5 and 6 specify the topics of networked control by the levels of agents
architecture in MAS and problems treated at these levels. The following groups of
topics have been identified via expertise: MAS and consensus problems, commu-
nications in MAS, cooperative control, upper levels of control (strategic behavior
of agents), “others” (mostly, information and communication networks with a slight
emphasis on control problems).

100%
o BOth
80% ers

70%
60%
50%
40%
30%
20%
10%

0%
ACC-2011(San Francisco, CDC-ECC-2011(Orlando, CDC-2012(Hawaii, 1200 CDC-2013 (Florence,1300
950 papers) 1500 papers) papers) papers)

O Upper levels of control
O Cooperative control
B Communications in MAS

MAS and consensus

Fig. 5 Specification of networked control topics at ACC and CDC
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Fig. 6 Specification of networked control topics at IFAC Congresses and AMCP-2014

3 The Diffuse Bomb Model

An example of the hierarchical model of a MAS is the model of distributed pen-
etration through a defense system (the so called diffuse bomb model [12]).

Consider a group of autonomous moving agents must hit a target with given
coordinates. At each time step, any agent can be detected and destroyed by a
defense system (with a certain probability). Detection/annihilation probability
depends on agent’s coordinates and speed, as well as on the relative arrangement of
all objects in the group.

The problem is synthesizing algorithms of decentralized interaction among
agents and their decision-making (the choice of direction and speed of their motion)
to maximize the number of agents reaching the target. Agents appear “intelligent”
in the following sense. Some agents (reconnaissance) can acquire on-line infor-
mation on the parameters of the defense system. By observing the behavior of the
reconnaissance agents, the rest ones perform “reflexion,” assess the limits of dan-
gerous areas and solve the posed problem.

The following hierarchical model defined by Table 1 serves for appraising and
choosing most efficient algorithms of behavior in [12].

Table 1 The diffuse bomb model

Hierarchical Modeled phenomena/processes Modeling tools

level

6 Choosing the set of agents and their Discrete optimization methods
properties

5 Choosing the paths and speeds of agents Optimal control
Agent’s forecast of the behavior of other | Reflexive games. The reflexive
agents partitions method

3 Detection probability minimization based | Algorithms of course choice
on current information

2 Collisions avoidance, obstacles avoidance | Algorithms of local paths

choice

1 Object’s movement towards a target Dynamic motion equations
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4 ‘“Hierarchical Automation” in Organization-Technical
Systems

Since the 1980s, production systems have followed a long path from flexible to
holonic systems. In recent years, they attract the growing interest of researchers in
connection with new market challenges: the efficiency of production specialization
and decentralization, product and service differentiation, etc. There appear net-
worked productions and “cloud” productions. Along with implementation of fun-
damentally new technologies of production (nanotechnologies, additive
technologies, digital production, and so on), we observe gradual changes in its
organization, i.e., the emphasis is shifted from operations automation to control
automation at all life cycle stages.
Existing challenges such as:

a huge number of product’s customized configurations;

integration of small- and large-scale production;

lead-time reduction for an individual order;

supply chains integration for stock optimization;

and others call for solutions guaranteeing:

the universality of production systems and their separate components;

the capability of rapid and flexible adjustment with respect to new tasks;

autonomous decision-making in production owing to high-level control

automation;

e survivability, replicability and scalability owing to network-centric control and
multi-agent technologies;

e decision-making in production with proper consideration of economic factors,

etc.

Modern production systems have a hierarchical structure, as indicated by Fig. 7.
And the complexity of control problems treated induces their decomposition into
decision-making levels. Each level in control problems solution corresponds to its
own goals, models and tools (Fig. 7) at each stage of control (organizing, planning,
implementing, controlling and analyzing). Hence, in organizational-technical pro-
duction systems it is possible (and necessary) to apply hierarchical modeling.

This possibility is implemented, but on an irregular and unsystematized basis.
Obviously, one can solve real problems of automation, analysis and decision
support for production systems only within appropriate computer-aided informa-
tional systems. As an illustration, consider the classes of such systems in the
ascending order of their “hierarchical level”:

lower-level control systems (PLC, MicroPC, ...);

supervising and scheduling systems (SCADA, DCS, ...);

production planning and management systems (MRP, CRP, ..., MRP2, ...);
integrated systems (MES, ..., ERP., ...);
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Fig. 7 Hierarchical models in production systems

e systems responsible for interaction with an external environment or develop-
ment (SCM, CRM, PMS, ...);
e upper-level analytic systems (OLAP, BSC, DSS, ...).

These classes of systems use mathematical models, but very sparsely; as a rule,
the higher is the level of hierarchy (this statement is true for separate informational
systems and for integrated informational systems of product life cycle management
(PLM) including computer-aided design systems, which realize the complex of the
listed functions), the lesser is their usage. For instance, lower-level controllers
employ in full automatic control theory; project management systems (PMS) in-
corporate classical algorithms for critical path search, Monte Carlo methods for
project duration estimation, and heuristics for resources balancing; ERP systems
and logistics systems (SCM) involve elementary results from stock management
theory, and so on.

Nevertheless, full-fledged implementation of the so-called “hard” models and
“quantitative science” (operations research, discrete optimization, data analysis and
other branches of modern applied mathematics) in informational systems still waits
in the wings.

Several global problems exist here. On the one hand, mathematical models
require very accurate and actual information often associated with inadmissibly
high organizational and other costs. On the other hand, in many cases “soft” models
(putting things in order in production processes, implementation of typical solutions
and standards in the form of qualitative best practices, etc.) yield an effect
exceeding manyfold the outcomes of quantitative models, yet consume reasonable
efforts. Therefore, it seems that quantitative models should be applied at the second
stage, “‘extracting” the remainder of potential efficiency increase.
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5 Conclusion

The forthcoming years will be remarkable for transition in control theory from the
so-called C° paradigm (joint solution of Control + Computations + Communica-
tions problems) to the C° concept (Control + Computations + Communica-
tions + Costs + Life Cycle), when the above-mentioned problems are solved taking
into account cost aspects (in the general sense) over the whole life cycle of a system
including the joint design of a control system and its controlled object.

Speaking about ‘“networkism,” we have to touch “network-centrism”
(network-centrism operates its own abbreviations differing from control theory (see
above C> or CS): c? [—Command, Control, Communications and Intelligence, C—
Command, Control, Communications, Computers and Intelligence, and others)
extremely fashionable nowadays (also called “network-centric fever”). It admits
several interpretations covering organization and analysis principles of any networks
in principle or temporary networks created for specific task or mission execution at a
right place and right time (networked organizations, e.g., interaction of military units
in a combat theater). This approach finds wide application in network-centric war-
fare problems for vertical and horizontal integration of all elements during a military
operation (control, communication, reconnaissance and annihilation systems).

Another manifestation of “networkism” concerns the growing popularity of
distributed decision support systems. The intensive development of information and
communications technologies (ICT) increases the role of informational aspects of
control in decentralized hierarchical systems (an example is decision-making sup-
port in distributed decision systems which integrate heterogeneous information on
strategic planning and forecasting from different government authorities and
industrial sectors). One of such aspects consists in informational control as a
purposeful impact on the awareness of controlled subjects; therefore, a topical
problem is to develop a mathematical apparatus providing an adequate description
for an existing relationship between the behavior of system participants and their
mutual awareness [10].

Design of intelligent analytic systems for informational and analytic support of
goal-setting and control cycle represents another important informational aspect of
control in decentralized hierarchical systems. Here it seems necessary to substan-
tiate methodological approaches to control efficiency in decentralized control sys-
tems, including elaboration of principles and intelligent technologies for data
acquisition, representation, storage and exchange.

We underline that an appreciable share of information required for situation
assessment, goal-setting and control strategy choice in decentralized systems is
ill-structured (mostly, in the form of text). And there arise the problems of relevant
search and further analysis of such information [13]. The described circumstances
bring to the need for suggesting new information retrieval methods (or even
knowledge processing methods) based on proper consideration of its lexis and
different quantitative characteristics and, moreover, on analysis of its semantics,
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separation of target data and situation parameters, assessment of their dynamics and
scenario modeling of situation development in future periods.

Concluding this paper dedicated to heterogeneous models and hierarchical
modeling, we underline a series of their common classes of problems. Modern
controlled objects are complicated so that sometimes a researcher would hardly
separate out purely hierarchical or purely networked components. In such cases, it
is necessary to consider networks of hierarchies and hierarchies of networks [1].

First, at each level models have their own intricacies induced by a corresponding
mathematical apparatus. Moreover, there arise “‘conceptual coupling” dilemmas and
the common language problem among the representatives of different application
domains.

Second, a complex of “joined”’ models inherits all negative properties of each
component. Just imagine that, at least, one model in a “chain” admits no analytic
treatment; then the whole chain is doomed to simulation modeling. The speed of
computations in a chain is determined by the slowest component, and so on.

And third, it is necessary to assess the comparative efficiency of the solutions of
aggregated problems, as well as to elaborate and disseminate typical solutions of
corresponding control problems in order to transfer them to the engineering ground.
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Neural Modelling of a Yeast Fermentation
Process Using Extreme Learning Machines

Maciej Lawrynczuk

Abstract This work details development of dynamic neural models of a yeast fer-
mentation chemical reactor using Extreme Learning Machines (ELM). The ELM
approach calculates very efficiently, without nonlinear optimisation, dynamic mod-
els, but only in the non-recurrent serial-parallel configuration. It is shown that in the
case of the considered benchmark the ELM technique gives models which are also
quite good recurrent long-range predictors, they work in the parallel configuration
(simulation mode). Furthermore, properties of neural models obtained by the ELM
and classical (optimisation-based) approaches are compared.

Keywords Neural networks * Extreme learning machines

1 Introduction

Neural networks [3], due to their excellent approximation ability, are used very fre-
quently as models of nonlinear systems in many fields, e.g. in advanced control algo-
rithms [6, 13], in pattern recognition [12], in interpretation of medical images [11],
in fault diagnosis and fault-tolerant control [14] and in optimisation [15].

Typically, determination of parameters (weights) of neural networks (training)
needs solving an optimisation problem [3]. Such a problem is nonlinear and it is
likely to be non-convex and multi-modal. An alternative is to use Extreme Learn-
ing Machines [2]. In the ELM approach the weights of the second layer are deter-
mined explicitly, without nonlinear optimisation, while the weights of the first layer
are chosen randomly. The ELM method yields non-recurrent serial-parallel models
whereas in the case of dynamic systems the objective is to find recurrent models,
which give good long-range prediction (the parallel configuration or the simulation
mode) [10]. This work reports development of dynamic neural models of a yeast
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fermentation reactor using the ELM approach and the classical (optimisation-based)
method. Long-range prediction abilities and complexity of both model classes are
compared.

2 Structures of Neural Model

Let u and y denote the input and output variables of a dynamic process, respectively.
Figure 1 depicts two possible model configurations [10]. In the non-recurrent serial-
parallel model the output signal for the sampling instant k is a function of the process
input and output signal values from some previous instants

Vimod &) = f(u(k — ), ... ,ulk —ng),ytk — 1), ... ,y(k — ny)) (1)

where the integers 7, n,, ny determine the order of dynamics. In the recurrent parallel
model (the simulation model), the past process outputs are replaced by the model
outputs

Ymod &) = fulk — 7), ... ,u(k — ng), Yimod & = 1), oo, Yinoa (K — 114)) 2)

The serial-parallel model is a one-step-ahead predictor (the Autoregressive with
eXogenous input (ARX) model), the parallel one is a multiple-steps-ahead predictor
(the Output Error (OE) model).

The feedforward neural network with two layers is the most popular structure
[3]. Taking into account Eq. (1) or Eq. (2), the network has n, + ng — 7 + 1 input
nodes, K nonlinear hidden neurons with the nonlinear transfer function ¢: R - R

(a) (b)
u(k — ) _ u(k — )
. g .
g 5
u(k — ng) g u(k — nB) g
— _
% ymOd(k) E Ymod (k)
y(k—1) 5 Ymod (kb — 1) =
: =
= : g
= : £
y(k —na) g Ymod (k — na)
n
o
"]
[
K

Fig. 1 Structures of dynamic models: a the serial-parallel model, b the parallel model
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(e.g. @ = tanh), one linear output element (sum) and one output y, . 4(k). The weights
of the first layer are denoted by wilj, wherei=1,...,K,j=0,...,n, +ng —7+1,
the weights of the second layer are denoted by Wf, where i =0, ..., K. The output
signal of the neural ARX or OE model is

K
Ymod®) = Wg + D whvi(k)

i=1

where v,(k) denotes the output of the i" hidden node. Let z;(k) denote the sum of
input signals of the i hidden node. Hence, v;(k) = @(z;(k)). For the ARX model
defined by Eq. (1), one has

ng—71+1

ON
gl =wlhy+ D whutk—7+1-j)+ Zw}’nB_Hij(k -
j=1 j=1

whereas for the OE model defined by Eq. (2), one has

ng—7+1 N
gl =wlg+ Y whutk—7+ 1=+ Yl ek =)
J=1 j=1

3 Training of Neural Models

3.1 Classical Approach

Neural models are trained using a series of input-output samples. The objective is to
find the values of the weights which result in good accuracy of the model. Accuracy
is defined by the following Sum of Squared Errors (SSE) cost-function

k,

‘max

SSE = ' Omoa(k) = y(k))’ (3)
k=kinin

where y,,.4(k) is the output signal calculated by the model for the sampling instant k

(in the serial-parallel or parallel configuration), y(k) is the real value of the recorded

process output, k., and k., define the training samples. Training consists in solving

the unconstrained optimisation problem

min L {SSE} 4

1 1 W

WiorWkmpsng—r+17V000 0

K
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It is necessary to emphasise the fact that for training by means of the classical
approach a nonlinear, possibly multi-modal, non-convex optimisation problem (4)
must be solved. For this purpose a number of classical nonlinear optimisation
algorithms may be used, e.g. the steepest descent method, the conjugated gradi-
ents methods, the quasi-Newton variable metrics methods, the Levenberg-Marquardt
algorithm or heuristic optimisation approaches, e.g. evolutionary algorithms [3].

3.2 Extreme Learning Machines

In the ELM approach [2] the structure of the network the same as in the classical
approach, but training does not need solving a computationally demanding nonlinear
optimisation problem (4). The weights are calculated from the following procedure:

1. The weights of the first layer are assigned randomly.

2. The outputs of all hidden nodes (i.e. v (k), ..., vg(k)) for all training data samples
(i.e. for k =k, ... » kyay) are calculated.

3. The weights of the second layer are calculated analytically.

In order to simplify calculations it is assumed that there is a sufficient number of
hidden nodes. Since the weights of the first layer are chosen randomly, the training
optimisation problem (4) becomes

min {SSE} 5)
wzz[wg wi]T
Although the classical minimised objective function (3) may be used, it is more prac-

tical to use
Kinax K

SSE= ) Gmoa®) = y(K)* +a Y (w?)’ 6)
k=k, i=0

where the regularisation term Zfio(wl.z)z minimises values of the weights of the sec-

ond layer, @ > 0. The cost-function (6) may be expressed in a vector notation
2 2
SSE = (pmoq =) Wmoa = ¥) + W) w? = ||yoa — || + @ ||w2||

T T
where Ymod = [ymod(kmin) ymod(kmax)] Y = [y(kmin) y(kmax)] . The OUtPUtS
of the hidden nodes for all training samples give a matrix of dimensionality (k.. —
kpin + DX (K +1)

v()(kmin) e VK(kmin)
V= : . :
VO(kmax) VK(kmax)
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Hence, in the case of the ARX configuration, the model output vector is y,, .4 = vw>
and the minimised cost-function (6) becomes

SSE = ”vw2 —y”2 +a ||w2||2 (7N

As the minimised cost-function (7) is a second-order polynomial of the weights of
the second layer, w2, they may be determined analytically, without nonlinear optimi-

sation, by zeroing the derivative vector ddSSE = 2vT(yw? —y) + 2aw?, which gives

w2

2 T 1. T
w=( v+aI(K+1)X(K+1)) vy (8)

4 Simulation Results

The considered process is a yeast fermentation reactor (Saccharomyces cerevisiae).
Yeast is commonly used in many branches of the food industry, in particular in: bak-
eries, breweries, wineries and distilleries. The reactor manifests significantly non-
linear behaviour. It cannot be modelled precisely by means of linear models with
constant parameters and it cannot be controlled efficiently by the classical linear
control schemes [6, 8]. Neural networks may be successfully used to approximate
behaviour of the process as described in [6-9]. Different nonlinear controllers may
be used for the process, including a fuzzy-PI controller [1], an inverse neural-network
controller [4], a reinforcement learning algorithm [5] and nonlinear Model Predic-
tive Control (MPC) strategies [6-9].

During fermentation the reactor temperature must be maintained within a narrow
range because temperature greatly influences process operation. Imprecise temper-
ature control is likely to result in a reduction of fermentation yield [1]. Hence, the
problem is to find a sufficiently precise model of the reactor temperature, which
may be next used for developing a control system [6-9]. From the perspective of a
control algorithm the reactor is a single-input single-output process: the coolant flow
rate (F,,) is the input (the manipulated variable), the reactor temperature (7;) is the
output (the controlled variable).

The first-principle model consists of a set of nonlinear differential equations
[6-9]. It is treated as the “real” process. The first-principle model is simulated open-
loop (without any controller) in order to obtain data sets necessary for model identifi-
cation. Figure 2 depicts training and validation data sets. Each set has 4000 samples.
The sampling period is 30 min [9]. The output signal contains small measurement
noise. The training data set is used only for model training, i.e. the training error is
minimised for that set. The validation data set is used only to calculate the valida-
tion error after training of different model structures. The validation error indicates
generalisation abilities of the models. The models are finally compared taking into
account the validation error.
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Fig. 2 The training data set (/eft) and the validation data set (right)

The hyperbolic tangent transfer function ¢ = tanh is used in the hidden layer.
Because input and output process variables have different orders of magnitude,
they are scaled: u = 0.01(Fy, — Fyg nom)> ¥ = 0.1(T}, = T} o), Where Fi, 0 =18
I/h, T = 29.573212 °C correspond to the nominal operating point.

r,nom

4.1 Training of Classical Neural Models

Accuracy of models is assessed taking into account the SSE index (3). For model
training the efficient Broyden-Fletcher-Goldfarb-Shanno (BFGS) nonlinear optimi-
sation algorithm is used, training is carried out in the parallel (recurrent) configura-
tion. The second-order dynamics is assumed (i.e. 7 = 1, n, = ng = 2) as in [6, 8].
In order to find a neural model with good accuracy and generalisation abilities the
networks with K = 1, ..., 7 hidden nodes are trained and compared. For each struc-
ture training is repeated 10 times (because of possible shallow local minima), all
weights are initialised randomly. Table 1 presents properties of the best obtained
models. Increasing the number of model parameters leads to reducing the training

error (SSEgaEi“). On the other hand, when K > 3, the models have too many weights

and the validation error (SSEg‘é) increases, which means that the generalisation abil-
ity deteriorates. Hence, the model with as few as 3 hidden nodes is finally chosen.
The model has only 19 weights. Figure 3 compares the validation data set and the
output of the chosen neural model. The model works fine both in serial-parallel and

parallel configurations.



Neural Modelling of a Yeast Fermentation Process ... 19

Table 1 Comparison of the best neural models trained in the parallel configuration and in the
classical approach; NP-the number of parameters

rain val
K NP SSEtOE SSEOE
1 7 1.1649 x 10! 1.3895 x 10!
2 13 3.2821x 107! 3.2568 x 107!
3 19 2.0137 x 107! 1.8273 x 107!
4 25 1.9868 x 107! 1.9063 x 107!
5 31 1.3642 x 107! 1.9712 x 107!
6 37 1.3404 x 107! 2.0440 x 107!
7 43 1.2801 x 107! 2.9391 x 107!
Validation in serial-parallel mode Validation in parallel mode

35 35

30 30
& &

25 25

1 1000 2000 3000 4000 1 1000 2000 3000 4000
k k

Fig.3 The validation data set (solid line) versus the output of the best neural model with 3 hidden
nodes trained in the parallel configuration and in the classical approach (dashed line), SSEﬁX =
1.2320x 1071, SSEZ)"‘é =1.8273 x 107!

4.2 Training of Extreme Learning Machines

In the classical approach to training, i.e. when the cost-function is minimised by
means of a nonlinear optimisation algorithm, the model may be trained in both serial-
parallel and parallel configurations. When the model is trained in the ELM manner,
training is possible only in the first mode. Nevertheless, since the objective is to
obtain good dynamic models, the ELM neural models are validated in the paral-
lel configuration after training. The models with K = 1,2, ..., 100 hidden nodes are
considered, for each model structure the weights are calculated 20 times. The SSE
error with the regularisation term (6) is minimised during training, the models are
evaluated using the error (3), i.e. without that term. Validation errors of all deter-
mined models are shown in Fig. 4, both serial-parallel and parallel configurations
are considered. Additionally, validation errors of the best selected neural models are
given in Table 2. When @ = 0 (no regularisation during training), the models with
too few and too many hidden nodes frequently give huge errors, particularly in the



Validation in serial-parallel mode

20

@
1012

%

o~
5: 10°

)]

wn

---- Minimal SSE¥3 «

Maximal SSE¥%

Validation in serial-parallel mode

1012

---- Minimal SSE¥3 «

Maximal SSE¥%

SSEor

M. Lawryniczuk

Validation in parallel mode

1012

---- Minimal SSEgp
Maximal SSEVOa]}:

i

1072
1

40

80

100

Validation in parallel mode

1012

---- Minimal SSEgp

Maximal SSEG

10-2 10-2
1 20 40 60 80 100 1 20 40 60 80 100
K K
© Validation in serial-parallel mode Validation in parallel mode
1012 1012
---- Minimal SSE¥3 « ---- Minimal SSE¥{%
Maximal SSE¥% Maximal SSESh
» &3
R o
o 10° = 10°
o n
A n
\/,\-,,/,\__\‘\/v.\'_/’/v’\\\:;/\‘;‘;
10~2 1072
1 20 40 60 80 100 1 20 40 60 80 100
K K

Fig. 4 Validation errors of all models trained in the serial-parallel configuration and in the ELM
approach for different values of the regularisation parameter a:aa =0,ba =0.01,ca =10

parallel configuration, which is illustrated in Fig. 4a. Moreover, there are huge dif-
ferences of accuracy between the best and the worst models, even for the same num-
ber of hidden nodes. As the regularisation parameter « increases, the differences
between models of the same structure become smaller and smaller and the effect of
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Table 2 Comparison of the best neural models trained in the serial-parallel configuration and in
the ELM approach; NP-the number of parameters

SSE{

K NP |a=0 a =0.01 a=0.1 a=1 a=10

10 61 |1.6836x10° |1.6927 x 10! 1.7547 x 10! |2.9732x 10" | 3.2173 x 10!
20 | 121 |3.8370 x 107" |1.4811x10° |4.6646x 10° |8.3131x 10° |1.5030 x 10!
30 | 181 [4.2560x 107! |6.5626 x 107" | 1.2046 x 10° |4.0492x 10° |1.2573 x 10!
40 | 241 [6.2061 x 107" | 53584 x 107" |1.0773x10° [4.6231x10° | 1.2441 x 10!
50 | 301 |6.2207 x 107! |5.1635x 107! |7.5840x 10~! |3.3643 x 10° | 1.0516 x 10!
60 | 361 |6.9239x 107! 49123 x 107! |7.8591 x 107! |3.5661 x 10° | 1.1595 x 10!
70 | 421 |6.7860x 107! |5.1162x 10~" |8.8329x 107! [2.8592x 10° |7.3480 x 10°
80 | 481 |8.0274x 107! |6.6283x 10~' |7.9178 x 10~' |2.3020 x 10° |9.0120 x 10°
90 | 541 |1.1602x 107! |5.7329 x 107! |6.8762 x 10~' |2.3021 x 10° |9.7736 x 10°
100 | 601 [8.3138x 10~' |5.5840 x 107! |5.7272x 10! | 1.9188 x 10° | 1.0406 x 10!

overparameterisation is not present (for K < 100). Unfortunately, the bigger the para-
meter a, the bigger the errors.

The best model trained using the ELM approach is obtained for 20 hidden nodes
@it has 121 weights). Its validation error is SSEg’é =3.8370 x 10~' whereas the
model trained by means of the classical approach needs only 3 hidden nodes (19
weights) and it is characterised by the error SSEZ)% =1.8273x 1071,

Figure 5 compares the validation data set and the output of three neural models
with 20 hidden nodes trained in the serial-parallel configuration and in the ELM
approach. The best model (minimal SSEZ;% for @« = 0) works fine both in serial-
parallel and parallel configurations. Conversely, the worst neural model (maximal

V. 1 _ . . . . .
SSE; for a = 0) fails to give good long-range prediction in the parallel configura-

val

tion. When the regularisation factor is big (« = 10), the best model (minimal SSEF

also gives a significant error in the parallel configuration.

5 Conclusions

The ELM approach makes it possible to very efficiently find values of the weights
of neural networks since they are calculated explicitly, without nonlinear optimisa-
tion. Although the ELM technique trains networks only in the non-recurrent serial-
parallel configuration, for the considered yeast fermentation reactor they perform
well also in the recurrent parallel mode. As the input weights are chosen randomly,
the ELM approach gives the best network with 20 hidden nodes whereas in the clas-
sical approach only 3 nodes are sufficient.
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Fig. 5 The validation data set (solid line) versus the output of the neural model with 20 hidden
nodes trained in the serial-parallel configuration and in the ELM approach (dashed line): a the best
neural model (minimal SSE"O*‘IIE for a = 0), SSEX‘%X =5.2808 x 1072, SSEE’)"IIE =3.8370x 107"; b
the worst neural model (maximal SSEZ;[: for a = 0), SSEX‘ILX =1.6595x 107!, SSE"OallE =2.2227 X
10!, ¢ the best neural model (minimal SSE"Oaé for @ = 10), SSE}. =3.3633 x 107, SSEg‘é =

1.5030 x 10!
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Project and Simulation of a Portable
Device for Measuring Bioelectrical Signals
from the Brain for States Consciousness
Verification with Visualization on LEDs

Szczepan Paszkiel, Wojciech Hunek and Andrew Shylenko

Abstract This paper introduces a design of low cost, portable and simple brain
computer interface device. Proposed prototype is dedicated to creating a control sig-
nal depending on the selected states of users consciousness. RGB LED is used to
visualize mind states of a human subject based on generated control signals. Paper
consists of documentation and simulation for EEG analog frond-end together with
key concepts and structure of the Arduino-based digital side. Different aspects of
BCI process flow are considered, such as: electrodes types and designs, EEG signal
noise and filtering approaches, brain patterns classification problem.

Keywords Brain computer interface + EEG + LTSpice simulation * Prototype
development « Wireless * Portable * States of consciousness * RGB LED

1 Introduction

With advances in technology the issue of interaction between man and machine
becomes more urgent. The usual methods of human-computer interaction are limited
by the capabilities of the human body. Communication occurs through a biological
bridge of nerves, muscles and sensory organs. Therefore, tactile, auditory, voice,
visual interfaces are limited in speed of response, accuracy and volume of trans-
mitted data. Technologies, such as augmented reality (AR), which allows virtual
reality mixing with real world, require new approaches in input methods, and infor-
mation representation, like the Brain Computer Interfaces (BCI) [1]. BCI allows to
get rid of slow biological layer between brain and machine. It replaces the biological
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communication channel with fully hardware one. This leads to fast, reliable, universal
direct data interface. The most popular and easiest way of implement BCI is to use a
electroencephalography (EEG) measurement. Low price, portability and usability of
the BCI together with the improvement of processing algorithms of the brain signals
working on microcontrollers, open the possibility for a widespread use of such kinds
of interfaces. Compact BCI can be efficient on short distances with simple tasks,
as an input device for smartphones, PCs, mobile robots and even household appli-
ance. Close range radio interfaces such as bluetooth or Wi-Fi are ideal for bridging
between BCI and controlled devices. At the same time BCI should be also useful
in complex applications, such as: (a) diagnosing the condition of the human organ-
ism, e.g. preventing machinist falling asleep on the duty [2]; (b) in areas that require
a rapid response, e.g. shooting from different types of weapons, trigger control; (c)
and the classical task of managing movement control for people with disabilities [3].
Based on the wide range of applications, the researches in the field of cheap, handy,
portable BCIs are important priority.

2 Brain Computer Interface Technology

A brain computer interface is a direct communication link between the brain and
an external machine, which do not rely on peripheral nerves and muscles [4]. Many
modern BCI implementations are based on discovery of the electrical activity of
the human brain and the development of electroencephalography (EEG) in 1924 by
German neurologist Hans Berger. The main recognized applications of the BCI are:
human machine interaction (HMI): interface devices between humans and machines;
bioengineering: assisting equipment for people with disabilities; human subject
observation: diagnosis and research of neurological and sleep disorders, attention
and states of consciousness monitoring, health tracking; neuroscience studies:
approaches to found interconnections between observable behavior of the subject
with recorded brain data. The idea of this paper lies within range of HMI problem.
The typical HMI process flow consists of the following steps: brain signal must be
measured, filtered, amplified and classified to generate control sequence.

There are several common features regarding BCI data analysis [5]. EEG signal
have poor signal-to-noise ratio, it is distorted, noisy and outlined due to amplifica-
tion process and conditions of measurements. Data density of the BCI measurements
are very high. It must be extracted and analyzed from several channels at the same
time, before it can be classified. Brain activity is cyclic and time related. There-
fore time-variation information is crucial to BCI features classification. Addition-
ally brain signals is non-stationary. It is very varieties over time and from session to
session. The problem is compounded due to small data training sets. The HMI BCI
structure begins with electrodes mounted on the head of the subject (Fig. 1). EEG
brain waves through electrodes are transmitting to analog front-end, where signals
amplification and filtering from noise taking place. The next stage is digital signal
analysis. Analog signal is converted to digital form and passed to future extraction
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Fig.1 Typical EEG-based Analog module
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algorithms. By using the mentioned algorithms the extracted features are obtained
for classification process. Control algorithms use classified patterns to generate con-
trol commands. Subject gives the possibilities to observing the result of brainwave
activity and adapts the brain activity using feedback loop.

The first stage between EEG signal amplification task and subject is choosing
of electrodes. Electrodes can be: active electrodes have an amplifier very close to
the electrode on the scalp, the signals from active electrodes are stronger and less
noisy; passive electrodes are small precious metal pads or cups. In general, elec-
trodes should be chemically inactive, must provide good electrical contact with
scalp. They are made of highly conductive chemically passive materials (for exam-
ple Ag, Ag Cl, Au and Cu). Impedance of the passive electrodes should be matched.
Otherwise, unequal impedance and bad contact lead to the poor signal-to-noise ratio
of the measurements. In order to reduce the impedance and maintain good contact,
the skin must be abraded and moistened with electrode gel before placing elec-
trodes. So-called dry electrodes do not require electrode above solutions and skin
preparation for operation. EEG circuit must provide protection against dangerous
currents, which can damage an equipment and harm the human subject: isolation
should be done with optocuplers, isolation transformers and wireless interfaces of
battery powered devices etc.; components inputs should be protected against high
current and ESD spikes. Amplifier circuit is expected to be low noise with high
common-mode rejection ratio and ability to handle high impedance sources. Gain
must be at least 10000 before A/D conversion, as signal is in uV ranges. In EEG
amplifiers usually several stages of amplifications are used: instrumentation pream-
plifier INA118, AD620, etc.); op-amp second stage amplification to required level.
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One of the main parts in EEG signal processing is noise filtering presented in the
poor EEG signal. The following techniques are usually used to reduce the noise: off-
set correction between electrodes; Driven Right Leg (DRL) and other methods for
commonmode rejection improvement; 50/60 Hz analog and digital notch filters; low-
pass/high-pass/band-pass filters; shielding (cable shielding, Faraday cage); ground
loops avoiding; low electrode impedance (use of conductive gel, skin cleaning, high-
quality electrodes); anti-aliasing filters (Low-pass). Sampling rate must be twice as
maximum measured frequency to avoid aliasing. For maximum frequency of 120 Hz,
ADC sampling rate should be near 400 Hz and more. At least 12 bits of resolution
is recommended to obtain the good EEG readings. Better resolution leads to greater
dynamic range and better signal recognition.

Electrical brain activity is much more complex then EEG measurement data.
In general, we see a signals summation of billions neurons. Thus EEG is heuris-
tic process and therefore not suitable to read minds. Complex analysis and classifi-
cation algorithms must be applied to EEG signal to obtain any useful information.
After signal discretization there are few methods to extract BCI features for fur-
ther classification. One of the most used is Discrete Fourier Transform (DFT) and
its fast implementation FFT. But there are also other methods for future extraction
like power spectral density approach with autoregressive coefficients approach and
time frequency transformations. There are five recognized categories that cover the
most used algorithms in BCI classification systems: linear classifiers, where a clas-
sification decision based on the value of linear combinations of the extracted future
characteristics. It is one of the fastest methods; nearest-neighbor classifiers, which
classify any feature based on the closest training pattern; Bayes classifiers, based on
Bayes theorem; neural networks and a combination of different classifiers. Because
of the microcontrollers (MCU) limitations it is hard to implement complex analysis
of brain wave data on it. To generate some control signal with MCU we are limited
in fast data analysis and simple linear classifiers techniques [6].

3 Prototype Design and Analog Frontend LTSpice
Simulation

According to the theoretical background, described before, the following hardware
requirements were formulated: analog Front-End frequency range: 0.1-100 MHz;
measurement voltage amplitude: 0.5-100 V; signal must be amplified 100020000
times before ADC conversion; protection against noise from external sources (e.g.
50/60 Hz electrical network noise); easy to assemble and making process. Circuit
should be based on widespread components; modularity, flexibility and portabil-
ity; design must be safe for human subjects; lowest price and availability of compo-
nents without sacrificing functionality. The human subject is connected to the front
end through three EEG electrodes. The front end is the analogue electronics cir-
cuit, which consists of an instrumentation amplifier followed by signal amplification
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Fig.2 Analog Frontend processing stages

and the following processing stages (Fig. 2): Driven Right Leg (DRL) circuit; direct
current (DC) restorator; variable gain amplifier; highpass and low-pass filters; signal
level shifter (optional); voltage buffer is used to create virtual ground from 5 V power
source. Preamplifier used in the first stage is AD620 instrumentation amplifier [7].
The AD620 is a low cost, high accuracy instrumentation amplifier that requires
only one external resistor to set gains of 1-10000. The gain of the AD620 in the pro-
totype is set using three resistors and equals: G = 24.58. Furthermore, the AD620
offers only 1.3 mA max supply current and accuracy of maximum 40 ppm nonlinear-
ity, low offset voltage of 50 V max and offset drift of 0.6 V/C max. The AD620 suits
well as a preamplifier due to low input voltage noise of 20 nV at 1 Hz for gain more
than 10 and ability to handle high impendent sources. The AD620 provides high
Common Mode Rejection Ratio (CMRR). With low CMRR, commonmode volt-
ages, which are typically 1V, is amplified and prevent the EEG signal being recov-
ered and recognized. The CMRR ratio of AD620 is in the range of 110-120 dB
for gain G = 25 in the frequency range from DC to 50 Hz. The AD620 can be
replaced with AD623, INA118 or other low cost, low power amplifier. As opera-
tional amplifiers for filters, level shifter, DC restorator and DRL circuit two CLC4011
quad amplifiers were considered. CLC4011 is Low Power, Low Cost, Rail-to-Rail
I/0 Amplifier from EXAR suitable for portable medical equipment. Main charac-
teristics of the CLC4011 are: 136 A current per channel; 2.5 V min power supply;
4.9 MHz bandwidth; output swings to within 20 mV on either rail; 5.3 V/s slew rate;
21nV input voltage noise; 16 mA output current. CLC4011 can be replaced with
LMV774 or other low cost, low power, Rail to-Rail amplifier. The Driven Right Leg
(DRL) is added in the amplifier design to minimize common-mode interference (e.g.
50/60 Hz noise). Common-mode interference is inevitably conjugate into the subject
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and electrodes from environment. The Driven Right Leg is incorporated in electro-
cardiography (ECG) equipment and can efficiently increase CMRR and avoid use of
analog notch filters, which will cut useful EEG signal in other side. DRL circuit is
built according AD620 datasheet. As shown in Fig. 6 the DRL is a feedback circuit
that inverts common-mode voltage and superimpose it to the input signal. As a result,
the common-mode noise observed at the electrodes can be significantly reduced. The
output of the AD620 is highly sensitive to deviation in electrodes resistance, causing
baseline drift of the DC voltage. This phenomenon is referred to as baseline wander
effect. The DC clamper (DC restorator) is used to compensate DC offset common-
mode voltage and to cooperate with the AD620 op-amps, finally to reduce CMR.
The DC restorator build upon inverting op-amp integrator circuit in the feedback
loop is connected to reference pin of the AD620. It provides injecting a precise off-
set to the preamplifiers saturated output signal with constant DC level, regardless of
the change in skin contact resistance. By the use of DC clamper circuit as AD620
reference input we also reduce the number of required electrodes to 3 for one channel
device. The high-pass and low-pass filters are used to cutoff frequency components
of the EEG signal below 0.3 Hz and above 100 Hz. There are three stages of filtering
incorporated: passive band-pass filter after AD620 preamplifier, lower passband Fh
= 0.16 Hz, upper passband FI = 120 Hz; the high pass active filter is implemented
by using a 3rd-order multiple feedback architecture with Butterworth response and
cut-off frequency Fh = 0.15 Hz, its function is blocking the DC potential presents in
processing signal; the low pass active filter is implemented by using two 2nd-order
filter stages with overall gains of 25 and cut-off frequency Fl = 120 Hz, therefore, it
is effectively a 4thorder filter, the main purpose of high pass filter is to avoid alias-
ing, first stage is Sallen-Key architecture and the second is multiple feedback. Due
to 2.5V virtual ground implementation of the power supply circuit the signal level
is suitable for Arduino single supply ADC. Inverted amplifier level shifter circuit is
useful for conversion 5V signal level into suitable range of the 3.3 V of microcon-
troller. Circuit shifts amplified signal down through 0.85 V (Fig. 3), so that it can be
sampled by an ADC of more powerful microprocessor, e.g. the STM32F4.

Portable BCI device is meant to be powered by 6 AAA batteries. Arduino onboard
5V linear regulator provides a current for Analog Front End circuit and also for
microcontroller digital side. Simple voltage buffer circuit is implemented to pro-
vide stable Virtual Ground for amplifiers instead of a split power supply. To verify
designed circuit the LTSpice model was built and tested. Dummy subject circuit is
using as signal source with simulation of four main brain wave bands (Alpha, Beta,
Gamma, Delta) and common-mode voltage source. Worst case electrode impedance
for dry electrodes in the model is 150k with 12kQ impedance mismatch. Fre-
quency response of the simulation circuit represents lowest (=3 dB) cut-off fre-
quency Fl = 0.3 Hz and highest (-3 dB) cut-off frequency Fh = 100 Hz for the ideal
components tolerances. More precision the Monte Carlo simulation considers resis-
tors and capacitors tolerances. Figure 5 shows Monte Carlo simulation results for 1,
5, and 10 % passive components tolerances.

The 5 and 10 % components are almost unusable as they produce high drift in
filter characteristics (Fig. 4). The compromising solution between cost and accuracy
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Fig. 5 CMRR and impedance of AD620 output

is to use 1 % tolerance resistors and 5 % tolerance capacitors. CMR ratio of DRL
and AD620 circuit combination is also heavily dependent on components tolerances.
Even 1 % mismatch in R5, R4, R8 resistors values results in CMRR decreases about a
40 dB in comparison to ideal case CMMR of 112 dB with common-mode impedance
value near 2.9 MQ for 50 Hz common-mode noise (Fig. 5).

4 Signal Processing

After amplification the signal is fed to the Arduino MCU board ADC pin. Arduino
nano is wide-spread, low-cost, 8-bit ATmega 328p development board with 10-bits
built-in ADC (maximum sampling frequency is 9615 Hz), UART and hardware
PWM generator. HC-06 UART Bluetooth module connected to Arduino through
UART provides the wireless communication ability. With wireless capability the
device becomes portable and safe for subject as it is physically disconnected from
dangerous current sources. Bluetooth link can be used to further EEG signal analysis
on the PC and for transmission of the control signal. EEG signal is processed through
ATmega 328p ADC. Sampling rate depends on available microcontroller resources
but, considering analog frontend cut-off frequencies, minimum of 400 samples per
second is required to avoid the aliasing artifacts. The connection of the Fourier Trans-
formation and spectral power extraction is one of the most applied method for signal
processing and analysis. The FFT converts time-domain signals to the frequency
domain. Algorithm is based on every-known Discrete Fourier transform (DFT) as in
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Table 1 Mind states with associated LED colors

Mind condition Wave patterns Frequency component | LED color
(Hz)

Active thinking, Gamma 30-100 Red LED

focusing, anxious

Normal waking state | Beta 12-30 Green LED

of consciousness

Relaxation and Alpha/Theta 3-12 Blue LED

meditation

Eq. (1) and by applying that to the EEG signal the EEG frequencies can be separated.
N-1 —jwk =
Xk:Zkzo x,e N, k=0,1,....N—1 (1)

More efficient algorithm called Fast Fourier Transform (FFT) can compute the
same result with only O(NlogN), FFT is widely used in many engineering and sci-
ence applications. For 8-bit AVR microcontroller used in Arduino even FFT can be
slow and demanding because of it operates on complex data. There is even faster
solution than Fourier transformation: The Fast Hartley Transform (FHT). It is doing
exactly what the FFT is, but it is specifically designed for real data (2):

H, = % Z::_Ol X, (cos (27;\7k> + sin <271[\7k)> s 2)

k=0,1,...,N-1

The algorithm of EEG data processing consists of the following steps: (1) Sam-
pling the EEG signal at the rate of 400 Hz. (2) Applying the FHT to n-gathered
samples. (3) Getting the amplitude spectrum from the result of the FHT at the 128
frequency. (4) Averaging the k-FHT vector. (5) Analyzing the obtained vector basis
of the frequency magnitude and generating the PWM signal. Classification of
obtained frequency is shown in Table 1.

As athe LED drivers the three general purpose widely available NPN Transistors
2N3904 are used. Transistors are connected in switching configuration. Resistors
R7, R8 and R9 limiting the red, blue and green LEDs current to 30 mA.

5 Electrodes Design and Housing

The best results in EEG measurement can be obtained by the use of factory-made
electrodes. Their impendency have matched and have optimized for EEG recordings.
The cost of copper EEG electrodes is near 30 dolars for 10 pcs. The minimum price
for silver plating (Ag/AgCl) electrodes is near 45 dolars for 10 pcs, (for cheapest
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Fig. 6 General design concept and 10-20 system electrodes location

models). The advantage of using the Ag/AgCl electrodes is their low frequency noise
performance. Other option is to use self-made electrodes. One of the most popular
designs is hair band design (Fig. 6). It consists of head-band, sponge plugs and coax-
ial plug as electrodes. Based on the Hair band design the following configuration of
the BCI with electrodes is proposed (Fig. 6).

Connection between parts and the general design concept is self-explanatory.
Coaxial connector with sponge pads (1, 2, 3) are mounted on the head-band (5)
through the drilled holes by nuts. Holes must be drilled according to 10-20 system
(Fig. 6). DRL electrode is placed on Cz reference point. Minus channel electrode is
located on C3 point and plus electrode is placed symmetrically on the C4 location.
Device housing (Fig. 7) holds battery compartment, analog front circuit board, MCU
board and RGB LED drivers [8].

Shielding housing RGB LED

6AAJAAA batteries
— e
Arduino/other MCU board
[

Analog Front End Board

Faﬂeries compartment with power circuit

module " O

HC-06 Bluetooth

Subject's head
Piece of sponge
with salt solution

Coaxial connector

Fig.7 Prototype BCI arrangement into housing
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To maintain good contact with scalp, conductive solution should be applied to
electrodes. The simplest solution recipe is to drop a tiny pinch of table salt (NaCl)
into a little water. Salt/water ration is near 5 g to 0.11 of water. Solution should be
stirred and applied to the electrodes on the skin locations. Of course, any special
conductive gels and solutions for (ECG/EEG) electrodes are pursuit.

6 Discussion and Future Work

This paper describes design and simulation of EEG based simple brain computer
interface. The BCI has been designed for the use of brainwaves to predict the states
of the subjects consciousness and generate the control signal. To classify different
mental states the Fast Hartley Transform (FHT) with simple linear classifiers, fil-
tering and averaging techniques was used. Due to the low computational power and
available memory on the Arduino platform, complex algorithms are hard to imple-
ment there. After using more powerful microcontrollers, like STM32F401, we can
apply the more complex data classification techniques with machine learning and
neural feedback, for example the nearest neighbor algorithms, neural networks and
even Bayesian classifiers. Another big improvement will be implementation of more
than one the EEG channels to acquire data from bigger area of the scull. Moreover,
the designing of the device has to agree with the safety requirements for medical
electric equipment according to the IEC 60601-1-11 standard. The next step of our
work will be the implementation of whole platform in the real world.
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Descriptor Fractional Discrete-Time
Linear System and Its Solution—
Comparison of Three Different Methods

Lukasz Sajewski

Abstract Descriptor fractional discrete-time linear systems are addressed. Three
different methods for finding the solution to the state equation of the descriptor
fractional linear system are considered. The methods are based on: Shuffle algo-
rithm, Drazin inverse of the matrices and Weierstrass-Kronecker decomposition
theorem. Effectiveness of the methods is demonstrated on simple numerical
example.

Keywords Descriptor « Fractional - Solution . Method

1 Introduction

Descriptor (singular) linear systems have been considered in many papers and
books [1-8]. First definition of the fractional derivative was introduced by Liouville
and Riemann at the end of the 19th century [9, 10], another on was proposed in 20th
century by Caputo [11] and next one in present times by Caputo-Fabrizio [12]. This
idea has been used by engineers for modeling different processes [13, 14]. Math-
ematical fundamentals of fractional calculus are given in the monographs [9-11,
15]. Solution of the state equations of descriptor fractional discrete-time linear
systems with regular pencils have been given in [7, 16] and for continuous-time in
[5, 6]. Reduction and decomposition of descriptor fractional discrete-time linear
systems has been considered in [17]. Application of the Drazin inverse method
to analysis of descriptor fractional discrete-time and continuous-time linear
systems have been given in [18, 19]. Solution of the state equation of descriptor
fractional continuous-time linear systems with two different fractional has been
introduced in [8].
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In this paper three different methods for finding the solution to descriptor
fractional discrete-time linear systems will be considered and illustrated on single
example.

The paper is organized as follows. In Sect. 2 the basic informations on the
descriptor fractional discrete-time linear systems are recalled. Shuffle algorithm
method is described in Sect. 3. Drazin inverse method is given in Sect. 4. Section 5
reccals Weierstrass-Kronecker decomposition method. In Sect. 6 single numerical
example, illustrating three methods is presented. Concluding remarks are given in
Sect. 7.

The following notation will be used: R—the set of real numbers, R"*"—the set
of n X m real matrices, Z, —the set of nonnegative integers, I,—the n X n identity
matrix.

2 Preliminaries

Consider the descriptor fractional discrete-time linear system described by the state
equation

EA“xiH =Ax;+Bu;,i€Z, = {0, 1, .. .}, (21)

where, x;€R", u e R™ are the state and input  vectors,
AeR™" EeR"™" BeR"™™ and the fractional difference of the order « is
defined by

Aaxl‘= Z CiXi—k» O<a< 1, (223)
k=0
where
a 1 for k=0
Ck=(_1)k<k)=(_1)k{“<"—1)--l-((!a—’“r1) for k=1,2, ... (2.2b)

It is assumed that det E=0 and the pencil of the system (2.1) is regular, that is
det[Ez — A] #0 for some z € C (the field of complex numbers). To find the solution
of the system (2.1) at least three different methods can be used. These methods are
the Shuffle algorithm method [17], the Drazin inverse method [18] and the
Weierstrass-Kronecker decomposition method [7]. These methods was previously
used to find the solution of the descriptor standard discrete-time linear systems and
was extended to fractional systems. The question arise, does the order o has
influence on the solution computed by the use of these methods?

In the next section, three different approaches to finding the solution to the state
Eq. (2.1) of the descriptor fractional discrete-time linear systems will be given.
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3 Shuffle Algorithm Method

First method is based on row and column elementary operations [20] and use the
Shuffle algorithm to determine the solution [17].
By substituting (2.2a) into (2.1) we can write the state equation in the form

i+1
> Ecixi—g+1 =Ax;+Bu,i€Z,, (3.1)
k=0

where ¢, is given by (2.2b). Applying the row elementary operations to (3.1) we

obtain

M[,iEZ+, (3.2)

i+1
E] A1 B]
CkXj— = Xi +
E L3[R

where E; € R™*" is full row rank and A; € R" %", A, € RU~M)X" B e R *"
B, € R=m)XM The Eq. (3.2) can be rewritten as

i+1
Z Eicixi—r+1=A1x; + Biu; (333)
k=0
and
0=Ax; + Byu;. (33b)
Substituting in (3.3b) i by i + 1 we obtain
Axxip1= —Bouiy1. (3.4)

The Egs. (3.3a) and (3.4) can be written in the form
E A —cE E i1 E B 0
5 = [ e [ o 550 e [ e | S, Joe

If the matrix
[E] A7) (3.6)

is singular then applying the row operations to (3.5) we obtain

Ey|  _|Aw|_ ., |Au | | Az By |  |Ba|,
|:0:|xl+l_l:A_20:|xl+|:A21:|xl_l+ +{Az,,}xo-’-{Bzo}ul-'-[l?z]}ulﬂ’ (3.7)
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where E, € R"™*" is full row rank with n, >n; and Ay ; ER™*", A, ; € R (1= ma) xn
j=0,1,...,i Byx €R™*" By e R=")XM } =0, 1. From (3.7) we have

0=Anx; + A1 Xi_| + - + Ay iXo + Boou; + Byt 4 1. (3.8)
Substituting in (3.8) i by i + 1 (in state vector x and in input u) we obtain
AgoXip1 = —Ag X — -+ — Ag ixy — Boouti 1 — Bortj 2. (3.9)
From (3.7) and (3.9) we have
L%Jx,-ﬂ = { _Aj{;l}xﬁ { —Azzilzzj|xi_l ot {Aévi}xo+ [Béo}u,-+ {_Bgzo}um + { _%21}4#2
(3.10)
If the matrix
5 AL (3.11)

is singular then we repeat the procedure.
Continuing this procedure after finite number of steps p we obtain

Ep - Ap.o X Ap1 Api Byo . By,1 . 0 .
|:Ap,0:|ll+l_|:_Ap,l X+ _AP,Z Xi—1+ -+ 0 X0+ 0 u; + _Bp.ﬂ Uiy + -+ _BN)_I Uitp—1

(3.12)

where E, € R""*" is full row rank, A, € R"*", APJEER(”_"”)X”, j=0,1,...,p
and By € R ™", B,; € RE=m)xm p =01, ..., p—1 with nonsingular matrix
[El A, eRm. (3.13)

p.0

-1
In this, case premultiplying Eq. (3.12) by { AEP ] , we obtain the standard
system p.0

Xit+1 =AA())C,' +AA1xi_1 + - +AAi)C() +é0ui+1§1ui+1 + .- +I§,,_1ui+,,_1 (314)

with the matrices

-1 -1 -1
Aoz{_E”} [A’i’o } Alz[_ﬂ A } A,:{_EP} {Aw},
Ap, 0 - A,,, 1 Ap, 0 - Ap, 2 AP» 0 0
. E, 17! B,o N E, 1" B, | N E, 17! 0
BT a2 e el L)
Apo 0 Apo =By Apo -B, -1

(3.15)
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Eventually, we reduce the descriptor system to standard system with delays. To
compute the solution x; of (3.14), now we can use methods given for standard
discrete-time linear systems with delays, e.g. iterative approach (initial conditions
are needed).

4 Drazin Inverse Method

Second method use the Drazin inverses of the matrices E and F [18].

Definition 4.1 [18] A matrix E” is called the Drazin inverse of £ € R" " if it
satisfies the conditions

EE° =E°E,E°EE° =E°,EPE"*' =7, (4.1)

where ¢ is the smallest nonnegative integer, satisfying condition

rank E? =rank E_qJrl and it is called the index of E.

The Drazin inverse E” of a square matrix E always exist and is unique [1]. If

det E#0 then E°=E~". Some methods for computation of the Drazin inverse are
given in [20].

Lemma 4.1 [18] The matrices E and F satisfy the following equalities:
1. FE=EFand F’E=EF” E’F=FE", F°’E° =E"F", (4.2a)

2. ker Fy n ker E={0}, (4.2b)

5 J 0 -1 p_ A] 0 -1 7D _ J_l 0 —1
3. E—T{ }T ,F—T{O AJT JE —T{ 0 0 T™', detT #0,

(4.2¢)

JeRM*™M  is nonsingular, N€R™*™ is nilpotent, A; €R"*™",
Ay eR™*™ pi4+ny=n,

4. (I, - EE")FF"” =1, — EE® and (I, - EE")(EF")" = 0. (4.2d)
Similar as in previous case, substitution of (2.2a) into (2.1) yields

i
Ex; 1 =Fx;— Z Eciy1xi—+Buj,ieZ,, (43&)
k=1
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where
F=A—Ec and det[Ec — F] #0for somec € C. (4.3b)
Premultiplying (4.3a) by [Ec — F] ' we obtain
Exi 1 =Fx;— Z Ecy y1x;—; + Bu;, (44a)
k=1
where
E=|Ec—F)" 'E,F=[Ec—F)"'F,B=[Ec—F]"'B. (4.4b)

Theorem 4.1 The solution to the Eq. (4.4a) with an admissible initial condition xy,
is given by

o i-1 _ 0 . _ ko _ o -1 __ h
xi=(E"FYE Exo+ Y EP(E°F) " '[Buy - ¥ Ecj+1xk,,-]+(EED—1n)qz (EF°Y'F°Buj i
k=0 j=1 k=0
(4.5)
where ¢ is the index of E. Proof is given in [18].
From (4.5) for i = 0 we have
_p- __ 9-=1 _ 5
xo=E Exo+ (EE” -1,) Y. (EF")'F°Bu. (4.6)

k=0

. . =D -~ .
In practical case, for u; = 0, i€Z,. we have xo=E Exy. Thus, the equation

Ex;y1 =Ax; has a unique solution if and only if xy € ImEED, where Im denotes the
image.

Stale variable x1 State variable x2 State variable x3
1 10 El —
\ — Drazin — Drazin Ir/’
0.8}---t--=| = - — - Shuffle |----- 8 gl |=-—-Shule| ] e RS
- — WK — — WK 7 ] H
] : x // || (o Rt T At
= - B e ) S e b4 ]
mmmnadzie /, A6}-- i e,
| 7y . A c S, i | Drazin
02 lL—‘——— ’,}/ -1.8 f — - = Shufflg [ ------1
M ] L Fl==T
0 5 10 0 5 10 0 5 10

Fig. 1 Solution for a = 0.1
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S Weierstrass-Kronecker Decomposition Method

Third method use the following Lemma, upon which the solution to the state
equation will be derived.

Lemma 5.1 [7, 20, 21] If (2.3) holds, then there exist nonsingular matrices
P,Q € R™™" such that

PEQ=diag(l,,,N), PAQ=diag(A1,1,,), (5.1)

where N € R"*"™ is nilpotent matrix with the index u (i.e. N* =0 and N*~ ! #0),
A €RMX™M and n, is equal to degree of the polynomial

det[Es—A]l=a,, 7" + - +aiz+ap,n; +np=n. (5.2)

A method for computation of the matrices P and Q has been given in [22].
Premultiplying the Eq. (2.1) by the matrix P € R"*" and introducing new state

vector
s
5= [ =07 2 erm Y eRrmiez,, (5.3)
we obtain
PEQQ~'A%;,, =PEQA"Q~ X, =PAQQ ™ 'x; + PBuj. (5.4)

Applying (5.1) and (5.3) to (5.4) we have
Iy 0] e Do ra o0&V L [B
0 N 10 I, 5652) B

+1

?2>

X;

where
{g‘} =PB,B; € R"*", B, € R™*". (5.6)
2

Taking into account (2.2a), from (5.5) we obtain

i+l il
=~ Z(—l)k< )xf Ve + A" + By =415 + (=7 (Z)xf D1 +Bi;

(5.7)
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and

i

i+1
N, + El (= Uk(z)xgz_)kn] =%+ B, A1 = A1 + . (5.8)

The solution 3" to the Eq. (5.7) is well-known [20] and it is given by the

i

following theorem.

Theorem 5.1 [7, 20] The solution XEI) of the Eq. (5.7) is given by the formula

i—1
)'cgl):d),»)‘cél)+ Z D, 1Biuy,ie”Z,, (59)
k=0

where the matrices ®; are determined by the equation

i+1
@i=0it L (=07 (§ )0k o= (510
k=2

To find the solution )'cl@) of the Eq. (5.8) for N #0 nilpotent (e.g. for N = LO ! l
we have two equations with two unknown elements) we simple start with‘solvin
the equation related to zero row and then continue solving the rest of the equations,
see e.g. [7, 20].
If N=0 then from (5.8) we have
Y= —Bu,ieZ,. (5.11)

1

(1)

i

2

From (5.3), for known X; ' and X;”’, we can find the desired solution of the

Eq. (2.1).

6 Example

Main goal of this chapter as well as whole paper, is to show, how to use presented
methods, for computation of the solution of the fractional discrete-time linear
system described by the Eq. (2.1). The following example will be used to describe
the procedure for computation of the solution.

Find the solution x; of the descriptor fractional discrete-time linear system (2.1)
with the matrices

100
E=|0 1 0|, A=| 0 1 0|, B=|o0 (6.1)
00 0
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State variable x1 State variable x2 State variable x3
1 150 e A
— Drazin
— - — - Shuffle {
100} -------L— — WK #
o / m 4
- H / = i
: e T R i it
B R A 1 Drazin
18] -efee Shuffle | -------
e — — WK
0 - oL— 2 -
] 5 10 0 5 10 ] 5 10

Fig. 2 Solution for @ = 0.5

fora=05u=u=1,i€Z; andxo=[1 2 —Z]T (T denotes the transpose).
In this case, det E=0 and the pencil of the system (2.1) witch (6.1) is regular
since

z—1 0 -1
detlEz—A]l=| 0 z-1 0 |=z(z—-1). (6.2)
1 0 1

6.1 Case of Shuffle Algorithm Method

Following Chap. 3, we compute

100 1 0 1 1
[E A Bj=[01 0 0 1 0 0 =ﬁ;‘ 2“ g‘} (6.3)
000 -1 0 -1 -1 27

and the Egs. (3.3a) and (3.3b) has the form

i+l 1 0 0 1 0 1 1
kgock{o 1 O]xi_k+1=[0 | O}CH_{O]M’" (6.4a)

0=[-1 0 —1]x—u. (6.4b)

Using (2.2b) we obtain ¢y = —0.5, c; =18, ..., ¢y = (= 1)'* ool
and the Eq. (3.5) has the form

a=0.5
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1 0 O 1.5 0 1 | 1 0 1
0O 1 O |xiz1=|10 15 0 x,—g 0 1 O0|xi_y
-1 0 -1 0 0 0 0 0O
(6.5)
1 0 1 1 0
—ee—=Cip1 |0 1 O|xo+ |0 |u;+ |0 uiqq
0 0 O 0 1

E 1 0 O £
The matrix {—1 ] =10 1 0 |= [ -1 } is nonsingular and the
Ao “1 0 -1 Ao

solution to the state Eq. (2.1) has the form

xi+1=A0xi+A1x,-_1+'--+A,-xo+§oui+§1u,-+1, (66)
where
{15 01 4|1 01
~ E, ~ 17 E,
A0=[A ] 15 o], A1=§[A ] 01 0f,...,
10 0 0 10 000
05(-05).. (05— (e 0! 1] g0
A,-:(—l)i"w[ 1] 010 go=[_‘} ol, §1=[_‘] 0
(i+1)! 0 Ao Ao
0 0 0 0 1

The desired solution of the descriptor fractional system (2.1) with (6.1) has the
form

i-1 P
X=X Axiog-1+ Y Bt (6.8)
k=0 k=0

6.2 Case of Drazin Inverse Method

Following this chapter, we compute

l+a 0 1
F=A—-Eci=A+Ea=| 0 1l+4+a 0 |andg=1. (6.9)
-1 0 -1
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For ¢ = 1 the matrices (4.4b) have the form
. -2 0 0 . -1 0 0 . 0
E=| 0 -0667 0|, F=| 0 -1 0 |, B=| 0 |. (6.10)
2 0 0 0 0 -1 -1
Using e.g formula E°=VIWEV]™'w where E=VW=
-2 0
0 -0.667 100 , we compute
010
2 0
-0.5 0 0 -1 0 0
B’ 0 -15 0|andF’=F'=| 0 -1 0|, (611
0.5 0 0 0 0 -1
since det F =0.187 #0. Taking into account that
o 0.5 0 O . 1 0 0
E°’F=| o 15 o|, EE’=| 0 1 0], (6.12)
-05 0 0 -1 0 0

the desired solution for the descriptor fractional system (2.1) with (6.1) has the form
- — [_ l -
xi=(E"FYE’Exo+ Y E°

D _ ko _ __ 9=l o -p=
(E°F) " "Buy— ¥ Ecjy 1))+ (EE” —1,) Y (EF”) F”Bu;
k=0 j=1 k=0

(6.13)
where the coefficients ¢; are defined by (2.2b). From (6.13) for i = 0 we have

1 00 0
Xo = E_DE_XQ + (EED - I3)FDBMO = 0 1 0|xo+ 0 |ug. (6 14)
-1 0 O -1

Hence, for given uy =

= u = 1, the initial condition xo=[1 2 —2]" satisfy
(6.14) and their are admissible.

6.3 Case of Weierstrass-Kronecker Decomposition Method
In this case the for (6.1) matrices P and Q have the form

0 1 0
p=[1 0 1|, o=|1 0 0
0 0 0

(6.15)
~1 -1 1
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and
1 00 1 00 0 15 0
PEQ=|0 1 0|, PAQ=|0 0 0|, PB=|0], Aw_[o 05],
0 0O 0 0 1 1 '
(n1=2,n2=1).
(6.16)
The Egs. (3.5) and (3.6) have the form
_(1 1.5 0l k-1 05\_) .
x§+>1={0 0~5}g>+k§2(_1) ), ieze,  (6179)
= —Bui=—uiez,. (6.17b)
The solution 5551) of the Eq. (6.17a) has the form
(1) I :
X; =(D,'x0 + Z D, _1Biuy,ie€”Z,, (618)
k=0
where
1 0 1.5 0 2.125 0
q")‘[o 1]’ <I>1—[0 0.5]’ @2_[ 0 0.125}’”" (6.19)
From (5.3) for i = 0 we have
010 1 2 ’
%=0""x=|1 0 0|| 2 |=]|1], xf)”z[l], XP=0.  (6.20)
1 0 1 -1 0

The desired solution of the descriptor fractional system (2.1) with (6.1) is given by

0 1 Ofr.m
X
x=0%x=|1 0 0 [1(2)], (6.21)
0 -1 1 i

where fcl(l) and )‘cl@ are determined by (6.18) and (6.17b), respectively.

6.4 Comparison of the Results

Using Matlab/Simulink computing environment, the solution for 10 first steps have
been calculated and shown on the Figs. 1, 2 and 3, where Fig. 1 represent solution
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State variable x1 State variable x2 State variable x3
1 800 16
Drazin ——— Drazin ——— Drazin
- Shufle | 1 Shuffie Shuffle
——WK || 600 [-------- L. 1 i i ATh-memeed] R [
\ : : f ; o
T 085 frereeee e 1 o 400} @ o

.| N—— b A~

e e e I .| S

7 : et :
o 0 5 10 OEI 5 10 -20 5 10

Fig. 3 Solution for « = 0.9

for order « = 0.1, Fig. 2 represent solution for order o = 0.5 and Fig. 3 represent
solution for order a = 0.9. Additionally solid line (blue) represent solution obtained
by Drazin inverse method, dash-dot line (green) represent solution obtained by
Shuffle algorithm method and dash-dash line (red) represent solution obtained by
Weierstrass-Kronecker decomposition method.

All three methods gives coherent result. Smaller order a, results in faster
response stabilization (see state variable x;, x3). The greatest disadvantage of the
Weierstrass-Kronecker decomposition method is its first step, that is decomposition,
which is difficult for numeric implementation. Similar problem occurs in Shuffle
algorithm method, where elementary row and column operation need to be applied.
Finally, the Drazin inverse method, where most difficult part is computation of the
Drazin inverse of the matrix E. In author opinion, this method suits best for
numerical implementation, since computation of the Drazin inverse is easy for
numerical implementation.

7 Concluding Remarks

The descriptor fractional discrete-time linear systems have been recalled. Three
different methods for finding the solution to the state equation of the descriptor
fractional discrete-time linear system have been considered. Comparison of com-
putation efforts of the methods has been demonstrated on single numerical example.
Iterative approach have been used to compute the desired solution of the systems.

In Drazin inverse method admissible initial conditions should be applied. In
Shuffle algorithm method admissible initial conditions as well as future inputs
should be known. The weak point of Weierstrass-Kronecker decomposition
approach is computation of the P and Q matrices, where elementary row and
column operations method is recommended. The same method is used for Shuffle
algorithm. In summary, the Drazin inverse method seems to be most suitable for
numerical implementation. An open problem is extension of these considerations to
the system with different fractional orders.
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Implementation of Dynamic Matrix Control
Algorithm Using a Microcontroller
with Fixed-Point Arithmetic

Patryk Chaber

Abstract The aim of this paper is to describe software implementation of the
Dynamic Matrix Control (DMC) algorithm using a microcontroller with fixed-point
arithmetic. A 32-bit RISC ARM platform is used, which is cheap, but quite a pow-
erful hardware system. To prevent register overflow and drastic loss of precision, a
partial shifting of values technique is performed. The DMC algorithm with fixed-
point arithmetic is applied to a laboratory thermal process and the obtained results
are compared with those of the DMC algorithm implemented in floating-point arith-
metic.

Keywords Model predictive control + Dynamic model control + Fixed-point arith-
metic * Microcontroller

1 Introduction

Model Predictive Control (MPC) algorithms are commonly known to offer much bet-
ter control quality comparing to the classical Proportional-Integral-Derivative (PID)
approach [6, 9]. Moreover, they have some additional advantages, i.e. the ability
to take the constraints into account, to efficiently control multiple-input multiple-
output processes and a very flexible, universal formulation. There are many variants
of MPC algorithms, which are currently used in many areas, i.e. for control of fluid
level in multiple tank plants [1], for precision tracking control and constraints han-
dling in mechatronic systems [4], for control of autonomous multi-jointed system
movement [3], for control of distillation columns [10], for control of a HVAC system
[8]. One of the most popular MPC algorithms is Dynamic Matrix Control (DMC).
It may be used for controlling stable process (or stabilised by an additional tech-
nique) and when steady-state and dynamic properties of the controlled process are
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(approximately) linear. In such a case it is possible to use a step-response model of
the process which is obtained from the process in an exceptionally simple way. Fur-
thermore, the DMC algorithm is charecterised by low computation burden, which
makes it suitable for implementation on embedded devices (e.g. microcontrollers).

One of many factors that hamper a significant increase in the number of applica-
tions of the MPC algorithms for embedded devices is a very precisely limited time
during which all the calculations must be completed. It may be difficult to meet and
guarantee such a restriction. The need of floating-point arithmetic utilisation often
lengthens the computations of the algorithm [2], which is not acceptable. One way to
overcome the problem is to trade the precision of results for a faster calculation time
[5]. Despite still growing popularity of devices equipped with Floating-Point Unit
(FPU), there are many other hardware platforms which only offer fixed-point or inte-
ger variables representation. On the other hand, calculation in fixed-point arithmetic
is usually simpler and therefore faster than in the case of using the FPU or software
floating-point implementation. The use of an algorithm that is suited for fixed-point
arithmetic allows to lower the costs of the processing unit and it increases the range
of available hardware. The most popular technique developed with the aim of cop-
ing with a lack of floating-point arithmetic is to modify the Quadratic Programming
(QP) solver [2, 7].

The objective of this work is to describe software implementation of the DMC
algorithm on the microcontroller that does not support floating-point arithmetic. A
32-bit RISC ARM STM32F100RB unit is used. To prevent register overflow or pre-
cision loss which would occur during multiplication, one of the multiplicands is par-
tially shifted. The number of bits to be shifted is chosen based on the values of the
precalculated matrices—the other factor of mentioned multiplications. This allows
to keep as many most significant bits of the result as possible, without the risk of
overflowing the register.

2 Dynamic Matrix Control

The DMC algorithm is one of the most popular MPC algorithms. The process has
n, input signals (manipulated variables) and n, output signals (controlled variables).
The vector notation is used in this paper: u(k) = [u; ... u, 1", y(k) = [y; ... yny]T.
In the DMC algorithm [9] at each consecutive sampling instant k, k = 0,1,2,..., a
set of future control increments

Auklk)
AUk = : (1

Autk+N, — 1]k

is calculated. It is assumed that A\u(k + p|k) = 0 for p > N,, where N, is the con-
trol horizon. The aim of the algorithm is to minimise differences between the set-
point trajectory y*P(k + p|k) and the predicted values of the outputs y(k + p|k) (i.e.
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predicted control errors) over the prediction horizon N. The unconstrained MPC
optimisation task is

N
min
AU(k) {pz_}

where M), > O and A, > 0 are tuning matrices of dimensionality n, X n, and n, X n,,,
respectively. Although the whole optimal future control policy (1) over the control
horizon is calculated, only its first n, elements (current control increments) are actu-
ally applied to the process, i.e. u(k) = Au(k|k) + u(k — 1). At the next sampling
instant, k + 1, output measurements are updated, the prediction is shifted one step
forward and the whole procedure is repeated.

Predicted values of process outputs, y(k + p|k), over the prediction horizon are
calculated using a dynamic model of the controlled process. The model used for
prediction in DMC is represented as step responses of the output variables to unit
changes of manipulated variables. The model may be obtained in a simple way. Fur-
thermore, as the model is linear, it is possible to formulate an analytic unconstrained
control law. When the constraints on the manipulated variables must be taken into
account, the calculated values are projected on the set of feasible solutions. For the
considered Multiple Input Multiple Output (MIMO) process the step responses (for
each control signal and each output signal) can be written as a set of matrices

[P0+ p1k) = 5k + pIk)

C LS At o] } @
A :

Lo 12 Ly

Sl Sl Sé
s2,1 s2,2 . My

S]_ l. I. l. 7l:1529' ’D
Sny,l Sny,2 ny,my

where the coefficient s;" denotes the value of the output signal i measured at iteration
[ after a step change of the input signal j. It is assumed for stable processes that after
D sampling instants the step response coefficients are approximately constant i.e.
s/ = s for I > D (D denotes the horizon of dynamics, the same value for all input-
output channels is used).

When there are no constraints imposed on the manipulated and predicted con-

trolled variables, optimisation of the cost-function (2) leads to the MPC control law
A UK =K, [Y*(k) - V)] 3)
where the free trajectory vector is YO(k) = Y (k) + MPAUP (k), the matrix

K, K, K, .. Ky

K = [MTM+,11]_1MT K_z — K:z,l K:2,2 K%,N

KN Ky 1Ky, Ky n
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is of dimensionality n,N, X nyN and it is calculated once off-line using the step-
response model of the process. The so called dynamic matrix consists of the step-
response coefficients
S 0 « 0
me|
SN SN—l SN—Nu+1

and is of dimensionality nyN X n,N,,. The set-point vector and the vector of the output
signals measured at the current sampling instants

yP(k) y(k)
P = + [ Yb=]| :
y*P(k) y(k)

are of length ny, X N, an additional matrix MP, of dimensionality nyN X n,(D — 1),
containing the step-response coefficients, and the vector AUP(k) of length
n,(D — 1), containing increments of some past values of the manipulated variables
have the following structure

SZ_SI SD_SD—I
S3_Sl SD+1_SD—1

Auk—1)
MP — , AUP(/() — .

Autk— (D - 1)

SN+1 _Sl SN+D—1 _SD—l

3 Hardware Platform

The hardware platform used in this work is the STM32F100RB microcontroller
mounted on the STM32VLDISCOVERY development board. The use of high-
performance ARM®Cortex®-M3 32-bit RISC core operating at a frequency of
24MHz (1.25 DMIPS), combined with single-cycle multiplication and hardware
division makes this microcontroller suitable to be used for MPC algorithms. Its
advantages include also large high-speed memory resources, that is 128 kbytes
of flash memory and 8 kbytes of SRAM and fast communication possibilities i.e.
400 kHz I2C, up to 12 Mbit/s master and slave SPI or up to 3 Mbit/s USART. Fur-
thermore, the built-in programmer and debugger help to quickly develop error-free
code.

Despite the fact that this microcontroller has many timers that allows to have up to
12 PWM outputs, it is not connected directly to the controlled process. An another
microcontroller is used as an interface of the controlled process, assuring its safe
work at the same time. The connection schemes for fixed-point and floating-point
versions of DMC algorithm are shown in Fig. 1a and b, respectively. For commu-
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Fig.1 Two scherpes of (a) UART/USB UART
hardware connections used Converter
a the DMC algorithm with PC ool ' srmgarioo |20 A stmsz Fao7
fixed-point arithmetic, b the (MATLAB) oot | (DMC Controller) oot | (process interface)
DMC algorithm with = S——t—————_—_—_—_—d e
floating-point arithmetic Process
UART/USB
(b) Converter
™ s | contol A grvisz Fao7
Controller‘) output (process interface)

Process

nication an UART with an USB-UART converter is used. Information is sent using
custom simple protocol that allows to send control values and receive output values.
Such a division of tasks between two separate microcontrollers is made to preserve
simplicity and modularity of the DMC structure.

4 Process Description

The considered controlled process is a laboratory stand designed and built in the
Faculty of Electronics and Information Technology of Warsaw University of Tech-
nology (Fig. 2a). The input (manipulated) signals of the process are voltage values at
the pins of 4 fans and 2 power resistors used as heaters. The output (controlled) sig-
nals are temperature values measured using 4 temperature sensors communicating
using One Wire standard. The control task is to change the values of PWM signal

0N

VAV
D

F1 T H1

Fig.2 The controlled process a the photo of full set of elements; 4 temperature sensors, 4 fans and
2 power resistors (heaters), b the scheme of subset of elements used during the experiments: F';—a
fan, H,—a power resistor, 7,—a temperature sensor
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which drive the fans and heaters, so that the measured temperature values are as
close as possible to their given set-point values. The considered laboratory stand is
highly configurable (including the possibility of setting input/output signals delay),
which allows to use only a subset of available elements. This paper considers the
following configuration of the process: the fan F|, the heater H, and the tempera-
ture sensor 7. In such a case the number of process input signals is n, = 2 and the
number of output signals is n, = 1. The scheme depicting chosen elements of the
process is shown in Fig. 2b. The manipulated variables are: the Pulse-Width Modula-
tion (PWM) signal connected to the heater H, (the u; signal) and to the fan F; (the u,
signal). The constraints imposed on the control signals values are u‘lni“ > uy = U™
and ulzni“ > uy > u‘zna", u‘lni“ = u‘zni“ = yMin = (), u‘lna" = u‘zna" = y™* = 100. The value
of u™" represents the PWM signal of zero width, and the value of u™** represents
the PWM signal of a maximum width. The measurements are made each Tp =35s,
which is also the maximum time a single iteration of DMC algorithm can take. In

the nominal operating point of the process: it; = 50, i1, = 50,y = 36°C.
The step values used for measurement of the step-response model are:
ou; = ou, = 25. After obtaining the step-response values 511,1 (for the channel u,
Ll _

and y) and 511’2 (for the channel u, and y) where [ = 1,2, ..., they are scaled as s =

min

— Iy ot imated; ;' real; - 5)? imated
S real; S approximated; S real; S approximate:

Fig. 3 Real values of the scaled step response values s[l’1 (solid line), sll’2 (dotted line) and their
approximations (dash-dotted line and dashed line respectively) a the process is not affected by
external disturbances, b the process is affected by external disturbances (room air conditioning is

turned on)
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(Sll’l —¥)/6u, and sll’2 = (511’2 —3y)/6u, foreachl = 1,2, .... The scaled step response
coefficients are shown in Fig. 3a. Despite small disturbances, step response values
are almost constant for [ > 50, therefore the horizon of dynamics is D = 50. It is
worth underlining that experiments have been also performed in a slightly disturbed
environment, where the step-response is much harder to obtain, which is shown in
Fig. 3b. The approximation of each step response is calculated as A exp(—B/[), where
[=1,2,...,D denotes a time instant. Parameters A and B are obtained as a results
of minimisation of sum of squared errors between the approximation and the step
response values.

5 Implementation

The DMC algorithm is implemented in C programming language using Standard
Peripheral Library for STM32 microcontrollers. The initialisation code allocates
memory for the matrices K, M", the vectors Y(k), Y*P(k), Y°(k), /AUP(k) and the
matrices for current measurements. All variables are of type int32_ t which means
that they are stored on 32 bits with one bit representing a sign. Instead of imple-
menting floating-point arithmetic, which would require a lot of resources, a simple
fixed-point notation is used. The idea is to use a Q15.16 notation, which represents
the integer part of the variable on 15 bits with one additional bit for a sign and the
fractional part on the other 16 bits. Thanks to that, it is possible to work on values
from range from —32768 to 32767.9999847412109375 with a resolution of 2'¢ on 32
bits. The initialisation also defines the il s M?" matrices which are calculated off-line,
i.e. before the program starts. These matrices can be calculated using floating-point
arithmetic and then converted to the Q15.16 notation, which is far more precise than
calculating it in the Q15.16 notation and fixed-point arithmetic. Finally, the initial
default values of all the other variables are set and the UART communication is
turned on.
The main part of the program consists of the infinitely repeated steps:

. The current value of the process output signal y is measured.
. The future values of increments of both manipulated variables, u; and u,, i.e. the
decision vector (1) are calculated using the DMC algorithm.
3. The values of the manipulated variables for the current sampling instant, i.e. u; (k)
and u,(k), are applied to the process.
4. The program waits for new measurements and goes to step 1.

[\ R

Calculation of the control values is the crucial part, where the problems with fixed-
point arithmetic may occur. While addition or subtraction does not require any excep-
tional treatment, multiplication needs to be done carefully (division is done off-line).
Taking into consideration that the free trajectory is Y°(k) = Y (k) + MPA UP(k), it is
clear that the entries of the matrices M* and /\UP(k) are shifted to the right by
16 bits (which is the same as multiplying these values by 2'°), their multiplication
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results in double shifted value. Assuming that the result is put into an another 32
bit register, an integer part of the multiplication is lost. Knowing that the output of
this multiplication needs to be shifted back (divided by 2'©), it is possible to shift
back one of the multiplication factors which would cause the result to be in the cor-
rect notation. The drawback of this process is that the fractional part of the factor
shifted back is lost. The second solution is however better than the first one, because
it causes only a reduction of precision instead of overflowing the buffer.

It is worth noting that there is no simple solution that does not involve loss of
precision. Besides, it is more important to minimise the possibility of occurring the
overflow problem than the rounding. The most reasonable solution is to partially
shift the values that are multiplied. During that process some of the most significant
bits of the integer part and some of the least significant bits of the fractional part are
lost, which results in a lower risk of overflow and a lower precision loss. Fortunately,
having the matrices I_(1 and M® calculated off-line (before the algorithm starts), it can
be estimated how their values are represented in the Q15.16 notation. This helps to
estimate the number of bits of the shift that is required for the best accuracy of the
multiplication results. The smaller the absolute values of the entries of the mentioned
matrices are, the lower the number of bits shifted can be. For the considered process,
the number of 8 bits shifted is chosen.

An another issue is to choose the operation order. Each shift causes a loss of the
least significant bits of the fractional part. While the multiplication result must be
shifted by 16 bits in total, the multiplicands can be shifted in various manner. In
the considered implementation the absolute value of the entries of the precalculated
matrices are so low that they are not shifted before multiplication. That helps to
establish the order of operation, which in this case is as follows:

1. The elements of the vector AU (k) are shifted by 8 bits to the right.

2. Multiplication of the shifted vector and the matrix M" is performed (loosing 8 of
the most significant bits which should be 0).

3. The result is shifted by another 8 bits to the right, to fit it in the Q15.16 notation.

Analogously, multiplication used in the control law given by Eq. (3) is performed.
The reasoning is as follows: denoting the number of bits of the first number to be
multiplied as a and the number of bits of the second one as b, it is known that the
maximum number of bits of the result is a + b. Therefore, to fit the result into the
Q15.16 notation (that is a 31 bit variable) and knowing that one of the multiplicands
is stored using a bits, the second one has to be stored on 31 — a bits. To achieve this,
the second multiplicand should be rounded to the 31 — a most significant bits.
Right before sending the new values of the manipulated variables to the process,
the calculated values are projected on the feasible set determined by constraints.
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6 Experimental Results

The implemented DMC algorithm uses the prediction horizon N = 10, the control
horizon N, = 3, the weighting matrices are: M), = 1 and A,, = I,,,. This set of para-
meters gives good control quality as shown in Fig. 4. The output signal of the process
stabilises at the set point value in approximately 300 s. There is some visible over-
shooting increasing with the distance from the working point, caused by the nonlin-
earity of the process. Nevertheless, despite using in the DMC algorithm the linear
model, there are no oscillations of the output signal and no steady-state error.
Comparing experimental results obtained in fixed-point and floating-point DMC
implementations, there are no significant differences. It has to be underlined that
a single experiment takes as much as 50 min, thus the restoration of the object to

y°P set point; —— y fixed-point DMC; - - -- y floating-point DMC

0 500 1000 1500 2000 2500 3000
Time in seconds

—— wq fixed-point DMC; ----u; floating-point DMC

0 500 1000 1500 2000 2500 3000
Time in seconds

,,,,,

—— wuo fixed-point DMC; - - - - us floating-point DMC

0 500 1000 1500 2000 2500 3000
Time in seconds

Fig.4 The output (y) and input (,, u,) signals of the process controlled using the DMC algorithm
implemented in fixed-point (solid line) and floating-point (dashed line) arithmetic, the set-point
(y*P) is shown as a thick gray line
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exactly the same initial point as the previous experiment is almost impossible in a real
environment, in which time-varying disturbances affect the process. Two compared
trajectories are not identical mainly because of different disturbances during both
experiments.

Despite mostly smooth trajectories of the output signals, there are a few fragments
where the temperature changes rapidly. They are best visible from the 1600th second
of both experiments and result from the fact that the fans used in the laboratory stand
are not able to move the propeller with too low voltage input. The exact amount of
the PWM signal width at which the fan stops is 8 % and it is not starting until 19 % of
width is reached. That is why the temperature value is still rising despite the control
signal u, being greater than zero.

7 Conclusions

Popular DMC algorithm has been implemented on the microcontroller using fixed-
point arithmetic. The developed implementation gives good and stable control of the
considered MISO laboratory process using a low-cost hardware but still similar to
the results obtained when the DMC algorithm is implemented using floating-point
arithmetic in MATLAB running on PC. The constraints imposed on the manipu-
lated variables are taken into account by projecting the calculated values onto the
feasible set.
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Design of Control System
for an Electrohydraulic Drive Based
on the Valve with PMSM Motor

Dominik Rybarczyk, Piotr Owczarek and Arkadiusz Kubacki

Abstract The article describes design of control system and test stand for an
electrohydraulic drive based on the new kind proportional valve with synchronous
motor type PMSM (Permanent Magnets Synchronous Motor). In the second part,
the chosen laboratory investigations of proposed valve with PMSM are presented.
The study included the test of the basic characteristics of the drive such as step
response and temperature of oil impact.

Keywords Electrohydraulic drive - Proportional valve - Permanent magnets
synchronous motor

1 Introduction

Despite intensive development of the drive based on an electric motors, particularly
visible in the last 30 years in associated primarily with the development of elec-
tronics and computer control systems, electrohydraulic drives are still used as
actuators of multiple machines. Main advantage of electrohydraulic drives, with
opposite to the electric drives, are easy implementation of linear displacement,
ability to obtain very high power and high energy ratio: controlled to control—from
10* to 10°. In commercial practice, electrohydraulic actuators capable of generating
forces in order of the MN and obtaining speed of 0.1 m/s. Providing for such type
of drives, high bandwidth (above 40 Hz) and positioning accuracy of better
than +0.01 mm, requires the use of the advanced control method and precised and
fast valve.
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Many investigations and related publications about electrohydraulic drives
focused on improvement them properties, by implementation of modern methods of
control [1-3]. Murrenhoff [4] described the cross-cutting trends in the design and
development of electrohydraulic valves. His article presented new type solution, by
using of the direct drive in a proportional valve in hydraulic system. Research on
build and properties of proportional valves were conducted by [5]. Paper [8] pre-
sented modelling and simulation of hydraulic spool valves by using simple math-
ematical expressions to describe the geometry of the sliding spool metering edge.
Described here control stand is equipped with a new type of proportional valve with
synchronous motor Author detailed described in: [6, 7].

2 Test Stand and Control System

2.1 Assumptions

During the design process, it was assumed that test stand should:

e allow the same valve tests, such as measuring the flow rate and recording the
step response of the valve spool,
allow the measurement of the actuator position and its changes over time,
be able to performed drive test under load and measuring the force,
have the possibility of quick and efficient testing of advanced control systems,
such Model Following Control methods,

e have the possibility of quick reconfiguration of hardware electrohydraulic drive
and its control system.

2.2 Test Stand Structure

Mechanical and measurement part consists of two blocks. The first one is allowed
to measure the basis valve characteristics of the valve (Fig. 1) while the second is
designed to test the entire electrohydraulic drive (Fig. 2). Control system was
common for both parts. It consists of two main elements: the master controller like
PLC with touch panel and the slave, which is a synchronous motor PMSM
controller.

The flow meter type HySense QG100 is used, which parameters were: max. flow
Q = 30 dm>/min, max. pressure p = 30 MPa, non-linearity +0.5 %, 1640 pulses per
dm’. It is connected to the counter module in the PLC. Hydraulic power supply
characteristics were: motor power = 37 kW, maximum flow rate = 100 dm3/min,
maximum pressure p, = 40 MPa, filtration at 6 p.

Test stand was equipped with double acting hydraulic cylinder. The stroke of the
hydraulic cylinder was 200 mm. The diameters of piston was A = 40 mm and the
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Fig. 2 Control stand for measure of the valve flow

piston rod Aa = 63 mm. The cylinder was equipped with internal magnetostrictive
position sensor, providing the actual position of cylinder piston.

In the valve, Authors used PMSM motors type B&R 8LVA23. The motor is
connected to the spool by flexible coupling bellow. Moving of the motor shaft
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caused rotation and simultaneously axial translation of the spool in the valve body.
This movement was proportional to the angular motor displacement. Therefore, the
described valve is defined as the “proportional”. Direction of rotation determines
the direction of spool translation and opening or closing of valve gaps. It results in
the flow of oil to and from the actuator chambers and displacement of piston. The
spool diameter was 10 mm. In the valve there were three rectangular gaps in the
body. Dimension each of them were: 2.5 mm X 2 mm. Therefore valve size can be
defined as 10 (below 64 dm? /min) [6].

Basis parameters of the PMSM motor with is used in the valve were: the rated
speed 3000 rev/min, rated current 2.9 A and stall torque 0.68 Nm. The motor is
equipped with an absolute encoder type EnDat, providing a continuous information
about the current position, even after a power failure. Also it assures high posi-
tioning accuracy (262144 pulses on revolution). Thanks to this the drive is able to
assure the linear resolution of 0.5 pm [6, 9].

The test drive equipped with an auxiliary hydraulic system based on an outer
cylinder for loading drive (Figs. 1 and 3). Additionally, there is mounted force
sensor type HBMC9B, which allows measurement of the force up to 50 kN.

The PLC is equipped with the processor core type Intel Atom 1.6 GHz (Fig. 4).
System was running under real-time operating system type Automation Runtime.
The main control program is written in Structured Text and ANSI C. It has been
divided into several tasks made of a certain determinism of time. The task
responsible for the work of PID and MFC electrohydraulic servo drive controllers,
synchronous motor control (homing, start, stop, setting the parameters of motion,

Fig. 3 View on the
mechanical part of the control
stand

Electrohydraulic
servodrive based on
propotional valve with

PMSM

The loading
cylinder

#
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acceleration, speed) was performed with a time base of 0.8 ms. With the same
timebase, task responsible for communication between the inverter and the PLC are
worked. Communication was carried out using the Powerlink interface [9]. The
charge visualization was performed in steps of 12 ms, in order to not loading the
CPU of PLC. There are also implements a thread and library which allowing user to

generate code directly from Matlab Simulink software.

In order to performed easier communication between operator and service
facilities Author designed the dedicated visualization on the touch panel, which
significantly easier to perform and supervise tests (Fig. 5). On visualization,
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immediately after the measurement, there are presented charts of the recorded
signals on the screen. The application allowed the change the basic drive parameters
such as: setting valve slider position, setting speed limits, setting the maximum
range of drive motion. The graphs presented current parameters of the individual
measured values such as fluid flow rate or motion velocity.

2.3 Testing

The electrohydraulic drive was tested by used of the step response signals, for
values equal to: 20, 40, 60, 80 and 100 % of valve spool maximum displacement (in
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Fig. 6 Movement of electrohydraulic drive piston in open loop 15 MPa of hydraulic supply
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Fig. 7 Movement of electrohydraulic drive piston in open loop 10 MPa of hydraulic supply
pressure: a valve open in “+” direction, b valve open in “~” direction
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both directions). The experiment is performed for the supply pressure py amounting
to 5, 10 and 15 MPa. The results are shown in Figs. 6, 7 and 8. The recorded data
indicate that the valve was characterized by a significant time delay, which is
caused by PLC controller and communication interface, which is used to control the
PMSM.

Collected charts show that the speed of movement of the piston is dependent on
the supply pressure. Sample speed values for the pressure of 5 MPa are: the valve
opening of 100 %—70 mm/s, the valve opening of 60 %—60 mm/s, the valve opening
of 20 %-21 mm/s.

In test stand Authors used non-zinc hydraulic oil with high viscosity index type
Draco HV 46 Premium Oil. During tests oil temperature is recorded. Collected
values are compare in Table 1 and Fig. 9. Reflected differences in the speed of
piston movements are caused of changes of oil viscosity [1, 2].
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Fig. 8 Movement of electrohydraulic drive piston in open loop for 5 MPa of hydraulic supply
pressure: a valve open in “+” direction, b valve open in “~” direction

Table 1 Oil temperature

: . Oil temperature during drive tests (°C)
during drive tests

x 5 (MPa) 10 (MPa) 15 (MPa)
100 % + 26.5 342 50.0
80 % + 25.3 32.7 48.0
60 % + 245 29.7 47.9
40 % + 245 27.7 475
20 % + 235 234 46.5
20 % — 27.3 37.3 0.6
40 % — 275 38.0 433
60 % — 27.8 38.9 479
80 % — 28.3 39.0 48.0
100 % — 28.3 39.6 45.7
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Fig. 9 Oil temperature 160
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3 Conclusion

In this paper the control stand of an electrohydraulic drive with proportional valve
controlled by PM synchronous motor is presented. Mechanical and measurement
part are consisted of the two blocks: to measure the basis valve characteristics and
to test the entire electrohydraulic drive. Control system was common for both parts.
It consists of the PLC with touch panel and a synchronous motor PMSM controller.

The article includes initial research—step response and the impact of oil
temperature.

Performed test stand made allowed to conduct further comprehensive investi-
gations of the described here valve and advanced control methods with used of
whole drive.
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Electrohydraulic Valve with Two Stepping
Motors

Andrzej Milecki and Jarostaw Ortmann

Abstract The article describes the design of electrohydraulic valve with two
stepping motors working differentially. The valve changes the flow proportionally
to the sum of the motors steps. In the paper the application of this valve in a drive is
presented and investigations results are shown. This results are compared with
results obtained when only one motor is used, showing that the proposed new
solution with two motors is significantly better.

Keywords Electrohydraulic valve « Stepping motor - Servo drive + Control

1 Introduction

Fluid power drives are able to generate very large forces measured in many kN,
which are used to bend, crush, separate, and cut through thick, tough metal.
Competition with electric drive systems has forced real progress towards new
solutions in electrohydraulic drives. This is demonstrated in intensive introduction
of advanced microelectronics. The introduction of microprocessor based control
systems in hydraulic drives enables application of modern control theory. Thanks to
this, today modern electrohydraulic drives can be regarded as both “strong” and
“precise”. Additionally, the drive connection to host controllers like CNC, PLC or
industrial PC become easy. This facilitates application of electrohydraulic drives in
different machines, presses, injection molding machines and many other devices.
Nowadays, hydraulic drives enable moving of large masses, acting with large forces
and simultaneously obtaining accuracy, comparable to electric drive systems, for
example positioning accuracy of 1 um and speed ratio of 1:10 000.
Electrohydraulic valves play a crucial role in every electrohydraulic drives. The
first electrohydraulic servo drives were built in late forties of XX century. They
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have used servo valves as control elements. Since the early eighties of XX century,
the proportional valves have been used in hydraulic drives more and more widely.
In these valves, as electromechanical transducers, proportional DC electromagnets
are used. In comparison to servo valves, proportional valves are more cost effective,
but their parameters, such as accuracy and frequency response, are a worse.
Nowadays, the electrohydraulic valves are elements with a high grade of integration
of the mechanical and electronic components, as well as computer based control
elements and therefore such valves can be regarded as mechatronic devices. In
electrohydraulic valve technology the design and development of high dynamic,
low displacement electromechanical actuators is very important. In produced today
servo valves torque motors are used and in proportional valves electromagnets are
applied. However, in most cases these valves requires application of spool position
measure element and special control valve. Moreover this valves does not enable to
make small movements of the control spool. Therefore in some cases also stepping
motors as electromechanical transformers are used [1-3]. Stepping motors are
nowadays offered by various manufacturers in a wide range and with different
control circuits. Electrohydraulic drives with the these motors used as electrome-
chanical transducers have been produced for years by only a few companies like
BW Hydraulic, Victory Controls, Curtiss Wright. Such a motor is able to make
small steps with a frequency about a few kHz; thus to control valve gap cross
section area with high accuracy. However, in order to fully open the valve, the
stepping motor has to make thousands of steps, which takes several seconds.
Therefore in order to improve the valve dynamics we proposed to use two stepping
motors which work differentially.

2 Design of Proportional Valve with One and with Two
Stepping Motors

At Poznan University of Technology investigations of stepping motors application
in proportional valves has been conducted in the last few years [4].

Figure 1 shows physical model of one of the built there electrohydraulic servo
drive in which proportional valve with stepping motor (1) is used as an initial
element for spool displacement of a four edge hydraulic spool amplifier (3). The
spool is connected with the stepping motor shaft by an elastic coupling element (2).
On the other side of the valve, the spool is connected to the valve body by a thread
(4), which turns the rotary displacement into linear and which is proportional to the
number of stepping motor steps and. The shifting of the spool results in opening or
closing of the gaps between spool and valve body. It results in the flow of oil, to and
from the actuator chambers thus in displacement of the cylinder piston. Electrical
position transducer (incremental encoder) mounted outside the cylinder is used to
measure the current position of the mass moved by the hydraulic piston. The
position is measured and compared with the input signal. According to the
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Fig. 1 Scheme diagram of the electrohydraulic servo drive with valve controlled by one stepping
motor, where: /—stepping motor, 2—elastic coupling, 3—valve spool, 4—thread, 5—piston, 6—
incremental encoder

difference between those signals and to control algorithm, the controller produces
an output signal, which is converted into a sequence of electric pulses given to the
stepping motor coils.

The servo drive presented above was designed especially for low and very low
velocities (less than 1 mm/s). In such case the phenomena that affect the drive
behavior are different from those which affect normal work. One of the most
important influence factor is contamination; their particles block the valve gaps. In
order to assure the obtainment of low velocity control, the valve spool linear
velocity was only 0.125 mm/s. As a result the servo drive was very accurate but not
fast. Therefore the valve dynamics was very limited and it took to fully open the
valve gaps as much as 5 s.

This was the main disadvantage of the drive and we decided to apply two
stepping motors working differentially: one motor drives the screw and the second
one the nut. If they are rotating in different directions the spool velocity was equal
to the sum of both drives velocities. When they are rotating in the same directions
with different velocities it was possible to obtain very low spool movement
velocities. Additionally it is possible to apply stepping motors with different step
angles and with different microsteps modes. The build and investigate out elec-
trohydraulic servo drive with two stepping motors was both fast and accurate.

In Fig. 2a the scheme diagram of proposed by us four edge proportional
hydraulic spool amplifier is shown. The first stepping motor (1) is used to rotate the
valve spool (3), which ends with a screw (5). The valve spool is connected to the
stepping motor shaft by an elastic coupling element (2), which enables the linear
movement of the spool. This screw is placed in a nut, which is connected to the
second stepping motor shaft (6). This nut can rotate because it is placed in bearings
assembled to the valve housing. The photo of built out valve is shown in Fig. 2b.
Both stepping motor drives can work in normal (full step), half-step or
micro-stepping mode. In this solution the first stepping motor drives the spool and a
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Fig. 2 Electrohydraulic spool valve with two stepping motors working differentially: a drawing,
b photo

screw and a second stepping motor drives the nut. The rotation of both stepping
motors caused the spool to linear movement. This linear movement is equal to the
sum of angles 6; and 6,, on which the motors rotors rotates. If these motors rotate
with the same directions the linear spool movement is proportional to €, — 8,. In this
case the linear spool movement can be controlled very accurately and its velocity
can be very low. If the motors rotate in opposite directions this linear movement is
proportional to 8, + 6,. In this case the proposed valve is two times faster than the
valve with single motor. In a normal mode both stepping motors worked with 0.36
degrees per full step or 1000 full steps per revolution. In order to assure this we
used the microstepping mode, in which both motors can worked with 0.09 degrees
per full step or 4000 full steps per revolution. The ballscrew pitch was equal to
2.5 mm.

3 Electrohydraulic Servo Drive with a New Valve

In Fig. 3 the scheme of the electrohydraulic servo drive with valve controlled by
two stepping motors. Every stepping motor is controlled by motor control unit. The
drive controller inputs are: assumed position y, and measured position y,.

The difference of this signals are the position error. The position error is the
input signal to the controller. The described in this paper valve is completely new
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(far-ever found) and that’s why for it a new, specially designed controller must be
worked out. It should control simultaneously two stepping motors in order to
achieve assumed spool position.

In Fig. 4 a block scheme of a drive is presented. Every bipolar 5-phases stepping
motor type SECM569 T28 (holding torque 1.66 Nm, phase current 2.8 A) is
governed by its own controller type SFC133, connected to a PC based main
electrohydraulic drive controller, which calculates for each drive the number of
steps to do. Two rotary encoders type MHK40 with resolutions of 3600 pulses/rev.
measured the rotors positions which enable the stepping motor controllers to work
in inner closed loops. The drives maximum frequency was equal 12 kHz.

The electrohydraulic cylinder position was measured by linear incremental
encoder, which creates an outer feedback loop of the drive. At initial investigations
we applied simple P-type controller (Fig. 4), which calculates the numbers of steps
according to following equations

ni =kp1€,n2 =kp2€. (1)

Note, that because the motors are placed on opposite valve sides they in fact
rotate in opposite directions when the signs of numbers 7, and n, are the same, so
they are working differentially. In the valve the backslash free ball screw type
SEM-E-S 8 x 2.5R (Boshrexroth) was used. Its diameter was equal to 8 mm, pitch
to 2.5 mm, nut length to 16 mm and screw length to 36 mm (accuracy T5). The

. 0,
—>|Stepp1ng motor | o | Ball- | x Spool 0 Hydraulic y
S . screw amplifier cylinder
tepping motor 2 .
U 2 .
Y Position
Motor control 2 l 112 Drive - measurement
U, 1 nm controller Va
_| Motor control 1 |

Fig. 3 Scheme of electrohydraulic servo drive with valve with two stepping motors
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Fig. 4 Simulation results and errors; description see text
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Fig. 5 Step responses of electrohydraulic servo drive controlled by the valve with one and two
stepping motors for assumed displacements on 100 and 150 mm for a piston movement in: a forth
direction (pushing), b back direction (pulling)

hydraulic amplifier spool diameter was equal to 10 mm. In amplifier body six gap
windows with width of 2.5 mm and heights of 2.0 mm are made, which means that
the gap length for every spool was equal to 6 mm. The hydraulic cylinder piston
diameter was equal to 100 mm, piston rod diameter to 60 mm and stroke 400 mm.
The electrohydraulic drive load was caused by the moved on the slideway mass
equal to 100 kg. The supply pressure was 8 MPa, but it can be increased to 40 MPa;
the resolution of the used incremental encoder was equal to 0.5 um.

In order to compare the electrohydraulic servo drive with valve with single
stepping motor with drive in which valve with two stepping motors are used the
step responses are recorded, which are shown in Fig. 5. In this Figure step responses
for two assumed distances 100 and 150 mm are shown. These step responses are
recorded for two different piston movement directions. One can note that the step
responses of servo drives with valve in which two stepping motors are used, are
significantly faster. When one motor is used the settling time was equal to about
1.15 s for displacement 100 mm and 1.40 s for displacement 150 mm in one
direction and accordingly 1.40 and 1.75 s for the second direction. When two
motors are used the settling time was equal to about 0.95 s for displacement
100 mm and 1.25 s for displacement 150 mm in one direction and accordingly 1.05
and 1.45 s for the second direction. So, the settling time is about 20 % shorter when
two stepping motors are used.

4 Conclusion

In the paper the new, electrohydraulic valve with two stepping motor is presented.
In comparison to solutions with one stepping motor the new valve enables to obtain
both low and relatively high valve spool velocity. A prototype electrohydraulic
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servo drive in which valve with two stepping motors was designed, constructed and
investigated. The valve was used in electrohydraulic servo drive and the whole
servo drive system was investigated. The application of a new valve improved the
step responses settling time.
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Controlling the Direction of Rotation
of the Motor Using Brain Waves
via Ethernet POWERLINK Protocol

Arkadiusz Kubacki, Arkadiusz Jakubowski, Dominik Rybarczyk
and Piotr Owczarek

Abstract The paper presents preliminary results of the work with the Emotiv
EPOC+™ system, which enabled in binary way control of objects. The system
reads the brain waves from 14 plus 2 references electrodes. The controlled object
was stepper motor with encoder released by the B&R company. For communication
between the PC and engine control module was used Ethernet POWERLINK
protocol, which allows data transfer with a minimum cycle time of 200 ps. Com-
pletely omitted PLC controller, which function was taken over the PC.

Keywords Emotiv EPOC+ - EEG - Ethernet POWERLINK - Stepper
motor + Brain—computer interface

1 Introduction

Many studies regarding control of robots relates to their interaction with humans.
Manual control gives way to verbal control or control using impulses from muscles
(EMG) [1, 2]. Nowadays, EEG examination is normal and generally accessible
therefore was taken the subject of object control using brain waves. The idea of
control by “thinking” is nothing new especially in science-fiction movies, but in
science occurs only a few years [3—16]. Currently, this form of control is confined
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to moving the mouse cursor on the computer screen or characters through the
virtual room [3, 5, 9]. Keep in mind that to control affect both psychological [17,
18] and neurological factors [17, 19]. A large impact on the results has also training.
A person which first time has contact with this type of controller, in the first place
must learn to repeat states of the brain, so as to allow recognize them. Another
aspect is the identification of artefacts from the other parts of the body unrelated to
the activity of the brain, e.g. heartbeat, eye movement or muscle activity.

2 Electroencephalography and Placement of Electrodes

Electroencephalography (EEG) is a noninvasive method of recording the electrical
activity of the brain via electrodes placed on the skin of the skull [20].

Historically, the first registration of electroencephalogram from surface of the
skull of a man was executed in 1925 by Hans Berger. Four years later he published
them in the article “Uber das Elektrenkephalogramm des Menschen” [20]. Precisely
in this article first time was used the name “‘electroencephalogram”. Not to mention
the Polish scientist Adolf Becku who discovered electroencephalogram as a side
effect of their research in 1890 [20].

Today, the EEG uses a minimum of 10 evenly spaced electrodes on the
scalp. Currently, the most widely used system placement of the electrodes is
“10-20" system. It was proposed by Herbert H. Jasper in 1958 and shows the
location of 21 electrodes. The name refers to the distance between the electrodes
expressed as a percentage. This allows you to use the system regardless of the size
of the head of the examined person [21] (Fig. 1).

The test can be performed on selected parts of the electrodes without some of
them or their density in the area of interest to us [20].

In addition, during the EEG examination is used two additional reference
electrode. Their location is not accidental and should be located in a place where

Fig. 1 Placement of electrodes in the “10-20" system [21]
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bioelectric signals of the body will be similar to the one recorded by the electrodes.
Most common are places located around the ears, forehead, nose or top of the head.
In the last case we use only one reference electrode.

3 EEG Equipment Used in Research

The Emotiv EPOC+™ Headset is portable brain—computer interfaces based on
electroencephalography with 14 plus 2 references electrodes situated in interna-
tional system 10-20 comparable to a medical EEG system (Fig. 2).

It is equipped with electrodes: AF3, F7, F3, FC5, T7, P7, Ol1, O2, P8, T8, FC6,
F4, F8, AF4. Placement of these electrodes is shown on picture below (Fig. 3).

Internal sampling rate of this system is 2048 Hz. Emotiv EPOC+™ operates at a
resolution of 16 bit per channel and bandwidth is form 0.2 to 45 Hz. System has got
additional digital notch filters at 50 and 60 Hz. It is equipped with built in digital
Sth order Sinc filter. Communication between PC and Headset is wireless on
2.4 GHz band. It has LiPoly battery which is sufficient for 12 h [22]. In headset is
mounted two axis gyroscope which can be use by programmer. With headset we get

Fig. 2 Emotiv EPOC™
Headset [22]

Fig. 3 Placement of
electrodes [22]
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Fig. 4 Author’s program to collect raw data from sensors

library which will allow to write application to collect raw data from sensors. Below
is screen from program programmed by author (Fig. 4).

4 Sie¢ Ethernet POWERLINK

POWERLINK is deterministic and real-time variety of Ethernet protocol. Is com-
pliant with IEE 802.3 standard. POWERLINK uses polling approach. Network
always has one managing node which controls access. The others stations called
controlled nodes can transmit data only upon request from the managing node.
Thanks to all collisions have been eliminated [23] (Fig. 5).

CycleTime_

Isochronous Asynchronous
Phase Phase

Fig. 5 Ethernet POWERLINK cycle [23]
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Cycle can be divided into three periods. In the first period managing node send
“Start of Cycle Frame” (SoC) to all controlled nodes. It does this in order to
synchronize devices. In the second period managing node sends to the individual
controlled node PollRequest (Preq) message. After that, when the controlled node
receives the message, it sends data to all other stations using PollResponse (Presa)
message. The third part of the cycle starts when managing node sends the SoA
message which marks the beginning of the asynchronous phase. In this phase are
transmitted additional data, such as parameters [23].

To a single network can be connected at the same time 240 stations and the
minimum cycle time is 200 ps. During one cycle, it is possible to send a 1490 bytes
of data into one station. Maximum asynchronous data transfer is 1500 bytes/cycle.

Ethernet POWERLINK is open protocol and can be implemented in any device.
Open Source stack implementing the POWERLINK protocol called open-
POWERLINK. This stack is both of managing node and of controlled node.
Implementation of the POWERLINK protocol can be performed on operating
systems like Windows, Linux or VxWorks and on controllers Altera and Xilinx
FPGAs.

5 Controlling the Direction of Rotation of the Motor

The laboratory stand was designed to skip the PLC in the control of stepper motor.
Below is an illustration which shows a scheme of stand (Fig. 6).

The test stand consists of a PC on which is running the openPowerlink library as
managing node. As a POWERLINK interface using a standard network card
integrated into the motherboard of the computer managing node. Managing node
connects to the gateway X20BCO0083 [24] released by the B&R company. In
addition, it is plugged via X2X module to operate stepper motors X20SM 1436 [25]
and the digital output module X20D09322 [26], which displays the connection

Fig. 6 Scheme of laboratory
stand
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status. To the module to control the stepper motor is attached a stepper motor with
encoder 80MPD1.300S014-01 [27]. The engine features 200 steps per revolution.
During the test the speed is set to 16 pulses per cycle. With a cycle time of 50 ms
motor was rotated at 96 rpm. To receive brainwave was used earlier described
Emotiv EPOC+™ Headset. Below is a photography of the final test stand (Fig. 7).
To control the direction of rotation is taken into consideration only one electrode
AF3 located on the left side of the forehead of a patient. At this point, the research
does not recognize individual thoughts of the focus or facial expressions. The
condition for changing the direction was to cross the threshold of 2600 pV. The
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program activates the change on the rising edge of this signal. To achieve the
required thresholds enough to properly focus the attention (Fig. 8).

6 Conclusion

In conclusion, it is possible to change the direction of rotation of the motor using
brain waves. The test here presented is the basis of this further research that will
have to find a way to recognize specific “thoughts” of man. It is inevitable to check
the influence of artifacts on the same chart and possibly the opportunity to use them
to control objects. In all studies should also take into account the possibility of
creating a system that would learn the state of brain and add them to certain
commands. It seems that the ideal for the above mentioned tasks would give
artificial neural networks and fuzzy logic. In subsequent articles will be taken
precisely this subject.

It is also worth mentioning POWERLINK protocol, which allows for very easy,
and more importantly in a very fast way to transfer data and control elements of
automation without a PLC which significantly reduces the response time to a given
signal.
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System Responsive to ICT Security
Incidents in the LAN

Marian Wrzesienn and Piotr Ryszawa

Abstract The system responsive to ICT security incidents in the LAN is presented.
The system is implemented in the Industrial Research Institute for Automation and
Measurements PIAP, Poland. In everyday practice, while processing of informa-
tion, it is necessary to deal with IT security incidents. They are single events or
series of events related to the security of classified information. They threaten the
confidentiality, availability and integrity of information. Implementation of the
system required the following steps: choice of the sources of information based on
which assessment of the level of threats will be carried out, definition of the method
of analysis of data from the chosen sources of information, definition of a single,
common storage of information about threats, realization of the feedback which will
introduce modifications in the router in order to counteract threats. For the sources
of information were selected: continuously recorded packet flows from CISCO
router, information from RBL servers, web server logs and current behavior of
LAN, observed by the system administrator. The methods of data analysis included:
threat assessment based on the analysis of flows in the router, assessment of the
level of threats based on a web server log analysis and assessment of risks in router
and web server based on information from the RBL servers. For storage of data
coming from sources of information, the MySQL database was used. The essence
of feedback is a self-acting modification of Access Control List (ACL) on the
CISCO router. As a result of the research work, the system was implemented which
attempts to automatically remove LAN security threats.

Keywords Security - Netflow « ACL - Monitoring
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1 Introduction

In everyday practice, while processing information, we have to deal with incidents
of IT security, that is, single events or series of events related to the security of
classified information, which threaten the confidentiality availability and integrity
of the information. Due to the variety of security incidents, they were divided
because of their nature and effects under the Regulations of the Prime Minister of
Poland [1, 2]. The PIAP carried out actions that improve internal IT security.
Introduction of restrictions on access from specific locations in the network, was
preceded by an analysis of degree of impact of the WAN users on the systems in
Industrial Research Institute for Automation and Measurements PIAP.

The aim of the work described in this article was to create a Responsive Soft-
ware System for ICT Security Incidents in the LAN (RSSISI). The assumption was
to build a system using existing network infrastructure without installing additional
hardware devices, and to use existing information about flow of packets in the local
network. Due to the functionality of the PIAP servers, the only ports vulnerable to
incidents are network ports 22 and 80 of the web server, and network ports 587 and
995 of the mail server. The motivation of the study is associated with observed
increased potentially unsafe network activity on those ports.

1.1 Review of Existing Solutions

On the market there are many solutions to protect IT resources from intruders. The
most commonly used systems include: firewall, IDS (Intrusion Detection System),
IPS (Intrusion Prevention System) [3]. Presented solution complements the com-
monly used security systems. The RSSISI system for risk assessment uses NetFlow
data [4], pre-processed data from a web server and data from RBL servers
(Real-time Blackhole List). The network security system based on NetFlow anal-
ysis was presented in article of Krmicek and Vykopal [5]. The “NetFlow Based
Network Protection” system based solely on the analysis of NetFlow flows [6, 7].
The advantage of the system described in the present work is the use of threat
information coming from different sources and assessment of risks using RBL
SEervers.

1.2  Assumptions for the RSSISI System Design

During operation the system takes into account the following aspects:

1. Choice of sources of information on the basis of which assessment of the threat
level will be carried out.
2. Method of analysis of data from the chosen sources of information.
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3. Definition a single storage for information about threats.
4. Operation of the feedback that introduces modifications in the router in order to
counteract the detected threats.

The system architecture is presented in Fig. 1.

1.3 Sources of Information

The system may have multiple sources of information about the risks. In the cur-
rently deployed version of the system, sources of information are:

continuously recorded flows from the CISCO router [8],
information from RBL servers,

web server logs,

current observations of LAN behavior by the system administrator.
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Fig. 1 System architecture
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After analysis of the information from the mentioned sources, instructions for
modification of the Access Control List (ACL) on the router are developed.

1.4 The Method of Data Analysis

Data processing consists in:

Threat level assessment based on analysis of the flows in the router.

Threat level assessment based on analysis of the web server logs.

Assessment of risks in the router and the web server based on information from
the RBL servers, which provide information about the IP addresses of servers
that are sources of spam, viruses and other threats.

In addition, the data used to make decision may come from the network
administrator.

1.5 Storage Location

A solution based on MySQL database located on a monitoring server implemented
in the LAN was adopted as a place of storing information about the threats.

1.6 Feedback

The essence of feedback is a self-acting software modification of the Access Control
List (ACL) on the CISCO router. To make it possible, a method of updating the
ACL on the router without administrator intervention was developed.

2 Collection of the LAN Flows

The flow is an unidirectional stream of packets transmitted between the source and
the target. Source and target are defined by the IP addresses (the network layer of
the OSI model) and port numbers (transport layer of the OSI model). They can be
assigned to both the LAN user and external sender. Flows in PIAP-LAN networks
are collected in the LAN collector on the monitoring server, using the NetFlow
protocol which is implemented in the CISCO router. The collector is equipped with
OpenSource software—nfdump (version 1.6.8) and NfSen version (1.3.6). The
NetFlow system purpose is gathering information about flows and their analysis
(Fig. 2).
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Fig. 2 Formation of NetFlow flow

Information about the packages analyzed in the CISCO router buffer are added
to the router cache (called NetFlow Cache), and then sent to the collector. This
operation is performed every 5 min [7]. The collector daemon nfcapd creates a
vector flow (called Profile Live) by using nfprofile. The vector flow is divided into
profiles defined by the network administrator. The purpose of the division into
profiles is the ability to extract flows belonging to different recipients. Thus, for
example, companies to which PIAP provides the Internet service, which fall within
the profile 2 (NaskAC), are not protected, because PIAP does not interfere with
internet access politics of the commercial customers. However, it is still possible to
introduce protection against threats similar as in PIAP on individual request of the
Internet service recipient [9, 10].

2.1 Organization of the Collecting Cash

Data from the live profile are selected based on the interface index (VLAN) or
sub-interface of the router.
The nfdump software implemented in the collector contains the following tools:

o Nfcapd—receives Netflow packets from the router and saves them in a file in the
collector,
Nfdump—analyzes data stored by nfcapd in files,
Nfprofile—creates a profile by selecting data stored in files by nfcapd and stores
the results in new files,

e Nfreplay—for replication of profiles, reads files and sends them to the specified
host on the network,

e Nfclean—cleans the profiles of outdated data (PIAP adopted 6-month data aging
period).
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Fig. 3 The nfdump and NfSen architecture

Collector settings are stored in the nfsen.conf configuration file.

NfSen program does not provide user authentication mechanism. In order to
ensure secure access to this data flow, authentication and restriction of IP addresses
authorized to use the web user interface should be implemented at the level of the
Apache configuration.

In Fig. 3 nfdump and NfSen architecture is presented.

3 Analysis of Flows and Automated Risk Prevention

Figure 4 presents the UML diagram of the operation of the RSSISI system,
implemented in a LAN monitoring server [11].

According to the diagram, risk analysis is restricted to the profile 1, covering all
devices in the PIAP-LAN network. The analysis is performed automatically at a
time interval of 5 min.

In accordance with the accepted methods of flow analysis, apart from analyzing
flows of individual profiles, it is also possible for the network administrator to
perform manual analysis using nfdump tool directly in the collector via Linux
system console. Both in manual and automatic method of analysis, filters available
in the nfdump program can be used. In order to simplify the flow analysis process,
the script analizaNetFlow.sh was developed (Fig. 5). This tool allows analysis of
the amount of data downloaded (“top”), flow analysis (“flow”) and flow analysis
using appropriate formatting of results for the purposes of automatic risk analysis
(“flow1”).

For the purposes of automated threat analysis on the LAN, scripts analizal.sh,
rblcheck.sh, analiza2.sh, analiza3.sh, acll.sh were developed. These scripts are
launched every 5 min using cron. The cron launches runl.sh script (Fig. 6), which
executes a sequence of other scripts.

The sequence of scripts creating and implementing an updated ACL on the
router is run by the run2.sh script (Fig. 7).

During the execution of the analizal.sh script (Fig. 8), the analysis of network
traffic from external sources initiating transmission on ports: 21, 22, 23, 445, 587,
995, 1433, 3306, 3389 is performed. These ports were chosen because of the
common interest of hackers. Network traffic on port 80 is analyzed in the WEB
server.

IP addresses separated by flow analysis, are evaluated using RBL servers
(rblcheck.sh script, Fig. 9). The RBL server list consists of 55 addresses. While
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filel=$(1ls -t /home/nfsen/profiles-data/$src/${src}_in/$dataRMD/ | head -1)
timepr=$((%$d*1440+5m))

file2=$(find fhome/nfsen/profiles-data/$src/${src}_in/$year/$month/sday/ -type f
-mmin -$timepr | sort | head -1 | awk -F"/" '{ print $10 }')

parameters=""

if [ "$parameters” == "" ]; then
filter="sip"

else
filter="$parameters and $ip"

fi

filter="$parameters $ip"

if [ "$1" == "top"” 1; then

optionsnfdump="-M /home/nfsen/profiles-data/$src/${src}_out:${src}_in
-T -R $year/s$month/$day/$file2:$dataRMD/$filel -n 30 -s ip/bytes"
elif [ "$1" == "flow" ]. then

optionsnfdump="-M /home/nfsen/profiles-data/ssrc/${src} _out:${src}_in
-T -R syear/$month/$day/$file2:SdataRMD/$filel -c 30000"
elif [ "$1" == "flowl" ]; then

optionsnfdump="-M /home/nfsen/profiles-data/$src/${src}_out:${src}_in
-T -R $year/s$month/$day/$file2:sdataRMD/$filel -a -A srcip -o fmt:%sa -c
30000"

Fig. 5 A snippet of analizaNetFlow.sh script

#!1/bin/bash

/home/admin/analizaip/bin/analizal.sh >> /home/admin/analizaip/Data/ip.txt
/home/admin/analizaip/bin/analiza2.sh

/home/admin/analizaip/bin/run2.sh

Fig. 6 The runl.sh script

#! /bin/bash

database="address"

DateN="date +%Y-%m-%d:%H:%M:%S5 -d "-5 minutes"®

queryip="SELECT data FROM ips ORDER BY id DESC limit 1"
querynet="SELECT data FROM nets ORDER BY id DESC limit 1"
resultip="mysql --login-path=address ${database} -Bse "${queryip}"’
resultnet="mysql --login-path=address ${database} -Bse "${querynet}""

if [[ $resultip > $DateN 11 || [[ $resultnet > $DateN ]11; then
/home/admin/analizaip/bin/analiza3. sh
/home/admin/analizaip/bin/acll.sh
/home/admin/analizaip/bin/ciscol.sh
fi

Fig. 7 The run2.sh script

#1/bin/bash
ports=(21 22 23 445 587 995 1433 3386 3380
pat="{A{192%.168\. ) [A{18%. ) [A{172\.1[6789]N. } [A(172\.2[0-8]\. ) | A(172\.3[01]\. ) [A(195N. 187\, 108N, ) | A{195%.187%. 148\, ) )"
for p in "${ports[@8]}"
do

address=(%(/homesadmin/fanalizaip/bin/analizaNetFlow.sh flowl 5 @ NaskAC 'dst port' Sp | awk '{match($@,/[0-9]+\.
[8-9]+\.[B-0]+\.[8-9]+/); ip = substr($8, RSTART, RLENGTH); print ip}')})

for i in "s{address[@]}"

.if [[ ! $i =- Spat ]] ; the
inm!anmin!anallzaipimnirnlcne:k sh $1 1 $p
fi

done
done

Fig. 8 The analizal.sh script
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designing the system, it was assumed that the presence of the tested IP address
reported by any two RBL servers, is sufficient to add the tested IP to the list of
dangerous IP addresses.

As a result of the analiza2.sh script execution (Fig. 10), dangerous IP addresses
are entered into the database divided into individual IP addresses and Class C
network. In order to reduce the number of entries in the ACL, IP addresses are
automatically aggregated inside the Class C network. The policy is adopted that

#1/bins/bash
ip="$1"
bl.spamcop.net cbl.abuseat.org b.barracudacentral.org dnsbl.sorbs.net http.dnsbl.sorbs.net dul.dnsbl.sorbs.net
misc.dnsbl.sorbs.net smtp.dnsbl.sorbs.net socks.dnsbl.sorbs.net spam.dnsbl.sorbs.net web.dnsbl.sorbs.net
zombie.dnsbl.sorbs.net dnsbl-1.uceprotect.net dnsbl-2,uceprotect.net dnsbl-3.uceprotect.net pbl.spamhaus.org
sbl. .org =xbl. h .org zen. .org bl. ibal.org psbl.surriel.com ubl.unsubscore.com
rbl.spamlab.com dyna.spamrats.com noptr.spamrats.com spam.spamrats.com cbl.anti-spam.org.cn cdl.anti-spam.org.cn
dnsbl.inps.de drone.abuse.ch httpbl.abuse.ch dul.ru korea.services.net short.rbl.jp virus.rbl.jp spamrbl.imp.ch
wormrbl.imp.ch virbl.bit.nl rbl.suresupport.com dsn.rfc-ignorant.org ips.backscatterer.org spamguard.leadmon.net
opm. tornevall.org netblock.pedantic.org multi.surbl.org ix.dnsbl.manitu.net tor.dan.me.uk rbl.efnetrbl.org
dnsbl.dronebl.org access.redhawk.org db.wpbl.info rbl.interserver.net query.senderbase.org bogons.cymru.com
csi.cloudmark.com”
r_ip=$(echo $iplawk -F"." '{for(i=NF;i»8;i--) printf i1=17%i".":"%s", $i}')
rblcount=@
for rbl in $REL
do

# echo Sr_ip.$rbl

result=$(dig +short $r_ip.%rbl)

if [ ! -z "$result" ]

then

#echo "$ip is in $rbl with code Sresult"
rblecount=5%(($rblcount+1}})
# else
#echo "$rbl clear";
fi
done
if [ $rblcount -gt $2 ]
then

echo $ip Srblcount

fi

Fig. 9 The rblcheck.sh script

ome/admin/analizaip/Datasip. txt®
home/admin/analizaip/Data/ips.txt”

r

om="monito
lllorkPorl (22 80 587 995)
i=@
database="address"
if [[ " ${blockPort[*]} = == *" Sport =* ]]; the
echo "blockPort contains Sport"
fi

cat Sipfile | awk ‘{ print $1 “ " $3 }* | sort -u > Sipfiles
while read ip
do

IFS=" “ read ipx port <<< “Sip"

IFS=, read ipl ip2 ip3 ip4 <<= "Sipx”

net=$ipl.$1p2.51p3

if [[ " ${blockPort[*]} = == *" Sport ** ]); then
block=1

el
block=0

*
if [[ “grep Snet $ipfiles | we -1 -ge 2 ]); then
query="SELECT * FROM nets WHERE net LIKE 'Snet.0""
if [[ ! "mysql --login-path=address S{database} -Bse "S{query}"* ]]; ®
location="geoiplookup Snet | sed 's/GeoIP //g' | sed "5/ Eduwnf!g | sed 's/°\"F fg'”
DATE= i‘ll(e SR -%m- %l L XM NS
query="insert into nets (net,location, source,port,block,data) values ('$net.@', ‘Slocation', "Sfrom', 'Sport’,
‘sblock', "SDATE')"
mysql --login-path=address S{database} -e “S{query}"

networksis=(Snet)
else
queryi="SELECT * FROM ips WHERE ip LIKE "Sipx'"
queryn="SELECT * FROM nets WHERE net LIKE 'Snet.
if [[ ! 'wsul --login-path=address S{database} Bsu "${queryi}”" 1] && ([ ! “mysql --login-path=address ${database} -Bse
“s{queryn}=" ]1: t
lucauon- geoiplookup $i Dx I scd 's/GeolP //g' | sed “s/ Edition//g" | sed 's/CNCCS fg!
DATE="date % -%m-%d:%H: XM
query="insert into ips {lD locauen source, port,block,data) values ('Sipx', 'Slocation', 'Sfrom’, ‘Sport', 'Sblock',
*SpATE " )"
mysql --login-path=address S{database) -e "${query}"

fi
ipsi+=(%ipx)

done <$ipfiles

Fig. 10 The analiza2.sh script
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only two dangerous network IP addresses are enough to assume that the whole
Class C network is potentially dangerous.

The blocked IP addresses (recommended to be blocked) are those, that are found
to communicate on ports 22, 80, 587 and 995. The choice of ports 22, 80, 587 and
995 is associated with their use by the services available from the Internet.

Before creating the ACL list, redundant information must be removed from the
database. For this purpose the analiza3.sh script is launched (Fig. 11). All addresses
that already exist in the table of network addresses (nets) are removed from the table
that contains IP addresses (ips).

After placing the information in the database, acll.sh script is launched (Fig. 12),
which creates the ACL in a form acceptable to the CISCO router.

In order to automatically update the ACL which contains dangerous addresses,
the script ciscol.sh (Fig. 13) is launched. This script uses a scripting language
called Expect. This language was created in order to automate activities performed
through interactive programs such as telnet or ftp. In the case presented in the
article, the system uses the secure ssh connection to execute the commands and scp
command to upload ACL from the server to router memory.

#!/bin/bash
database="address"
query="SELECT net FROM nets WHERE block = 1"
while read netl
do
IFS=. read ipl ip2 ip3 ip4 <<< "$netl"
net=%$ipl.$ip2.%$ip3
queryd="DELETE FROM ips WHERE ip LIKE ‘$net.%'"
mysql --login-path=addressA ${database} -Bse "${queryd}"
echo $queryd
done < <(mysql --login-path=addressA %{database} -Bse "${query}")

Fig. 11 The analiza3.sh script

#!/bin/bash
AccessList=/home/admin/analizaip/Data/zabronioneNaskAC
database="address"
query="SELECT net FROM nets WHERE block = 1"
echo -n > 3AccesslList
echo "ip access-list extended zabronioneNaskAC" > $Accesslist
while read net
do

echo -e " deny ip $net 0.0.0.255 any" >> $AccessList
done < <(mysql --login-path=address ${database} -Bse "${query}")
query="SELECT ip FROM ips WHERE block = 1"
while read ip
do

echo -e " deny ip host $ip any" >> $AccesslList
done < <(mysql --login-path=address ${database} -Bse "${query}")
echo " permit ip any any" >> $Accesslist

Fig. 12 The acll.sh script
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set hostr

Fig. 13 The snippet of 5

ciscol.sh script 2ot password -+eee
set enablepassword "seersessss
set timegut 30

r/binfsep /home/admin/analizaip/Data/zabronionehaskAC
ame@shos tname : zabronioneNas kA

expect “*
send “cop
expect “r
send
expect
send
expect
send *
expect
send *i
expect
send “endin*

fighmin

4 Hazard Data Storage

MySQL database is used for storing processed data about threats. The database uses
a mechanism that allows scaling the system. This feature allows the use of addi-
tional sources of information about the risks. The database contains two tables that
store information about hazardous IP addresses and networks from which the IP
addresses come from. The tables contain information such as:

IP address of the host or network,

threat geographic location,

the source from which comes the threat,

port on which the network communication occurred in LAN,
decision on whether to block the IP address as a danger,
date when the IP address was added to the database.

In order to ensure appropriate level of security, in the database were created two
users with different access to the database. To communicate with different sources
of information about threats, the user who has rights only to add new records to the
database is designated. The second user is granted full rights to the database subject
to log on locally.

5 Analysis of Risks in the WEB Server

In Fig. 14, a draft of the system in the WEB server is presented.

A Python script developed by Romain Gaucher has been applied to analyze and
detect threats for the PIAP Web site Server. The script is used to analyze the
Apache server logs. In the system described in the present article, the fifth version
of the script (scalp-05.py) is used. The script is a form of IDS (Intrusion Detection
System) application, which is running on user computer. It uses the access log to
selected web server pages in PIAP. Scalp-05.py is used in the analizaO.sh script
(Fig. 15). This script contains tables of the analyzed websites logs. It analyzes the
information at a frequency of 10 min, defined by the system administrator.
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| Threat analysis WEB

Fig. 14 Projekt systemu serwer WEB

#!/bin/bash

LANG=en_EN

startD=$(date +%d/%b/%Y:%H:%M -d "-10 minutes")

endD=$(date +%d/%b/%Y)

p="$startD; $endD"

echo $p

logs=(
"/var/log/httpd/www.automaticon.pl-access log"
"/var/log/httpdPIAP/www.piap.pl-access log"
“/var/log/httpd/www.par.pl-access_log"
“/var/log/httpd/www.design.piap.pl-access_log"

)

rm -rf /home/admin/Security/Data/scalp-out/*.txt

for i in "${logs[@]}"

do

/home/admin/Security/bin/scalp-05.py -1 $i -f

/home/admin/Security/Data/default_filter.xml -o

/home/admin/Security/Data/scalp-out --period "$p"

echo $i
done

Fig. 15 The analiza0.sh script



System Responsive to ICT Security Incidents in the LAN 101

#1/bin/bash

address=($(cat /home/admin/Security/Data/scalp-out/*.txt | awk '{match(s0,/
[0-9]+\.[0-9]+\.[0-9]+\.[0-9]+/); ip = substr($0,RSTART,RLENGTH); print ip}'
sort -u ))

for i in "${address[@]}"

do

/home/admin/Security/bin/rblcheck.sh $i 1
done

Fig. 16 The analizal .sh script

IP addresses are extracted from the log files generated by the script analiza0.sh
(Fig. 15) and evaluated in the same manner as during analysis of flows in the LAN
(Fig. 16).

6 Summary

The study used a router and web server running CISCO and Open Source software.
As aresult of the research, System responsive to ICT security incidents in LAN was
implemented. During tests lasting 146 days, 585 Class C network addresses and
2342 individual IPs have been blocked. The analysis of the information collected in
the database, reveals that the majority of LAN security breach attempts took place
outside working hours of the network administrator. Between 8 am and 4 pm hours
the system has blocked 790 individual IP addresses and 178 Class C networks, and
between 4 pm and 8 am hours, the system has blocked 1552 individual IP addresses
and 612 class C networks. The result of the above addresses being blocked was
reduction in severity of harmful effects of attacks on the LAN resources. Therefore,
in order to enhance security during absence of network administrator, it is necessary
to automate both the analysis process and application of adequate protection
measures against intruders. The distinguishing feature of the described solution is
building a scalable LAN security system using RBL servers commonly used in
e-mail security systems.

References

1. Maj, M., Silicki, K.: Classification and terminology of the network security incidents.
CERT POLSKA, Warsaw (1999). http://www.cert.p/PDF/SECURE99_referatCP_klasyf.doc

2. Regulation of the Prime Minister of Poland from 20th July 2011 on the basic safety
requirements of ICT, Warsaw (2011)

3. Wrzesiefi, M., Olejnik, L., Ryszawa, P.: IDS/IPS: Systems Detection and Prevention Against
the Intrusion to Computer Networks. PAR, Warsaw (2013)

4. RFC 3954 (2004). http://www ietf.org/rfc/rfc3954

5. Krmicek, V., Vykopal, J.: NetFlow Based Network Protection, Security and Privacy in
Communication Networks. Springer (2012)


http://www.cert.pl/PDF/SECURE99_referatCP_klasyf.doc
http://www.ietf.org/rfc/rfc3954

102 M. Wrzesient and P. Ryszawa

6. NetFlow Version 9 Flow-Record Format (2011). http://www.cisco.com/en/US/technologies/
tk648/tk362/technologies_white_paper09186a00800a3db9_ps6601_Products_White_Paper.
html

7. Introduction to Cisco IOS NetFlow—A Technical Overview (2012). http://www.cisco.com/en/
US/prod/collateral/iosswrel/ps6537/ps6555/ps6601/prod_white_paper0900aecd80406232.
html

8. Dooley, K., Brown, LJ.: Cisco. Cookbook. O’Reilly Media (2003)

9. Fry, Ch., Nystrom, M.: Security Monitoring. O’Reilly Media (2009)

10. Santos, O.: Network Security with NetFlow and IPFIX: Big Data Analytics for Information
Security. Cisco Press (2015)
11. Lucas, M.W.: Network Flow Analysis. No Starch Press, Inc (2010)


http://www.cisco.com/en/US/technologies/tk648/tk362/technologies_white_paper09186a00800a3db9_ps6601_Products_White_Paper.html
http://www.cisco.com/en/US/technologies/tk648/tk362/technologies_white_paper09186a00800a3db9_ps6601_Products_White_Paper.html
http://www.cisco.com/en/US/technologies/tk648/tk362/technologies_white_paper09186a00800a3db9_ps6601_Products_White_Paper.html
http://www.cisco.com/en/US/prod/collateral/iosswrel/ps6537/ps6555/ps6601/prod_white_paper0900aecd80406232.html
http://www.cisco.com/en/US/prod/collateral/iosswrel/ps6537/ps6555/ps6601/prod_white_paper0900aecd80406232.html
http://www.cisco.com/en/US/prod/collateral/iosswrel/ps6537/ps6555/ps6601/prod_white_paper0900aecd80406232.html

Practical Aspects of Hammerstein Models
for Nonstationary and Nonlinear Processes

Karol Koniuszewski and Pawel D. Domanski

Abstract Practical experience shows that in real modeling situations an engineer
has to cope with several issues associated with non-stationary behavior, nonlinear-
ities, data deficiencies and identification process limitations caused by technology.
The paper presents observations and practical solutions developed in such a situ-
ation. The goal of the modeling is to derive nonlinear model that captures most
of the process characteristics and can be a base for process simulations and fur-
ther design of alternative control structures. The model under consideration is of
Hammerstein type. Proposed modified structure covers process nonlinearities and
has embedded self-adaptation mechanism enabling satisfactory operation in non-
stationary environment.

1 Introduction

This paper covers two interesting aspects of process modeling: identification in non-
linear, non-stationary environment and limitations (or specifics) of project realiza-
tion in the real industrial world. In fact, both issues pervade each other. Additionally
experience shows that classical original theoretical stipulations rarely meet reality.
Practice is much more rich. Thus engineer performing modeling in industry has to
be always prepared for strange situations and limitations revealing openness, flexi-
bility and real engineering art. On the other hand theory cannot be neglected as it
delivers tools that allow to solve upcoming problems. The ultimate goal has to be
finally reached using the customized set of methods and algorithms.
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The goal is simple. There is an installation and its owner wants to improve
performance. There are several ways of the improvement: mechanical reconstruction,
instrumentation rehabilitation or control system upgrade. We focused on the last
option. Decision was based on the evaluation of control system quality called Process
Control Assessment (PCA) [1, 2].

Most often design and evaluation of the new control scheme requires simulations.
To perform those we need to have an appropriate and relevant model. That model
has to catch the most of the process dynamics and constraints, should not be too
simplified and it should not be over-sized nor over-complicated as its calibration
may be painful and identification time is limited.

The first principle models are the most probable candidates. However, they have
two shortcuts. They are idealized and their calibration or fitting into industrial reality
might be too difficult or sensitive. Empirical models are the second option. One may
choose between different classes [3], like linear or nonlinear regression, Wiener-
Hammerstein, neural networks, fuzzy, hybrid models, etc.

Hammerstein [4] structure was selected in the presented case, although other
approaches were also considered and rejected.

The next design decision was associated with the model structure [5]. One have
to select the appropriate signals that will be used as model inputs and outputs. The
outputs selection is relatively easy as they should reflect control goals. Input selec-
tion [6] is rather unclear depending to different extents on signals availability and
quality, process knowledge, statistical analysis, applied benchmarking indexes, etc.
Concluding, model structure identification is somehow like an art.

Once the structure identification phase is achieved, we may progress towards esti-
mation of model parameters. In our case we are focusing on Hammerstein structure.
This model consists of two parts the procedure often consists of two separate phases:
identification of the nonlinear static part and linear dynamic one. One may find many
methods, starting from classical one [7], where parameters of the non-linear part are
determined by any non-linear optimization, while the linear part may be determined
by least squares approach. In the literature we may find many more papers consid-
ering different identification approaches, i.e. blind approach [8], iterative [9], multi-
variable methods [10] and aspects as for instance identification in closed loop [11].

In the presented case, authors had to find a model in the situation of the MISO
process with non-stationary behavior. Different approaches were tested. Results of
the adaptive model operation form an original result.

The paper is organized as follows. In the starting Sect. 2 the theoretical basis for
the considered subject are presented. Then Sect. 3 presents and discusses practical
observations, features and limitations found in course of paper. Those two back-
ground sections are followed by presentation of the practical modeling process exam-
ple (Sect.4). The paper concludes in Sect. 5 with the discussion of obtained results
and presentation of open issue for future research.
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2 Theoretical Aspects

In this section main theoretical background for the paper is presented. There are
three main subjects that are included in the presented approach and require closer
attention: model structure identification, Hammerstein multi-variable models, and
aspects of model adaptation as the solution to non-stationarity.

2.1 Model Structure Ildentification

Model structure identification is quite a tedious task, not well defined and very often
customized to the problem. Frequently it consists of several steps, while each of them
gives fragmentary contribution to the overall methodology. The methods used in the
considered example are shortly sketched below.

Cross correlation is a measure of similarity or dependence. A strong correlation
between signals x and y means that the growth of x is accompanied by the growth of
y and opposite.

6W=/(X(t)—5€)(y(t)—?)dt )]

To get a value between [—1, 1] standardization as a factor in the variance of the
signal—called the covariance correlation is used.

Autocorrelation is a measure of the correlation signal s(¢) with its copy delayed by
time shift = [12].

o,,(1) = /s(t)s(t + 7)dt 2)

Function reaches maximum at zero and the existence of other peaks is associated
with the presence of periodically recurring phenomena in the signal.

Histogram is the graphic way to present empirical distribution characteristics. Boxes
are on the one hand determined by the class intervals’ features, and their amount is
determined by the number elements falling into a particular class. If the histogram
shows only numbers, not the probability density, the width of the compartments
should be equal. Histogram enables to get the feeling about probabilistic function
distribution of the variable.

Butterworth low-pass filter is designed to have maximally flat frequency response
in defined passband against close zero in the stop-band. Filter frequency is deter-
mined by 3 dB drop in passband with response roll of n - 6 dB per octave, where n is
the filter order [13].
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x(t) static (momoryless) x’(Y) linear dynamic ¥
nonlinearity model
x’(1) =g(x(v) YO =fix’®)

Fig. 1 Hammerstein model scheme

2.2 Hammerstein Models

They belong to the class of nonlinear dynamical models called block-oriented ones.
It consists of a nonlinear memoryless static element followed by linear dynamics (see
Fig. 1). Static nonlinear function g(.) and linear dynamic one f(.) can be generally of
different origin [7]. In our case we mostly use static SISO and MISO polynomials as
g(.) and ARX empirical regression models as f(.).

2.3 Model Adaptation

Adaptation of the models is needed when the assumption that process parameters are
constant in time fails. For the sake of simplicity most of the modeling approaches,
starting from the first principle described by stationary differential equations up to
complex empirical models like neural networks or other heuristics, assume no vari-
ations in parameters. However, practice is not so ideal. Real process always vary in
time due to the mechanical aging, technology/production variations or human inter-
ventions. Thus we should embed into the model adaptation mechanisms.

In literature the subject was historically of the great interest and we may find
several different approaches [3, 14, 15]. We may find two main scenarios, which
are analogous to the adaptive control schemes. One of them is called Gain Schedul-
ing and means switching of the several models according to the known and varying
external variables. The second one (Model Reference Adaptive Control) refers to
the constant or recurrent model updates, like RLS (Recursive Least Squares). It hap-
pened that both approaches were tested.

3 Practical Considerations

The modeling approach described in the paper was mostly driven by industry require-
ments constrained by technology and I and C (Instrumentation and Control) lim-
itations. There are two main common issues that should be always remembered.
Historical data access, collection and preprocessing embedded in plant data historian
is the first one. Aspects of identification in the mixed mode with some process loops
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operating in MANUAL and unfortunately the most of them in AUTO (resulting in
close loop identification). Both those aspects are discussed below.

3.1 Data Collection and Preprocessing

Working with the real object is associated with a number of complications and prob-
lems. Considerations of economy or security limit or even block testing experiments.
Complexity and the multitude of influencing factors often prevent model develop-
ment based on physico-chemical equations. The only available solution is to work
with historical data. Plant is normally working with the set of control loops. The
operation generates a further complication for the identification process, in particu-
lar when operators switch to the manual mode.

The consequence of this action is the presence of constant value with no change
despite process variations. This prevents the use of a standard approach to the iden-
tification based on the assumption of dynamic, not periodic signal. Process often has
non-stationarity, resulting in variations depending on external unknown factors, like
weather conditions, variable product quality and installation throughput. It makes
simple determination of a steady state impossible.

The scale and interconnection with other installations make it difficult to deter-
mine the parameters affecting the object, because its function is affected by factors
occurring in the other areas of installation. Thus close cooperation and consultancy
with plant personnel is crucial. Additionally data collection is frequently not an easy
part, as the historian may be hardly accessed and it often embeds strange mod-
ifications into the stored data. Nevertheless, an engineer beginning the modeling
process must be aware of traps and problems associated with working in real indus-
trial facility.

3.2 Close Loop Identification

Identification of the dynamics, which is inside of the close loop is often a challenge.
In industry it is often impossible to open the loop, apply external identification input
and collect data. Apart from the cost of stopping regular production and adding of
external disturbance, everybody have concerns about installation safety and associ-
ated risks. However, in closed loop case standard identification policies fail due to
the convergence criteria. There are two options:

« Indirect Process Identification: An overall model of the closed-loop is identified.
The controller has to be known and than process model is evaluated.

 Direct Process Identification: The process is identified as it is, without intermediate
step of closed-loop model identification.
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In reality it is difficult to have knowledge about real controller. It is often complex
structure with several blocks, like nonlinear functions f(x), feedforwards, override
controls, interlocking, normalizations, interactions with other loops and human inter-
ventions (biases, setpoint changes, etc.). Thus we are left to the Direct Process Iden-
tification option despite all deficiencies.

4 Real Case

The process under consideration originates from chemical facility performing natural
gas processing. Required natural gas heating temperature is obtained in the natural
gas heater. It is vertical apparatus consisting of three heat exchange sections, where
natural gas gets heat from the hot flue gases resulting from combustion of the heating
gas in the bottom radiation heater element. In this heater steam is added to natural
gas. The process is considered to be MISO. Initially the all available process data
was collected with 14 possible input signals and 1 output—natural gas temperature
after the heater.

Three datasets of different type were collected: dynamic 5 s data and static 5 and
10 min. Combination of those sets enables4 evaluation of static process curves and
further dynamic models.

Selection of appropriate signals from the entire set of measured and collected
data was essential determining further actions of the entire modeling process. The
first step was to determine the value of cross-correlation of the signals collected
and measured for installation. According to the performed calculations the cross-
correlation maps were evaluated (Fig. 2) helping to find existing dependencies. Dark
areas of the map are of particular concern. Those signals formed the first set for
further consultation with technology expert to confirm the findings.

Calculation of cross-correlation values serves not only as a tool for selection of
relevant data, but actually reveals information on the process nature giving premises

SIGHAL NUMBER
SIGNAL NUMBER

@
SIGNAL NUMBER

Fig. 2 Cross-correlation maps for static (lefr) and dynamic (right) data
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Fig. 4 Examplary autocorrelation delay identification

about model structure. Combination of the cross-correlation analysis for static and
dynamic data helped to detect anomalies (Fig. 3).

Autocorrelation analysis was performed to determine the overlapping relation-
ships and associated delays (Fig.4). Determination of histograms allows for aggre-
gation of interdependent signals. Confronting histogram with correlation analysis
enables to remove undesired connections between signals.Further filtration of sig-
nals was performed in order to remove distortions contained therein. In particular this
includes signal noises and removal of existing peaks of unknown origin (archiviza-
tion process, control system errors, instrumentation malfunctioning, data collec-
tion, ...). Butterworth low-pass filter was customized for each signal and applied
(Fig.5).

Further structure simplification was obtained through data aggregation. It was
mostly done manually through observation of alternative or interchangeable vari-
ables and operations like averaging. Examples are sketched on Fig. 6. Whole data
conditioning and structure identification process reduced the number of inputs to 8
variables.
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Once the model structure was defined the static element type was chosen. MISO
polynomials were selected. The characteristics were approximated through first- or
second-order polynomial curves. Their quality was measured by Minimum Square
Error (Fig. 7). The case was modeled through a series of tests which, although did
not give the fast result, guided towards better solution. Several different options for
combination of SISO or MISO polynomials were checked, while regression ARX
and ARIMA models were tested as the dynamic linear model.

Experiments demonstrated the weakness and unsatisfactory sensitivity of the sta-
tic part against high quality and robustness of the dynamic element. This determined
the next step, which was to improve the static block. Changes included adding of the
adaptation.

At first the input data were clustered and several sub-models were identified. The
model adapts through switching, similarly to Gain Scheduling. Unfortunately the
approach did not work. There were not enough data to identify models for all subre-
gions. Thus the overall adaptation was incomplete and could not be used.
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Table 1 MSE comparison

Hammerstein

Multi-regional

Adaptive

MSE

0.0118

4.1131

0.0083
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The second option formed original approach of receding window relearning. The
system keeps some memory window and with some sampling period relearns poly-
nomial model according to the recent history stored in the window memory. This
relatively simple and robust approach proved its effectiveness. Figure 8 shows its
quality together with the MSE comparison—Table 1. Once the static part deficiency
was improved, the overall MISO Hammerstein model could be put together.

5 Conclusions and Further Research

The paper presented the real process of the nonlinear multi-variable modeling for
the real industrial installation of the natural gas heating facility. There are two main
contributions of the paper: identification process in the real industrial environment
and specific original approach to the non-stationary static characteristics identifica-
tion based on the self-adaptation of polynomial-based multivariable model through
recursive window-based memory.

Obtained models proved their efficiency tested on the several independent indus-
trial data sets. Nonetheless, it should be stated that the model itself was not an
ultimate goal. Derived model will be next used to design the APC control struc-
ture for its off-line testing validation (proof of concept). Once it is designed the new
control scheme will be applied to the process and only then, formally, its efficient
and robust operation will confirm identification quality. Thus presented developed
model is only an intermediate milestone towards the final goal.
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Abstract The main objective is to provide a declarative model enabling to state a
constraint satisfaction problem aimed at multi project-like and mass customized
oriented multi-product scheduling. Its formal representation enables to formulate
the straight and reverse problem scheduling of a newly inserted orders portfolio
subject to constraints imposed by an enterprise multi-project environment. Con-
sidered problems correspond to the routine questions faced by decision makers and
are formulated either in the straight or reverse way, e.g. Is it possible to undertake a
new portfolio under given resources availability (e.g. constrained in time) while
guaranteeing disturbance-free execution of the already executed portfolios? What
values and of what decision variables guarantee the production order (or orders
portfolio) will completed while following assumed set of performance indexes? In
that context a computationally effective approach aimed at simultaneous routing
and allocation as well as batching and scheduling of a new portfolio subject to
constraints imposed by a multi-project environment is sought. Provided examples
illustrate both cases while taking into account robust scheduling requirements
imposed by multi-project environment constraints.
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1 Introduction

The resource-constrained multi-product scheduling problem where the activities of
newly occurring production orders portfolio must be scheduled either as to mini-
mize its duration or as to follow assumed deadline is quite well-known. It has been
emerged and addressed by many researchers [1, 2]. However, its extensions, e.g.
assuming each activity executed along production order under the presence of
precedence and resource constraints in multiple production order environment can
be performed in one of several modes representing a relationship between the
resource requirements of the activity and its duration are rarely available.

Since the most frequently occurring questions are such as: Does a given pro-
duction orders portfolio specified by its resources allocation guarantee the portfolio
makespan will not exceed a given deadline? Does there exist a set of operation
times guaranteeing the completion time of a given production orders portfolio will
not exceed assumed deadline?, hence our contribution can be seen as an alternative
approach to Decision Support Systems (DSSs) design, i.e. allowing one to take into
account both: straight and reverse problems formulation. More precisely, allowing
one to answer whether a given production order specified by its cost and completion
time can be accepted in a manufacturing system specified by a given production
capability and/or what manufacturing system capability guarantee completion of a
given production orders portfolio under assumed cost and time constraints. In that
context our contribution is dedicated to a computationally effective approach mostly
aimed at simultaneous routing and allocation as well as batching and scheduling of
a new portfolio subject to constraints imposed by a multi-project environment.

Existing methods assume that routing and allocation as well as batching and
scheduling decisions are made independently, i.e. each production order is treated
as an activity network and is assigned to processing units, and then divided into a
number of batches (batching), and sequenced (scheduling). Several techniques have
been proposed in the past 50 years, including MILP [3-5], Branch-and-Bound [6]
or more recently Artificial Intelligence [7]. Most of them are oriented at
multi-criteria planning problems formulated as direct ones focusing on questions
such as: Is it possible to undertake the given project portfolio under a given resource
availability while guaranteeing disturbance-free execution of already scheduled
activities? Therefore, in order to consider an alternative, i.e. reverse planning
problem (focusing on: Which values of the system parameters guarantee that the set
of orders will be completed while giving a certain set of values for performance
indexes?) this contribution proposes a declarative framework aimed at reference
model of a multi project-like and mass customized oriented multi-product
scheduling.

The considered model has to specify both the job shop capability and the pro-
duction orders requirement in a unified way, i.e., through the description of
determining them sets of variables and sets of constraints restricting domains of
discrete variables. In other words, our reference model aimed at providing a
decision problem encompassing equilibrium between possible expectations
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regarding potential orders completion and available production capabilities, has to
focus on resources conflict resolution, i.e. conflicts arising in case different activities
(operations) simultaneously request their access to common shared resources of
limited quantity.

The remainder of this paper is organized as follows: Some related work are
discussed in Sect. 2. Illustrative example of basic concepts are presented in Sect. 3.
Section 4 introduces to our main contribution and provides problem formulation.
Conditions sufficient for orders portfolio acceptance standing behind problem’s
solution are discussed in Sect. 5 and concluding remarks are presented in Sect. 6.

2 Related Work

A Resource Constrained Project Scheduling Problem (RCPSP) arises when the
available resources are not enough to satisfy the requirements of the activities that
can be performed concomitantly [8]. The RCPSP which involves scheduling project
activities subjected to temporal and resource constraints, while minimizing the total
project duration can be classified into single project scheduling problem and
multi-project scheduling problem. Two main approaches to such strongly NP-hard
problems [9] can be distinguish so far that is: mathematical programming and the
artificial intelligence approach. Consequently, solutions to these problems can be
obtained by many different methods (mainly aimed at tasks scheduling and resource
allocation), widely covered and classified in the literature [10, 11]. Among them the
methods providing exact solutions as mathematical programming, dynamic pro-
gramming, etc., and approximately as evolutionary algorithms, tabu search, ant
colony as well as dedicated heuristics [12] can be recalled. Moreover, many dif-
ferent advanced while problem oriented planning and scheduling software appli-
cations have been developed so far, e.g. SAP APS, Asprova by PMC, D-Opt by
Greycon, etc. (www.capterra.com/production-scheduling-software).

Very limited work focuses on the joint technological processes, transportation
routing and financial [8] as well as a new Decision Support System (DSS) oriented
modeling framework enabling to evaluate and prototype alternative flows of Pro-
duction Orders Portfolio (POP) in the manufacturing systems disposing untapped
potential in production capacity [13]. Furthermore, there is another aspect of the
addressed class of problems, namely multi-criteria decision making under uncertain
conditions. Studies conducted so far on declarative models implemented in fuzzy
sets framework, show that the fuzzy model of POP online control can be supported
by constraint programming techniques [1]. Declarative approaches to systems
and/or process modeling promise a high degree of flexibility. In that context,
Constraint Programming (CP) framework can be considered as a well-suited
framework for development of decision making software supporting small and
medium size enterprises in the course of a variety, unique-product and mass cus-
tomized oriented, i.e. multi-order-like, production [14].
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Limited work concentrates on finding a computationally effective approach
aimed at simultaneous routing and allocation as well as batching and scheduling of
a new production order subject to constraints imposed by a multi-project envi-
ronment. More precisely, allowing one to answer whether a given production order
specified by its cost and completion time can be accepted in a manufacturing system
specified by a given production capability and/or what manufacturing systems
capability guarantee completion of a given production orders portfolio under
assumed cost and time constraints. In that context the paper can be seen as con-
tinuation of our former work aimed at POP production flow planning focused on
coordination of processes and activities involved in course of work orders pro-
cessing [14-16].

3 Illustrative Example

The paper focuses on a multimode resource-constrained POP scheduling problem,
which contains mode selection problem and activities scheduling problem for
multiple orders subject to constraints imposed by a multi-project environment. In
that context, taking into account that a schedule is robust, if reasonable disruptions
have no significant effects on the performance of the planned or so-called base-line
schedule, the paper focuses on POP scheduling guaranteeing that its each activity
could be executed on at least one among a given number of alternative resources,
i.e. on POP robust scheduling.

The problem considered adheres to the following assumptions: the considered
POP consists of n parallel production orders, each order consists of activities. Due
to assumed precedence order each activity can be started if and only if all of its
preceding activities have been completed. Each activity must be performed in only
one of possible modes, with each activity mode possibly having different pro-
cessing times and different resource requirements. Mode switching is not allowed
when an activity is being executed. The shared resources that activities require are
nonrenewable resources which are limited for the entire production order. The
interrelationship among activities is executed in a certain order using an
activity-on-node representation, in which the node represents an activity and path
arrows demonstrate the logical sequencing from node to node through the network.
The starting time of each POP is dependent upon the system resources availability,
i.e. the guarantee the all activities will be executed along preserved orders, while
not disturbing already executed, formerly scheduled POPs.

In order to illustrate a main idea standing behind of our approach let us consider
the case where actually scheduled production flow realized in the Flexible Manu-
facturing System (FMS) composed of 4 Machining Centers (MC) is depicted by the
Gantt’s chart shown in Fig. la.

Let us assume a new POP composed of only one production order (see Fig. 1b)
is waiting for acceptance at the moment 5. Conditions enabling acceptance of the
order are following: the order completion time cannot increase 16 u.t., the resources
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allocation as well as operation times cannot differ from alternatives assumed, see
Fig. 1a. The sought schedule has to follows its robustness constraint guaranteeing
that in case of unforeseen disruptions, e.g. malfunction of planned to use resource,
at least one alternative mode replacing disabled resource can be used not leading to
extension of assumed deadline.

The illustration of feasible solution assuming ¢ =1 |, £§,=0 ,,
t11’3 =t%’3 =t‘1"3, and tf’_g =t12’3 is shown in Fig. 2a. The cases following possible
disturbances (malfunction of machining centers) and alternative rescheduled plans
are shown in Fig. 2b—d. It should be noted however, that in case the j-th operation
planned for execution in the i-th production order could be served only by M, or
M,, the only available schedules (in case of M, malfunction) will result in
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overcoming of the assumed order completion deadline. Therefore, this remark
motivates us to consider both the straight and reverse formulations of robust
scheduling problem.

4 Problem Formulation

Well known problem of Multimode Resource-Constrained POP scheduling
(MRCPOPS) subject to constraints imposed by a multi-project environment can be
extended to robust MRCPOPS (R-MRCPOPS) problem. In such environment
robust scheduling results in the POP schedule guaranteeing that each planned
activity can be executed on at least one among a given set of alternative resources.
In this paper we discuss due-date extension of R-MRCPOPS problem, i.e. cases
assuming the all production orders have to be completed before a given deadline
within assumed period of time.

Given FMS composed of the set of MCs and the base line scheduled describing
their usage within a given time horizon. At a given moment within the time horizon
Hpy,s the new POP-like order requests its acceptance. POP is specified by the given
set of activity networks, the deadline Hppp, and the time window within which all
orders have to be completed. Since some of MCs being a multi-functional machine
tools can replace each other, however with different operation times, hence sub-sets
of MC:s selected for alternative execution of distinguished operations are given too.

In this context our robust scheduling problem can be formulated either in:

e a straight way (i.e. corresponding to the question: What results from pre-
mises?), e.g. What POP schedule following a given set of operation times, the
deadline Hppp and TW, as well as constraints imposed by a FMS base-line
schedule and MC replaceability, guarantees assumed robustness of the POPs
schedule?, or

e a reverse way (i.e. corresponding to the question: What implies conclusion?),
e.g. What MC replaceability guarantees that the resultant schedule of a given
POP will meet assumed robustness of the POP schedule?

In order to formulate robust scheduling problem in terms of a declarative
framework the following assumptions regarding the sets of decision variables and
corresponding domains as well as constrains are proposed.

Given the set of MCs M={M, ..., M;, ..., My} (wWhere M; means the i-th
MC and LM a number of MCs in the FMS) required for execution of operations
belonging to a set of different production orders Z", in general case being a family
of POPs. The set Z* provides multi-project environment within which a newly
introduced POP Z is scheduled.

Consider POP Z composed of Z; € Z specified by the set of operations
0,= {0,-,1, .5 04 ...,oi,,,)@}, where 0;; means the j-th operation, while lo(i) a
number of production order Z; operations. Operations execution order is specified
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by digraph G; = (O;, E;), vertices of which refer to operations from the set O; and
arcs (0; 4,0 p) € E; represent relation: o; ,<o0; , (<CO; X O;), which means: “0;, is
executed before o0;;”.

For each operation o;; its execution (processing) time ?; ; € N™* and the set of

alternative modes of MCs is assigned M;; € {mbil’]-, ...,mb{fj, ...,mbff’j(i,j)},

where mbf’ ; €M, possibly having different processing times.
The following constrains have to be satisfied:

each operation o;; can be uniquely executed on the one MC from M,
at each moment only one operation o;; can be executed on the MC from M, ,
the resources are non-preemptable, that means the resources of M; ; are reserved

by operation 0{{ ; until its completion, and cannot be used by other operations,
(Note that usage of one, e.g. mpﬁ j» among the set M;; implies reservation of
other resources from M}, i.e. results in a schedule robustness.)

e resources from M;; are released immediately after completion of actually exe-
cuted operations.

Taking into account above mentioned assumptions the following problem can be
considered: Given FMS, where simultaneously executed production orders
7" = {Z . ,Zq} are processed within assumed time horizon Hp,g, and the POP
Z expecting to be completed within time horizon Hppp included in Hpyg
(Hpop C Hrys)- Dose there exist robust schedule X = (X1, Xz, ..., X,) for portfolio
Z guaranteeing Hpop holds? Therefore the following Constraints Satisfaction
Problem (CSP) [15, 16] can be considered:

cS=((V,D),C) (1)
Decision variables V
o Xi={xi1,....Xijs ... X po(s) } for i=1...n—set of start times for the opera-
tion o0;; belonging to Z,
e V= {y,-,l, s Yigs ...,y,-,,(,(,)} for i=1...n—set of completion times for the

operation o0;; belonging to Z, where y; j =x; ; +1;.

Fixed factors

Hpys—time horizon of considered base-line schedule,
Hpop—time horizon of Z completion,

o Ti={ti1,....tij, ...ty } fori=1...n—set of the operation offj processing
times,
o X, = {)_c,-,l, e X ...,J"ci,h,(,-)}—set of the start times for the operations 0, ;

belonging to production orders Z I ...,Z% {see the base-line schedule},



122 G. Bocewicz et al.

o Vi={¥i1, ... 3ij -+ Vit p—set of the completion times for the operations
0; j belonging to production orders Z', ...,Z9. Note that over-lined terms, e.g.
x; ; and y; ;, differentiate specification of production orders belonging to Z" from
ones belonging to Z.

Domains D
x; €Ny;; €N fori=1...nj=1...lo(i).

Constraints C

e precedence order 0; ;< 0; p:

Viia <Xi,a,V(0i,4:0i 1) € E; (2)

e admissible allocation of the operation o;; to the resource, e.g. mbﬁ i within
Hpop:

xi’jEH,yi’jEHpop, fori=1...n,j=1...lo(i), (3)

e admissible allocation of operation o;; to the resource, €.g. mbff j» in available time
windows (not occupied by the operation o, ; from production orders Z ...,z
utilizing mb} ):

(vij <Xap) V (Ya.p < i j)

for each o;, 04,1, Where
Mij 0 M, # @, (4)

e mutual exclusion protocol synchronizing processing of operations, e.g. to o, ;

and o, ;, competing with access to the common shared mp, ;:

(vij <%ab) V (Varb <))

for each o;, 0,5, Where
Mi,j n M[t,/) # . (5)
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5 Conditions Sufficient for Projects Portfolio Acceptance

In order to speed-up searching process, however at cost of losing of some admis-
sible solutions let us consider, besides of the following (mentioned earlier)
constraints:

e specifying an FMS current base-line schedule of time windows within which
FMS workstations are not busy in assumed time horizon Hpyys,

e determining the set of POP’s production orders, the time horizon Hppp, sets of
operation times and sets of alternative modes as well as technological orders
(activities networks) for each Z; € Z,

the constraint assuming, that for each production order Z; €Z a number of its
alternative modes allocation variants match-up time windows available in currently
observed base-line schedule (i.e., guaranteeing required robustness of the POP
schedule). An idea standing behind of that constraint is to propose a sufficient
condition guaranteeing there exists at least one solution even at cost of losing of
some feasible solutions.

The notation introduced below allows us to propose the sought constraint
through

"—index of the n-th recursion step,

X —set of start times of operations from Z" (i.e., the base-line schedule of Z),
Z1p € Z—production order possessing the longest critical path,

L(Z)—function returning Z;p € Z,

X p—set of start times of operations from Z;p (i.e., the robust schedule of Z;p),
X"—set of start times of operations from Z" U ZJ5 !,

CSrp (X ,Z; p)—Tfunction returning robust schedule X; p for Z; p following extension
of X taking into account newly allocated operations from Z, p, i.e.:

Xip if for CS(1) thereis a solution following Zyp and X

CS1p(X, Z1p) = { @ if for CS(1) thereisalack of any solution

the following recurrence formula:

X;p=CS(X".Z}p). X" =X"""UX}; ' Z}p=L(Z"); 2" =2"""\Z}; ' #@ (6)
where: X =X"; Z),=L(Z"); Z° =Z are base cases.

In order to illustrate this condition let us consider the base-line schedule of the

given Z* shown in Fig. 3a and Z composed of two production orders specified by
activity networks shown in Fig. 3b.
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Fig. 3 Illustration of the sufficient condition: the base-line schedule (a), activity networks of POP

considered for robust scheduling (b)
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Taking into account first two steps of the recurrence formula (6) (see below), the
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t condition is shown in Fig. 4b.

Zp=L(2%; Z°=Z
Z1,=L(Z"); Z'=2°Z},
Zip=L(Z%); Z°=Z"\Z}p

Zi.=L(Z"); Z'=7""“Z/;'#@
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6 Concluding Remarks

In this paper, the reference model of CSP was established to solve a due-date
extension of robust multimode resource-constrained POP scheduling problem under
constraints imposed by a multi-project environment. The model provides a formal
framework enabling robust scheduling of POP, and resulting in a makespan fol-
lowing the given deadline and the time segment within which each production order
should be completed. Subsequently, to solve this problem, the set of constraints was
developed based on the particular nature of the model, which could be implemented
in a constraint programming driven DSS enabling to deal with the selection of
modes to activities, and with the scheduling of all activities. The results and
analysis were illustrated through examples presenting introduced assumptions and
following them sufficient condition supporting possible implementation of greedy
algorithms.

It should be noted that our robust scheduling excepted value model was for-
mulated with some assumptions, so it may not represent the precise production shop
environment. Therefore, future research would be the consideration of more
restrictions rather than assumptions, e.g. concerning the resources capacity. Another
area of improvement would be the robustness metrics for due-time POPs
scheduling. Moreover, more research needs to be devoted to more efficient heuristic
methods and their implementation in problem dedicated DSSs.
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Selected Aspects of Automatic Maneuver
Control to Avoid Moving Obstacles
Resulting from the Simulation Analysis
of the Course of Aircraft Movement

Jerzy Graffstein

Abstract The article is focused on the results of analysis aimed at selected vari-
ables, which are found to be important for the automatic flight control in case of
passing by a moving obstacle. Desired values of state variables, significant for the
run of automatically controlled evasive manoeuvre, are computed. The set of four
control laws is proposed for selected object capable to perform manoeuvres from
the considered class. The appropriate controller gain are computed to guarantee the
fulfilment of criteria assumed for automatic control. Numerical flight simulations
are completed to cover the aforementioned phases of evasive manoeuvre and
selected scenarios of objects motion. The results obtained can be treated as the
source of information opening the deeper insight into a behaviour of the controlled
aircraft in case of known scenario of obstacle’s motion.

Keywords Obstacle avoidance « Automatic control - Computer simulation -«
Flight dynamics

1 Introduction

The essential characteristics of collision avoidance systems will depend primarily
on two of its components: the obstacle detection system [1] and the automatic
control system in the collision avoidance maneuver. The following thesis was set up
in the study: analysis of selected variables during the flight of the aircraft is of
fundamental importance for developing algorithms and the structure of the auto-
matic flight control of the aircraft having appropriate response to the threat of
collision [2, 3]. The maneuver for the aircraft to avoid movable obstacles is a
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complex issue due to, among others, a large number of variables that determine how
to accomplish the required maneuver. These variables affect the conditions of risk,
on the one hand, in various ways [2]. On the other hand, there are complex rela-
tionships between them determined by the characteristic properties of the dynamics
for the specific flying object. The course of the avoidance maneuver was discussed
for the selected object type and the scenario configuration of aircraft movement and
obstacles was accepted for consideration. The object—to—obstacle distance at the
moment of obstacle detection is determined by technical means used in obstacle
detector, first of all by the type of sensor [4—6]. The knowledge of this distance and
parameters of object’s and obstacle’s motion enables determination of the most
convenient anti—collision manoeuvre and its parameters [7, 3, 8]. The study
attempted to present the analysis method of selected variables from the simulation
course of automatically controlled avoidance maneuvers of moving obstacles. The
results presented in the analysis allowed conclusions on important aspects of
automatic control to be formulated. Proposals for modification of the system
resulting from the above proposals were presented.

2 The Trajectory of Avoidance Maneuvers

Defining the shape of the trajectory in order to avoid movable obstacles aims to
achieve better control over the safety of the maneuver protecting against collision
[9, 10]. It took into account, among other things, the conditions for minimizing the
amount of elementary maneuvers as well their greatest possible unification. The last
requirement allows for shaping the trajectory easily with a small number of
parameters. The most important objective to achieve in forming the trajectory of
avoiding moving obstacles is to avoid collisions safely and keep a minimum dis-
tance of not less than the value taking into account the adopted safety margin. The
course of trajectory shown in Fig. 1 selected in the study allows a collision to be
avoided, avoiding moving obstacles and returning to the previous pursued flight
plan. In addition, it seeks to return the aircraft to fly along a trajectory segment

Fig. 1 The theoretical . Y
trajectory avoiding the
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previously pursued. It was carried out at the shortest way in order to shape the
course of the trajectory in question, primarily serving the following two parameters:
the specified roll angle during the turn and the specified angle of yaw of the aircraft.
It was necessary to complete three turns in order to obtain the complex maneuver
illustrated. The first and third to the left and one to the right, each with the same roll
angle adopted in the study with a value of 60°. The first turn made in a time interval
of tpy to trr; ensured that a collision was avoided and, as a result, the aircraft
changed the yaw angle of approx. 40°. The second one undertaken in a time interval
of fz7; to tgr» enabled the obstacles to be safely avoided. During its duration the
aircraft changed the direction of flight of approx. 90°. The third one undertaken
from tz7> to tx,, ensured a return to the selected section of the trajectory which the
aircraft moved along prior to commencing the first turn. During the last turn the
aircraft changed its yaw angle by about 40°. While undertaking the complex
maneuver, the maximum distance of the aircraft from the previously undertaken
section of the flight plan was dor = rcyp. Where the radius reyp is the total
dimension of the aircraft, obstacles and the margin of safety [3, 11].

3 Control Laws and Desired State Variables

The specifics of the collision avoidance maneuver results in the need to establish
high requirements for the operation of automatic control. Such a system should
ensure a short time to adjust (especially when entering the turn), a small overshoot,
and low oscillation level during the maneuver. Analysis of the duration of these
phases of the maneuver with the selected situation was carried out in publication
[12, 13]. The proposed automatic flight control of the aircraft carrying out the
collision avoidance maneuver based on the control laws in four channels in the
following form:

Ous =Kf({.3(®z - 6) +K{{Q(Qz - Q) +{{W(WZ - W)

(1)
+ KIIZ] (le—Zl) +K{-IU(UZ— U)

dys =KY4>(‘15z - D)+ Klvp(Pz -P) +K1VV(V) + KYR(RZ —-R) (2)
815 =K{p(®. — ®) + K1p(P. — P) + K (V) + K{3(R. — R) (3)

Srs=Klo(0:— 0) +K{,(0. — Q) + K[y (W. - W)
+ Kszl (le_zl) +K1TU(UZ - U)

(4)
where the stated variables of the aircraft without index are measure in on-board of
aircraft: Vo=[U V W], Q=[P Q R]—components of linear and angular
velocity, [x; y1 z1], A=[® © W¥]—linear and angular position of the air-
craft, the stated variables of the aircraft occurring in the control laws of the ‘z’ index
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is the desired value, calculated as shown in further parts of the study,
u=[d6us Oys OLs Ors|—vector control (control surface deflection and throttle),
K with double index—controller gains.

When selecting the appropriate controller gains, this formula ensures a turn with
a specific roll angle which corresponds to the state of the predetermined radius turn.
The values of controller gains have been calculated solving the algebraic Riccati
equation (the method LQR) [14, 15] for steady state of aircraft manoeuvre. We are
taking into account the aforementioned criteria including possible quick change of
aircraft movement at the time of entry into the turn. In order to determine the value
of controller gains, the integral quality index [2] was applied:

t=tg

Jg= / (x"Qx+u'Rju)dr (5)

t=0

where matrix elements by weight of Q; and R; were selected experimentally by
way of digital movement simulation of the mathematical model of the aircraft.

The calculations were made initially only for flight conditions at a speed of
40 m/s (Table 1) being the average value of the interval velocity range within which
the selected object can move, as shown by the results of simulation studies pub-
lished later in the study for calculated ratios at lower speeds (Table 1) which did not
meet the selected control criteria. Satisfactory behavior of automatic control is
obtained after completing the calculation of controller gains (Table 2) for flight
conditions at higher speed (50-60 m/s).

Avoiding the obstacle desired value of the yaw angle of the aircraft in the first
stage:

Wz1=Yvs — Pans (6)
The angle of the aircraft path determines it dependency (7):

¥ysz = p, +arcsin([(Vp Vs)sin(yyp — p,)] (7)

Table 1 Controller gains of H [°S H [°S . H [° o
Ki (3] | KH [ H |8 K% g H
the laws of control for the o [m] f [l Kio [ﬁ] fo [ Kio [ﬁ]
speed of 40 m/s 37103 |0.7051 -12.869 | 0.15 —55.738
K}, [ v s v [es v [ v [
v [m] Kip [rad] Kir [rad] Kio [rad] Ky [rad}
1.6837 2.7048 —36.336 54 -3.6013
KL, [ L [os L [os L[ L[
v [m] Kip [rad] Kik [rad] Kio [ra ] Kiy [ra ]
2.146 9.7582 —19.728 92.1 6.0853
T (8 T [°8 . T T .
Kly @ | Kiw &) K, [%] Kl [ KT [K]
76.132 11.099 —41.396 —4.3036 —277.64
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Table 2 Controller gains of H [°S H [°S . H [° o
K = K = H S K = H
the laws of control for the w [m] w [m] K2Q [@] zl [m] Ky [ﬁ]
speed of 50 and 60 m/s 0.4477 | 0.3579 -9.8324  [0.1032 —58.4015
Ky [ v [es v [es v [ o
v [m] Kop [rad] Kor [rad] Ko [rad] Koy [rad]
2.1645 1.9199 —41.286 —-0.9571 0.0
KL, [ L [s L [os L o[ L[
v [m] Kb [rad] Kok [rad] Ko [rad] Ko [rad]
1.4796 6.2199 —16.125 120.594 0.0
T [°S T[S og T oo .
Ky @ | K &) K3, [ﬁ] KL [ K1 [ﬁ]
452.1 23.5 —-177.1 -39 —140.1

where angle line tangents to the circle have a diameter of r¢yp and the centre Op:
p2=Psp +arcsin(rcup /frsp), (8)
dla rep=rcyp, arcsin(l)=z2 p,=psp+n/2, 9)

and the line of sight angle [16]:

Psp=arctg (M) (10)

X1p —X18

Taking into account the angle of drift of the aircraft f,ys expressed as a
dependency:

Bys = arcsin % (11)
V Xis T Vis

In the adopted method the absolute value of a given roll angle has a constant
value. For the case under consideration it is @,; = +60°.

After reaching the predetermined value of the yaw angle, taking into account the
specified experimental safety margin, changes in the value occur. The new desired
value of the angle corresponds to the angle of the last path (of that angle) on that
section of path:

Yz =¥ _ﬂZNS (12)

The example considered in this phase requires a turn from the predetermined
value of the roll angle @,, = —60°. After obtaining ¥,, the yaw angle is still
maintained according to the dependency of (12), however the predetermined roll
angle is @3 = 0°.

The total allowable duration of the collision avoidance maneuver in avoiding
a collision with an obstacle should be no longer than:
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tzc = (rsp — rems) Vsp (13)

The specified speed of turn (in the terrestrial system around the axis Oz,) taking
into account the time to achieve [2] and the certain safety margin should not be less
than:

wz7 2 2(¥Y7 —¥s0) Atzc) (14)

where ¥y is the initial yaw angle of the aircraft. Taking (14) into account and on
the basis of kinematic dependencies of the aircraft [17, 13] the aircraft angular
velocity components in the system associated with the aircraft is described in the
following formula:

Py 0 — sin @y
O;1=10 sin @ cos Oz (15)
Ry wzz cos @z cos Oy

where @7 is the desired angle of pitch of the aircraft under equilibrium condi-
tions carrying out a turn of a predetermined angle of roll.

4 Analysis of the Results of Simulation Tests

The adopted mathematical simulation model (among other, publications [17, 13])
was with reference to [-23 Manager type aircraft. This included a simplified rep-
resentation of the actuator in the form of a first-order inertial term. A speed limit of
deflection was implemented on all the control surfaces. The system of differential
equations representing the aforementioned model was solved using MatLab soft-
ware using the Runge-Kutta 4 th order integration step procedure amounting to
0.01 s. The object was flying at a constant speed at a constant level altitude of
Hg=200 m. At the same altitude, an obstacle was moving at a speed of
Vp =72 mJ, along a trajectory intersecting the trajectory of the aircraft at an angle
of ¥rsp = 50°. All elementary maneuvers (turns), included in the avoidance
maneuver were carried out with a given angle roll of a value of ®@,¢ = 60°. It is the
maximum of safe value for stabilty flight of aircraft (for chosen type I-23 Manager)
during evasive manoeuvre (experience on the simulation). The adopted radius of
the circle (Fig. 2) rcyp = 80 m resulted from the assumed safety margin of for
example 50 m and a half of the sum of the size of the aircraft and obstacles. The
value of safety margin depends on number of factors for example accuracy of data
characterizing the obstacle, disturbance of flighte etc. Simulation of aircraft flight
was carried out for three of its speeds amounting to 40, 50 and 60 m/s.

A comparison of the selected state variables and control during avoidance
maneuvers in flight at speeds of Vg = 40 m/s shown in the graphs from (3) to (5).
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Fig. 2 The physical size of y
the aircraft and moving
obstacles

Os (x1s, Y1s)

Computer simulations were made under the same conditions, but with two different
sets of controller gains of control laws. Meeting the criteria adopted to control
controller gains were obtained (Table 1) calculated for the conditions at Vg = 40
m/s. For such a flight, the above coefficient criteria is not fulfilled, calculated using
Vs = 50 m/s. In the latter case, the waveform angles (Fig. 4) and the angular
velocity (Fig. 3) is characteristic, elongated by the regulation time—in the illus-
trated time period, the airplane does not reach the predetermined state. The

e B L B P B B B 40 T T

P [deg/sek]
R [deg/sek]

Vs=40 m/s

Vs=50 m/s

L B B B B 80 47 LI L B B B

6 8 10 12 14 16 18 0o 2 8 10 12 14 16 18
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Fig. 3 A comparison of the angular velocity of roll and yaw of the plane obtained for automatic
control of the controller gains from Tables 1 and 2
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Fig. 4 A comparison of the angles of roll and yaw of the plane obtained for automatic control of
the controller gains from Tables 1 and 2

differences are in the shape of trajectory, wherein for the coefficients in Table 2 a
straight line is not achieved in the final stage, and the end portion of the trajectory is
wavy. There was no evidence of unfavorable features of stated variables described
above the trajectory in flight with Vg = 60 m/s for the controller gains of Table 2.

Overall, graphs from (3) to (10) refer to variable waveforms obtained from the
avoidance maneuver simulation (along the trajectory with shape shown on Figs. 1,
5, 6, 7 and 8) started at different times in relation to that assumed. Starting the
maneuver at an appropriate time results in the plane obtaining a minimum distance
from the obstacle rgp,,:,, different from that assumed. When this distance is greater
than the assumed from the point of view of safety, it is more beneficial. But such a

Vs=40 m/s
----- Vs=50 m/s

10 —
5 —
= ]
g oA
o
S ]
5 100 ——— T T ]
80 — Vs=50m/s| ]|
i T 60 - ——- Vs=40mis) ]|
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A 20 -
A5 0 L B e E s mo ey et s s
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Fig. 5 Comparison of the aileron deflections and trajectory of the aircraft obtained for automatic
control of the controller gains from Tables 1 and 2
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case requires sufficiently early detection of obstacles which, as a result of hardware
limitations, it often occurs that it is not possible to obtain.

For a correct start time of the avoidance maneuver (Fig. 7) initially both angles
p> and ¥y grow faster for the latter so that after about 3.0 s. angles are equal. After
this p, slowly begins to decrease while ¥y, still increases so that after a short time it
starts to decline at a faster pace than p,. From the moment of achieving rgp,;,, in
which ¥y, remained slightly larger than p, a sharp decline begins in the value of the
angle p,.

An example of the earlier (At = +0.95 s) start of the avoidance maneuver
(Fig. 6) results in a higher rgp,,; value than the assumed by 13.2 m. It is
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Fig. 9 The course of tangent angle, vector angle of relative velocity and the distance of the plane
from obstacles for a two maneuvers commencing later

characteristic that after a slight and similarly continuing increase in the p, angle as
in the previous cases and this value decreases at an accelerating pace. There is no
sharp single increase of this speed as was the case for the conditions of Figs. 8 and
9. Consequently there is an increase in the difference of these angles even though
the 1.5 s before reaching rgp,,;, the downward trend in the value of the ¥y angle
begins.

Most of all, however, there is shortage of time, which must necessarily be
included for further consideration. Its occurrence increases the likelihood of a start
which is too late for the required maneuver. This results in obtaining a smaller,
minimum distance from the assumed and at the same time worsening the safety of
the flight. In the graphs relating to this undesirable situation, three phases can be
distinguished where the first angle ¥y increases and finally exceeds the p, angle,
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Fig. 10 The course of tangential angle for different start times of the avoidance maneuver

then the difference between them increases. In the next phase the ¥, angle
decreases and at a certain point it becomes smaller than the p, angle. Even a short
decrease of the ¥y angle below p, causes a minimum distance of rgp,,, to be
achieved below that assumed. Almost immediately after achieving the condition of
¥y < p, a rapid increase in the p, angle follows. In the third phase, in close
proximity to the minimum rgp,,;, value there is a sufficiently rapid decline of the
aforementioned p, angle, that despite the continuing trend of decrease in the ¥y
angle, in a short time the condition is fulfilled ¥y > p,.

On Fig. 10 a summary of the p, angle is presented for different time moments of
starting the maneuver and in cases when no maneuver was made. The legend of that
chart contains the value of the difference between the established and the resulting
value of the minimum distance 7gp,,;,. In order to better understand the comparison
of the transitional phases of the p, angle a significant portion of the graph is
presented in Fig. 10. Increasing the delay of the start of the maneuver increases the
maximum value of rapid change of the p, angle, for a delay of At = —0.725 s an
irregular increase of the p, angle amounts to 25°.

The aforementioned increase in value p, starts, depending on the delay, from 0.3
to 1.1 s prior to achieving the rgp,,;, value and ends approximately shortly after this
value is exceeded.

5 Conclusions

The results of the analysis of flight simulation at the time of avoiding the moving
obstacles allowed for patterns in the behavior of the relevant variable in terms of
safety of aircraft to be determined. As a result of action, automatic control was
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achieved, the trajectory shape was adopted and the safety margin distances between
the obstacle and the aircraft were established.

The relationship between the angle of the resultant velocity vector ¥y. was
decisive in the case tested and the angle of the p, tangent. a greater value of ¥y
angle was achieved for a certain period, the size p, does not ensure a lasting
elimination of the danger of a collision or achieve the desired safety margin. An
indication of permanently eliminating the threat of collision is a sufficiently long
period of fgy time, wherein the following condition is satisfied (13). Value tgy.
depends on many factors and developing a corresponding function describing its
course is difficult and may not be necessary. On the basis of work analyzing the
results of simulation studies, it can be concluded that the zgy, value is sufficient since
the rgp distance after achieving rgp,,;, value begins to increase.

Flight simulation results confirm the need to check the controller gains calcu-
lated for the full range of selected state variables. The given control laws (1)—(4),
together with the proposed method of calculating controller gains should function
properly for small disruptions of flight. However, at a higher level, significant errors
were expected, among other things, on the implementation of the trajectory of the
aircraft thereby increasing the risk of collision. The late start of the avoidance
maneuver, according to the analysis conducted earlier, will achieve less than the
assumed distance of the aircraft from the obstacle which impairs flight safety. In
order to eliminate these adverse effects, it is proposed to include additional elements
in the laws of control on the basis of waveforms shown in graphs (3)-(5). They
arise from taking into account the three previously existing variables: the difference
between the selected tangential angle of the vector angle of the velocity of the
aircraft in the Oxy plane, the rate of change of the difference and the trends of the
tangent angle under consideration. The proposed modification will concern two
control laws which obtain the following form in this way:

Sys =K{p(P. — @)+ K{p(P.— P) + K}, (V) + K[x(R. — R)

. (16)
+ KIV‘[’/)(TV —p2) +K1VAWpA5”p +K:/p/’2

315 = K1 (P = @) + Kip(P. — P) + Kiy (V) + Kz (R. = R)

L L L - (17)

+ Ky, (¥v —p2) + Kipy, Avp + Ky p

The final shape of modification of control laws and identifying additional con-

troller gains require the need to carry out a number of simulation tests. The material

presented in the study can be used as a guideline making it easier to select the
parameters characterizing the chosen moving obstacle avoidance maneuvers.
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Existence of Metzler Matrices with Given
Spectra of Positive Stable Linear Systems
and Electrical Circuits

Tadeusz Kaczorek

Abstract The problem of existence of Metzler matrices with given spectra is
addressed for positive stable continuous-time linear systems and electrical circuits.
Necessary and sufficient conditions for the existence of the Metzler matrices are
established. It is shown that positive and stable electrical circuits have real eigen-
values. An open problem for positive electrical circuits is formulated. The con-
siderations are illustrated by numerical examples of linear systems and positive
electrical circuits.

Keywords Existence < Metzler matrix + Positive « Stable . System -
Electrical circuit

1 Introduction

In positive electrical circuits the state variables and outputs take only nonnegative
values for any nonnegative initial conditions and inputs. The positive standard and
fractional order electrical circuits have been investigated in many papers and books
[1-7]. A new class of normal electrical circuits has been introduced in [8]. The
minimum energy control of electrical circuits has been investigated in [9]. Positive
linear systems consisting of n subsystems with different fractional orders have been
addressed in [10, 11]. Decoupling zeros of positive linear systems have been
introduced in [12].

Determination of the state space equations for given transfer matrices is a
classical problem, called the realization problem, which has been addressed in
many papers and books [13—17]. An overview of the positive realization problem is
given in [13, 16, 18]. The realization problem for positive continuous-time and
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discrete-time linear system has been considered in [16, 19-28] and for linear sys-
tems with delays in [16, 20, 25, 28-30]. The realization problem for fractional
linear systems has been analyzed in [16, 31-33] and for positive 2D hybrid linear
systems in [30]. A new modified state variable diagram method for determination of
positive realizations with reduced number of delays for given proper transfer
matrices has been proposed in [19]. The problem of determination of the set of
Metzler matrices for given polynomials has been analyzed in [34].

In this paper the existence of Metzler matrices with given spectra of positive
asymptotically stable linear systems and electrical circuits is investigated.

The paper is organized as follows. In Sect. 2 some basic definitions and theorems
concerning positive and stable continuous-time linear systems are recalled and the
problem is formulated. The solution of the problem is presented in Sect. 3. The
problem for positive electrical circuits is analyzed in Sect. 4, where an open
problem is formulated. Concluding remarks are given in Sect. 5.

The following notation will be used: R—the set of real numbers, R"*"™__the set
of nxm real matrices, R","—the set of nxm real matrices with nonnegative
entries, R" " (s)—the set of n X m rational matrices in s with real coefficients, I,—
the n X n identity matrix.

2 Continuous-Time Linear Systems and Problem
Formulation

Consider the linear continuous-time autonomous system
i(t) =Ax(t), x0 =x(0), (1)

where x(t) € R" is the state vector and A € R"*".

Definition 1 The system (1) is called (internally) positive if x(¢) € R”, for all initial
conditions xo € R, .

Theorem 1 [18] The system (1) is positive if and only if
AEM,, (2)
where M, is the set of n Xn Metzler matrices (i.e. real matrices with nonnegative
off-diagonal entries).
Definition 2 The positive system (1) is called asymptotically stable if lim x(z) =0
t— 00
for all xo e R, .

Theorem 2 [18] The positive system (1) is asymptotically stable if and only if one
of the following conditions is satisfied:
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1. All coefficients of the characteristic polynomial

p(s)=det[l,s—A]=5"+a,_ 15"~ '+ +a;s+ay (3)
are positive, i.e. ap >0 for k=0,1, ..., n—1.
2. All principal minors of the matrix A=—-A= [a;] are positive, i.e.

apy anp

My =lan|>0,M, = N
a1 axp

>0, ...,M,=detA>0 (4)

The problem under the considerations for continuous-time positive and
asymptotically stable systems can be stated as follows:
Given a set of n; real and n; pairs of complex conjugate eigenvalues

/1k1 = —akl,klzl, ...,nl,/lkZI _ﬁkz ij}/kz,kzzl, R (%) (5)

find asymptotically stable Metzler matrix A € M,,.

3 Problem Solution

It is well-known that the symmetric matrix A €M, has only real eigenvalues.
Therefore, if n, >0 the desired matrix is nonsymmetrical.

Lemma 1 The Metzler matrix for n = 2 has only real eigenvalues.

Proof The zeros of the polynomial

§—dap —dap 2
dCt[IzS —Az] = =5 - (all +(122)S +(111(122 — d1pdy] (6)
—dy; S—dax
i.e. s; = —ay, $p = —ay are real since

2 2 2
(an +axn)” —4(anaxn —anax ) =aj, +ay, —2ai1axn +4aa

= (a1 —an)* +4apnay >0
for all ¢;;>0,1,j=1, 2. O

From Lemma 1 we have the following theorem.

Theorem 3 For n=2 does not exist a Metzler matrix with a given pair of complex
conjugate eigenvalues s) = — f +jy;, 2= — B —jr1-
For n=3 we shall prove the following theorem.
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Theorem 4 There exists an asymptotically stable Metzler matrix

—air  ap aiz
Az=| ay —an axn | EM; (8)
asg asz —dass
with given eigenvalues
s1=—a,50=—f+jy,s3=—pf—jy,0<a<pf,y>0 9)
if and only if
(B=a) >3 (10)

Proof The eigenvalues (9) of the matrix (8) satisfy the following well-known
equalities

—(s1+sz+S3)=a+2/)’:a11+a22+a33, (11)

s1(s2+53) + 82853 = 2af+ 2 +7°

(12)
= ay1(axn +as3) + axpaz — apnax —a13a31 — ax3az,

— detA= —s1553 = a(f*+7%)

= da11ddasz3 —daj1dzsds —dxdj3zasz) —aszdpdz) —adpdsids —agzda1dsp.

(13)
Note that the sum aj;+ax»+az; takes its maximal value for
ajy=ap=az= # and the condition (12) can be satisfied for a;; >0, i # if and
only if
a+2p)?
6111(6122 +a33)+a22a33= (Tﬂ) >2(lﬁ+/))2+]/2 (14)

It is easy to check that the condition (14) is equivalent to the condition (10)
and if (10) holds then there exist a; >0, i#j of the matrix (8) such that (13) is
satisfied. O

Example 1 Find the matrix (8) with the eigenvalues

S1=—1,S2=—2+j0.1,S3=—2—j0.1. (15)

The characteristic polynomial of the matrix with the eigenvalues (15) has the
form
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(s+1)(s+2—70.1)(s+2+,0.1) = s> + 55> + 8.01s + 4.01. (16)

In this case the condition (10) is satisfied since a=1, f#=2, y=0.1 and
(f—a)*=(2-1)">3y*=0.03. (17)
Assuming aj; =ay =az3 = % a3 =ay =1, az; =ay3 =0 we are looking for the

values of a,, and a3, such that the polynomial (16) is the characteristic polynomial
of the desired matrix

s+ % —ap -1
detllis—As]=| =1 s+3 0
0 —a s+2
32 3 \ (18)
=5 +557 + E—a s+ > —éa —-a
= 9 12 3 3412~ a3
=5 +55* +8.01s+4.01.
From comparison of the coefficients of (18) we have
75 5\° 5
ap=——-8.01=0.3233,a35=|=| — zaip —4.01=0.0808.
9 3 3
It is easy to check that the matrix
—1.6667 0.3233 1
Az = 1 —1.6667 0 (19)
0 0.0808 —1.6667
has the desired eigenvalues.
Note that the matrix
. —1.6667 0 0.0808
Az = 1 —1.6667 0.3233 (20)
0 1 —1.6667

is also a solution to the problem, i.e. its characteristic polynomial has also the
desired form (18). The matrix (20) has been obtained from (19) by similarity
transformation A; = PA;P~! for the permutation matrix

00 1
P=|1 0 0 (21)
010

Therefore, we have the following important conclusion.
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Conclusion 1 The problem under considerations has many solutions. Any matrix
A=PAP~! is also the desired solution to the problem for any permutation matrix
Pe R since

det[l35 — A3] = det P det[I3s — A3] det P~ ! = det[l35 — A3]
and A; € M; if and only if A3 € M.

It is well-known that for n = 4 the matrix A4 € My has at least two real eigen-
values. For n = 4 the problem can be stated as follows. Given eigenvalues

S1=—ap, = —m, 3= —P+jy, sa=—P—jr, < <p (22)

find a Metzler matrix of the form

—daj 0 0 0 a a a
—an 23 24
A= 0 —day ans a4 _ | —an 0 Ay = ayn —as as
0 ap  —az; ax 0 A;) ap s —au
0 asp a3 —auy
(23)

with the desired eigenvalues (22).

Theorem 5 For n = 4 there exists an asymptotically stable Metzler matrix (23)
with given eigenvalues if and only if

(B—a)*> 37" (24)

Proof We choose a;; =a, and to find the Metzler matrix A; € M3 we apply the
method given for n = 3. By Theorem 4 the problem for n = 4 has a solution if and
only if the condition (24) is satisfied. O

Example 2 Find the Metzler matrix (23) with the eigenvalues

s1=-—1,85=-1.5, S3=—2+j0.1,S4=—2—j0.1. (25)

To find the desired Metzler matrix we can use the results of Example 1. Note that
the condition (24) is satisfied since (17) holds. In this case we have a;; = a; and the
matrix A; has the form (19). The desired matrix with eigenvalues (25) has the form

-15 0 0 0
0 —-1.6667 0.3233 1
0 1 —1.6667 0
0 0 0.0808  —1.6667

Ay= (26)
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Note that any matrix A, = PA,P~! is also the desired solution for any permu-
tation matrix Py € R
Now let us consider the problem for n = 5. Given eigenvalues

S1=—Qi, 5= —, 3= —Q3, 4= —P+jy,s5= —p—Jjy (27)

find a Metzler matrix of the form

—ap 0 0 —az  axy ass
As= 0 —ay 0 |eMs, A3= [27%} — A4y ags € M; (28)
0 0 Ajz ass asa —dass

with the desired eigenvalues (27).

Theorem 6 For n = 5 there exists an asymptotically stable Metzler matrix (28)
with given eigenvalues (27) if and only if the condition (24) is satisfied.

Proof We choose a| =y, a; =a3 and to find the Metzler matrix A3 we apply the
method given for n = 3. By Theorem 4 the problem for n = 5 has a solution if and
only if the condition (24) is satisfied. [l

Example 3 Find the Metzler matrix (28) with the eigenvalues

s1i=—1,8=—12,53=—1.6, 54 = —2+j0.1, S5 = —2—j0.1. (29)

To find the desired Metzler matrix we can use the results of Example 1. In this
case we choose aj; = —sp =1.2, app = —s3 = 1.6 and the remaining eigenvalues as
the eigenvalues of the matrix A;. The eigenvalues sy, s4, 55 satisfy the condition
(24). Therefore, using the results of Example 1 we obtain the desired matrix in the
form

-1.2 0 0 0 0
0 -1.6 0 0 0
As = 0 0 —-1.6667 0.3233 1 (30)
0 0 1 —1.6667 0
0 0 0 0.0808  —1.6667

Note that this procedure can be applied for any n>4 if the desired Metzler
matrix has only one pair of complex conjugate eigenvalues and for n = 3k,
k=2,3, ... if the desired Metzler matrix has k pairs of complex conjugate
eigenvalues.
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4 Positive Electrical Circuits

Consider the linear electrical circuits described by the state equation
X=Ax+ Bu, xo=x(0), (31)

where x=x(t) €R", u=u(t) € R™ are the state and input vectors and A € R"*",
BeR"".
The electrical circuit is called positive if x(r) € R", for any xo € R", and all

u(t)eR’, 1>0.

Theorem 7 [7] The electrical circuit is positive if and only if
A€M, and BER"", (32)

where M,, is the set of n Xn Metzler matrices.

Example 4 Consider the electrical circuit shown in Fig. 1 with given resistances Ry,
k=1, ...,8, inductances L, L, and source voltages e, e.

Using the mesh method we obtain the equations

di
Ly d—lz — Ry1 + R3i3 + Rsiy,
dit (33)
L, =2 = — Ryip + Ryiz + Ryiy,
dt
Fig. 1 Positive electrical L} R2

circuit of Example 4
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0=R3i; + R4ir — R33i3 + e,

: . . (34)
0=Rsi; +R7ip — Ry4is + €3,
where Rjj =Ri+R3+Rs, Rpo=Rs+R¢+R7, R33=Ry+R3+ R4, Ryy=Rs+R7; +
Rg and iy, k=1, ...,4 are the mesh currents.
From (34) we have

Ry R, Lo,

G|_|Rss Rs||l R33 el

IRk AR o [ S
- 7 0 —
Rys  Rua Rys

Substitution of (35) into (33) yields

d i] i] €]
ELJ:A i +B 62}, (36)
where
[ —Ri1R33Ru + R3Rus + R2R33 R3R4R44 + RsR7R33
A= L1R33R44 L1R33R44
R3R4R44 + R5R7R33 — RyR33Rus + RiRus + R3R33
- LyR33R44 LrR33R44 (37)
R; Rs
B= LiR33 LRy
Ry R;
LLoR33 LrRys

Note that the matrix A is a Metzler matrix and the matrix B has positive entries.
Therefore, the electrical circuit is a positive one with real negative eigenvalues. The
electrical circuit is positive and asymptotically stable and its matrix A satisfies the
condition [7, 18]

A"l eRrxm, (38)

In general case we have the following theorem [7].

Theorem 8 The electrical circuit composed of resistances, inductances and source
voltages is positive and asymptotically stable for positive values of the resistances
and inductances if and only if the number of the inductances is less or equal to the
number of linearly independent meshes and each independent mesh contains at
least one positive resistance. The matrix A € M,, of the asymptotically stable pos-
itive electrical circuit satisfies the condition (38).
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Dual results hold for positive asymptotically stable electrical circuits with given
resistances, capacitances and source voltages [7].

Theorem 9 [18] The Metzler matrix A€M, of positive electrical circuit is
asymptotically stable if and only if all coefficients of the characteristic polynomial

det[l, A=Al =" +a, A" '+ taid+ag=(A—A4)(A=4) ... (A—14)

are positive, i.e. ap >0 for k=0,1, ..., n—1.

Theorem 10 The Metzler matrix A € M, of the positive electrical circuit composed
of resistances and inductances or of resistances and capacitances has non-positive
real eigenvalues. The eigenvalues are real negative if the electrical circuit has not
independent meshes containing at least one positive resistance or at least one node
with branches containing only capacitors and current sources.

Proof Proof follows immediately from Theorem 8 and dual results hold for positive
asymptotically stable electrical circuits composed of resistances, capacitances and
source currents [7]. []

Remark 1 The Metzler matrix A €M, may have a pair of complex conjugate
eigenvalues only if the positive electrical circuit is composed of resistances,
inductances and capacitances.

Remark 2 [18] The Metzler matrix A € M,, of positive electrical circuit has at least
one real eigenvalue 1; = a satisfying the condition

Rely<a fork=2,...,n. (39)

Example 5 Consider the positive electrical circuit shown in Fig. 2 with given
positive resistances R, R,, R, inductance L, capacitances C;, C, and source
voltage e.

Fig. 2 Positive electrical R,

circuit of Example 5 < > > ‘/VV\_
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Using Kirchhoff’s laws we may write the equations

du
6=R1C1d—tl +up,

di
=Ri+L—, 40
e=Ri+L— (40)
du
€:R2C2d—t2 + us,

which can be written in the form

up up

d
E u | =A I/tz + Be, (41)
i i
where
1 _1
- RCr 0 0 R Cy
_ 1 _ 1
A= 0 - %G 0 |,B= "G |- (42)
0 0 -2 1

The electrical circuit is positive and asymptotically stable since A€ M3, B€ 9{3+
and all diagonal entries of the matrix A are negative.

Example 6 Consider the positive electrical circuit shown in Fig. 3 forn; =3,n, =4
with given positive resistances R, R,, R3, R4, inductances L,, L4, capacitances Cy,

C; and source voltages e, €3, €4.

Fig. 3 Positive electrical circuit of Example 6
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In this case the state equations have the form [7]

T. Kaczorek

u u e
d 0
SN =A% | +B| e (43)
dt | I ) e
i i !
where
1
ge 0 0
L0 0
—dige| - 2L — L _R _R RsCs
A=ding| -7l -7e -F -E] PR (44)
L, L
1 1
Ly 4
The electrical circuit is positive and asymptotically stable since A€ My,

Be ER‘L“ and all diagonal entries of the matrix A are negative.

Remark 3 The eigenvalues of the matrices A of presented positive asymptotically
stable electrical circuits are real.

Therefore, there arises the following open problem:
Give an example of positive asymptotically stable electrical circuit with at least
one pair of complex conjugate eigenvalues of the matrix A.

5 Concluding Remarks

The problem of existence of Metzler matrices with given spectra has been
addressed. Necessary and sufficient conditions for a large class of positive and
stable continuous-time linear systems and positive electrical circuits have been
established (Theorems 3-6). It has been shown that positive and stable electrical
circuits have usually real eigenvalues. An open problem for the positive electrical
circuits has been formulated. The considerations have been illustrated by numerical
examples of continuous-time linear systems and positive electrical circuits. The
considerations can be easily extended to discrete-time linear systems.

Acknowledgment This work was supported by National Science Centre in Poland under work
No. 2014/13/B/ST7/03467.
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Existence of System Matrices with Given
Spectra of Positive Stable Discrete-Time
Linear Systems

Tadeusz Kaczorek and Kamil Borawski

Abstract The problem of existence of system matrices with given spectra is
addressed for positive stable discrete-time linear systems. Necessary and sufficient
conditions for the existence of the system matrices are established. The consider-
ations are illustrated by numerical examples of discrete-time linear systems.

Keywords Existence +« System matrix - Positive - Stable - Discrete-time
system

1 Introduction

In positive systems the state variables and outputs take only nonnegative values for
any nonnegative initial conditions and inputs. An overview of state of the art in
positive systems theory is given in [1, 2]. The positive standard and fractional order
electrical circuits have been investigated in many papers and books [3-9]. Positive
linear systems consisting of n subsystems with different fractional orders have been
addressed in [10, 11]. Decoupling zeros of positive linear systems have been
introduced in [12].

Determination of the state space equations for given transfer matrices is a
classical problem, called the realization problem, which has been addressed in
many papers and books [1, 13—16]. An overview of the positive realization problem
is given in [2, 13, 15]. The realization problem for positive continuous-time and
discrete-time linear system has been considered in [5, 15, 17-26] and for linear
systems with delays in [15, 18, 22, 25, 27, 28]. The realization problem for frac-
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tional linear systems has been analyzed in [15, 29-31] and for positive 2D hybrid
linear systems in [28]. A new modified state variable diagram method for deter-
mination of positive realizations with reduced number of delays for given proper
transfer matrices has been proposed in [17]. The problem of determination of the set
of Metzler matrices for given polynomials has been analyzed in [32].

In this paper the existence of system matrices with given spectra of positive
asymptotically stable linear systems and electrical circuits is investigated.

The paper is organized as follows. In Sect. 2 some basic definitions and theorems
concerning positive and stable discrete-time linear systems are recalled and the
problem is formulated. The solution of the problem is presented in Sect. 3. Con-
cluding remarks are given in Sect. 4.

The following notation will be used: 8—the set of real numbers, R"*"™__the set
of n X m real matrices, S{'er'”—the set of n X m real matrices with nonnegative
entries, [,—the n X n identity matrix, Z; —the set of nonnegative integers.

2 Discrete-Time Linear Systems and Problem
Formulation

Consider the linear discrete-time autonomous system
Xip1=Ax;, IEZ, 2{0,1, } (1)

where x; € R" is the state vector and A € R"*" is the system matrix.

Definition 1 The system (1) is called (internally) positive if x; € R", , i€ Z for all
initial conditions xo € R, .

Theorem 1 [2] The system (1) is positive if and only if
AeR". (2)
Definition 2 The positive system (1) is called asymptotically stable if lim x; =0 for

all xg € ER’_L .

Theorem 2 [2] The positive system (1) is asymptotically stable if and only if one of
the following conditions is satisfied:

1. All coefficients of the characteristic polynomial
p(z)=detll,(z+1)—Al=7"+a,1Z" "'+ +a1z+ao (3)

are positive, i.e. ar >0 for k=0,1, ..., n—1.
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2. All principal minors of the matrix A =1, —A = [4;] are positive, i.e.

My =|ay|>0, My= D" D250, M, = detA>0. (4)

A

a1 ax

The problem under the considerations for discrete-time positive and asymptot-
ically stable systems can be stated as follows:
Given a set of n; real and n, pairs of complex conjugate eigenvalues

/1](1 =akl,k1 =1, ...,nl,lk2=ﬁk2 ij]/kz,k2=1, R (%) (5)

find asymptotically stable system matrix A € R"*".

3 Problem Solution

It is well-known that the symmetric matrix A€ R"" has only real eigenvalues.
Therefore, if ny > 0 the desired matrix is nonsymmetrical.

Lemma 1 The system matrix for n = 2 has only real eigenvalues.
Proof The zeros of the polynomial

Z—dam —dai

det[lzz—Az] = —ay, 2—ay

=2%—(an1 +an)z+anan —apay,  (6)

i.e. 71 = oy, 22 = ay are real since

(an +an)* —4(ajjan — apay) =, +d}, —2a1an +4anay ™

= (a1 —an)* +4apnay >0
for all a;; >0, i,j=1,2. O

From Lemma 1 we have the following theorem.

Theorem 3 For n = 2 does not exist a system matrix with a given pair of complex
conjugate eigenvalues 71 =, +jyi, 22=5 —Jjr1-

For n = 3 we shall prove the following theorem.
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Theorem 4 There exists an asymptotically stable system matrix
ap app a3
As=|ay an ap|eRY (8)
asp  dsy dszz
with given eigenvalues
a=azn=p+jr.z=p-jr.a>p>0,y>0 )
if and only if
(a=p)" >3/ (10)

Proof The eigenvalues (9) of the matrix (8) satisfy the following well-known
equalities

Nt+ntn=a+2f=a; +an +a, (11)

21(z2 +23) + 2223 = 2af + > + 1

(12)
=ajax +ayasz +axnasz —apdy —a3ds —asas,

detA=z2073= a(ﬂz + }’2)

=da11a22a33 —aA11aG23A3) —daA13A3] — A33d1202] +aA12d3 a3 + A 3a21a3;.

(13)
Note that the sum aj;+ax +azz takes its maximal value for
aj =dap=da; = "‘+32ﬂ and the condition (12) can be satisfied for a; >0, i #j if and
only if
(a+2p)*

aii(an +as) +anazy = >2ap+p° +77. (14)

3

It is easy to check that the condition (14) is equivalent to the condition (10) and
if (10) holds then there exist a;; >0, i#j of the matrix (8) such that (13) is
satisfied. U

Example 1 Find the matrix (8) with the eigenvalues

21=08, 25 =0.2+4,0.1, z3=0.2—jO.1. (15)
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The characteristic polynomial of the matrix with the eigenvalues (15) has the
form

(z=0.8)(z—=0.2—0.1)(z=0.2+,0.1) =z* = 1.2z + 0.37z - 0.04. (16)

In this case the condition (10) is satisfied since a=0.8, f#=0.2, y=0.1 and
(a—p)*=(0.6)*=0.36>3y> =0.03. (17)
Assuming aj; =ap =a33 =04, a3 =az =1, a;3=ax =0 we are looking for

the values of a;; and ap3 such that the polynomial (16) is the characteristic poly-
nomial of the desired matrix

z—04 —ap 0
det[lhz—Az]=| O 7z—04 —ap
-1 -1 z-04 (18)
=22 — 1.2 + (048 —az3)z— (0.4)° +0.4a23 — aprans
=72 —1.22% +0.37z - 0.04.

From comparison of the coefficients of (18) we have

—(0.4)° +0.4-0.11+0.04
0.11

a3 =048-0.37=0.11,a,, = =0.1818.

It is easy to check that the matrix

04 01818 0
As=| 0 04 011 (19)
1 1 04

has the desired eigenvalues.
Note that the matrix

04 1 1
As=| 0 04 0.1818 (20)
011 0 04

is also a solution to the problem, i.e. its characteristic polynomial has also the
desired form (18). The matrix (20) has been obtained from (19) by similarity
transformation A3 = PA3;P~! for the permutation matrix
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0
P=|1 (21)
0

- o O
S O =

Therefore, we have the following important conclusion.

Conclusion 1 The problem under considerations has many solutions. Any matrix
A=PAP~! is also the desired solution to the problem for any permutation matrix
Pe R since

det[l3z — A3] = det P det[l;z — As] det P~ ' = det[l3z — A3]
and A; € 2R3+X3 if and only if A3 € 9{3+X3.

It is well-known that for n=4 the matrix A4E§Ri><4 has at least two real
eigenvalues. For n =4 the problem can be stated as follows. Given eigenvalues

a=ann=m,3=p+jr,u=p-jr.a1>m>p (22)
find a system matrix of the form

ai 0 0 0

an axy au| _ |ayn O _
= Ay =

ay an a
0 2 a3 a4y
0 axn ax axn 0 A;
0

azxp az;  as (23)
a4y a43  d44

Ag=
dqp Q43  da4

with the desired eigenvalues (22).

Theorem 5 For n = 4 there exists an asymptotically stable system matrix (23) with
given eigenvalues if and only if

(@ =p)* >3 (24)

Proof We choose aj; =a; and to find the system matrix A3 € 9’&’(3 we apply the
method given for n = 3. By Theorem 4 the problem for n = 4 has a solution if and
only if the condition (24) is satisfied. O

Example 2 Find the system matrix (23) with the eigenvalues

21=0.8,20=0.5,23=0.2+j0.1,24 =0.2 — jO.1. (25)

To find the desired system matrix we can use the results of Example 1. Note that
the condition (24) is satisfied since (17) holds. In this case we have a1 = a; and the
matrix A3 has the form (19). The desired matrix with eigenvalues (25) has the form
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05 0 0 0
0 04 0.1818 0
As=10 9 04 0.11]" (26)

0 1 1 0.4

Note that any matrix A, =PA,P~! is also the desired solution for any permu-
tation matrix P, € ERix“.
Now let us consider the problem for n = 5. Given eigenvalues

u=aLn=m,3=03,4=F+jrzs=p—jy (27)

find a system matrix of the form

apr 0 O azs Az ass
As= 0 an 0 |e ?RS_'_XS,A3 = |a43 aq4 ag5 | € ?RiXS (28)
0 0 Az asz  ds4  4ss

with the desired eigenvalues (27).

Theorem 6 For n = 5 there exists an asymptotically stable system matrix (28) with
given eigenvalues (27) if and only if the condition (24) is satisfied.

Proof We choose aj; =ay, ax; =as and to find the system matrix A; we apply the
method given for n = 3. By Theorem 4 the problem for n = 5 has a solution if and
only if the condition (24) is satisfied. O

Example 3 Find the system matrix (28) with the eigenvalues

71=0.8,20=0.6,23=0.3,24 =0.2 +0.1,25 =0.2 — jO.1. (29)

To find the desired system matrix we can use the results of Example 1. In this
case we choose aj; =z, =0.6, a; =z3 =0.3 and the remaining eigenvalues as the
eigenvalues of the matrix A3. The eigenvalues zj, z4, zs satisfy the condition (24).
Therefore, using the results of Example 1 we obtain the desired matrix in the form

06 0 0 0 0
03 0 0 0
As= 0 04 01818 0 |. (30)

0o o0 04 0.11
0 1 1 04

(=N eNeNe)

Note that this procedure can be applied for any n > 4 if the desired system matrix
has only one pair of complex conjugate eigenvalues and for n = 3k, k = 2, 3,... if
the desired system matrix has k pairs of complex conjugate eigenvalues.
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4 Concluding Remarks

The problem of existence of system matrices with given spectra has been addressed.
Necessary and sufficient conditions for a large class of positive and stable
discrete-time linear systems have been established (Theorems 3—6). The consider-
ations have been illustrated by numerical examples of discrete-time linear systems.
The considerations can be easily extended to fractional linear systems.

Acknowledgment This work was supported by National Science Centre in Poland under work
No. 2014/13/B/ST7/03467.
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Two- and Three-Layer Recurrent ElIman
Neural Networks as Models of Dynamic
Processes

Antoni Wysocki and Maciej Lawryniczuk

Abstract The goal of paper is to study and compare the effectiveness of two-
and three-layer Elman recurrent neural networks used for modelling of dynamic
processes. Training of such networks is discussed. For a neutralisation reactor bench-
mark system it is shown that the rudimentary Elman structure with two layers is much
better in terms of accuracy and the number of parameters. Furthermore, its training
is much easier.

1 Introduction

For modelling of dynamic processes neural networks of different structures are often
used [3, 9]. In most cases, the perceptron networks with one hidden layer (Multi-
Layer Perceptron, MLP) are used, the Radial Basis Function (RBF) networks are less
popular. Because both MLP and RBF structures are static approximators, dynamics
is introduced by feeding back some past model input and output signals as the inputs
of the network. A conceptually more straightforward option is to use truly recur-
rent neural networks [3, 7], which are inherently dynamic systems. One well-known
example of a recurrent structure is the Elman neural network [1, 3, 7]. It may be
used in various applications: eg. in short-term temperature forecasting [4], in mod-
elling of the flow of passengers in subway [5], in identification of the grammatical
structure of literary works [6], in flight trajectory prediction [10], in air pressure
control supplied to the disc drill subway tunnel under a river [12]. The classical
Elman neural network has two layers. This paper studies effectiveness of two- and
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three-layer Elman networks used for modelling of dynamic processes. The training
algorithms is described. A neutralisation reactor benchmark system is considered in
simulations.

2 Elman Neural Network with Two Layers

Figure 1 depicts the classical Elman neural network with two layers (with one hidden
layer in different words). The Elman network is a structure with full recursion which
means that the output signals of all neurons of the hidden layer are fed back through
delay blocks to the input nodes. The network has one input u(k — 1), K hidden nodes
with a transfer function ¢ and one output y,, ,(k). The output of the network is

K
Ymoa®) = w4 DT wiPv, (k) (1)

i=1

Fig.1 The recurrent Elman neural network with two layers
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where
vi(k) = @(z;(k)) 2

is an output signal of the consecutive hidden neurons (i =1, ...,K), vy(k) = 1 is a
bias and the sum of the input signals of the i-th neuron is

K
700 = wiy +wlute = D+ Y wl vk —1) 3)
j=1

From Egs. (1)-(3), one obtains

K K
2 2 1 1 1
Ymoa®) = w + Y WP (wfo) +wutk-1+ Wi vk - 1))
/4 £

i=1 J

3 Elman Neural Network with Three Layers

Figure 2 shows the Elman neural network with three layers (with two hidden layers
in different words). The output signals of all neurons of the first and the second
hidden layers are fed back through delay blocks to the input nodes of the first and
the second hidden layer, respectively. The network has one input u(k — 1), K and

Wikt2

rk-1)

ro(k—1) "

Fig. 2 The recurrent Elman neural network with three layers



168 A. Wysocki and M. Lawryriczuk

L hidden nodes in the first and the second layers, respectively (the same transfer
function ¢ is assumed) and one output y,, 4(k). The output of the network is

L
Ymod®) = w5+ D" wir (k) 4)
i=1

where

ri(k) = @(t;(k)) (5)

is an output signal of the consecutive hidden neurons in the second layer (i =
1,...,L), ry(k) = 1 is a bias and the sum of input signals of the i-th neuron of the
second layer is calculated from

(2 (@)
(k) = wiy + Z w2l (k) + Zwl k=D (6)
where
vi(k) = p(z;(k))
is an output signal of the consecutive hidden neurons in the first layer (j = 1, ..., K),

vo(k) =1 is a bias and the sum of input signals of j-th neuron of the first layer is

K
z(k) = w;fO) + w;!‘fu(k -+ ) WJ(.;HVI,(k -1
p=1

4 Training of Recurrent Elman Neural Networks

The objective of training of the neural network is to find the weight vector w in such
a way that the approximation error is acceptable. The approximation error is usually
defined as the sum of squared differences between the model output and the real
output for some data set recorded during process operation

P
EW) = Y Omoa(k) = ¥(0))° (7

k=1

where y,,.4(k) is the output of the neural network, y(k) is the training sample (i.e. a
real value of process output), P is the number of training patterns. Training of the
neural consists in minimising the error function (7). Due to the non-linear activation
function ¢, it is a nonlinear, unconstrained optimisation problem.
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The general training algorithm may be summarised as follows (it = 1, ..., if™*
denote the consecutive iterations):

0. Initialisation of the weight vector (w), e.g. setting random initial values.

1. Calculation of the output y,, 4(k) of the neural network for all data samples k =
L...,P.

2. Calculation of the error function (7).

3. If a stopping criterion (e.g. imposed on the number of iterations or on the value of
the error function or on the norm of its gradient) is satisfied, training is stopped.

4. The optimisation direction p,, is calculated (using e.g. the steepest descent method
or a variable metric algorithm [8]).

5. The optimal step length #;, is found for the calculated direction p;,.

6. The weights are updated fromw,,,; = w;, + n;, p;; and the algorithm returns to the
step 1.

The main issue is to calculate the gradients of the error function with respect to
the weights of the network. For the Elman network with two layers they may be
calculated analytically as discussed in [11]. In the case of the network with three
layers the derivatives of the error function (7) with respect to the weight of the first,
the second and the third layers are

dE(W) = ymod(k)
PO 2V moa (k) — y(k)) ——— (1)

forj=1...K, m=0,...,K+1,

dE(w) inoa(K)
— & = 2Wimaa®) =) =G
lJ lJ

fori=1...L,j=0,...,K+1and

dE(W) _ ymod(k)
0~ 20 =y

for i =0,...,L, respectively. Next, taking into account the output of the network
(Eq. (4)), one obtains
L
0Ymod (k) _ z W® or, (k)

n

ow'? =l dw;’;i
forj=1...K, m=0,...,K+1,

ay (k) < or, (k
Vmod (k) _ ZW@) 7, (k)

2 n 2
()WEJ) =1 deJ)
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K,j=0...K+1,n=1,...,Kand

aymod(k)
o

=r;(k)

,K. Using Eq. (5), the derivatives of the output signals of the second

or, (k) B de(t,(k)) ot, (k)
awj(.,lri dr, (k) ()w;lrzl

K,j=0,...,K+1,n=1,...,Kand

or, (k) _ d(t, (k) 91,(k)

ow® A, () @
i iy
fori=1,...,K,j=0,...,K+1, n=1,...,K. Finally, form Eq. (6), one calculates
o L o k=1
XVh-D+ Y wh —L——" fori=n
a, k) |’ T o)
m? | o k=1 _
J an’lﬂ_pv for i 751’1
p=1 W,‘J
fori=0,...,K, j=0,...,K+1, n=1,...,K, where
1 forj=0
X;l)(k -1 =qvk) for0<j<K
rigtk—=1) forK<j<K+L
and
K L
aw(l) (1) n.K+q ow (1)
J.m p=1 jm q=1 jam
fori=0,...,K, j=0,....,.K+1, n=1,...,K, where

v, (k) B de(z,(k)) 0z, (k)
owD g0 gD
J.m Jj.m
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K
ov (k—1)
XOhk -1+ Y w) ———" form=p
9z,(k) = aw](‘,n)z
o | & ov,(k—1)

ip Z Wb q

gt @ form#p
q:l ()W
jim

fori=0,...,K, j=0,....,K+1, n=1,...,K, where

1 form=0
X;(;?)(k_ D=qu(k—-1) form=1
Vy_(k=1) forl <m<K+1

5 Simulation Results

The considered process is a neutralisation reactor (pH reactor), whose scheme and
the static characteristics are shown in Fig. 3. The process is significantly nonlinear,
it is frequently used as a benchmark to evaluate efficiency of different models. Acid
HNO;, base NaOH and buffer NaHCO; are mixed in the tank. From the modelling
point of view, the process has one manipulated input (g,) and one controlled outputs
(pH). The fundamental model of the process consists of two differential equations [2]

buffer

Ll | baselq) 10 —

pH
f=2

T
Tl

product

Fig. 3 The neutralisation reactor (left) and its static characteristics (right)
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dw. () W, — W, W, =W, (0 Wy, =W, (0
£ =< ‘ >q1(t)+<—2 >q2+<—3 )qa

dt v v %
AW, (1) [ Wp, = W,(®) Wy, = W, (0) Wy, = Wy (D)
a \T v )0\ y et Ty )

and the algebraic equation

- - 1 +2 x 10PH0-PK
H(t)—-14 _ pH (1) —
W, () + 107 10 + W,,(r)1 0Pk H® 5 [orOR? 0

Parameters of the fundamental model are: g, =0.55 ml/s, g; = 16.60 ml/s,
pK, =635, pK,=10.25, W, = —3.05x 1073 mol, W, =5x% 107> mol, W, = -
3 x 1072 mol, W,,2 =3 %1072 mol, Waz =3 % 1073 mol, ng =0 mol, V = 2900 ml.
In the nominal operating point of the process ¢, = 15.55 ml/s, pH, = 7.0, W, =
—4.32 x 10~* mol, W, =5.28 % 10~* mol.

Model identification usually needs three independent data sets: training, valida-
tion and test sets. Each of them should be large and representative enough so that the
neural network after training would be able to correctly mimic behaviour of process
for various operating points. The weights of the neural network are optimised tak-
ing into account the error for the first set (the training error). In consecutive iter-
ations of training the training error is reduced, but too long training may lead to
poor generalisation ability of the model. That is why during training the error for
the validation data set is calculated (the validation error). When it grows, training is
stopped. because further training may cause too strict dependence of the model on
the data from the training set. Finally, the model is independently tested using the
third data set.

The fundamental model of the reactor is used to generate three sets of data, each
set has 1200 samples. For neural network training the process variables are scaled:
u=(q; —q,,)/15 and y = (pH — pH,)/4. All the networks are trained using the
Broyden-Fletcher-Goldfarb-Shanno (BFGS) variable-metric optimisation algorithm
[8]. The maximal number of training steps is 500.

The classical Elman networks with K = 3, ..., 7 hidden nodes are evaluated. For
each structure training is repeated 10 times (the weights are initialised randomly).
Table 1 presents the errors of the best models. As the validation error for K > 5
grows, the network with 5 hidden neurons is chosen. Figure 4 compares the validation
data set and the output of the chosen model, two fragments of the comparison are
additionally enlarged. It can be noted that the network with two layers is able to
precisely model the process.

Next, the Elman structure with three layers is considered. The networks with K =
3,....,5and L =2, ...,4 hidden nodes are compared. For each structure training is
repeated 10 times. Table 2 presents the errors of the best models. Taking into account
the validation error, the structure with 4 neurons in the first layer and 3 neurons in
the second layer is chosen. Figure 5 compares the validation data set and the output
of the chosen model, two fragments of the comparison are additionally enlarged.
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Table1 The influence of the number of hidden nodes on the modelling quality of the EIman neural
network with two layers, NoP—the number of parameters, E, (w)—the training error, £ (w)—the
validation error, E,(w)—the test error

Model NoP E,(w) E,(w) E (w)

K= 19 1.7881x 1073 2.9912 x 1073 -

K=4 29 1.5287 x 1073 2.1190 x 1073 -

K=5 41 9.6537 x 1074 1.7456 x 1073 1.8953 x 1073
K=6 55 7.2135x 1074 1.8131 x 1073 —

K=17 71 7.1601 x 1074 1.8042 x 1073 -
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Fig. 4 Comparison of the validation data set (dashed line) and the output of the Elman neural
network with two layers (solid line); the entire data set (fop) and two enlarged fragments (bottom)

Table2 The influence of the number of hidden nodes on the modelling quality of the Elman neural
network with three layers, NoP—the number of parameters, E,(w)—the training error, E (w)—the
validation error, E, (w)—the test error

Model NoP E,(w) E, (w) E.(w)
K=3,L=3 40 3.3628 x 1072 6.9245 x 1072 -
K=4L=2 41 5.8842 x 1072 6.3215x 1072 -
K=4L=3 52 2.8513 x 1072 4.9268 x 1072 9.2219 x 102
K=5L=2 54 2.3166 x 1073 6.2168 x 1072 -
K=4,L=4 65 3.1103 x 1072 5.3425 x 1072 -
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Fig. 5 Comparison of the validation data set (dashed line) and the output of the Elman neural
network with three layers (solid line); the entire data set (fop) and two enlarged fragments (bottom)

Unfortunately, when compared with Table 1 and Fig. 4, itis clear that the models with
three layers, although they have more parameters, give much bigger errors (some 300
times) and the prediction is very imprecise.

It is interesting to considered not only model errors and generalisation, but train-
ing abilities of both consider model classes. Figure 6 depicts changes of the model
errors (for the training data set) in consecutive training iterations in all 10 training
attempts for the chosen networks. It is clear that the Elman network with two layers
is trained much quicker than the one with three layers.

10°
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M 1072
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100 200 300
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400 500

Fig. 6 Changes of the model errors (for the training data set) in the consecutive training iterations
in all 10 training attempts: the Elman network with two layers, K = 5 (left); the Elman network

with three layers, K = 4,L = 3 (right)
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6 Summary

The paper compares the Elman recurrent neural network with two and three layers.
The classical Elman network with two layers has a great ability to model dynamic
systems with very good accuracy. Following this path an attempt has been made to
verify if the Elman structure with three layers is able to give better or comparable
modelling accuracy. This paper describes in details a gradient training algorithm for
the Elman network with three layers. Next, for a benchmark neutralisation process,
which is a is nonlinear dynamic system, a number of Elman networks with two and
three layers are trained. It turns out that the Elman structure with three layers is
very inefficient in comparison to the network with two layers because: (a) it gives
unacceptable modelling errors, (b) it has many parameters, (c) training is difficult
and needs a huge number of iterations. The reason for this may be that there are two
separate recurrent layers which influence each other very much. Possibly both layers
“fight each other”, which has a very negative effect on approximation ability of the
whole model.
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Extension of Model Functionalities

for Multi-echelon Distribution Systems
Through the Introduction of Logical
Constraints

Pawel Sitek and Jarostaw Wikarek

Abstract Multi-echelon distribution systems are quite common in supply-chain
and city logistic systems. The paper presents a concept of extending functionality of
the multi-distribution models by introduction logical constraints. This is possible by
using a hybrid approach to modeling and optimization the multi-echelon problems.
In the hybrid approach, two environments of mathematical programming (MP) and
constraint logic programming (CLP) were integrated. Logical constraints are
associated with the transformation of the problem made by the CLP. The
Two-Echelon Capacitated Vehicle Routing Problem (2E-CVRP) has been proposed
as an illustrative example. The logical constraints on routes, cities etc. were
introduced to the standard 2E-CVRP model. The presented approach will be
compared with classical mathematical programming on the same data sets (known
benchmarks).

Keywords Multi-echelon distribution systems -« Constraint logic program-
ming - Mathematical programming -« Logical constraints

1 Introduction

The transportation of goods constitutes one of the main activities that influences
economy and society, as it assures a vital link between suppliers and customers.
Today, one of the most important aspects which takes place in freight transportation
is the definition of different shipping strategies. There are several freight strategies,
but they derive from the three main aspects [1]:
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e Hierarchical level: This aspect can be defined using two groups of strategies
(direct shipping and multi-echelon distribution. In the direct shipping, vehicles,
starting from a depot, bring their freight directly to the destination, while in the
multi-echelon systems, freight is delivered from the depot to the customers
through an intermediate point.)

e Transportation mode: Due to different motivations (characteristics and quan-
tity of freight to transport, distance, costs, etc.) and the offer in terms of trans-
portation modes (road, railway, sea, air), a transportation solution will be
defined using one or a combination of vehicles. If the transportation from origin
to destination is realized using more than one of these modes, the transport is
called multimodal or intermodal; otherwise, the strategies are monomodal.

e Vehicle usage: In some road transportation strategies, vehicles are loaded to
capacity. This policy is known as truckload (TL). Instead, in other real appli-
cations, like in city logistics, most of the vehicles are not full-loaded, so the
applied policy is known as Less-Than-Truckload (LTL).

In recent years multi-echelon systems have been introduced in different areas:
logistics enterprises and express delivery service companies under competitions;
hypermarkets and supermarkets products distribution; multimodal freight trans-
portation; postal consignments and courier services, supply chains; E-commerce
and home delivery services; city and public logistics. The multi-echelon distribution
systems are the subject of intense study in recent years in connection with appli-
cations in city logistic [1, 2], multimodal transport and supply chains. The vast
majority of models of optimization in freight transportation have been formulated as
the mixed integer programming (MIP) or mixed integer linear programming
(MILP) problems and solved using the operations research (OR) methods [3]. Their
structures are similar and proceed from the principles and requirements of mathe-
matical programming (MP).

An approach based on mathematical programming has weaknesses. Firstly, for
the real size problems, it is time consuming and requires a lot of hardware
resources. Secondly, it only allows modeling of linear and integer constraints [3].
The motivation undertake research, the results of which are presented in this paper
was the need to develop a methodology that extends the capabilities of modeling
and solving multi-echelon problems with logical constraints and better efficiency
than mathematical programming methods. The need to introduce logical constraints
for multi-echelon distribution models results from business, technological or legal
conditions. In this context, it seems that better results will be obtained by the use of
the constraint programming (CP) environments especially in modeling phase. The
CP-based environments have the advantage over traditional methods of mathe-
matical modeling in that they work with a much broader variety of interrelated
constraints and allow producing ‘“natural” solutions for highly combinatorial
problems. The CP environments have declarative nature [4, 5]. The main contri-
bution of this paper is extension of functionality of the multi-echelon models using
hybrid approach (mixed CP with MILP). This approach has been shown for
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illustrative example (2E-CVRP—Two-Echelon Capacitated Vehicle Routing
Problem) both in terms of modeling capability and efficiency solutions.

The paper is organized as follows. In Sect. 2 the Multi-Echelon Vehicle Routing
Problems has been reviewed. In Sect. 3 the concept of hybrid approach to modeling
and solving, and the hybrid solution environment have been presented. Then, the
general description of illustrative example (2E-CVRP with logical constraints) has
been discussed. Finally test instances for 2E-CVRP and some computational results
were presented in Sect. 5. Conclusions and further works have been presented in
Sect. 6.

2 Multi-echelon Systems

The hierarchical level in terms of transport strategies is the way the freight goes to
the final destination. When the freight arrives to final destination without changing
vehicle, a direct shipping or single-echelon strategy is applied, whereas when
freight is derived from its origin to its final destination passing through intermediate
points (satellites), where the freight is unloaded, then loaded into the same or into a
different vehicle, we speak of a multi-echelon system. Especially in transportation,
it is not always possible or convenient to deliver the goods directly to the desti-
nation. In fact, some transportation systems use intermediary points where some
operations take place. The different vehicles that belong to these systems stop at
some of these points, and in some cases the freight changes vehicle or even mode of
transport. Moreover, some additional services, like labeling, packaging, re-packing
etc., can be realized at these intermediary points. One of the basic problems in a
multi-echelon systems is VRP. The Vehicle Routing Problem (VRP) is used to
design an optimal route for a fleet of vehicles to service a set of customers’ orders
(known in advance), given a set of constraints. The VRP is of the NP-hard type.
There are several variants and classes of VRP like the capacitated VRP (CVRP),
VRP with Time Windows (VRPTW) and Dynamic Vehicle Routing Problems
(DVRP), sometimes referred to as On-line Vehicle Routing Problems, 2E-CVRP
(Two-Echelon Capacitated Vehicle Routing Problem) is a multi-echelon variant of
CVRP etc. [1, 2, 6].

3 Hybrid Approach

Based on [4, 5, 7] and our previous work [8, 9] we observed some advantages and
disadvantages of both CP-based and MP-based environments. An integrated
approach of constraint programming (CP) and mixed integer/linear integer pro-
gramming (MIP/MILP) can help to solve optimization problems that are intractable
with either of the two methods alone [10-12]. Although Operations Research
(OR) and Constraint Programming (CP) have different roots, the links between the
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two environments have grown stronger in recent years. Both environments involve
variables and constraints. However, the types of the variables and constraints that
are used, and the way the constraints are solved, are different in the two approaches
[10]. MP-based environments relies completely on linear equations and inequalities
in integer variables, i.e., there are only two types of constraints: linear arithmetic
(linear equations or inequalities) and integrity (stating that the variables have to take
their values in the integer numbers). In CP-based environments in addition to linear
equations and inequalities, there are various other constraints: disequalities, non-
linear, symbolic (alldifferent, disjunctive, cumulative etc.). In both MP-based and
CP-based environments, there is a group of constraints that can be solved with ease
and a group of constraints that are difficult to solve. The easily solved constraints in
MP are linear equations and inequalities over rational numbers.

Integrity constraints are difficult to solve using mathematical programming
methods and often the real problems make them NP-hard. In CP, domain con-
straints with integers and equations between two variables are easy to solve. The
inequalities and general linear constraints (more than two variables), and symbolic
constraints are difficult to solve, which makes real problems in CP NP-hard. What is
important in the context of the presented research, CP-based environments easily
allow you to model the logical constraints and integrate them with the others

Fig. 1 Method of using Problem (2E-CVRP)
hybrid approach for P
illustrative example "Q,

(2E-CVRP)

MP-based CP-based »
S

Optimal Solution
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constraints. Problems in CP-based environments on finite domains are typically
solved using a form of search (backtracking, constraint propagation, and local
search). Constraint propagation roughly amounts to choosing a small subset of a
constraint set and to making some of its local constraints stronger by forbidding and
eliminating some value assignment that would make the subset over constrained.
The domain solution requires further solving process by backtracking search [5].
Backtracking search is a time-consuming procedure. Therefore we propose the use
of authors’ hybrid approach [8] to modeling and optimization the multi-echelon
problems with logical constraints, which eliminates the backtracking mechanism
and replaces it with the MP methods. The method of using hybrid approach to
implementation and solutions for illustrative example is shown in Fig. 1.

4 Illustrative Example—Two-Echelon Capacitated
Vehicle Routing Problem

The Two-Echelon Capacitated Vehicle Routing Problem (2E-CVRP) is an exten-
sion of the classical Capacitated Vehicle Routing Problem (CVRP) where the
delivery depot-customers pass through intermediate depots (called satellites). As in
CVRP, the goal is to deliver goods to customers with known demands, minimizing
the total delivery cost in the respect of vehicle capacity constraints. Multi-echelon
systems presented in the literature usually explicitly consider the routing problem at
the last level of the transportation system, while a simplified routing problem is
considered at higher levels [1, 6]. In 2E-CVRP, the freight delivery from the depot
to the customers is managed by shipping the freight through intermediate depots.
Thus, the transportation network is decomposed into two levels (Fig. 2): the 1st
level connecting the depot (d) to intermediate depots (s) and the 2nd one connecting
the intermediate depots (s) to the customers (c). The objective is to minimize the
total transportation cost of the vehicles involved in both levels.

The mathematical model in the form of MILP was taken from [6, 13]. This is an
arc-based model, i.e. the routes are composed of arcs between the depot and
satellite, and satellite and individual customers. Constraints, decision variables and
model parameters were discussed in detail in [6]. The model was implemented

Fig. 2 Example of 2E-CVRP
transportation network

Depot (d)
Satelltes (s)
Customers (c}
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using a hybrid approach wherein the numerous logical constraints were introduced
(Fig. 1). Transformation model of illustration is to change the representation of the
problem of arc-based on a route-based. In the route-based model routes are not
assembled from individual arcs, but generated entirely on the basis of a set of data
(facts) before you start problem solving. Therefore, it is kind of problem presolving.
In the process of transformation, decision variables are changed (Tables 5, 6, 7 and
8 Appendix A). The model after transformation is shown in Appendix A.

4.1 Logical Constraints in 2E-CVRP

Logical constraints in 2E-CVRP could arise from the technological, business or law
purposes. This kind of constraint is difficult to implement in the form of linear
equations and inequalities. In the hybrid approach (Fig. 1), the logical constraints
are implemented during generation of routes in the transformation process problem.
This is done by generating only the acceptable routes, i.e. those that meet, among
others, the logical constraints. The first of the logic constraint (LC) applies to the
so-called time windows, that is not to exceed the operating time of the route. Such a
constraint may result, e.g. with limited time drivers. Constraint LC, applies to the
exclusion of customers on the route, i.e. that the two selected customers cannot get
together to find a on the route. Such a restriction may result from trade and mar-
keting agreements. On the other hand constraint LC5 is contrary to the LC, (two
selected customers must be on a given route). Last constraint LC, ensures that the
selected customer would be no more than the n-th on the route.

5 Computational Examples (2E-CVRP)

For the final validation of the proposed hybrid approach, the benchmark data for
2E-CVRP was selected. 2E-CVRP, a well described and widely discussed problem,
corresponded to the issues to which our hybrid approach was applied.

The instances for computational examples were built from the existing instances
for CVRP denoted as E-n13-k4. All the instance sets can be downloaded from the
website [14]. The instance set was composed of 5 small-sized instances with 1
depot, 12 customers and 2 satellites. The full instance consisted of 66 small-sized
instances because the two satellites were placed over twelve customers in all 66
possible ways (number of combinations: 2 out of 12). All the instances had the
same position for depot and customers, whose coordinates were the same as those
of instance E-n13-k4. Small-sized instances differed in the choice of two customers
who were also satellites (En13-k4-1, En13-k4-5, En13-k4-9, En13-k4-12, etc.). In
the first stage the numerical experiments were conducted for the same data in two
runs. The first run was a classical implementation of model [6] and its solution in
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Table 1 The results of numerical examples for 2E-CVRP

E-nl3-k4 MILP Hybrid
Fc |T C V(@ntV) |Fe [T C | V(nt V)
E-nl3-k4-18 | 246 79 | 1262 [744(368) |246 1028 |21 |1082(1079)

E-n13-k4-19 254 126 1262 | 744(368) 254 11,30 21 1082(1079)
E-n13-k4-20 276 487 1262 | 744(368) 276 12,14 |21 1082(1079)
E-n13-k4-21 286 600* 1262 | 744(368) 286 16,11 21 1082(1079)
E-n13-k4-22 312 600* 1262 | 744(368) 312 9,97 21 1082(1079)
E-n13-k4-23 242 50 1262 | 744(368) 242 15,36 |21 1082(1079)

Fc The optimal value of the objective function

T Time of finding solution

V(int V)/C The number of variables (integer variables)/constraints
*Calculations stopped after 600 s, the feasible value of the objective function

(a) (b)
'@

Q [ .9 o @@O
O ® oot 2

{ de potr
Depot (d) Satellites (s) Customers (c)) Depot (d) Satellites (s) Customers (c))

Depot (d) Satellites (s,) Customers (c) Depot (d) Salelhtes (s) Customers (c)

Fig. 3 a Example of 2E-CVRP transportation network for E-n13-k4-23 instance. b Example of
2E-CVRP transportation network for E-n13-k4-23 instance with logic constraint LC;. ¢ Example
of 2E-CVRP transportation network for E-n13-k4-23 instance with logic constraint LC,.
d Example of 2E-CVRP transportation network for E-n13-k4-23 instance with logic constraint
LC,

the MILP environment (LINGO solver by LINDO Inc. [15]). In the second run the
model was transformed and solved by the proposed hybrid approach.

The calculations were performed using a computer with the following specifi-
cations: Intel(R) Core(TM) 2 QQuad CPU Q6600 @ 2 x 2.40 GHz, 2.4 GHz, RAM
1.98 GB. The analysis of the results for the benchmark instances demonstrates that
the hybrid approach may be a superior approach to the classical mathematical
programming. For all examples, the solutions were found 640 times faster than
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Table 2 The results of numerical examples for 2E-CVRP with logical constraints LC,

E-n13-k4 T

50 60 70 80 90 100
E-n13-k4-13 - - - 292 288 288
E-n13-k4-23 - 290 242 242 242 242
E-n13-k4-24 - 258 242 242 242 242
E-n13-k4-25 254 254 252 252 252 252
E-n13-k4-47 - - 300 274 274 274
E-n13-k4-48 - - 308 280 280 280
E-n13-k4-49 - - 312 280 280 280
E-n13-k4-64 - - - - 362 358

T-the length of the time window

Table 3 The results of numerical examples for 2E-CVRP with logical constraints LC, (ex.
customers)

E-n13-k4 Fc T
E-n13-k4-13 290 1
E-n13-k4-23 260 3
E-nl13-k4-24 246 2
E-nl13-k4-25 252 3
E-n13-k4-47 300 3
E-n13-k4-48 304 3
E-n13-k4-49 304 2
E-nl13-k4-64 368 4

Exclusion 3-4, 3-5, 3-6, 7-8, 7-9

Table 4 The results of numerical examples for 2E-CVRP with logical constraints LCy4
E-n13-k4 T |Fc C V(int V) | E-n13-k4 T |Fc C V(int V)

E-nl13-k4-01 |3 290 |21 |680(677) |E-n13-k4-33 |3 [288 |21 |680(677)
E-n13-k4-07 |4 226 |21 |680(677) |E-n13-k4-40 |4 |[306 |21 |680(677)
3 3
3 3

E-n13-k4-26 286 |21 |680(677) |E-n13-k4-13 288 |21 |680(677)
E-n13-k4-32 282 |21 |680(677) |E-n13-k4-23 286 |21 | 680(677)

they are in the classical approach (Table 1 and Fig. 3a). In many cases the calcu-
lations ended after 600 s as they failed to indicate that the solution was optimal in
MILP environment. As the presented example was formulated as a MILP problem,
the hybrid approach was tested for the solution efficiency. Owing to the hybrid
approach the 2E-CVRP models can be extended over logical, nonlinear, and other
constraints. At the next stage logical constraints (LC;, LC,, LC,) were introduced
into the model. Table 2 and Fig. 3b present the results of the numerical experiments
conducted for 2E-CVRPs with logical constraints LC;. As you can see time win-
dows affect the value of the objective function. For some of the T there is no
solution. Table 3 and Fig. 3c present the results of the numerical experiments
conducted for 2E-CVRPs with logical constraints relating to the situation where
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two delivery points (customers) can be handled separately but not together in one
route. Table 4 and Fig. 3d show the results of the numerical experiments conducted
for 2E-CVRPs with logical constraints LC,. This constraint ensures that the
selected customer 1, 2, 3 would be no more than the second on the route.

6 Conclusions

The possibility of extending models for multi-echelon systems of logical constraints
significantly increase their functionality. Obtaining similar functionality using lin-
ear constraints is impossible or requires a very large number of constraints. This
results in a significant increase in the time search for a solution. Design and solving
a new class of models, complemented by logical constraints is possible by using a
hybrid approach. The research in the context of the implementation illustrative
example (2E-CVRP) also shows the high efficiency of hybrid approach (Sect. 5).
2E-CVRP is a known benchmark for the problem of routing with the available data
instances [14]. The efficiency of the proposed approach is based on the reduction of
the combinatorial problem and using the best properties of both environments.
Further work will focus on running the optimization models with non-linear and
other logical constraints, multi-objective, uncertainty, fuzzy-logic [16] etc.,
implementation in cloud-based environments [17] and implementation for logistic
problems [18].

Table 5 Decision variables for MILP model [6]

Symbol | Description

Decision variables

Xij An integer variable of the 1st-level routing is equal to the number of 1st-level
vehicles using arc (i, j)

Y A binary variable of the 2nd-level routing is equal to 1 if a 2nd-level vehicle makes
a route starting from satellite k and goes from node i to node j and O otherwise

Qil,j The freight flow arc (i, j) for the 1st-level

Qﬁ,i,j The freight arc (i, j) where k represents the satellite where the freight is passing
through.

Zy; A binary variable that is equal to 1 if the freight to be delivered to customer j is
consolidated in satellite k£ and O otherwise
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Table 6 Summary indices, parameters and decision variables for transformed model

Symbol Description

Indices

ng Number of satellites

ne Number of customers

Ts Number of possible routes from depot to satellites
(CLP—determined)

Tc Number of possible routes from satellites to
customers (CLP—determined)

i Satellite index

1 Depot-satellite route index

j Customer index

k Satellite-customer route index

M, Number of the 1st-level vehicles

M, Number of the 2nd-level vehicles

Input parameters

Ss Cost of loading/unloading operations of a unit of
freight in satellite s

D; Demand required by customer j

Pcy Total demand for route k& (CLP—determined)

Ks; Route 1 cost (CLP—determined)

Kcy Routek cost (CLP—determined)

Uy If i is located on route / Uj; = 1, otherwise U;; = 0

Wi If satellite or receipient s is located on route k Wy _
s = 1, otherwise Wy, =0

K, Capacity of the vehicles for the Ist level

Decision variables

Y, If the tour takes place along the route I from the route
set generated for level 1, thenY; = 1, otherwise
Y =0

Xk If the tour takes place along the route k from the

route set generated for level 2, then Xy = 1,
otherwise X, =0

Computed quantities

PS]

Total demand for route 1

Tc Ts
min Y (Y{ -Kex)+ X[ -Ksi (1)
K=1 1

Tc
T Yi<M2 (2)
k=1

Tc
> YWy ;=1 forj=1...n. (3)
k=1

Tc Ts
sz'Wk,i'PCk= ZPSI-ULifori=l..4ns (4)
k=1 1

ng Tc Ts
Z Z YE-Wk’i-PCk= ZPsl (5)
i=lk=1 1

X1T~K12Ps]forl=1...Ts (6)

Ts
1;1 XI'<M; (7)

Y{e€{0,1}fork=1...Tc (8)

XfeCforl=1...Ts (9)
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Table 7 Constraints after transformation

Constraint | Description

T1 The objective function minimizes the sum of the routing and handling operations
costs

T2/T7 The number of the routes in each level must not exceed the number of vehicles
for that level (first/second)

T3 No overlapping deliveries to customers

T4/T5 The supply balance for satellites

T6 The number of tours for level 1 resulting from the capacity of vehicles.

T8/T9 The integrity and binarity

Table 8 Decision variables and constraints before and after transformation

Before ‘After |Description

Decision variables

Xij XlT Transformation of decision variables 1-level from the arc model arc (i, j) to

Qilj the route model (1)

Yiij Y§ Transformation of decision variables 2-level from the arc model arc (i, j) to
the route model (k)

Appendix A

See Tables 5, 6, 7 and 8
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Shooting Methods to Solve Optimal Control
Problems with State and Mixed
Control-State Constraints

Andrzej Karbowski

Abstract The paper presents two important approaches to solve numerically general
optimal control problems with state and mixed control-state constraints. They may
be attractive in the case, when the simple time discretization of the state equations
and expressing the optimal control problem as a nonlinear mathematical program-
ming problem is not sufficient. At the beginning an extension of the optimal control
theory to problems with constraints on current state and on current state and control
simultaneously is presented. Then, two approaches to solve numerically the emerg-
ing boundary value problems: indirect and direct shooting method are described and
applied to an example problem.

Keywords Optimal control + Numerical methods * State constraints *+ Mixed
control-state constraints * Lagrange functionals *+ Shooting method * Multiple
shooting method * Boundary value problem

1 Introduction

Shooting method is the basic numerical method used to solve ordinary differential
equations, when instead of initial conditions for the state trajectory, as in Cauchy
problem (aka initial value problem—IVP), we have terminal conditions. Such a
problem is called boundary value problem (BVP) [13]. This approach can be eas-
ily adapted to solve these optimal control problems, which need a higher precision

A. Karbowski (tx)

Institute of Control and Computation Engineering, Warsaw University
of Technology, Warsaw, Poland

e-mail: A.Karbowski@elka.pw.edu.pl

A. Karbowski
NASK, Research and Academic Computer Network, Warsaw, Poland

© Springer International Publishing Switzerland 2016 189
R. Szewczyk et al. (eds.), Challenges in Automation,

Robotics and Measurement Techniques, Advances in Intelligent

Systems and Computing 440, DOI 10.1007/978-3-319-29357-8_17



190 A. Karbowski

of the solution, than obtained from the standard numerical approach, based on time
discretization. In the latter, state and control trajectories are represented by vectors
and from the differential state equations difference equations are obtained, which are
treated as a set of equality constraints in a static nonlinear programming problem.

There are two possible approaches to transform an optimal control problem to
BVP: direct and indirect.

In the direct approach the control interval is divided into a certain number of
subintervals, on which Cauchy problem is solved by an ordinary differential equation
(ODE) solver. The initial conditions are generated iteratively by an optimizer, the
constraints on state and mixed are checked in the discretization points of the time
interval.

In the indirect approach BVP concerns not only state equations, but also the
equations describing adjoint variables. It means, that for an optimal control prob-
lem, before using a solver we have to make a kind of preprocessing on the paper,
based on the appropriate theory. In particular, we have to determine the number of
switching points, where the state trajectory enters and leaves the constraint boundary.
Moreover, in this approach we have to provide the function connecting the optimal
control at a given time instant with current value of state and adjoint variables (i.e.,
the control law). Only general formulas should be given, their parameters: Lagrange
multipliers, initial values of adjoint variables and the concrete values of switching
points (i.e., times) will be the subject of optimization. Actually, in the fundamental
book of Pontryagin et al. [11] one may found a suitable version of the maximum prin-
ciple to formulate BVP for problems with the constraints function of order one (in
Chap. 6). The generalization to problems of higher orders was first given by Bryson
etal. [1, 2].

In the author’s opinion, the BVPs corresponding to necessary conditions of opti-
mality for quite a big class of optimal control problems with state and mixed control-
state constraints can be derived in a simpler way, using local optimality theory. We
adapt here the approach proposed by Wierzbicki [15], based on looking for stationary
points of Lagrange functionals in abstract spaces. A similar reasoning, using gener-
alized Kuhn-Tucker conditions in a Banach space, was presented by Jacobson et al.
[5], but the derivation presented here is more straightforward.

In this paper we consider a Mayer-type problem with one state constraint of the
order one with one boundary arc. The approach can be easily adapted to solve other
problems with state and mixed constraints. After the derivation of the necessary
conditions of optimality, a numerical approach where it can be used—the indirect
shooting method—and an alternative to it—the direct shooting method—are shortly
described and compared on a test problem taken from the literature.
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2 Necessary Optimality Conditions for a General Optimal
Control Problem with State and Mixed State-Control
Constraints

For simplicity of formulas our presentation concerns problems with scalar control
and constraint functions. The passage to the multidimensional case is obvious.

We want to determine a piecewise continuous control function u(¢) € R, £, <t <
1y, which minimizes the Mayer functional

J(u) = g(x(ty)) (1)
subject to the constraints
x(@) = fx(@®), u@®),0), 10 <11 2)
x(1y) = X 3)
r(x(%),4;) =0 € R™ 4
Sx(®),0) <0, ty<t<1 5)
Cx@), u(®),n) <0, tp<t<1 6)

Here, x(f) € R" denotes a vector of the state variables, the constraint (4) describes
boundary conditions, (5), (6) are nonstationary inequality constraints on current val-
ues of, respectively, state and state and control simultaneously. For simplicity, it
is assumed, that the functions S, C are sufficiently continuously differentiable. The
function f(x(?), u(z), t) is allowed to be merely piecewise continuously differentiable
with respect to time variable, for ¢ € [, tf]. The final time I is fixed. Problems with
free final time or problems with integral terms in the performance index (Bolza or
Lagrange) can be easily transformed into a problem of the type (1) by means of
additional state variables. The constraints on control of the type:

u®) e UCR @)

can be expressed as a specific case of the mixed functional constraints (6).
The Lagrangian for the problem (1)—(6) will contain the standard components:

« from the objective function

g(x(1)) @®)

o from the initial conditions
(P, x(1) — Xo) )
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« from the state equation
I
/ (n(0), x(1) — f (x(2), u(t), n)) dt, (10)

where p € R”, 5 is the adjoint function with values in R" and (., .) denotes the scalar
product, and some additional terms coming from the terminal, state and mixed con-
straints. These will be:

« the product
Vir(x(ty). 1), v € R" an

from the terminal constraint (4)
« the integral

/ et COt), (o), 1) d (12)
where
_ | =0, Cx@®),u®),n <0
Hel) = { > 0, Cx(0). u(t). 1) = 0, (13)

from mixed control-state constraint (6).

The situation with the state constraint (5) is more complicated. When this con-
straint is active, that is S(x(¢), #) = 0, e.g. on some interval [t,,,] C [, tf], its time
derivative along the path must vanish. That is, we must have' [1, 2]

ds _ aS (aS>T. _ S

LoD () —+<6—S>Tf(xut)—0 (14)
dt ot \ox/ 7 o \ox B

The expression (14) may or may not have explicit dependence on u. If it does, the
expression (14) for Z—f plays on the boundary arc the same role as the function C
defining mixed state-control variable constraint of the type (6). If it does not, we
may take the next time derivative. We may repeat this procedure until, finally, some
explicit dependence on u does occur [1, 2].

If this occurs on the gth time derivative, we will tell, that we have a gth-order state
variable inequality constraint. In this case, the gth total time derivative of S(x(), ¢)
will be the component representing state inequality constraint (5) in the Lagrangian.
More precisely, let S® denotes the kth total time derivative of the state constraint
function S, i.e.,

SO, u(®), 1) 1= S(x(2), 1), (15)

'In our convention a gradient of a scalar function is a column vector.
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k+lS

SED (), u(e), 1) = &

CONTON)

T
= %’C)(x(t),u(t),m [%(f)(x(t),u(t),t)] Fa@,u,n, k=0 (16)

The order g is the lowest order of derivative such, that S contains the control explic-
itly:

9S®) u,t (9)
W@ _ o p=o,.. -1, 2% 40 (17)
ou u

Hence, we may write in the following:
STV (0, u(t), t) = SV (x(r), 1), k=0,...,qg—1 (18)
and the actual constraint will be:
SDx(t), u(t),r) =0, fort € [t,,1,] (19)

The corresponding component of the Lagrangian will have the form

/ ' ug(0) SO (x(t), u(t), ) dt (20)

Ty

where
ps() =0, fort & [t),1,] 20

Since control of S(x(7),t) is obtained only by changing its gth time derivative,
to keep the system on the constraint boundary, the path entering onto the constraint
boundary has to meet the following “tangency” constraints at time ¢, (or, equivalently
att,) [1, 2]:

SC(ty), )

S(l)(x(t1)9 t])

N(x(1),1,) = =0 (22)

SV (1)), 1)
The corresponding component of the Lagrangian will be the scalar product:
rING(). 1) (23)

As an example we will consider the optimal control problem (1)—(5) (i.e. without
mixed state-control constraint (6)) with the state constraint active on the interval
[t, 5]

J(u) = g(x(17)) (24)
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subject to the constraints

X(1) = fO(0), u@), ), th<t<1 (25)
x(1y) = Xy (26)

r(x(t), 1) =0 € R 27
Sx(1),1) <0, 1y <1<t (28)

We assume, that the state-constraint (28) is of order one, thatisg =1,y € R.
The Lagrangian for this problem will be as follows:

I
LCx,u,m, p, pg, v, v) = g(x(tp)) + (p, x(ty) — x) + / (n(0), x(t) = f(x(®), u(®), 1)) di+

+ / ' psOSV (), u(0), 1) dt + yS(xe(t)), 1) + vr(x(ty), 1) (29)

Because of the possible discontinuity of the adjoint function #(#) at time ¢;, we
will partition the integral stemming from the state equation, that is ft;f (n(1), x(t) —
J(x(®), u(?), t)) dt into two components concerning two subintervals: [7,, #,) and (¢, tf].
Itis not necessary to partition the second integral stemming from the state constraint,
that is ft(ff us(SV(x(1), u(t), 1) dt, although its Lagrange multiplier function pg(f) can
be discontinuous at ¢, too, because this discontinuity has no possibility to transform
itself further into independent, different components of the Lagrangian, including
those being functions of the state vector at time ¢#,, that is x(¢;). The reason is, that to
the first integral the integration by parts can be applied, while to the second it cannot.
After the mentioned partition, the Lagrangian (29) will take the form:

Lx,u,n, p, pg, v, v) = g(x(ty)) + {p, x(1y) — Xo) + / (0, () = Fx(0), ), 1) i+

- / (00, (0 — o), ), 1) it + / ' ps(OSD (e(t), u(?), 1) di+

Iy

+y(S(e(ty), 1)) + vr(x(tp), 1) = g(x(ty)) + (p, x(tp) — Xo)+

+/l(rl(l),fc(t»dt—/1<f1(t),f(X(t),u(l),t)>dt+

+ / f<,1([),x(,)>dt_ / f<n(t),f(x(t),u(r),t)>dt+
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I
+ / psSD (@), u(®), 1) dt + yS(x(ty), 1,) + vr(x(ty), 1) (30)
l

Applying integration by parts to components with state velocity () we will get:

Lx, u,n, p, ps, v, v) = g(x(tp)) + (p, x(1y) — xo) + (n(#7), x(17)) — (n(ty), x(1p)) +

- / ), x(0) dr — / (0 FO0, ), D) di + (1), (1)) — (D), () +

- / (0. x(0) di / 1O f ), ), 1)) it + / " g (DSOC), u(t), 1) di+

+ r(S&(t)). 1) + vr(x(y). 1) (€29)

Grouping together similar terms, taking into account the continuity of the state vari-
ables, we will get:

L(-xv u,n,p, HS’ Vs V) = <p’x(t0) - )C0> - <i’](t0),x([0)>+

+ (), x(t) + y(SCe(ty), 1)) = (), x(t))+

- / | [0, x(0)) + (n(0).f (@), u(D), 1))] dr+

- / f [, X)) + (@), fx(@0), u(®), 1))] di + / " g (OSDx(t), u(e) 1) di+

+8(x(1p) + (ntp), x(1y)) + vr(x(1y), 1) = [(p. x(ty) — xo) — (n(ty). x(t))] +

+ [, x(1)) + r(SGe(t)), 1)) = (). x(2)] +
= / ' [(1(0), x(0)) + (n (@), f (), u(®), 1)) — pg(DSV (D), u(0), 1)] di+

+ [gGe(t) + (e, x(ap) + vr(xtey), )] (32)

It will be convenient now to define the Hamiltonian function for a part of the inte-
grand expression:

H(X, u,n, )uS’ t) = (r],f(x, u, t)> - MSS(I)(X’ u, t) (33)
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According to the theory presented in [15], the optimal solution is a stationary point
of the Lagrangian. Owing to that, we will get the following conditions of optimality:

State equation:
K1) = fG(0,ut), 1), 1 € [1g.1], x(tp) = X (34)
Adjoint differential equation:
n=—H.(xun, ug1, t€lty,1], nty) =ny (33)

Initial point multipliers vector:

p = n(ty) (36)
Natural boundary conditions:
") = —% G37)
Switching (tangency) condition:
S(x(t)),t,) =0 (38)
Boundary arc condition:
SO, u, ) =0, t €[t 1,] (39)

Complementarity (sign) conditions:

[ =0,5:(0,0<0
us(t) = { >0, S(x(t), 1) = 0 (40)

Junction conditions:

n(t) = n(t)) + yS, (), 1) (41)

Optimality condition: ~Assuming, that V¢ € [, tf] the Hamiltonian H(x, u,
1, Mg, 1) is strictly convex with respect to u

oH
E(x’ u,n, Uy, l) = 09 Vit € [t()s lf] (42)
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Otherwise (e.g., when the Hamiltonian is linear with respect to u), the modifica-
tions proposed by Maurer and Gillessen [7, 8] can be applied.

The (unknown) parameters in this problem are: 7, ¢, f,, v, 7.

3 Indirect Multiple Shooting Technique

This short presentation is adapted from the Oberle article [9].

In the previous section we saw, that the necessary conditions for the general opti-
mal control problems lead to BVP with switching conditions for the state x(¢) and
adjoint #(f) trajectory. The basic idea of the numerical treatment of such problems
by multiple shooting technique is to consider the switching conditions as boundary
conditions to be satisfied at some interior multiple shooting nodes [9]. Thus, the
problem is transformed into a classical multipoint BVP [9, 13]:

Determine a piecewise smooth vector function y(f) = [x(¢), n(¢)], which satisfies

YO =fu0), tg<t<t, (43)
u=uwu(ty), n<t<1,, k=0,..,p, 44)
¥) = [x“] (45)
Mo
W& = O, r), k=1,....p, (46)
r(t).v) =0, i=1,....n (47)
ey ) =0, k=1,...,p. (48)
In this formulation, #,, 7, v, 7;, k = 1, ..., p are unknown parameters of the problem,
where the latter satisfy
lh=17 <7 <7< <7,< 7T, =1 (49)

The trajectory may possess jumps of size given by Eq. (46). If a coordinate of y(¢)
is continuous, then its &, is identity. The boundary conditions and the switching
conditions are described by Eqs. (47) and (48), respectively.

In every time stage k the numerical integration over the interval [z;, 7, ;] is done
by any conventional IVP solver with stepsize control. The resulting system of non-
linear equations (47)—(48) can be solved numerically by a quasinewton method, e.g.
from the Broyden family.

The approach presented in this section, where the solution is sought basing on the
necessary optimality conditions, is called the indirect method.
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4 Direct Multiple Shooting Technique

As it was shown in Sect. 2, the necessary conditions of optimality for general opti-
mal control problems lead to BVP for the set of ODEs describing the evolution of the
state x(¢) and adjoint variables #(¢) trajectories. Unfortunately, while the state vari-
ables are continuous, the adjoint variables may have jumps in points, where there are
changes in the activity of constraints. Due to these jumps in 7(¢) trajectory, the only
possible method to solve this problem is the multiple shooting algorithm presented
in Sect. 3. The problem is, that rather a good initial approximation of the optimal
trajectory is needed and rather a large amount of work has to be done by the user
to derive the necessary conditions of optimality, in particular the adjoint differential
equations [14]. Moreover, the user has to know a priori the switching structure of
the constraints (the number and the sequence of the switching points), that is, he/she
must have a deep insight into the physical and mathematical nature of the optimiza-
tion problem [10, 14]. When the structure of the optimal control is more complicated
and the solution consists of several arcs, it may lead to a very coarse approximation
of the optimal control trajectory. Another drawback of the indirect approach is its
sensitivity to parameters of the model, e.g., even small change of them, or an addi-
tional constraint, may lead to complete change of the switching structure [12].

In direct approaches, at the beginning the optimal control problem is transformed
into a nonlinear programming problem [3, 6, 14]. In direct shooting method this is
done through a parameterization of the controls u(#) on the subintervals of the control
interval. That is, we take:

Iy <ty <ty < t, <t =1 (50)
u) =ut, o), t €1, =1[t,1,,], forj=0,1,....p (51)

where @ € R is a vector of parameters. For example, u(f) may be: piecewise con-
stant, piecewise linear or higher order polynomials, linear combination of some basis
functions, e.g. B-splines. The basic idea is to simultaneously integrate numerically
the state equations (2) on the subintervals /; for guess initial points

z = x(t) (52)

Then the values obtained at the ends of subintervals—we will denote them by
x(tj +15 % aj)—are compared with the guesses Zjty-

The differential equations, initial and end points conditions and path constraints
define the constraints of the nonlinear programming problem, that is the problem
(1)—(6) is replaced with:

min g(,,1) (53)

Zjpy —X(4132,9) =0, j=0,....p 54
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r(z,1) =0 (55)
S@1) <0, j=0,....p+1 (56)
C(z.0a;,1) <0, j=0,....p+]1 (57

where x(z‘jJrl 32 aj) forj=0,...,pis the solution of ODE:

atr=1,,.
j+1
This nonlinear programming problem can be solved by any constrained, contin-

uous optimization solver.

5 A Case Study

Let us consider the following optimal control problem taken from Jacobson and Lele
paper [4]:

1
min / (] + x5 + 0.005u%)dt (60)
ueR 0
where
X = Xy, x(0) =0 (61)
x,(H) < 8(t—0.5)> — 0.5 (63)

To transform this problem into a Mayer problem form (1)—(6) we have to introduce
an additional state variable x; governed by the state equation:

X3 = x7 + x5 + 0.005u7, x3(0)=0 (64)
and replace the objective function (60) with
(1)) = x3(1) (65)
which will be also minimized.

Now we may rewrite the optimization problem over the time interval [z, 7] =
[0, 1], introducing the vector notation from the Sect. 2, as the Mayer problem:
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ruréiug 8(x(tp)) = x3(1) (66)
X2
x=f(x,u) = X, +u ©7)

xf + x% + 0.00512

0
x(ty) =| -1 (68)
0
S, ) =x, — 8(t— 0.5 +0.5<0 (69)

First, the problem (66)—(69) was solved by direct shooting method, described
in Sect. 4, for p = 20 time subintervals of equal length with the help of two Mat-
lab functions: ode45 (ODE solver; medium order method), fmincon (constrained
nonlinear multivariable optimization solver).

After 254.3 s we obtained the performance index value equal 0.2796. The result-
ing trajectories of the state variables x; and x, are presented in Fig. 1. Analyzing the
resulting x, state variable trajectory we may see, that it contains one boundary arc.
To find its precise course the indirect shooting method described in Sect. 3, based on
the theory presented in Sect. 2, was used.

1 -5 T

\,\ Ep———

“ x2
1Y - - s=0)|

Ay INFEASIBLE v

\/ \I
05+ A3 : 4 .
. REGION .

1.5 ‘ ‘ ‘ ‘
0 0.2 0.4 0.6 0.8 1

Fig. 1 Optimal state trajectories, obtained from the direct shooting method
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To derive optimality conditions for our problem we will start from the determi-
nation of the order g of the state constraint (69).
We have from Egs. (15), (16):

T X2
S =2 495 fouy=—16(—0.5+[0 1 0] _x, tu
X

a0 2 42 +0.00512

= —16(t = 0.5) — x, + u (70)

It means, that ¢ = 1. Hence, according to Eq. (33) the Hamiltonian function will be
as follows:

H(.X, u,n, ﬂS’ t) = (n,f(x, I/l)> - HSS(l)(x’ u, t) = 111x2 + 7’]2(—X2 + u)+
+ 1307 425 +0.005u) — pg [~16(t — 0.5) — x, + u] (71)
Applying the optimality condition (42) we will get:

%=n2+0.01n3-u—/45=0 (72)

Taking into account the complementary condition (40), it means, that:

. | m+0.01n;-u, t €[1,1,]
As() = {o, (& 110, 7

From Eq. (35) the adjoint equation will be:

oH

7]1 = _a_xl = —27’]3)61 (74)
. 0H
M, = T = =1 + 1, — 21n3%, — Ug (75)
Xy
0H
h=—— =0 76
13 o, (76)

Let us notice, that the Eq. (76) indicates, that
n3(t) = const. ()

We may find its value from the natural boundary conditions (37). Using it, we will
get:

og

Tox(1) 7%

n(1) =
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Hence,
n () =-1, te[0,1] (79)

From (70) and (72), applying (39) and (79), the optimal control will be expressed as:

. 16(t — 0.5) + x,(1), t € [t),1,]
nH= 80
a(0) { 1001(0), TACRA t
Finally, the junction conditions (41) will give us the equation:
0 m (1))
n@) =) +y| 1| =[mE)+r (81)
0 m3(17)

Now we may put all these things together and express them in the format required by
the indirect shooting method, described in Sect. 3, that is a system of nonlinear equa-
tions, with unknowns: #,(, 715, ;, £, ¥, to be satisfied at final and switching points,
resulting from solution of ODEs with time functions: x,(f), x,(), x5(2), 7, (¢), n,(2),
defined on three intervals: [0, 7,1, [#,, £,], [t,, 1], where starting points are defined by
initial and junction conditions. Such a problem was solved under Matlab with the
help of two Matlab functions: ode45 (mentioned above) and £solve (a solver of

15 ‘
" ——
v X2
\ - = S(x)=0
1 — ]
“\ INFEASIBLE ,\'
Y \I\
0.5¢ S REGION K4 i
\ V4
: :
. .
OrMc o e b S /\/
-0.5¢} E
0 0.2 0.4 0.6 0.8 1

Fig. 2 Optimal trajectories of the state variables x; and x,, obtained from the indirect shooting
method
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Fig. 3 Optimal trajectory of the state variable x5, obtained from the indirect shooting method
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Fig. 4 Optimal trajectories of the adjoint variables #,, 1, and the Lagrange multiplier for state
constraint yg, obtained from the indirect shooting method
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Fig. 5 Optimal control trajectory obtained from the indirect shooting method

systems of nonlinear equations of several variables). The calculations took 4.1 s, the
obtained optimal value of the performance index was 0.1698. The results are pre-
sented in Figs. 2, 3, 4 and 5. One may see, that indeed, the solution is much more
precise than that of the direct method, despite that the number of unknowns in the
indirect method was much smaller than the dimension of the decision vector in the
direct method (5 vs. 83) and the time of calculations was much shorter (4.1 s vs.
254.3 s on PC with Intel Core i7-2600K CPU@3.40 GHz processor).

6 Conclusions

The advantage of the direct shooting approach is, that the user does not have to be
concerned with adjoint variables or switching structures. The main disadvantage of it
is the lower accuracy of the obtained solution, than that of the indirect method, where
the infinite-dimensional problem is solved. In particular, in the indirect method, in
contrast to direct methods, no approximations of the controls have been undertaken
[3, 6, 14]. However, as the number of states is large compared to the number of
controls, direct methods may be more efficient.

Nowadays, indirect methods are most often applied, when high accuracy of the
solution is crucial [12], e.g., in the aerospace, chemical and nuclear reactors, robot
manipulators, medical apparatus domain. Typically, initial guesses of the optimal
state and control trajectories are generated by applying direct methods.
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In the paper this methodology was applied to a case study concerning a Lagrange

problem with a single state constraint and fully confirmed its usefulness.
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Power Factor Correction
with ARM®Cortex®—M4 Processor

Kristian Gasparini, Wojciech Giernacki and Sasa Sladi¢

Abstract ARM cortex-M4 processors family appeared in year 2006 and since than
becomes a most common processor family used in mobile phone applications and
other appliances including personal computers, televisions, photocopiers and similar.
In this article it has been used in order to obtain efficient power factor correction
(PFC). It was tested modified average current method with modification in sense
of histeresis, in sense of current sensor and in sense of driver in order to decrease
operating voltage and to increase efficiency for low power, low speed wind power
generation systems. A simulation and practical results were presented.

Keywords ARM cortex-M4 processor * Power factor correction (PFC) * Average
current method * Current sensor modification * Low power applications

1 Introduction

Increasing the quality of electric energy becomes more important especially with
increasing share of photovoltaic and wind energy. This type of energy sources are
highly time dependent so their managment is crucial for stability in electrical net-
works. Some important merits of electric energy quality are power factor (pf), total
harmonic distortion (THD), distortion factor kd, etc. Power factor (pf) of electric
system has been defined as a ratio of active power P and apparent power S [1]:
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or

L,
Bf) = ko = 5™ * 050, )

rms

where:
k,—distortion factor,
kg—displacement factor,
1,,,,—rms value of complete current signal,
1, ns—first harmonic component of load current.

It is desirable that power factor should have a value close to 1, which means
voltage and current in electric system have to be in the same phase (without phase-
shift, k, = cos@ = 1). However, harmonic content of current could decrease the
power factor, also [1]. So, waveform of current should be defined by sine function as
a grid voltage. It means that first harmonic component of load current equals to rms
value of complete current signal (including higher harmonic components).

Power factor correction becomes a mature technology in last two decades [1, 2].
New microcontrollers with different programming tools adds a new possibilities in
algorithm improvement. It seems that PIC microcontrollers are used extensively
[3, 4], but also an other approaches including power factor correction with sup-
port may be found on the web [5]. Concerning algorithms development, technology
improvements in microcontrollers and capacitor technology a new impuls was given
to development of PFC approaches [6]. Number of scientific papers concerning the
power factor correction is lower comparing to begining of the century. However, the
main concerns remained the same: increasing efficiency, decreasing the number of
sensors (especially current sensors) and developing the new algorithms which will
follow that trend ensuring the high quality of electric energy [1, 7, 8]. In recent work
[7] a modified topology with implicit current control was tested avoiding the usage
of current sensor. Similar approach was chosen in [8]. In that case an current sensor-
less PFC was implemented. In this paper current sensor (usually ordinary resistor)
was avoided but voltage drop on 1cm converter connection line which was con-
nected to operational amplifier input (LM358), so the sensor voltage output (up to
3V) could be achieved without additional joule losses. In this case an efficiency will
not be decreased and power converter dynamics will be improved compared to recent
papers [7, 8]. However, this approach was not common in older papers where few
ohm resistors (Fig. 2) were used [2]. Besides that, an step-up transformer (forward
topology) was used instead of classic industrial driver in order to increase efficiency
and avoid implementation of integrated circuits with 15V DC supply.

2 Average Current Method

Average current method involves adopting of rectified voltage waveform as the ref-
erence waveform. However, it needs to be scaled in order to obtain the same value
of average load current. Average current method may be applied on different circuits
[1, 2].
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According to literature more then several different topologies may be used for
power factor correction [9, 10], however boost topology is the most common. Its
input characteristic is not perfectly linear (Fig. 1, left) but the IGBT (insulated gate
bipolar transistor) could be switched on easier than in other topologies (e.g. buck
topology) since its emiter is connected to the circuit referent point (ground) as shown
in Figs. 1 and 2.

In this article a boost converter was chosen, because it has quite linear output
characteristic enabling a low harmonic distortion [9]. Another reason of choosing
this topology is the possibility to switch-on and switch-off a IGBT power electronic
switch using stepup transformer (Forward topology). Its only function is to increase
a control signal level from 3,3 V (used in STM32F407 microcontroller) to 15 V used
by power IGBT (designed in classic silicon technology). That means a both driver
and current sensor are modified (using 3,3 V instead of 15 V supply) so the increased
efficiency could be achieved [7, 8] with current sensor. Furthermore, comparing to
classic algorithm [2], in this paper sampling frequency could be chosen separately
from switching frequency which was not quite defined in older algorithm description
when the analog approach was more common.

Tour, K, M g
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Fig. 1 Single-phase rectifier with Boost converter power factor correction module with switching
sequence Vpwm(t) and idealized waveform of load current Jout and input characteristic (relation
between input voltage Vs and input current is)
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Fig. 2 Block diagram of power factor correction according to average current value [2]

3 Simulation Results

Simulation could be achieved in different software tools. For this purpose a Sim-
plorer program has been chosen. It has been shown (Table 1) that power factor could
be increased from 0,48 to 0,99. In the same time total distortion factor (THD) may
be decreased from 166 to 12 %. However, a switching frequency of 2 kHz has been
chosen in order to obtain visible current ripple and recognisable switching in the
frame of few periods (Fig. 3). According to simulations choosing a higher switching
frequency, an even better results may be obtained.

Table 1 Comparison of results obtained for the case without PFC (first column) and with PFC
(second column); in second case a higher inductance where chosen

Without PFC With PFC

Simulation parameters: 0,5 mH, 230V, 1 mF, | Simulation parameters: 3 mH, 230V, 1 mF,
10 Ohm 10 Ohm

P =2,349kW P =7,906 kW

S =4,9168 kVA S =7,9987305 kVA

Q=4,31922kVAr Q= 1,2120589 kVAr

(pf) =0,477789 (pf) = 0,988452

THD = 165,764889 % THD = 12,18 %
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Fig. 3 Comparison of simulated results between rectified D class current (RC load) with wave-
form obtained with power factor correction (right) circuit accompanied by their frequency domain
(100 V/div, 5A/div, 2,5 ms/div) obtained with switching frequency 2kHz. a Voltages and currents
without PFC. b Voltages and currents with PFC. ¢ Current in frequency domain without PFC.
d Current in frequency domain with PFC

4 Power Factor Correction with STM32F407

The same algorithm which has been applied in simulation program Simplorer, could
be applied in microcontroller using a microcontroller programming tool. Many pro-
grams may be applied with ARM cortex (compatible) microcontrollers [11]. Some
of them are Keil, IAR Embedded Workbench for ARM, Gnu Compiler (gcc), Code
Composer studio by Attolic, GNU Tools for ARM Embedded Processors by ARM,
IAR Embedded Workbench for ARM by IAR, Keil MDK-ARM by Keil, MikroC
by Mikroelektronika [12], Visual Studio by Microsoft and others [13]. In this case a
MikroC was used because of extensive materials on web [12]. For research purposes
32-bit STM32F407 microcontroller with hardware floating point unit was used. It
has Cortex M4F core, as well as 168 MHz chip clock, 1 MB Flash and 192 kB RAM
memory.
According to connection from Fig. 2 a simple code could be written:

Iref=600;
Iin3=15*IinAC;
ISUM=Iref-Iin3;
DUTY SET=ISUM;
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So, a desired duty cycle has been defined as a difference between input volt-
age which has been used as referent current value (Iref) (which amplitude has been
adapted according to output voltage—Fig. 2) and measured current (current through
resistor Rs in Fig. 2 which is converter line strip without additional resistor from
Fig.2). Program is written in CMSIS (Cortex Microcontroller Software Interface
Standard) and it is not compatible with earlier (not cortex) ARM processors [14].

Period = PWM TIMI Init(10000);
PWM TIM1 Start( PWM CHANNELI,
GPIO MODULE TIM1 CHI PE9);
PWM TIMI Set Duty(DUTY SET,
PWM NON INVERTED,

PWM CHANNELI);

where a switching frequency was defined by: Period = PWM TIM1 Init(10000); In
this way a numerous PWM outputs could be defined. Applying the PWM signal
to power circuit via step-up transformer, input current follow the voltage waveform
(wave carrier PWM) and that could be noticed on practical results where measured
waveforms coincide with simulated ones (Fig. 4).

In order to compare results obtained without PFC (Fig. 5) and after turning it on
(Fig. 6), a both cases are shown.

Applying an PWM signal to PFC transistor, it could be noticed that maximum
value of load current decreases.
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Fig.4 Measured waveforms of input voltage, accompanied with input current and PWM signal for
switching the PFC circuit transistor (10 kHz switching frequency) (10 V/div., 2 A/div., 100 us/div.)
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Fig. 6 Measured waveforms of input voltage, accompanied with input current and PWM signal
for switching the PFC circuit transistor (20 kHz switching frequency)

5 Conclusions

Similarly as other modern electronic devices, power converters become more sophis-
ticated. Compared to earlier ones they could involve sleep mode for night charg-
ing of batteries (automatic switching-off), additional measurement of power factor
or even harmonic contient of rectifier input current as well as internet connection
for data acquistion and monitoring. STM32F407 with rich peripheral enables more
sophisticated approach to power quality control in electric networks in general. In
tested prototipe, at switching frequencies above 20 kHz an electromagnetic interfer-
ence could be noted which was not present at simulations, however during the tests
upper frequency limit was not reached implying that this system is faster than ear-
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lier similar systems and high level of EMC was obtained in processor inspite of EM
disturbances. Concerning a PFC algorithm implementation, current sensor is built
without additional resistor, by measuring voltage drop on converter prototipe and
complete converter operates on 3,3 V instead on older industrial 15V standard sup-
ply which makes it appropriate for low power wind power applications at low wind
speeds in frame of distributed energy production systems and smart grids.
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Concept and Design of New Type Valve
with Helix Type Spool

Dominik Rybarczyk and Czestaw Jermak

Abstract The paper presents the design of new kind of electrohydraulic valve with
helix type rotary spool. First part, provides a literature overview concerning on the
construction of the hydraulic valves. Then, Authors present a pair of spool works
principle of a new type valve. Finally, basic equations describing the valve are
formulated and its simulation model is implemented in MATLAB-Simulink envi-
ronment. The valve flow characteristics are collected from the model.

Keywords Electrohydraulic valve + Helix type spool . Modelling

1 Introduction

Electrohydraulic servo drives can be controlled by two types of electrohydraulic
valves: servovalves and proportional valves. The servovalves are used in applica-
tions which require high-accuracy and high dynamics parameters. Proportional
valves have worst dynamic parameters, but they are much cheaper. Therefore these
elements are commonly used in many industrial devices. The basics of proportional
valves design have been established about 30 years ago and from this time there is
no significant progress in this area [1, 2].

The main elements of electrohydraulic proportional valve is a pair of spool, which
consists of a spool and bushing. Their shape defines the number of connected ways
and control positions. The spool of the valve has the form of different diameters rolls.
The spool moves in both direction and its control by the proportional magnets.
The shape of the spool edges determines the characteristics of the fluid flow changes
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as a function of the spool position. The ports in the valve body may have the different
shapes. Mostly, they are triangular, rarely rectangular, semi-circular, sinusoidal like.
The choice of the shape of the edges determines the size of the distributor, the
maximum operating pressure and the limit of leaks. The springs used in valves
require moving the spool to the center position (zero) after a power failure or power
cut-off. The valves may have overlap control edges: positive, negative or zero
(physically not possible due to technology performance) [1, 2].

In the literature from the last 20 years, only a few papers focused on the
applications of different types of spool shapes in hydraulic proportional valves.
Murrenhoff [3] described the cross-cutting trends in the design and development of
electrohydraulic valves. He presented an interesting solution, using the direct drive
in a proportional valve. In another solution the use of the mechanism with four
independent flow spools, was proposed. In his proposals, there is no changing of
spool design (he focus only on the setpoint element).

U.S. Patent [4] describes the construction of the slider, which profile shaped
balance hydrodynamic forces. Geometry of the profile is a combination of several
rays of a circle. Proposed in patent force balanced hydraulic spool valve reduces the
forces required for moving the spool, thereby allowing potentially greater metering
control flexibility for hydraulic remote and electro-proportional flow systems. The
lower forces also reduce physical strength necessary for the introduction in man-
ually operated systems, thus tending to reduce operator fatigue as well. Shape of the
spool offers improved linearity in flow rates.

U.S. Patent [5] is presented multi-way valve provided with a lever mechanism
and the arrangement of two sliders. The displacement of one of them causes syn-
chronous movement of the second one. Described here valve is dedicated to control
the direction of fluid flow under pressure.

In the article [6] described electro-valve, which uses a spool made of asymmetric
control blocks. They are two cylinders with different diameters chosen for the
different flow characteristics. The result is an unbalanced effect of mechanical load
compensation valve.

In the patent [7] presents the valve slider in the form of a sleeve with openings
control. As a result, the hydraulic oil can pool slider, but also provides a flow path
for him. The spool valve assembly includes a pilot operated spool valve that is
moveable by differential pressure across the valve. The spool valve assembly
includes a spool placed in a chamber. A first volume of fluid at a control pressure is
disposed between a first spool and a first chamber ends. A second volume of fluid at
a reference pressure is disposed between a second spool end and a second chamber
end. The reference pressure varies as the position of the spool valve varies, due to a
concurrent throttling effect of the spool valve [7].

In the paper [8] Simic presented a new approach to modelling and simulation of
hydraulic spool valves by using simple mathematical expressions to describe the
geometry of the sliding spool metering edge. Thanks to this, different shapes of
spool metering edges in combination with other functional elements could be used
in design of hydraulic valves.
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Myszkowski and Milecki described in [9] the use of a stepping motor in the
valve to obtain a very low velocity of the electrohydraulic servodrive. Described in
article drive was able to move with a very low constant speed equal to 1 pm/s.
However, the drive maximum speed was only 0.125 mm/s, which was rather low
and which reduced the number of possible applications. In disseretation [10] Author
described different shape of holes (ports) in valves and and their effect on the flow
ratio and characteristics.

2 Valve Construction

2.1 Concept and Design

The essence of the present invention is the use of a multi-way hydraulic rotary spool
with a double cylindrical helix and a sleeve in a cylindrical shape with notched
holes. Advantage of these construction is no need for use the gearbox to convert
rotary motion into linear motion when using rotary motors in valve. The shape of
the holes determines the type of flow characteristics. In the case of use of
oval-shaped holes (ports) the characteristics become non-linear. Nonlinearities can
be compensated by the control system.

The scheme of the valve proposed in this paper is presented in Figs. 1 and 2. The
valve spool is actuated by a stepper motor. Thanks to use microstepping mode the
drive is able to assure the linear resolution of 0.5 um. This motor is connected to the
spool by flexible bellows coupling. The rotation of the motor causes rotation of
spool. This movement is proportional to the angular motor displacement. Direction
of rotation determines the direction of spool translation and opening or closing of
valve gaps. It results in the flow of oil to and from the actuator chambers and
displacement of piston.

1 T A

Fig. 1 Scheme of valve with helix type spool
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Fig. 2 View of helix type spool

2.2 Operation Modes

Depending on the direction of rotation of the slider, the valve can be one of three
states (Fig. 3):

(a) default position—the ports A and B are closed,

(b) turn the slider to the right position, opening the port A and B, the connection
port B port P and port A to port T

(c) turn the slider to the left position, opening the port A and B, the connection
port A to port P and the port B port T.

(b)

G

(o)

i

Fig. 3 Operating modes of the valve
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By changing the motor shaft angle, it is possible to change the flow rate.

2.3 Modelling

The flow through the valve is turbulent type [1, 2], because of the sharp type edges.
The flow can be described using following equation:

0=Ko\/Ap-A, (1)

where: Ky, is a flow coefficient, Ap pressure drop on a valve (Fig. 4).
The flow coefficient K, depends on the following parameters:

KQ=ﬂd’\/—27" (2)

A= % . (17;30 - sin(a)) 2, (3)

where p, is the discharge coefficient, p—oil density: 900 dm3/min, r—dimension of
the valve gap (6 mm).
The value of the discharge coefficient u,; depends mainly on the geometry of the
slot. In the case of valve considered in this paper, this value is usually taken as 0.64.
Its static behaviors can be characterized using so called square root equations,
which describe the oil flow through the hydraulic nozzles. These flows can be
described by following equations:

for: x> 0: g“gt) =KQ\/m-x(t) @

Fig. 4 Geometry of the valve
gap

Spool of the Gap of the
valve valve
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Stepper X
motor Ky ‘
r ,

Square - e o = = = - I
characteristics
> 0
[
for:x < 0: Qu(t) =Ko /pa(t) - x(1) , (5)
Oy (t) =Ko+/Po—ps(t) - x(1)

where x is a spool displacement (mm), Q, flow through the gap A (dm*/min), Q,
flow through the gap B (dm*/min), K flow coefficient, po supply pressure (Pa), and
Pa> Pp pressures in chambers A and B (Pa).

Model of the valve with helix type spool is performed in MATLAB/Simulink
software (Fig. 5).

Figure 6 shows measured flow characteristics from the model in relation to
motor position, obtained for supply pressures 6, 8, 10, 12, 14, 16, 18 and 20 MPa.

| |
150 | ——6-20MPa |

100

50

0

O [dm3/min]

-50

-100

74

-150

-100 -50 0 50 100
x [%]

Fig. 6 Static flow characteristic of the valve
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The flow during test was measured between output ports A and B of the valve. In
the given conditions a maximum flow for 6 MPa was about 80 dm>/min, for
20 MPa—about 162 dm®/min. The flow characteristics was nonlinear due to the
shape of the ports in valve body.

3 Conclusion

The paper presents the design of new kind of electrohydraulic valve built on base of
the rotary spool with double helix, and a cylindrical sleeve with holes. The pre-
sented here concept and design valve and the helix type spool was patented by
Authors in Pat/1738 P.412449. First part of the article described construction and
gives some examples of different kind of spool in electrohydraulic valves. Next, the
basic equations describing the valve are formulated and its simulation model is
implemented in MATLAB/Simulink environment. The valve flow characteristics
are collected from the model.

Advantage of these construction is no need for use the gearbox to convert rotary
motion into linear motion when using rotary motors in valve. The shape of the holes
determines the type of flow characteristics. In the case of use of oval-shaped holes
(ports) the characteristics become non-linear. Nonlinearities can be compensated by
the control system

Presented here valve is characterized by compact dimensions and high dynamics
of movement. The described here invention can be used to control the direction and
flow rate of the hydraulic fluid.
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Structure and Functionalities of Ship
Autopilot Simulator

Marcin Jamro, Dariusz Rzonca, Jan Sadolewski, Andrzej Stec,
Zbigniew Swider, Bartosz Trybus and Leszek Trybus

Abstract Heading control, track control, rate of turn and turn radius are basic
maneuvers executed by ship autopilots. The paper presents structure and func-
tionalities of an autopilot simulator, written in ST language in CPDev environment.
It runs both on PC and on ARM-based controller for anticipated real-time tests.
Sample results of ship dynamics identification through zig-zag maneuver and of
wave filtering by an observer are presented. The simulator has been developed in
cooperation with a Dutch company.

Keywords Ship autopilot - Control loops -+ Identification - State observer
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1 Introduction

Autopilot steers the ship on a reference course by controlling the rudder. Actual
course is measured by gyroscope. In track mode, the autopilot can also steer the
ship along prescribed path, with position determined by GPS navigation. While
cruising at rough sea, the rudder should not be affected by waves.

Since several years Rzeszéw University of Technology has been cooperating
with Praxis Automation Technology B.V. in the Netherlands on implementation of
CPDev package [1] for programming ship monitoring and control systems manu-
factured by Praxis. A year and a half ago joint development of autopilot prototype
has been undertaken, with Rzeszéw responsible for high level software. Some
preliminary results have already been reported [2]. Trial version of such software
implemented on PC and ARM-based controller with 8.4” TFT panel has been
completed recently. It involves 4DOF model of container ship for simulated
steering and comparison of functionalities with commercial solutions, such as [3, 4].
Current operator interface is oriented towards learning and testing, so it is not a
target solution.

The autopilot is designed to operate in the following modes: HC—Heading
Control (course), TC—Track Control, RAD—Turn Radius, ROT—Rate-of-Turn,
MANUAL—tiller or wheel steering. MAIN display (default) is shown in Fig. 1.
Buttons on the left select corresponding modes. Buttons on the right select displays
and adjust parameters.

Dynamics of the simulated ship is identified by standard maneuvers and adjusted
to speed. Wave filtering makes the rudder almost not affected by wave-induced yaw
motions. Sensitivity of autopilot controllers is determined by single parameter,
adjusted automatically or manually. Automatic adjustment means high sensitivity at
calm sea and low at rough sea, or at trailing wave. Essential details of such func-
tionalities are explained in the following sections.

Fig. 1 MAIN display of the

. . RATE OF TURN [*/min]
autopilot simulator

I

|
GYRO [7]

10.1

RUDDER INDICATION [*]

RUDDER LIMIT [7]
35 ADJUST
SET HEADING [7]
1]
SPEED [mi/s]
6.3
TRACK REFERENCE [*] TRACK DEVIATION [m]
45 0
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V, model T T o, Wave

tracker

Fig. 2 Heading control system

2 Heading Control Structure

Architecture of the autopilot while operating in the HC mode is shown in Fig. 2.
SET_HEAD denotes set heading, OUT_HC rudder angle and GYRO course
measurement.

Rate limiter limits rate of set-point change for PID controller to avoid
over-steering (overshoot). The limit depends on controller sensitivity [2]. PID
settings are computed using ship dynamics data, sensitivity and speed. At rough
sea, when PV_E course estimate is an input, OUT_HC is only slightly affected by
waves.

State observer, based on ship and wave models [5, 6], generates filtered estimate
PV_E of the course GYRO by removing wave-induced yaw component.
Besides GYRO measurement the estimator uses rudder angle OUT_HC and fre-
quency o, of yaw motions. Wave tracker identifies the frequency @, from GYRO.
The frequency depends on sea state and relation between ship course and wind
direction. The tracker automatically switches itself off at calm sea and switches on
at normal or rough.

3 Track Control Structure

Track control system shown in Fig. 3 is of cascade structure with track controller as
primary and heading controller as secondary.

PID track controller uses cross track error XTE computed from GPS measure-
ments as the input. If XTE error occurs, the controller computes course correction
FD to waypoint reference TRACK_REF (see also Fig. 1). Sensitivity of the track
controller is directly related to sensitivity of the heading controller, so it can be a
single tuning parameter. Therefore both controllers always behave similarly.
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Fig. 3 Track control system

4 Adjustments

Basic parameters of the autopilot are set from ADJUSTMENTS display (Fig. 4).
The first one, i.e. Minimum wave, denotes limit of wave-induced motions when the
wave tracker switches itself on and begins to evaluate frequency. The tracker is
dormant at calm sea. Trim means position of the rudder to counteract strong wind or
sea current (convenient for MANUAL mode). If despite filtering the rudder is still
affected by waves, small Dead zone can make it completely insensitive.

Track leg reference denotes a course for next section (leg) of the voyage. It
becomes TRACK REFERENCE in the MAIN display (Fig. 1) after accepting Start
for Track next leg.

Turn RAD and turn ROT maneuvers performed usually during sea trials are
specified by Radius, Rate-of-turn, Angle and Direction. Given such data the
autopilot generates corresponding time function fed as the reference SET_HEAD
into the heading controller (Fig. 2).

Measurement filters are parameterized by time constants. The last line in the
display, Rudder Activity, is not an adjusted parameter but indicator of average
rudder motion (control activity). It helps to choose proper value of Minimum wave
for a particular ship, decide when to turn on wave filter, etc.

Fig. 4 ADJUSTMENTS

display for basic parameters ADJUSTMENTS
Y T

Rudder limit [deg

ACCEPT
'
ADJUST

{
|Rudder limitjdeg) |
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S Statuses and Tunings

STATUS/TUNINGS display (Fig. 5) indicates actual statuses of autopilot modes
and sets remaining parameters. Among seven operating modes, i.e. from Adapt to
MANUAL, Adapt + Filter means that identified ship model is used to adjust PID
settings to actual speed and that the wave filter is active. If speed is too low,
autopilot switches itself into MANUAL. Wave filter mode set to On + Slow means
that controller sensitivity is automatically adjusted to frequency of yaw motions.
This is recommended for really rough sea or for trailing waves.

Controller sensitivity is a single parameter affecting settings of heading and track
controllers. It is defined as the ratio of the ship time constant (7' below) to
closed-loop time constant for heading control [2]. So for instance sensitivity 2.0
means that the closed-loop responses are twice faster than those of the ship itself.

A few lines in the display handle ship identification maneuver, zig-zag or
sinusoid, with Rudder change amplitude. Standard first order Nomoto model [5, 7]

r(s) kK
5(s)  Ts+1 (1)

is identified, given measurements of rate-of-turn r and rudder angle 6. Zig-zag data
are processed by least-squares (off-line) and the sinusoid by model reference
(on-line, no data buffering). Inverses of the identified k and 7, normalized with
respect to ship length and speed, are presented as Adapt rudder ratio and Adapt
counter rudder, respectively (notions familiar to marine community). The user may
eventually change them. Sample trend of zig-zag maneuver involving two
switchings is shown in Fig. 6.

We shall explain now how the wave filter is implemented. Following [5], state
observer has been chosen since computation of its gains in this particular case is
less demanding than those of the Kalman filter. This matters for on-line

Fig. 5 STATUS/TUNING
display STATUS / TUNINGS

ACCEPT

=
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Fig. 6 TREND display for
zig-zag identification
maneuver

ADJUST

microcontroller implementation. Let the course y and rate-of-turn r be split into low
and high frequency components, driven respectively by the rudder angle 6 and a
white noise. The high-frequency course component wpr, Wwhich represents
wave-induced yaw motions, is usually described by [35, 6]

s
= —w,
2+ 28w,s +w? "

War(s) (s). 2)
Introducing state vector [y,z, rir, Wyp» rur)] . using the ship model (1) and
wave model (2), the overall state space representation consists of the following

matrices

0 1 0 0 0 1
|10 £ 0 0 |1 r_ |0

A= 0 0 0 1 ’ B= 0}’ ¢ = 1 (3)
0 O —w% —2¢,w, 0 0

with the control ¢ and the output w =y +wpr, so OUT_HC and GYRO in Fig. 2,
respectively (course is an integral of rate-of-turn). It was demonstrated in [5], that
for such sparse matrices analytic expressions for observer gains can be found, given
some observer poles. This holds also for discrete case implemented in the autopilot.

Since the ratio k/I" does not depend on ship speed [5, 7], the frequency w,
evaluated by wave tracker is the only parameter which affects observer gains for a
given ship. Therefore if @, changes sufficiently due to course change or wind,
computation of the gains must be repeated. Gain-scheduling could be another
option.
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6 Simulations

SIMULATIONS display is shown in Fig. 7. Two ships can be simulated, a con-
tainer from [8, 9] (with fixed parameters) and an abstract ship described by Nomoto
model (1), whose Length, Cruising speed, Rudder ratio and Counter rudder can be
adjusted in fairly large ranges to account for small and large ships. Sea state is
determined by Beaufort number, wave and sea current Directions, Wave period and
Current speed. X, Y coordinates determine position of the ship since beginning of
simulated voyage, as it would be in case of real GPS data. Wave tracker period and
Magnitude indications verify whether sea state (Beaufort) and Wave period set
above are evaluated properly. Shaft revolutions are an input for steering machine
simulator.

Effectiveness of wave filtering to eliminate rudder motions can be assessed at
TREND display shown in Fig. 8. The display involves plots of SET HEADING

Fig. 7 SIMULATIONS
display for choosing a ship SIMULATIONS
and setting sea state

Fig. 8 Switching on the
wave filter at rough sea

ADJUST
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(green), GYRO (red), RUDDER INDICATION (blue), RATE_OF_TURN (black).
At the left side of the display the wave filter is switched off, so the rudder moves in
both directions trying to counteract portside and starboard motions of the ship. Later
the filter is switched on, so after a while rudder motions become negligible. GYRO
is almost the same as SET HEADING.

7 Conclusions

An overview of structure and functionalities of ship autopilot simulator, written in
ST language in CPDev environment, has been presented. Heading control system,
the basic one, involves PID controller, wave tracker, wave filter and set-point rate
limiter. The tracker determines frequency of wave-induced ship motions, whereas
wave filter removes them from gyrocompass measurements. Hence the rudder is not
affected by waves.

The track control system, with additional GPS measurement of ship position, is
of cascade structure with track controller as primary and heading controller as
secondary. Sensitivity of the two controllers is adjusted by a single parameter. Ship
dynamics data are identified by zig-zag or sinusoidal maneuvers and adjusted to
ship speed.

The simulator involves models of two ships, real and abstract (Nomoto).
Parameters of the abstract model can be adjusted in fairly broad ranges to account
for small and large ships. Sea state is simulated as well, from calm sea to rough.

Displays of the simulator interface are designed to test and learn operation of the
autopilot functionalities under different sea conditions. So ADJUSTMENTS,
STATUS/TUNINGS and SIMULATIONS displays are in fact lists of indicators
and parameter adjustments. It has been initially assumed that simulator interface
components will be arranged in another, user-friendly way, in eventual target
solution.
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Server Power Consumption: Measurements
and Modeling with MSRs

Piotr Arabas and Michal Karpowicz

Abstract Precise model of power consumption is crucial for the design of
controllers improving energy effectiveness of servers. This paper shows how the
power usage statistics available via processor registers may be correlated to the total
power consumption measurements of servers performing different types of opera-
tions. Identification of such relations may support development of power consump-
tion models and application specific energy-aware server controllers.

Keywords Power saving in computer systems * Modeling - Identification

1 Introduction

The problem of reducing energy consumption of servers and devices used in ICT
has been increasingly gaining importance [1, 2]. The main drivers are economic and
technical, however, raising environmental awareness is of considerable significance
as well. Since fossil fuels are still dominant source of energy, limiting demand on
electricity is one of the basic methods to reduce emission. It should be noted that
almost all energy provided to electric devices changes into heat which in turn must
be discharged through cooling system at additional costs.

Hardware manufacturers have been improving energy efficiency of devices in
recent years. In a straightforward step new technologies were introduced at the
physical layer—e.g. passive optical networks, or new generation processors [3, 4].
As a consequence, energy-aware controllers and protocols were designed and imple-
mented [1, 5]. Examples of novel solutions include CPU clock frequency scaling
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mechanisms [6] and network-wide controllers coordinating interconnected devices
[7-12] such as servers, firewalls and software routers.

In order to construct an energy-efficient control algorithm adequate power con-
sumption model is clearly a necessity. Identification of such a model involves com-
plicated measurements and dedicated equipment. As a solution to this problem one
may view the use of power usage measurements provided by recent Intel® processors
through model specific registers (MSRs) [13]. MSRs allow for high frequency read-
ings of processor power consumption. Clearly, total power consumed by the server
is correlated to the power consumption of the processor. However, the nature of this
relation may depend on particular application profile of the server engaging variable
set of computing resources. The aim of this work is to identify the correlation model
for a selected set of application scenarios.

2 Experimental Setting

Experimental network consisted of five desktop PCs equipped Intel i7 processor,
8 GB of RAM, a quad 1 Gb/s Ethernet cards (Broadcom BCM5719), and a typical
household electricity meter with remote access. This way it was possible to measure
the power consumed by the one of computers while the remaining four could be
used as traffic generators. Another computer was set up to record measurements in
the database. The electricity meter used allows to read active power at the sampling
rate of approximately 8 s with resolution of 1 W, so to collect the sufficient amount of
data the experiments were designed to last at least several minutes. MSRs were read
with a modified version of the power_gov' program. The modifications covered
sampling rate adjustment. Namely, in the course of experiments the sampling rate
MSRs was set to 10 ms, while the resolution of power measurement was in the order
of —W.

In order to determine the relationship between the power measurements read from
the CPU MSRs and the overall server power consumption measurements a large
number of experiments must be carried out. To replicate real world applications the
following scenarios were proposed (Fig. 1).

Computation Server Carrying Intensive Arithmetic Operations

A modified version of the stress? benchmark was used to generate computational
workload. To vary the intensity of operations sleep () instruction was appropri-
ately introduced into the inner benchmark loop to stop it for a specified time interval
and, as a consequence, to reduce the mean processor load.

"https://software.intel.com/en-us/articles/intel-power- governor.
Zhttp://people.seas.harvard.edu/~apw/stress/.
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Fig. 1 Testbed topology

Software Router Forwarding Traffic Between Its Interfaces

Network traffic was generated by iper f benchmark, popular in standard Linux dis-
tributions. To simplify the analysis only UDP packets were sent, which allowed to
easily keep constant bitrate regardless of the network load.

Video Transcoding Server

Finally, the video flows were streamed and then transcoded using mencoder? pro-
gram. Forwarding the traffic was possible using netcat tunnel. As the result part of
kernel level forwarding procedures was bypassed by the userspace program possibly
reducing use of Ethernet board offloading mechanisms.

3 Results of Experiments

In order to identify the relationship between the power drawn by the processor and the
total power consumed by the computer, in each experiment a series of measurements
was conducted differing in workload levels imposed onto the system.

3.1 Scenario I—Computation Server

Two parameters of the modified stress program were adjusted subsequently to
perform measurements in varying conditions: the idle time between successive por-
tions of calculations performed and the number of concurrently running threads
(Table 1).

In the scenario considered the operating system was dynamically adjusting the
frequency of CPU to the workload observed every 100 ms. The default ondemand
governor was activated for this purpose. It should be noticed that the characteristics

3http://www.mplayerhq.hu.
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of the CPU governor imply relatively frequent switching of the CPU clock, up to the
maximum value [14]. MSRs were sampled every 10 ms, whereas the total power
consumed by the server every 8s. Figure 2 illustrates the observed collections
of samples. Despite different time scales close correlation between total power
consumption and the processor power can be observed.

Figure 3 presents the relationship between the total power consumption and the
CPU power consumption. Every point in this figure presents the results of one of
96 runs of the stress benchmark. For each of them the average is calculated with
more than 70 measurements for total power and 60,000 samples for processor power.
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Fig. 2 Comparison of total power consumed by the server, processor power read from MSRs and
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sumed by the processor for computation server and streaming server scenarios (left) and software
router scenario (right), color scale shows transfer rates in Mb/s
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It may be easily seen that the shape of characteristic can be approximated by a linear
function. This suggests that the main burden of arithmetic processing is carried by
the processor itself so the overall power consumption follows that of the processor.

3.2 Scenario 2—Software Router

In this scenario three sets of experiments were performed to identify power
consumption profile of a software router operating with different network adapter
speeds, namely 10, 100 Mb/s and 1 Gb/s. In every case the network traffic flows
were routed between all four ports of the server’s network card. The rates were var-
ied independently on two directions—there were 256 combinations covering range
0-800 Mb/s for 1 Gb/s mode. In lower modes traffic rates were limited to 144 com-
binations for 100 Mb/s and 49 when the adapters were switched to 10 Mb/s. For
every combination two experiments were performed—with a single and bidirectional
traffic. Maximum rate of traffic was limited to 800 Mb/s due to the hardware limita-
tions related to transmission of 1500B UDP frames.

The measurements are summarized in Fig. 3—the lower lines contain samples
gathered in 10 and 100 Mb/s modes, the upper one illustrates the measurements
taken when interfaces worked with full speed, + markers point results obtained for
single direction of traffic and o for bidirectional traffic. The common feature is that
the power consumption in software router scenario is much lower than in the case
of computing server. It must be also noted that regardless of the traffic forward-
ing rate the processor frequency remained at its lower limit. These two facts show
that the network traffic forwarding is a relatively simple task for the PC machine.
Another important observation is a difference in power consumption that seems to
depend on the network adapter speed applied. Clearly, the power consumption fol-
lows the same linear pattern in each case, but switching to 1 Gb/s mode results in
approximately 2 W higher power consumption in the corresponding range of traffic
forwarding rates. This may be explained by switching on additional circuits for full
duplex mode. Contrary to the previous scenario, the power usage characteristics have
much more undulating shape. This may be interpreted as an influence of measure-
ments made with resolution limited to 1 W. Nevertheless, approximation with linear
models seems to be possible, at least when extremely high precision in modeling is
not required. Finally, it is worth noting that both single and two directional samples
are grouped together in the graph. This seems to support the popular assumption that
it is the total workload, not its distribution among the ports of a network card, that
has a dominant influence on the power consumption profile (cf. [5, 15]).
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3.3 Scenario 3—Video Stream Transcoding

Transcoding of video data is a processor-intensive task. In the course of experiments
the server was capable of processing up to six streams only, with network ports work-
ing well bellow their limits (single stream produced approximately 20 Mb/s). Power
consumption characteristic is shown in Fig. 3. Its shape significantly differs from the
one analyzed in scenario 2. The collected measurements clearly form a concave pat-
tern, which indicates the effect of saturation. Proper interpretation of the observed
outcomes requires a somewhat deeper insight into the transconding process. Namely,
the CPU intensive operations are performed subject to very sharp time regime con-
straints. Consequently, under sufficiently high workload delays begin to occur lead-
ing to saturation. Being relatively small and rare they do not cause transmission
breaks (the receive buffers are large), however in the setting considered it was not
possible to reliably transmit 7 or more streams. The coincidence with the number of
cores (4) suggests that the source of the delays can be related to thread switching and
concurrent memory access.

The slope of the initial part of the characteristic is higher than in previous
scenario—it may be attributed to the higher processor workload caused by tunneling
data through netcat. In this scenario some forwarding functions were also sup-
ported by a user space program instead of being offloaded to the network interface
card. A shape of characteristic indicates that, for a reasonably accurate approxima-
tion in the full scope of workload levels a nonlinear function should be used.

4 Model Identification

The results of experiments demonstrated that power profiles may be successfully
described by polynomial models of low degree.

For scenarios 1 and 2 application of linear function is reasonable. Clearly, linear
regression cannot reproduce all features observed in Fig. 3, however it is expected
that the accuracy of approximation shall be sufficient for most applications. Scenario
3 requires a bit more complex approach. It seems that it is worthwhile to consider
two cases depending on the workload. For a smaller number of streams (in the range
1-4) linear model can be used. In the full range it is necessary to revert to nonlin-
ear concave model. The advantage of both approaches is filtering of disturbances.
Another important factor is that identification may be carried out using relatively
small amount of data.

The following equation presents an example of cubic model for scenario 3:

pw) =ay+aw+ azwz, (D

where w is the power read from MSRs, p(w) is the total power consumption and «j,
a, and a, are model coefficients. The linear model used for all other scenarios, as
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well as for the narrower range of the power consumed by the processor in scenario 3,
can be treated as a special case of the model (1). The values of identified coefficients
are presented in Table 2 (least squares method was used).

A comparison of models for three software router scenarios (modes 10, 100 Mb/s
and 1 Gb/s) together with computation server are presented in Fig. 4. The graph is
limited to the initial range due to the lower power consumption in the software router
scenario than in the case of computation server. The increased power demand in
1 Gb/s mode is clearly visible. The line fitted for computation server starts at similar
level to 1 Gb/s software router—it can be explained by the fact that the network
interfaces are in this case configured in this particular mode (although they do not
carry any traffic). The slope of the line for a computing server is lower, indicating
the need of separate models.

The slope of the line fitted to the data for the video transcoding scenario is sig-
nificantly higher than in the case of computation server (see Fig.4). An important
feature is in the range of 5-6 streams—it can not be modeled by linear function,
however cubic approximation seems to be suitable.

Table 2 Power consumption model coefficients

Scenario a a; a
Computation server 27.33 1.46 0
Software router 10 Mb/s 23.22 2.04 0
Software router 100 Mb/s 22.76 2.19 0
Software router 1 Gb/s 23.37 241 0
Video transcoding—full range 10.6 4.43 —0.06
Video transoding—1—4 streams 28.49 2.21 0
45 100
-
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Fig. 4 Fitting models for: software router and computation server (leff) and video transcoding
(right), points and lines represent measurements and approximation respectively
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5 Model Validation

Additional experiments were carried out to collect separate set of samples which
could be used to validate models. To asses quality of fit the mean absolute value of
error was calculated:

N
=1 1p0n)=p, | @
i=1

where w; is i-th sample of the processor power read from MSRs, p; is correspond-
ing value of the total power consumption, p(w;) is the total power computed with
previously identified model and N is the number of samples.

As in the previous experiments the measurements were performed for three sce-
narios: computation server, software router and video streams transcoding. Parame-
ters of first two groups of experiments are provided in Tables 3 and 4. The third
experiment covered transcoding 1-6 video streams with the rate reduced to approx-
imately 80 % of previous value.

Results of verification experiment for the computing server scenario are illus-
trated in Fig. 5. Lightly colored area indicates +5 % deviation from the measure-
ments. Except for a single sample, the line corresponding to the model falls in the
marked area with the average value of absolute error (2) not greater than 3.1 %. This
can be interpreted as a confirmation of the model linearity, whereby the adopted
accuracy (5 %) should be sufficient for most control applications. A single sample
showing greater deviation is most likely a measurement error or the effect of system
process wake up e.g. file indexing, possibly using a hard disk and so significantly
increasing the power consumption. Slight irregularities of the characteristic may,
however, indicate more complex nature of the observed system.

Model verification for software router scenario also gave similar results, wherein
a slightly higher accuracy may be observed. The areas marked in Fig. 5 with lighter
color correspond to the 2 % deviation from the measured values. The average absolute
value of error is 0.4 %, 0.8 % and 0.9 % for respectively modes of 10, 100 Mb/s and
1 Gb/s. Better accuracy is possible thanks to using more samples, while interval of
function argument (i.e. the power consumed by the processor) is significantly nar-
rower than in scenario 1.

Table 3 Parameters of modified stress in the validation experiment 1
Idle time (jus) 32000 10000 4500 1200 90 5
Load (%) 8 22 42 71 90 96

Table 4 Rates of traffic generated with iperf in validation experiment 2
No. 1 2 3 4 5 6 7 8
Rate (Mb/s) | 0.5 3 7 15 50 90 300 700
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The case of video transcoding server is, as was mentioned earlier more complex
and requires a nonlinear model to be applied. Figure 6 shows the results of the veri-
fication of previously tuned model, lightly blue margin is as in the scenario 1 set to
5 %. Both models fit within the imposed accuracy. The placement of the measure-
ment points against model line indicates that the range, which was adopted for the
linear model is appropriate. In other words the saturation point of the total power
characteristic is well defined by the value of processor power.
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6 Conclusions

The presented measurements allowed to identify models binding the total power con-
sumed by a server to the processor power consumption monitored through MSRs.
The most important observation is that the form of the model depends on the type of
tasks performed by the server. In relatively simple cases, such as pure numerical cal-
culations or basic traffic forwarding, it is permissible to use linear model. The case
of video transcoding server is more complex, but approximation with cubic function
seems to be sufficient. In both variants the number of model parameters is small—
2 in the case of linear model and 3 for cubic polynomial. These can be relatively
quickly identified, as for accurate determination of their values only few measure-
ments are necessary. This suggests that it is possible to tune both models based on
measurements taken by a simple power-meter or laboratory multi-meter.

The obtained results clearly show dependence of the power consumption profile
on the type of server workload. Consequently, in order to design an energy-efficient
device control algorithms it is necessary to construct and identify dedicated models
suitable for specific application. This, however, suggests that application-specific
controllers may be capable of increasing the efficiency of power usage above the level
provided by the universal controllers, such as default Linux ondemand governor,
cf. [6, 16].

The presented scenarios, though typical, do not exhaust the list of possibilities.
In particular, a more complete set of model could be constructed with benchmarks
involving storage and full set of processor instructions. Additional measurements
available in the operating system, e.g. traffic statistics or instruction call counters,
are also expected to improve the quality of modeling.

References

1. Nedevschi, S., Popa, I., lannacone, G., Wetherall, D., Ratnasamy, S.: Reducing network energy
consumption via sleeping and rate adaptation. In: Proceedings of the Sth USENIX Symposium
on Networked Systems Design and Implementation, pp. 323-336 (2008)

2. Chabarek, J., Sommers, J., Barford, P., Estan, C., Tsiang, D., Wright, S.: Power awerness in
network design and routing. In: Proceedings of the 27th Conference on Computer Communi-
cations (INFOCOM 2008), pp. 457465 (2008)

3. Venkatachalam, V., Franz, M.: Power reduction techniques for microprocessor systems. ACM
Comput. Surv. 37(3), 195-237 (2005)

4. Tucker, R.S., Parthiban, R., Baliga, J., Hinton, K.: Evolution of WDM optical IP networks: a
cost and energy perspective. J. Lightwave Technol. 27(3), 243-252 (2009)

5. Bolla, R., Bruschi, R., Carrega, A., Davoli, F.: Theoretical and technological limitations of
power scaling in network devices. In: Proceedings of the 2010 Australasian Telecommunica-
tion Networks and Applications Conference, pp. 37-42 (2010)

6. Karpowicz, M.: Energy-efficient CPU frequency control for the Linux system. Concurrency
Comput. Pract. Experience (2015). doi:10.1002/cpe.3476

7. Chiaraviglio, L., Mellia, M., Neri, F.: Energy-aware backbone networks: a case study. Proc.
IEEE Int. Conf. Commun. Workshops 2009, 1-5 (2009)


http://dx.doi.org/10.1002/cpe.3476

244 P. Arabas and M. Karpowicz

8. Vasié, N., Kosti¢, D.: Energy-aware traffic engineering. In: Proceedings of the 1st International
Conference on Energy-Efficient Computing and Networking E-ENERGY (2010)

9. Niewiadomska-Szynkiewicz, E., Sikora, A., Arabas, P., Kamola, M., Mincer, M., Kotodziej, J.:
Dynamic power management in energy-aware computer networks and data intensive systems.
Future Gener. Comput. Syst. 37, 284-296 (2014)

10. Qureshi, A., Weber, R., Balakrishnan, H., Guttag, J., Maggs, B.: Cutting the electric bill for
internet-scale systems. SIGCOMM Comput. Commun. Rev. 39(4), 123-134 (2009)

11. Kozakiewicz, A., Malinowski, K.: Network traffic routing using effective bandwidth theory.
Eur. Trans. Telecommun. 20(7), 660-667 (2009)

12. Karpowicz, M., Arabas, P., Niewiadomska-Szynkiewicz, E.: Energy-aware multi-level control
system for a network of Linux software routers: design and implementation. IEEE Syst. J.
(2015). In press

13. Intel® 64 and TA-32 architectures software developers manual. http://www.intel.com/content/
dam/www/public/us/en/documents/manuals/64-ia-32-architectures-software-developer-
manual-325462.pdf (2015)

14. Pallipadi, V., Starikovskiy, A.: The ondemand governor: past, present, and future. Proc. Linux
Symp. 2, 215-230 (2006)

15. Bolla, R., Bruschi, R., Carrega, A., Davoli, F., Suino, D., Vassilakis, C., Zafeiropoulos, A.:
Cutting the energy bills of internet service providers and telecoms through power management.
Comput. Netw. 56(10), 2320-2342 (2012)

16. Karpowicz, M., Arabas, P.: Preliminary results on the Linux libpcap model identification. In:
Proceedings of the 20th IEEE International Conference on Methods and Models in Automation
and Robotics (2015)


http://www.intel.com/content/dam/www/public/us/en/documents/manuals/64-ia-32-architectures-software-developer-manual-325462.pdf
http://www.intel.com/content/dam/www/public/us/en/documents/manuals/64-ia-32-architectures-software-developer-manual-325462.pdf
http://www.intel.com/content/dam/www/public/us/en/documents/manuals/64-ia-32-architectures-software-developer-manual-325462.pdf

Multi-agent System for On-Line Game
Matchmaking

Dan Latocha and Piotr Arabas

Abstract The task of choosing players to form optimal games is formulated as a
binary mathematical programing problem. An efficient heuristic is proposed and
decomposed to build a multi-agent system. The quality of such a solution is com-
pared with the quality of the exact one, found with the MILP solver. The scalability
of the system is verified by numerical experiments.

Keywords Matchmaking + MILP - Multi-agent system

1 Introduction

The popularity of on-line games has been rising rapidly in last years. It is estimated
that approximately 700 millions people were playing on-line games in 2013 [1].
Many of them do it regularly—in 2015 more than half of players competed with
others at least once a week [2]. As a result, in 2015, there were nearly 145 million
active players each day [3]. Players in on-line games are usually matched automat-
ically. Games facing such a tremendous load need a system which will match users
into teams providing an entertaining game but also minimizing the cost (e.g. energy
cost). High level optimization can lead to reduction of CO, pollution in a way similar
to described in [4, 5].
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The paper is organized as follows: next Sect. 2 introduces the notion of match-
making. Section 3 presents mathematical formulation of the problem together with
a distributed heuristic development. Section 4 describes the design of a multi-agent
system. In Sect. 5, the results of computational experiments are provided and finally
Sect. 6 concludes on them.

2 Problem Description

The term “matchmaking” when referred to on-line computer games covers usually all
aspects of finding appropriate combinations of users to form an entertaining game.
In most multiplayer games users may join in teams making the process a two-stage
one—first forming teams and then allocating them to games.

A typical approach is to use users rating to find a match for them. This leads to
two problems: how to asses users rating to allow finding adequate teams and games
and how to use this information to form games.

This paper concentrates on the second problem. Basing on [6-8], we use players
skill and experience to describe their performance in every mode of the game. The
problem is especially difficult when allocation of users to multiple servers is consid-
ered. A typical approach [9] is to first select the server based on player’s location. In
the solution proposed in this paper, the task is solved jointly in order to find better
solutions. Another important advantage of our approach is higher scalability. In the
case of raising load, new servers may be added dynamically, in any location.

Augmenting suggestions found in [10, 11], we propose the following require-
ments that a correctly constructed game should meet:

1. The game should be balanced i.e. the rating parameters (e.g. skill or experience)
of the users should be similar, resulting in equal win probabilities.

2. Quality of service perceived by players should be maximized.

3. Overall cost of serving games should be minimized.

Solving such problem involves multiple criteria—we propose to tackle it by
scalarization, allowing to tune the balance of the quality and cost. We formulate
a mathematical programing task, and use it as a benchmark for much more effective
distributed heuristic, implemented using multi-agent framework [12]. This way we
obtain a scalable, distributed algorithm contrary to [9] or [10]. Another difference
is that we try to optimize not only the game composition but also the quality of ser-
vice and cost, while other authors usually focus only on one of these aspects (e.g.
transmission delay [9] or detailed player characteristics [10]).
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3 Modeling the Problem

3.1 Full Model

The model bellow covers all aspects of the matchmaking process in a basic form,
i.e. as they are defined in the previous section. Such formulation involves nonlinear
functions and may be solved by limited number of solvers. However, we believe that
it allows to describe all requirements a balanced match should meet.

3.1.1 Objective Function

The objective function is a sum of six components related to all aims of the match-
making process. The first of them aggregates transmission delays of all players, the
next is a sum of absolute values of skill difference in teams. The third component
is a sum of differences between the most and the least skilled players in subsequent
matches. Then, analogically, there is a sum of differences between players with the
highest and the lowest experience value. The cost of all servers is summarized in the
fourth component, while the last is a penalty for leaving unmatched players.

Sy — S m _ s
s = e, ¥ manwm, +6. 3 |3 w0, - Yoo,
pEP

SES, pep SES peP
meM meM
+c Z maxx"o, — min o,|+c Z max x>y, — min
4 . €T tp P (cer. per: P n . €T p r’p (teT, peP: rlp (1)
SES peP szlrzn:l) SES pep X{y,/;x:”

meM

sm Sm
+c, E Kymaxx, ' +c, N, E x",
SES peP sES, meM
meM teT,peP

where: xf[')” is a binary variable equal 1 when player p is allocated to server s, match
m and team ¢, ¢, ¢,, C,, Cys Cys €, Are weight coefficients. S, M, T and P denotes
sets of all servers, matches, teams and players respectively, 7, is player p to server
s delay, o, and 7, are the skill and experience of player p, k, is the cost of server s,
N, is the total number of players.

3.1.2 Constraints

The following inequalities describe limitations imposed on matches.
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Constraints (2) and (3) ensure appropriate number of players in teams and matches
(3) and (4), (6) allocates every player to only one team and match, (5) limits trans-
mission delay between users and servers—200 ms was used. Maximal difference in
experience and skill among players in the match is limited by (6) and (7). Finally
(8) orders matches (&,, being the number of matches). Constraints (5)—(7) resemble
objective function and may be considered superfluous, however they were included
to impose all requirements the match should meet.

3.1.3 Optimization Task

The optimization task is defined as a minimization of the objective function (1) with
respect to binary decision variable xf;’:

minJ ("), Q)

subject to:

inequalities (2 — 8),
sm (10)
X, € {0,1}

Solving this task may be difficult as the number of binary variables grows quickly
with rising number of players and servers. The reduction to the standard form will
result in an even larger problem. With this in mind, we decided not to develop for-
mulation beyond presented above, but to seek appropriate heuristics.
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3.2 Decomposition

The task (9) and (10) is difficult to solve, however it can be decomposed to build a
distributed algorithm as the performance index (1) is additive with respect to s:

Ty = N, + Y I, (11)

seS

where Js(xf,',") is part of (1) with index s omitted under subsequent sums. Most of the
constraints may be decomposed in a similar way—e.g. for (2):

VmeM,teT Y x"=3 U Y x"=0, (12)

pEP PEP

The same may be done for (3), (5)—(8). The constraint (4) can not be decomposed as
it couples allocation of players to teams among servers.

3.3 Greedy Algorithm

Server Task, ST: generates matches (i.e. forms two teams of selected players) and
sorts them with respect to match evaluation index:

QmZC”Zﬂ'p'FCT Z %p ~ Z %p

PEP, PEC,, PEC,,»

m

+c, <maxap—mma ) (13)

PEP, PEP,

+ max#, — min +c K
”(peP "lp PEP, "Ip) KT

where: P,, denotes users in the matchm and P,,,;, i € {1, 2} these in the match m and
team i. The match evaluation index is part of J (x ) related to the single match. The
substitution of maximal delay with a sum shortens computations.

The potential teams may be selected randomly, but have to be feasible in the sense
of partitioned constraints (2), (3), (5)—(8). As the number of combinations may be
very high, the output of ST is limited to n; > N, best matches.

Player Task, PT: PTs receive matches from servers and select the best one using
the same index (13) so the same match should be chosen. Automatically, the global
constraint (4) is satisfied. The algorithm is suboptimal, with every player acting ego-
istically. Typically, however similar users will have similar values of (13), so they
will be grouped making it possible for PTs to choose sensible matches. The advan-
tage of the ST-PT mechanism is that new matches may be generated on the arrival
of new players and sent to PT for evaluation. The algorithm may react dynamically
to requests contrary to the task (9) and (10), which, in such case, must be laboriously
reformulated and solved again.

ml’
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4 Multi-agent System

Multi-agent system is based on the greedy algorithm. The procedure is repetitive
allowing to allocate some users in the first round and then to wait for new ones. It is
also possible to change the number of servers during system operation adding new
ones in periods of high load or shutting down unused ones.

4.1 User Agent

User agent (UA) implements the idea of PT (see Sect.3.3) in a multi-agent frame-
work. It starts with registering with server agents (SA). As UA knows the values of
delay to all servers, it may decide to register only with SAs satisfying constraint (5)
limiting number of SAs involved. After that, UA enters negotiation phase and waits
for SAs to propose matches. Answers are collected for time ¢, then one of them,
minimizing (13) is selected and requested. The UAs wait for time ¢, for the SA to
confirm selected match. However, if UA receives better proposition within time ¢,, it
may cancel previous selection and request a new one. On reception of a match confir-
mation from the SA the process is ended. Otherwise UA repeats all steps, beginning
with the registration as the list of servers may change.

The important point is registering with server agents. In the base version of the
algorithm, all server agents with adequate transmission delay are contacted. It is,
however, possible to limit the number of SAs selected to e.g. 5 with best delays.
Involving all servers provides a solution closer to the optimal one while limiting
their number reduces combinations to generate and evaluate.

4.2 Server Agent

Server agent implements ST by managing two lists: the list of registered users and
the list of all possible matches. As user agents register only with selected servers the
number of combinations is limited.

The operation of the server agent is triggered by user registration or accep-
tance/cancellation of previously proposed match. On user arrival, new matches are
generated according to the match generation algorithm. If some of them are better
than the ones already stored, or include the new player, they are added to the list and
proposed to the relevant users.

A match is accepted when all user agents involved confirm it. Then, server agent
sends the final match proposition message to all of them and after receiving con-
firmations removes the match and players from it’s lists. Additionally, server agent
checks if there are any matches containing any of removed users—if so, it sends
cancellation message to all user agents involved, and removes these matches from
the list.
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Fig.1 Communication between agents

A cancellation request may be received by server agent when new (i.e. better)
match was accepted by the user agent. In this case, the match referenced should be
removed from the list. The player however will remain on player list until acceptance
of newly proposed match. Figure 1 presents the communication where user agent 1
cancels match A in favor of match B.

4.3 Match Generation Algorithm

As number of possible combinations may be huge, it is necessary to propose some
means to effectively constrain them (e.g. for teams of 3—6 players in a match and
100 players there is (1(6)0) ~ 10° combinations). In order to mitigate this, a two stage
algorithm is proposed. In stage 1 n; teams are randomly selected and evaluated using
the following index:

= 7, + max o, — min ¢, + max, — min 14
< p e O T e O T e DL (19

PEP,
where P, are players of team . Obviously, (14) is a part of overall match evaluation
index (13) related to the single team with weighting coefficients set to 1.
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In stage 2 n, < n; of the best teams are combined into matches. As the skipped
teams are inferior to selected ones it is unlikely they could form valuable matches—
thanks to this the quality is not significantly impaired.

Matches conforming to quality constraints are sorted according to (13). Going
from the top (best) match, a new match may be added to the match list if it is better
than the one for any of players included in the new combination. Finally, the match
list is truncated to n; best matches consisting of different players.

5 Implementation and Experiments

The multi-agent algorithm was implemented using JADE (Java Agent DEvelepment
Framework)' conformant with Foundation for Intelligent Physical Agents (FIPA)
standards. FIPA architecture provides predefined framework to construct efficient
and reliable messaging, agent management and location.

To find an exact solution, IBM ILOG CPLEX Optimization Studio® was used.
A great elasticity of its OPL language allowed using some, non-standard for MIP
solvers, functions (eg. max) existing in the problem definition.

5.1 Player Data Generation

As the real data was unavailable, it was necessary to generate a set of players. Follow-
ing information on leagues parameters in League of Legends game [11] the normal
distribution was adopted for skill. The experience was modeled with lognormal dis-
tribution to conform with ESA statistics [2]. For modeling player to server delays
a normal distribution with 60 ms mean was chosen. The server costs were modeled
using normal distribution. The details are provided in Table 1.

5.2 Exact Solution

As previously mentioned, an exact solution of the mathematical programing task (9)
and (10) was possible only for very small sizes—24 users and 3 servers being the
maximum—it was used throughout further experiments as a benchmark.

Thttp://jade.tilab.com.
Zhttps://www.ibm.com/developerworks/downloads/ws/ilogcplex/.
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Table 1 Details of distributions used to generate test data

Parameter Distribution u o Remarks

o, Normal 1200 500 [11]

1, Log-normal 0 1.25 [2], mean 262
T Normal 60 25

Ky Normal 90 30

5.3 Multi-agent System Solution

First, solutions obtained by solving mathematical programming task and using multi-
agent system were compared. Five sets of 24 users were generated. The number of
servers was set to 3. Table 2 presents computation times. Exact solution is valuable
as benchmark for the agent system. Table 3 presents values of performance index
components averaged for 15 runs of the system together with the exact solution.
When comparing them, one can see that the agent system performs visibly worse,
however they should be scaled with respect to the system requirements. Taking this
into account, one must notice that in the worse case—for team skill difference both
values are extremely small—far below 100, while average value is 1200. Similarly,
transmission delay is bellow average, which suggests that most users got well suited
servers (i.e. with short delay).

The scalability was tested using datasets with 24-966 players and 3—15 servers.
The system operated with the following parameters: waiting time z, = 10 s, negotia-
tion time ¢, = 30 s, match generation constants n; = 5625, n, = 750 and n; = 25000.
As the process is iterative, it was allowed that last 6 players remain unallocated if
not matched within 5s. Additionally, 2.5s margin was provided for communica-

Table 2 Comparison of computation times for 24 players example

Solution method | Set 1 Set 2 Set 3 Set 4 Set 5
Exact 4h 52 min 7h 21 min 10h 10 min 11h54min |3h5min
Agent 13.2s 17.6s 12.3s 26.7s 20.8s

Table 3 Comparison of solution quality for 24 players example

Exact Agent % difference
Avg. delay (s) 48 53.8 12.2
Avg. team skill diff. 42 71.8 70.9
Avg. player skill diff. 3834 427.1 11.4
Avg. player experience diff. | 400.3 482.3 20.5
Avg. cost per game 73.5 83.6 13.7
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Table 4 Comparison of computation times for varying number of players and servers

No. of players 24 36 60 120 240 396 966
No. of servers 3 3 3 5 7 8 9
Exact 4h52min |- - - - - -
Agent 13.2s 31.4s 47.3s 443 46.4s 52s 679s

tion. Summing up one round of algorithm should last no longer than 47.5 s. Table 4
presents computation times averaged from 15 runs—it may be seen that for two
largest cases they are longer than 47.5s. Such a situation suggests some scaling
problems. However, it is worth noting that the execution time is still acceptable.
The quality of the solutions is depicted in Fig. 2—it shows clearly that all parts of
performance index becomes lower with the rising number of players. This behavior
is not a surprise, as there should exist more valuable combinations in the larger set,
however it is not obvious that it would be easier to find them using relatively simple,
random based algorithm. The results testify that choice of parameters n,-n; provides
reasonable effectiveness of the algorithm.

The third set of experiments was devoted to the testing of how the algorithm
performs in the conditions of growing load. The number of servers was set to 5 and
the numbers of players was changed from 24 to 966. The results are presented in
Fig. 3. It may be seen that the quality of the solution is very similar to the previous
case and the greatest difference is the growing server costs—it is necessary to rise
expenses by 35 % to keep the quality.

®24 users 3 servers 36 users 3 servers 60 users 3 servers w120 users 5 servers w240 users 7 servers w396 users 8 servers w996 users 15 servers
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Fig. 2 Performance index components and computation times for number of users varying from
24 to 966 and number of servers in the range 3—15



Multi-agent System for On-Line Game Matchmaking 255

®24 users 3 servers w36 users 3 servers 60 users 3 servers » 120 users 5 servers m 240 users 7 servers m 396 users B servers w996 users 15 servers

4271
4823

3520

2464
2436
2129
2044

I 2003

2355
2163

11914
196.4

% —s o

1842

L Y Mog e ® oo .
Ty o - R e n
FaEdIn Fretng, o e = S "'::;;3
iR Biiiiis RINCOEN :iaiiad
Bl EEmiEms Zulnnl

delay avg. team skill diff,  avg. player skill diff.  avg, player expr diff.  avg. cost per game total time

Fig. 3 Performance index components and computation times for number of users varying from
24 to 966 and 5 servers

6 Conclusions

The paper presented a development of a mathematical model and a multi-agent sys-
tem for matchmaking in on-line games. Although the model is relatively complicated
and the resulting mathematical programing task cannot be solved effectively, it can
be used to develop an efficient heuristic. This heuristic is by design distributed and
may be easily implemented within a multi-agent framework. The greatest advantage
of the proposed system is that it may react dynamically to new requests. The exper-
iments proved positive properties of the solution. They also showed that the system
can serve up to thousand simultaneous requests. For more popular games, limiting
the number of server agents contacted by user agents may allow to better spread the
load and eliminate excessive combinations.
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Evaluation of High Efficiency Operating
Rules for Grate-Fired Boilers

Tomasz Janiuk and Pawel D. Domanski

Abstract Synthesis of control rules (extraction of knowledge) from historical data
may be used for optimal control of the pulverized coal boiler, however it appears
to be quite a difficult task. The best effects, allowing fast design and reliable tuning,
might be obtained through comprehensive approach with use of all available sources
of information. Presented methodology covers one aspect: knowledge extraction
through analysis of process operational historical data. Proposed methodology is
specifically developed for the task: synthesis of the control rules and conditions
for improvement of the combustion process efficiency based on the historical. The
approach is stepwise. It starts from the historical data acquisition, followed by the
efficiency calculations, data processing. The methodology ends with evaluation of
the control rules that may suggest boiler operators optimal operation. This approach
copes with several practical problems met during daily boiler operation. Proposed
algorithm uses original combination of heuristics, polynomial approximation and
data clustering to find patterns in scattered data allowing to assign operational rules
to meet the goals. The approach is validated on the real data from the industrial grate
boiler.

Keywords Grate boilers + Combustion efficiency * Rule-based control * Data
clustering

1 Introduction

The ultimate goal of the proposed approach is to develop methodology for synthesis
of control rules that could improve combustion process efficiency using historical
data that represent long-term process performance. Proposed approach is dedicated
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to the task of boiler combustion improvement. Following sections presents prelimi-
nary assumptions, expectations and motivation for this research.

1.1 Rationale

There are two main reasons that drive development of the proposed methodology.
The first one is strictly economical. Power plant should be able to work with the
highest achievable efficiency, which means spending less fuel to produce the same
amount of energy. This implies costs reduction and boiler operational savings. The
second reason is related with environment. Nowadays, every power plant can not
exceed emission limitations for waste and pollution generation, which force plant
management to introduce new solutions. Reduction in fuel used implies lower carbon
dioxide (CO,) emission and enables to embedded different target characteristics, like
for instance nitrogen oxides (NOx) and sulfur oxides (SOx).

Analysis of the research on grate firing boilers shows that these subject is much
less penetrated then PC boiler, gas/oil fired units or fluidized bed boilers [1, 2] and
only few solutions may be found on that subject. On the other hand there are quite a
lot of recent papers [3—5] describing research on the mathematical modeling of the
grate firing of the biomass and waste.

One of the first discussions on the subject is [6]. The idea is to enhance standard
single loop controllers with cascade control and the compensation system for the
grate combustion power. In [7, 8] the authors researched the idea to do control using
fuzzy models. Neural networks were also tested in [9, 10]. In [11] we can find MPC
approach to the grate boiler control. One can notice that it is many years behind pul-
verized coal boilers which were MPC controlled already in late 1970s. This approach
was further considered in [12, 13].

One have to notice that these newest application require more knowledge and
measurements on the boiler. However in practice it is hardly met, thus qualitative
approaches posses an interesting alternative and this way will be further investigated.

1.2 Grate Boiler Combustion

On picture below there is presented typical arrangement of the grate fired boiler
(Fig. 1). Fuel is fed into the furnace pushed onto the moving grate by feeders. The
fuel goes through the combustion processes transported on the moving grate. We can
distinguish the following phases of this process: drying, pyrolysis, char burning and
cooling. The process of combustion is substantially influenced by: fuel used, oxygen
concentration, temperature, pressure, residence time and additives.

Residual ashes are removed onto the ash conveyor. Beneath the grate there are
several inputs of primary air. Secondary air (and/or OFA) are fed into the combustion
above the grate at the freeboard. The heat of the flue gases is transferred to the process
steam in a boiler after combustion.



Evaluation of High Efficiency Operating Rules for Grate-Fired Boilers 259

steam reheaters
———=ce—————e—r

secondary air
OFA air i

flue gas
gaseous emissions

fuel

feeders W ( \‘ (
primary air ‘ l I |

Fig. 1 Grate boiler combustion process
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The flue gases also transport different pollutants, such CO,, NOx, SOx, CO, C xHy,
tar, HCl/Cl,, PAH, PCDD/PCDF, heavy metals, particulate matter, and incom-
pletely burned carbon particles.

Calculation of the boiler combustion efficiency is the entry data for proposed
algorithm. Data selection for further project phases is based on it as only the operat-
ing points at high efficiency are taken into consideration. Boiler heat efficiency (1) is
described as the ratio between heat embedded in the steam at the boiler outlet against
the energy provided to the boiler with the fuel.

There are two main approaches to evaluate boiler efficiency: direct and measured
heat losses method (indirect one). The direct one is not commonly used and it is not
applied in our project. The indirect method was used [14].

2 Approach

Algorithm design process is divided into several phases:

1. Examination of boiler efficiency plot representing efficiency scattered data as a
function of boiler load (steam flow) is used: eff = f(steam_flow).

2. Extraction of maximum efficiency front from the plot or minimum front in
case of heat losses and its parametrization with n-th order polynomial (called the
best-achievable curve).

3. Next derive reasonable neighborhood of the best-achievable curve and select
points included in this set (the best-achievable set).
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4. For the best-achievable data one may find theirs associated MVs—Manipulated
Variables. In case of the boiler efficiency it could be excess air, fuel flow, mill
load, secondary air flow, OFA flow, etc.

5. Next phase is to analyze the plot of the best-achievable MVs.

At this point some discussion is required. In the ideal case it would be expected
that these arguments would form some kind of the characteristics. If it is true,
best-achievable argument curves would be easily evaluated that could be used
for control. However in practice it is not so. These figures form highly scattered
clouds without any clear pattern. To extract knowledge from that situation the
following steps were used.

6. Introduce fuzzy clustering for both input arguments and output scattered
data.

7. Identification of the core fuzzy rules using associations from original data, i.e.
combining extracted fuzzy sets for inputs with fuzzy sets of outputs.

At the end it is expected to obtain algorithm, which analyses provided data and then
extracts specific control rules. Obtained output, in textual and graphical form, may
be applied as an advisory for the boiler operator to keep the best efficiency of the
process. The reason for presenting output in two forms, textual and graphical, is that
the first one will present detail data, and the second will represent the output in more
legible way.

Proposed approach ends with selected control rules. They are in form of the fuzzy
rules. Lotfi Zadeh proposed fuzzy logic [15] as a notion that allows to create systems
directly from human intuition and experience. Fuzzy logic has become a commonly
used technology and through the large number of successful applications different
tools and methodologies have evolved. In recent years, fuzzy logic has proven well
its broad potential in industrial automation applications.

One of the required features in the proposed methodology is to divide domain into
subregions and data clustering is prosed to cover this aspect. Clustering is a process
of finding in data groups that data within the same subset is as similar as possi-
ble and simultaneously it is different from data in other subsets. In fuzzy clustering
similarity of the point with a cluster is represented by membership function whose
values are between zero and one. For the purpose of this work the Fuzzy C-means
Algorithm [16] was used. This clustering approach is very popular and was success-
fully applied to systems for automatic extraction of fuzzy rules from historical data
[17]. Finally trapezoidal fuzzy set approximation is implemented using algorithm
proposed in [18].

3 Methodology

The role of this chapter is to explain practical aspects of the proposed methodology.
Exemplary data used in this presentation originate from the grate boiler firing
wood residues. Grate fired boilers are the most popular steam generators in the
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BOILER LOSSES (exhaust gas + CO incomplete combustion)
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Fig. 2 Boiler losses scattered points and second order polynomial fitting curve

industrial applications. They are relatively simple enabling large flexibility espe-
cially with different fuels, including industrial and domestic waste. In our example
we consider the following boiler data:

o Inputs: primary air flow, and four fuel feeders called Mill A, B, C and D,
» Output: boiler losses as the sum of stack and incomplete combustion loss.

Boiler losses are calculated using indirect method. Typical results are sketched on
the Fig. 2. This form the starting point of the analysis.

The first phase is to find the best-achievable curve and associated points. The
purpose is in need to choose data that is associated with the lowest losses, which
are responsible for the highest efficiency. The first step is to divide the data into
indivisible regions, which consists of points percentage given as a parameter of a
function.

Next number of minima from every region is chosen to calculate their mean
value. Subsequently we add two extreme points from the left and from the right,
respectively to assure that the curve covers whole domain. Afterwards function
approximates indicated points with a polynomial of a desired rank which is an
expected result. Best heat engineering practice shows that second order polynomials
are enough to capture heat efficiency curves and such orders are used in the paper.

Minimum approximation curve (best-achievable curve) is determined. Further,
data points meeting the requirement of fitting between minimum curve and similar
one shifted up by 10 % are selected (Fig. 3). Data that fall into the set are selected.
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Fig. 3 [Evaluation of the best achievable set with points belonging to it

Associated with them inputs are extracted. In the considered example there are five
arguments—model inputs defined above.

Next, we need to look after any pattern that could be used in synthesis of the best
efficiency dependencies. The following ones have been verified:

Dependency between primary air flow and individual mill flows.

Dependency between output point distance from the best-achievable curve.
Dependency between ratio of one mill flow against the sum of flows.

Two dimensional dependency between fuel and primary air against steam flow
may be presented as a 3D graph.

b s

Obtained characteristics are in-line with combustion theory and control practice.
This confirms assumed hypotheses. It is very important because in case of data cor-
ruption any further steps would lead to false results. Decision about final approach
was decided after the analysis of all possible scenarios and hypothesis. However, we
do not get clear dependencies curves. Character of the plots is rather scattered. Thus
there is a need to use help of practical expertise to select appropriate heuristics.

The first selection was about feeders signals. Two approaches were verified: direct
feeder fuel flows and the ratio of single feeder against total fuel flow. The second one
has an advantage as it keeps practical information where relatively more fuel is put,
despite boiler load. For the further analysis the following inputs were selected: steam
flow and fuel ratios for each feeder. Selected methodology is as follows:
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1. Perform data fuzzy clustering for output and all inputs.
2. Identify control rules using dependencies between inputs and output and assign-
ing rules with the most significant number of belonging points.

Data clustering process is split into two parts. Data are divided into two sets. First,
algorithm is run and the rules with their number are determined. Than, it is validated
with second data set, if result is reasonable and rules may be considered as reliable.
Finally, the clusters are approximated by trapezoidal shape.

Once the fuzzy clusters are set, the rules may be identified through matching of
the dependencies provided in analyzed data:

1. Cluster with the highest membership value is selected for every point.

2. All combinations are verified and the most frequent ones are selected.

3. Rules are checked against discrepancies and those with the highest average mem-
bership value are finally chosen.

4 Exemplary Results

Results presented below are derived using real process data from the grate boiler.
Authors were considering simulation verification however, we have decided that it
would not be relevant and results would be misleading (too optimistic). The process
is very complex, thus the model should be simplified. Data obtained from such sim-
ulation would not represent real situation at all. Dependencies would be straightfor-
ward and the conclusions would not be realistic. Unfortunately (or fortunately) prac-
tice is more reach and unpredictable. As we had an access to industrial anonymous
data, we have decided to present exemplary evaluation on those data. Confirmation
for the approach can be only verified practically at site. Unfortunately, there was no
such an occasion yet. Thus the validation could be done only using best practices
and expertise.

First, the algorithm was run in simplified version assuming constant number of
rules. The reason was simple. We wanted to verify practical quality of the obtained
rules checking switching surfaces to verify correctness and completeness of obtained
rules. Each input was clustered with two fuzzy sets while the output with three.

The obtained rules and resulting shape of the control surfaces was according to the
expectations and in accordance with theoretical knowledge. At that point we cannot
say that the algorithm is not incorrect.

Finally it was run with full flexibility and the following structure of the fuzzy
clusters was obtained: steam flow: 3, primary air flow: 5, ratio for feeder A: 3, ratio
for feeder B: 7, ratio for feeder C: 7 ratio for feeder D: 5. Exemplary clusters for inputs
and output are sketched on Fig. 4. One may notice strange covering of the domain
by fuzzy cluster for Feeder B. It would be misleading if we would be interested to
build and use the whole, complete, rule base. In our case we are interested only in
the most dominant (efficient) rules for each operating point and thus such strange
fuzzy clustering is not a limitation.
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Fig. 4 Exemplary fuzzy clusters with highlighted rule. a Feeder A flow clustering. b Feeder B
flow clustering

Table 1 Identified fuzzy rules

St_Flow Prim_Air_Flow | M, My M, My
1 5 3 1

2 5 3 1 3

3 2 1 6

At the end, the rules are defined. Our model has five inputs and one output.
The fuzzy clustering algorithm for the output has found three dominating fuzzy sets
(Table 1). It has to be noted that the rule base is not complete—these are only three
rules. But they show direction in which operators should drive the process to reach
the efficient operating point. Formally the other ones (worse rules) are not needed.
They represent the best operation for different boiler operating points—three best
rules for three steam flow fuzzy sets.

4.1 Results Discussion

Conclusions are derived from the results. First we may see the combustion depen-
dencies existing in input and output data. For low steam flow (rule #1), between 34
and 70 T/h the best rule is as follows:

» Load for feeder A should be set at the highest (3).
o Load for feeder B should be set at the lowest (1).
» Load for feeder C should be kept at the middle (2).
» Load for feeder D should be set at the highest (4).
kNm®

o Primary air flow is advised to be set in the range from 58 to 66.07 -
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Need for high level of primary air (lowering incomplete combustion loss) is caused
by high amount of carbon monoxide in flue gases.

In case of mid steam flow (rule #2) setting of fuel feeders and primary air flow is
almost the same. Only the load for feeders C and D was slightly increased to range
3 and 5, respectively. It means uneven fuel delivery, which in fact results in even
combustion. We notice that even combustion inside of the boiler is associated with
the highest efficiency. This effect for the coal boilers is described in [19].

For high load the rules are opposite. The ideal case would be, when combustion is
uniform in the whole volume of the chamber. In practical world it is never the case.
Fuel feeders asymmetric operation is a way to bring back quasi homogeneous com-
bustion within the boiler. This is visible especially for high power production, where
dynamics of the combustion is supposed to be the fastest. Feeders uneven operation
tames the effects of combustion turbulences and, as a result, provide homogeneous
combustion.

5 Conclusions and Further Research

Proposed algorithm presents practical way to derive control rules (operators advisor).
It may be used as a tool to improve efficiency of the power boiler. It was obtained
combining practical heuristics, combustion experience, data processing and fuzzy
logic methods. From the analysis of obtained results one may conclude that the
assumptions and expectations stated in the initial phase of the project are fulfilled.
Regarding the theoretical approach, results of an algorithm application on data occur
to be correct and valuable.

There are no extraordinary outcomes or phenomena that could not be explained
with scientific reasoning. However, it is difficult to state whether the algorithm is
useful from practical point of view. Theoretical simulation will not be effective as
it is extremely difficult or even impossible to get practical and reasonable simulator
resembling real process with high accuracy. Due to the rules used in its development
we will be always close to the curves and the cloud of points will not appear in such
an extent as in reality. Thus the only way of methodology testing is application to
the real process. Unfortunately it was not possible in the considered case.

If the algorithm is subject to the further development there would be several
aspects that should be added or improved. The things that would be included to the
algorithm are:

« Automated data collection and synchronization with I and C infrastructure.

 Graphical User Interface for visualization.

« Alternative approaches highlighted in paper might be validated.

» Automated parametrization for easier operation by inexperienced user.

« Validation of the methodology robustness testing it for different boilers, i.e. vari-
ous structure, fuels etc.
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Detection of Artefacts from the Motion
of the Eyelids Created During EEG
Research Using Artificial Neural Network

Arkadiusz Kubacki, Arkadiusz Jakubowski and L.ukasz Sawicki

Abstract This article shows the results of the work on the system to recognize
artefacts during the EEG research. The focus is on recognizing only one but the
most common artefact which is eyes blinking. Recognition was used six artificial
neural networks with 1, 2, 5, 10, 100 and 1000 hidden layers. For its learn were
used 16765 samples. This article is based on of Emotiv EPOC+™ system and the
MATLAB environment.

Keywords Emotiv EPOC+ « EEG - Attificial neural network « Brain—com-
puter interface

1 Introduction

Nowadays EEG research is common however, a problem associated with it not
changed since the beginning [1-5]. The biggest problem is misinformation resulting
from the movement of the head and the parts of face [6]. They are troublesome for
physicians and interfere in the conduct automatic recognition, e.g. Epilepsy or sleep
phase [7]. The artefact signal may be larger by an order of magnitude over what we
lose to information from an EEG research [8]. There are many ways to detect such
artefacts. Often used for the other devices as gyroscope [9], information from mag-
netic resonance imaging (fMRI) [10, 11] or uses sophisticated algorithms [12]. In the

A. Kubacki (=) - A. Jakubowski - t.. Sawicki

Institute of Mechanical Technology, Poznan University of Technology,
Ul. Piotrowo 3, 60-965 Poznan, Poland

e-mail: arkadiusz.j.kubacki@doctorate.put.poznan.pl

A. Jakubowski
e-mail: arkadiusz.z.jakubowski@doctorate.put.poznan.pl

L. Sawicki
e-mail: lukasz.w.sawicki@doctorate.put.poznan.pl

© Springer International Publishing Switzerland 2016 267
R. Szewczyk et al. (eds.), Challenges in Automation,

Robotics and Measurement Techniques, Advances in Intelligent

Systems and Computing 440, DOI 10.1007/978-3-319-29357-8_24



268 A. Kubacki et al.

case of this study was used artificail neural networks to detect artefacts. Neural net-
works are currently used for face recognition [13], weather forecasting [14, 15],
forecasting the possibility of cancer [16] or forecasting demand for electricity [17].

2 Placement of Electrodes and Equipment Used
in Research

The most common method of placing the electrode is “10-20” system, which uses
at least 10 electrodes which are equally spaced from each other [18] (Fig. 1).

Fig. 1 Placement of electrodes in the “10-20” system [18]

Fig. 2 Placement of
electrodes [20]
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Carrying out tests does not oblige us to use all of the electrodes. We can skip
some of them in areas not of interest to us or density in another area [19].

The Emotiv EPOC+™ Headset is a brain-computer interfaces based on elec-
troencephalography. It has a built in 14 plus 2 reference electrodes, the arrangement
of which agrees with the “10-20" system. Mounted electrodes are: AF3, F7, F3,
FCs5, T7, P7, O1, 02, P8, T8, FC6, F4, F8, AF4, whose location is shown above
(Fig. 2).

3 Artefacts and Their Classification

During the EEG research are recorded not only the impulses coming from the brain
but also bioelectric activity derived from the organism or even from the external
environment. All signals not originating from the brain are called artefacts [7]. This
phenomenon is associated EEG tests from the beginning and is very well known
and are classified [21, 22]. The following is a the most popular classification of
artefacts [18] (Fig. 3).

Over the years, a number of ways to detect and minimize them on the EEG
graph. The most common method is the rejection of the waveform in place of the
artifact. It rejected a fragment from all channels, even if the artifact occurred only

Artefacts
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Fig. 3 Artefacts classification [18]
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on one of them [23]. Artifacts can be detected in many ways. The oldest method is
to observe the patient and marking its activity on the graph [7]. Another method is
to use gyroscopes and collection of them information about head movement [9].
There are also other methods [10, 12]. This article will provide a new method based
on artificial neural networks.

4 Detection of Artefacts by Artificial Neuron Networks

The test stand consists of a PC with MATLAB version R2013a and Emotiv EPOC
+™ (Fig. 4).

In MATLAB implemented six artificial neural networks with different number of
hidden layers. In all it was carried out the same training using the same input data.
They were taken into consideration information from the three electrodes: AF3,
AF4, FC6. Posted 16765 samples, which presented 40 charts with closed eyes and
as many other face activities including closure of one eye or eyebrow lifting.
The MATLAB research model shown below (Fig. 5).

The following is a confusion matrix of learning networks with one hidden layer
(Fig. 6).

On the green fields shown compatibility of input values and the values provided
by the neural network. On one hidden layer error is 13.2 %. The following table
shows the error in percentage depending on the number of hidden layers (Table 1).

Classification quality very well represent the ROC charts. The closer the plot line
the more uncertain the result of classification. Below are two charts ROC network
with 1 hidden layer and network with 100 hidden layers obtained after the acqui-
sition of all artificial neural networks (Fig. 7).

As you can see above, network with only one hidden layer classification result is
uncertain. In the second case, the prediction result is correct at low coefficients. All
implemented artificial neural networks have been tested with the same test data. The
following is a test chart (Fig. 8).

Fig. 4 Scheme of laboratory
stand

‘] MATLAB
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Fig. 5 Research model of
artificial neural networks in
MATLAB

1 hidden layer

2 hidden layers

5 hidden layers I:I

Scope

From
Workspace

10 hidden layers

100 hidden layers

1000 hidden layers

Fig. 6 Confusion matrix of
learning networks with one
hidden layer

Output Class

0 1
Target Class

The data is divided into three zones. The first part shows 10 blinking eyes. In the
second 4 times has been raised eyebrows. In the last part blinks alternately. The
graphs below is a response to artificial neural networks (Fig. 9).

It turns out that, despite the unfavorable effect of the learning best in this case a
network with only one hidden layer. In other cases, the network also takes into
account the noise. By setting the threshold for the value of 0.9 only if 5 hidden
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Table 1 The prediction error e number of hidden layers Error (%)
depending on the number of 133
hidden layers 4
2 5,6
S 57
10 4,5
100 57
1000 5,6
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Fig. 7 ROC graphs of learning artificial neural networks: the 1 hidden layer (left side) and up to
100 layers of hidden (right)
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Fig. 8 The test data divided into zones: closing and opening eyes (lef?), lift the eyebrows (middle),
the opening and closing only one eye (right side)
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layers number of detected blink disagreed. In cases where a network with more than
one hidden layer should be programmatically delete duplicate detection of the

signal edges during blinking.
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5 Conclusion

In conclusion, it is possible the use of artificial neural networks to detect movement
of the eyelids. With information about the event we can filter them from EEG graph
or use it to control the object. The next stage of research will be to create a model
based on artificial neural networks, which recognize the entire facial expressions.
To improve recognition of the events by the network with a larger number of
hidden layers, enter the filtration of the input signal. We should also collect a
greater amount of training data. Another aspect worth examining is the difference in
the signal generated by different people. The control system based on reading brain
waves must have the calibration process consisting in learning artificial neural
networks.
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Gradient Approach to Curve Fitting
with Incomplete Data

Karol Koniuszewski and Pawel D. Domanski

Abstract The paper deals with the problem of nonlinear curve fitting in situation
of incomplete data. Research was motivated by the industrial identification of Ham-
merstein models. It was noticed that for the model robustness and quality the fit-
ness of the static nonlinear element is much more crucial then efficiency of dynamic
operation of linear part. Industrial data are incomplete, i.e. they do not cover the
whole process domain. It is due to the operation around selected steady states, close
loop operation, extensive manual model use, etc. In case of multi-regional approach
we often get regions with no data. Proposed methodology is addressing that issue.
Included results are for both simulation and real industrial case.

1 Introduction

Presented article covers an interesting practical aspect of Hammerstein model iden-
tification: process modeling in non-linear and non-stationary environment coupled
with practical constraints of empirical identification frequently observed in real
industrial world.

The class of Wiener-Hammerstein models forms an attractive approach for indus-
trial modeling. The separation of the static nonlinearity block and dynamic linear
model is well understood and has strong links with real process industry situation,
where for instance nonlinearity associated with valve or damper (actuator) is closely
coupled with the process itself, which can safely be linearized around operating
point.
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Hammerstein models [1] consists of a non-linear memoryless static element fol-
lowed by linear dynamics. Static nonlinear function g(.) and linear dynamic one f(.)
can be generally of different origin [2]. In practice we mostly use static SISO and
MISO polynomials as g(.) and ARX empirical regression models as f(.).

Identification of the Hammerstein model starts with structure identification. As it
is not a main subject of that paper we may only mention that especially appropriate
inputs selection [3] is rather unclear depending on signals availability and quality,
process knowledge, statistical analysis, applied benchmarking indexes, etc. After-
wards we may progress towards estimation of model parameters. The model consists
of two parts and the procedure often consists of two separate phases: identification of
the nonlinear static part and linear dynamic one. One may find many methods, start-
ing from classical one [2], where parameters of the non-linear part are determined
by any non-linear optimization, while the linear part may be determined by least
squares approach. In the literature we may find many more papers considering dif-
ferent identification approaches, i.e. blind approach [4], iterative [5], multi-variable
methods [6] and aspects as for instance identification in closed loop [7].

In our case we are focusing on the first element—nonlinear curve identification.
The main issue addressed here is its non-stationarity and incomplete data being
available. Real process always vary in time due to the mechanical aging, technol-
ogy/production variations or human interventions. Thus we should embed into the
model adaptation mechanisms.

In literature the subject was historically of the great interest and we may find sev-
eral different approaches [§—10]. We may find two main scenarios, which are anal-
ogous to the adaptive control schemes. One of them is called Gain Scheduling and
means switching of the several models according to the known and varying external
variables. The second one (Model Reference Adaptive Control) refers to the con-
stant or recurrent model updates, like RLS (Recursive Least Squares). In our case
we have selected approach similar to the Gain Scheduling obtaining original results
using gradient maps to reconstruct unknown characteristics in empty regions with
no information.

The paper is organized as follows. In the first Sect. 2 developed methodology is
presented. Then Sect. 3 consists of two main sections: Sect. 3.1 presenting artificially
generated simulation results for two 2D cases and Sect. 3.2 with real industrial case
for the fan analysis. The paper concludes with Sect. 4 consisting of results discussion
and presentation of possible open issues for future research.

2 Methodology

The subject of curve fitting is well known in literature with many methods. One
of the most popular approaches is connected with polynomial fitting. Approxima-
tion and interpolation with polynomials can be done with different algorithms [11],
however the least squares fitting seems to be most popular. The main limitation for
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Fig.1 Incomplete data for polynomial approximation: (green)—incomplete, (magenta) appropri-
ate

good fitting is data. Ideally the data should cover the whole domain to enable perfect
catching of the characteristics. Industrial data rarely meet this condition. Process
data, gathered from normal installation operation, are mostly clustered around oper-
ating steady state points. Thus there are many wholes in data or data cover only small
section of domain (see Fig. 1).

There are solutions to those features like for instance clustering of the domain
into several regions (bins) and storing of data within those bins. But if there will be
regions without any data we should develop something else. The proposed algorithm
is as follows:

1. take historical multidimensional data,

2. perform independent classical polynomial fitting in each of the dimensions,

3. according to the obtained results generate multidimensional gradient map calcu-
lated as numerical central difference for interior data points as a matrix of discrete
slopes in both directions,

4. take one point from the data and using gradient map regenerate the multidimen-
sional surface point after point calculating it as the step response from the previ-
ous one,

5. shift the surface to fit it into the data using any selected performance index, like
ISE (Integral Square Error) or IAE (Integral Absolute Error).
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3 Results

Now modeling examples are presented. At first two-dimensional simulation exam-
ples are presented, while the third subsection shows results of the static nonlinearity
identification for the industrial case.

3.1 Simulation Example

3.1.1 Example #1

We are considering the following two dimensional function (1).
Yy (uy,uy) = ul + i (1)

where 1 < u;,u, < 100. Shape of the function is sketched below (Fig. 2a).

On the following figure (Fig.2b) artificially generated points are shown. We
clearly see that those points do not fully cover the whole domain in the uniform
way. In such a way the classical polynomial interpolation will be biased. These data
are used for analysis. At first each of the separate one-dimensional characteristics
(Fig. 3) are verified, i.e. Y (u;) and Y, (u,). Basing on that separate approximations
are checked and selected. Thus second order polynomials are selected and used for
the generation of the gradient map (Fig. 4).

Once the map is generated it may be fitted into the points. Starting from one
selected point using the gradient map the shape is reconstructed and finally it’s
shifted to fit points according to some fitting index (see Fig. 5). Resulting approxi-
mation normalized error is equal to 0.7614. Percentage of good fitting is 99.24 %.

L o0 0 M| W 4 W R 7o &0 %0 10

Fig.2 Example #1: function shape and generated points. a Example #1: function shape. b Example
#1: generated points
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&

Fig. 5 Example #1: final result of curve fitting into incomplete data
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3.1.2 Example #2
We are considering the following two dimensional function (2).

sin (u% + ug)
Y s = 2
: (ul uz) u% + ug @

where O < u;, u, < 1. The shape of the function is sketched below (Fig. 6a).

On the following figure (Fig.6b) artificially generated points are shown. We
clearly see that those points do not fully cover the whole domain in the uniform
way. In such a way the classical polynomial interpolation will be biased.

These data are used for analysis. At first each of the separate one-dimensional
characteristics (Fig. 7) are verified, i.e. Y; (u;) and ¥, (u,). Basing on that separate
approximations are checked and selected.

Thus second order polynomials are selected and used for the generation of the
gradient map (Fig. 8). Once the map is generated it may be fitted into the points.
Starting from one selected point using the gradient map the shape is reconstructed
and finally it’s shifted to fit points (Fig. 9) according to some fitting index.

(a) (b)

s
s
e ]

Fig.6 Example #2: function shape and generated points. a Example #2: function shape. b Example
#2: generated points

(a) (b)
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06 06
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0.2 0.2
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0 0
02 004 02
0.4 00z -0.4
85 1 a5 2 P 1 2 3 085

Fig.7 Example #2: independent modeling. a Approximation Y (“1) b Approximation Y, (uz)
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Fig. 8 Example #2: gradient map

Fig. 9 Example #2: final result of curve fitting into incomplete data

Resulting approximation normalized error is equal to 15.8324. Percentage of good
fitting is 84.17 %. We see that this function was more difficult to approximate as the
local dimension functions were polynomials versus original sine function. Compar-
ison of both the function and approximated models is sketched on Fig. 10.

3.2 Industrial Example

The industrial example is connected with the identification of the characteristics of
the industrial fan. There are two separate data sets for that case. The data for a clean
fan and a dirty one. Each data file consists of three columns: fan load (kW), fan speed
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Fig. 11 Fan data points. a Clean fan data. b Dirty fan data

(rpm) and fan damper position (%). Both data sets are presented as cloud points on
Fig. 11.

Both data sets are modeled according to presented algorithm separately. Model-
ing results are sketched on one common picture to show differences between both
models (Fig. 12). According to the expectations there is visible difference between
both models.

To better see the difference between the models the error curve is sketched on the
following picture (Fig. 13) in for of the error map.

From the modeling standpoint one may finish the results analysis at that point.
However, observing differences between both clean and dirty characteristics one may
notice the following observations:

« dirty fan works in a very similar way to the dirty one in the region of low input
parameters (darker region in comparison),

« Dirty fan has problems with high loads,

 energy consumption of a dirty fan increases.

Those facts are quite clear, once we know where the data originates. If not such an
approach can play a support role in the process analysis and diagnostics.
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Fig. 13 Error map between clean and dirty curves

4 Conclusions and Further Research

The paper deals with the subject of the reconstruction of static nonlinear charac-
teristics. The rationale of the paper originates from the issue of the nonlinearity
identification for Hammerstein models. Nonetheless, the approach may be applied
independently while any static nonlinear curve identification is needed. The algo-
rithm is visualized with three examples.

The first example is very easy and the reconstruction quality is expectedly high.
The second function has more complex shape however, fitting quality is quite good
except areas without relevant data. There is required more research to improve per-
formance in those conditions.
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Finally the real example based on the real-time data from industrial fan was pre-

sented. The interesting issue of that example was that there were two characteristics
covered by data: performance of clean and dirty fan. Comparison of those two mod-
els brought some interesting observations about the equipment under consideration.

As the future development one could consider three subjects:

using of the more complex base functions in the process of the gradient map gen-
eration,

extension of the approach to more dimensions,

evaluation of some additional fitting mechanisms that could improve modeling in
case of the insufficient data,

and finally consider live model adaptation and tracking of non-stationary behav-
iour.
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A Non Integer Order Model of Frequency
Speed Control in AC Motor

Krzysztof Oprzedkiewicz and Tomasz Kolacz

Abstract In the paper new non integer order models for speed control in AC motor
are proposed. The models have the form of hybrid transfer functions containing
both integer order and non integer order parts. Parameters of models were assigned
with the use of least square method. The proposed models were compared to integer
order transfer function model with delay identified with the use of MATLAB.
Results of experiments show that the proposed hybrid models containing fractional
order part and integer order part are comparable in the sense of square cost function
to reference integer order model and simultaneously they can be simpler to identify
and their computational complexity is smaller than reference integer order model.

Keywords AC motor - Frequency speed control - Fractional order transfer
function - Oustaloup approximation

1 An Introduction

Fractional order models are able to describe a number of physical phenomena from
area of electrotechnics (heat transfer, diffusion etc.) properly and accurate. Frac-
tional—order approach can be interpreted as generalization of well known
integer-order models. Fractional order systems have been presented by many
Authors [1-9]. An example of identification fractional order system can be found in
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[4]. The proposal of generalization of the Strejc transfer function model into
fractional area was given in [10].

In the paper a proposal of new, non integer order model for electric AC drive is
presented. A motor speed control model in the shape of a simplified input-output
transfer function is considered. The integer order model has the form of transfer
function with delay. The proposed non integer order models are hybrids containing
both integer order and non integer order parts.

The paper is organized as follows: at the beginning a speed control principle for
induction AC motor is given, then simplified input-output transfer function models
for considered plant are proposed. Furthermore, the Oustaloup approximation (the
ORA approximation) is presented. Afterwards results of experiments used to order
estimation and parameters identification for all proposed models are presented and
discussed.

2 A Speed Control Rule for Induction AC Motor

As described in [11-13], when an induction machine with number of pole pairs p,,
operates as a motor, the rotor speed, w,y, is less than the synchronous velocity, wsy,,.
Consequently, lines of magnetic flux intersect rotor conductors, inducing the EMFs
and currents. The difference between these velocities is given by:

Ws] = Wsyp — Pp®OM (l)

Dividing the slip velocity wy by wy,,, we get the so-called slip s of the motor,
defined as follows:

(274
s= =1-p 2
Wgyn r Wsyn ( )

After transforming the above relation, we obtain a formula for speed of the
induction motor as a function of the supply frequency, number of pole pairs of the
magnetic field and slip of the motor. It has the following form:

—60L (1—s
nM—60pp(1 ) 3)

The simplest approach to open loop speed control of inductance motor is method
known as Constant Volts/Hertz. In this strategy of control the stator voltage should
be adjusted in proportion to the supply frequency to maintain the flux (and the same
torque) at a constant level, what is written as:

V. V.
AS% ESZZHTS (4)
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All the above relations describe the steady state dependence between frequency and
rotor speed in considered motor. The dynamics of speed control process is more
complicated and it is required to be described with the use of suitable models. These
models are also known, but in the paper new, simplified input—output, non integer
order transfer function models will be considered.

3 Transfer Function Models of Speed Control

The problem of model estimation for given experimental results has been consid-
ered for many years. Fundamental results for integer order models are given in
[14-16]. Non integer order model parameter estimation typically consists in
numerical minimization of selected cost function with respect to model parameters.

3.1 Cost Functions Used in Model Estimation

The performance of all considered models was estimated with the use of typical
cost functions. Denote the error of approximation in k-step by e*(k):

et (k)=y*(k)—yr k), k=1,....K, (35)

In (5) K, is a number of samples, y" (k) and y;,(k) denote the values of step responses
of plant and model in k time moment respectively. Then the first cost function is
Mean Squared Error (MSE):

MSE= - % (e* (k))* (6)
K=

The next applied cost function is Final Prediction Error (FPE) (see for example [14,
15]):

Ki+Mro 1 &
Ky —Mro Ky =)

(e* (k))* ()

FPE =

In (7) K, denotes the number of samples, My, denotes the number of free
parameters of the model, applied to minimize a suitable cost function during its
identification.
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3.2 An Integer Order Transfer Function Model

The simplified, input—output, integer order model of rotor speed as a function of
frequency f, can be expressed as the following Mth order transfer function with
delay:

M
> bps™
Gro(s)=ke ™ "=0 (8)

M
> s
m=0

In (8) k is a steady-state gain of the system, 7 is a dead time of model, ay ... ay; and
by ... by are coefficients of model, M denotes the order of model. All parameters of
transfer function (8) can be assigned with the use of MALTAB via minimization of
cost functions (6) and (7). The model order M can be estimated with the use of
approach presented in [14], p. 572. It consists in calculating selected cost function
(6) or (7) for increasing values of order M. If the significant improvement of cost
function during crossing from M to M + I is observed, then the estimated order of
model is equal M + 1.

3.3 The Proposed Non Integer Order Models

The proposed non-integer order, hybrid models have the form close to hybrid
models discussed in [4, 5, 16]:

k
ot () = G e D Tos + 1) ©)
Gron(s) = k (10)

(Tas® +1)(Tps” + 1) (Tros +1)™

In (9), (10) 0 < &, < 2 denote the non integer orders of the model, T, T and T,
T,» denote time constants for non integer order and integer order parts respectively,
ny and n, denote the orders of integer order part.

4 The Oustaloup Approximation

The approximation proposed by Oustaloup (so called ORA approximation) was
presented in [17], see also for example [3]. It allows us to approximate an ele-
mentary non integer order transfer function s* with the use of finite, integer order
approximation expressed as underneath:
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s xhy I (11)

In (11) N denotes the approximation order, u,, and v,, are coefficients of approxi-
mation calculated as follows:

Hi =wi/1
Up=p,y, n=1,...,N (12)
Hps1=Van, n=1,...,N—1

wp

]

wp ]%
w;
Parameters calculated with the use of approximation (11)-(13) are valid in the
frequency range [w; w,]. A steady-state gain kg is calculated to assure the con-

vergence the step response of approximation to step response of the real plant in a
steady state.

Where:

==

(13)

5 Experimental Results

The experimental system is shown in Fig. 1. It contains frequency inverter Sch-
neider Electric\Telemecanique Altivar 28, asynchronous 3-phase motor 3SG90L-4,
1.5 kW, 230/400 V, 1440/min and measuring card Advantech PCL818HD. The
speed is measured with the use of tachogenerator connected via industrial card to
virtual measuring panel DasyLab. At this platform, the signal is conditioned and
can be written in the form, which is easy to further use.

Data

f acquisition |
Z card

Y =
n Measuring
AC panel
DasylLab
+ 11 @
AC /=N
Frequency Motor Tachogenerator

inverter

Fig. 1 The experimental system
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The input signal was an input frequency f;, the output was the angular speed of
the rotor, measured with the use of tachogenerator.

The exemplary, normalized step response showing the dependence between step
change of input frequency and rotor speed is shown in Fig. 2. This step response
was tested for step change of input frequency f,, from 20 to 50 Hz. The sample time
during measurements was equal 0.2 ms. Number of collected samples was equal:
K, = 5392.

Estimation of model parameters started with estimation of the integer order
model is expressed by (8). The first parameter was the order of estimation M. To
calculate it, the cost functions (6) and (7) were applied. Calculations were done with
the use of MATLAB function tfest, the order M was estimated with the use of
approach presented in Sect. 3.1. Results are given in the Table 1 and shown in
Fig. 3.

The turning point in the run both cost functions describes model noll, con-
taining 5 poles and 3 zeros. Further increasing complexity of model does not
significantly improve the MSE and FPE functions. This allows us to select the order
of model no 11 as proper order of integer order model (8). The parameters of this
selected model are shown in Table 2.

The order estimation for both proposed hybrid models (9) and (10) is a little bit
more complicated, because two orders (ORA approximation order N and integer
orders n; or n,) need to be tested. It can be done with the use of the above approach,
but the plot of cost function (6) should show the dependence on both orders.

Firstly, the model (9) was investigated. Results of tests are shown in Table 3 and
Fig. 4. Calculations were done for frequency range: [w; w;] = [0.1; 10].

From Table 3 and Fig. 4 we can conclude at once, that the optimal orders of the
proposed hybrid model (9) are equal: N = 2 and n; = 3, what gives the summarized

0.8 - N S — .

0.6 B R e A R e e .

ny [1/min]

0.4 - N S — .

0.2 S SO SN SO .

0.2 i i i i i
0 0.2 0.4 0.6 0.8 1 1.2

time [s]

Fig. 2 The rotor speed as function of time during step change of input frequency f, from 20 to
50 Hz
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order of proposed model equal 5. The number of free coefficients during model

optimization is equal 3. Optimal parameters of model (9) are given in Table 4.
Subsequently, the model (10) was tested. Calculations were done also for fre-

quency range: [w;; wy,] = [0.1; 10]. Results of tests are shown in Table 5 and Fig. 5.

Table 1 Estimation of model order M for integer order model (8)

No. Parameters of estimated transfer functions MSE (6) FPE (7)
Number of poles Number of zeros
1 3 0 4.591e-05 4.573e-05
2 1 5.066e-05 5.247e-05
3 2 4.387e-05 4.458e-05
4 3 4.026e-05 4.061e-05
5 4 0 5.201e-05 5.255e-05
6 1 3.693e-05 3.709¢-05
7 2 1.879e-05 1.931e-05
8 3 1.127e-05 1.141e-05
9 4 9.661e-06 9.768e-06
10 5 2 3.625e-06 3.64e-06
11 3 1.561e-06 1.569¢-06
12 4 1.239e-06 1.245e-06
13 5 1.136e-06 1.143e-06
14 6 2 7.325e-07 7.366e-07
15 3 7.195e-07 7.239e-07
16 4 7.264e-07 7.309e-07
17 5 6.649¢-07 6.694e-07
18 6 9.027e-07 9.094e-07
x 10°
6 - T
O FPE
x  MSE
5 .
4
g
g
53
3
2 o)
1
D ® ® @ G
0o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Number of estimated model

Fig. 3 Cost functions (6), (7) as functions of model order for integer order model (8)
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Table 2 Parameters of integer order model (8) no 11

Number of poles 5
Number of zeros 3
Number of free coefficients My 9

by = -30.91, by = 2657, by, = 2.232 * 10,

by = -1.552 * 10°

as = 1.00, a; = 44.57, a3 = 1692, a, = 3.367 * 10",
a, = 4.233 * 10°, ap = 2.444 * 10°

Numerator coefficients

Denominator coefficients

Dead time 7 [s] 0.000612
MSE 0.1561 * 107>
FPE 0.1569 * 107>

Table 3 Values of cost function MSE (6) for hybrid model (9) and different orders N of ORA
approximation and integer orders n;

n=1 n =2 n =3 n=4
N=2 0.8094 * 107* 0.1465 * 10™* 0.1168 * 10~ 0.2164 * 107*
N=4 0.8266 * 107* 0.1411 * 10™* 0.1204 * 107* 0.2237 * 1074
N=6 0.8183 * 10™* 0.1388 * 107* 0.1217 * 107* 0.2259 * 1074
N=38 0.8149 * 107* 0.1379 * 107~ 0.1222 * 107* 0.2267 * 107*
9x 10°
Y I
7
w 6
)
=
5
5 5
8 4
3
2
Vi
1=
2 3 4 5 6 7 8

Approximation order N

Fig. 4 Cost function MSE (6) as a function of model order for hybrid model (9) and orders n;:
np=1C¢"),n=2"),n =3(0),n =4(*)
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From Table 5 and Fig. 5 we can conclude that the optimal orders of the model
(10) are equal: N = 10 and n, = 1, what gives the summarized order of proposed
model equal 21, because we need to use two different ORA approximants for both
non integer order factors in transfer function (10). The number of free coefficients
during model optimization is equal 5. Optimal parameters of model (10) are given
in Table 6.

The comparison of both proposed hybrid models (9) and (10) to integer order
model (8) in sense of MSE function (6), number of free coefficients My, and
summarized model order is given in the Table 7. In Table 7 Np denotes the order of
Pade approximation necessary to modeling the delay at MATLAB platform. This
order is not directly given, but it always must be considered during use of transfer
function model with delay. Typically, it should be set between 5 and 10.

From analysis of Table 7 we can conclude at the beginning, that the integer order
model no 11 is the most accurate from all models presented in Table 1. However, it
requires to identify 9 parameters and its real order is relatively high (between 10
and 15 with Pade approximant).

Next, the hybrid model (9) with number of free coefficients equal 3 and
summarized order equal 5 is more accurate in the sense of MSE, than integer
order models no 2 and 5 with 5 free coefficients and summarized order greater
than 5.

Furthermore, the hybrid model (10) is comparable to integer order model no 11
in the sense of cost function and it contains only 5 free coefficients to identify, but
its computational complexity is the highest from all discussed models, because it
requires to use two different ORA approximants with relatively high order.

Finally, it can be concluded that the most sensible is to use the hybrid model (9)
containing one non integer order part and integer order part. This model is able to
assure the good accuracy (in the sense of MSE cost function), comparable to integer

Table 4 Optimal parameters of model (9)

N |n |« T, [s] T, [s] |MSE FPE Mo
2 3 1.729 | 0.0068 [0.0656 |1.1679 * 10> |1.1692 * 107> |3

Table 5 Values of cost function MSE (6) for hybrid model (10) and different orders N of ORA
approximation and integer orders n,

n2=1 n2=2 n2=3 n2=4
N=2 0.7799 * 107* 0.1620 * 107* 0.1092 * 107™* 0.1729 * 107™*
N=4 0.0807 * 107* 0.1631 * 107* 0.1138 * 107™* 0.1711 * 107™*
N=6 0.0877 * 107* 0.1146 * 107* 0.1144 * 107* 0.1770 * 107*
N=38 0.0778 * 107 0.1427 * 107* 0.1146 * 107* 0.1770 * 107*
N=10 0.0771 * 10~* 0.1590 * 107* 0.1149 * 10™* 0.1803 * 107™*
N=12 0.0772 * 107* 0.1587 = 1074 0.1150 * 107* 0.1804 * 107™*
N=14 0.0779 * 107* 0.1585 * 107* 0.1150 * 107™* 0.1585 * 107™*
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cost function MSE
S
/

2 4 6 8 10 12 14
Approximation order N

Fig. 5 Cost function MSE (6) as a function of model order for hybrid model (10) and orders n,:
ny=1C"),np=2("), np=3(0"), np =4 (*)

Table 6 Optimal parameters of model (10)

N |n |« 8 To [s] |Tg[s] |Tn [s] | MSE FPE Mgo
10 [1 | 1.792 | 1.4266 |0.0054 |0.0266 |0.1719 |7.7123 * 107° |7.7266 * 107° |5

Table 7 Comparison of all discussed models

Model MSE Summarized order Number of free
coefficients Mro

Integer order (8)— 5.066 * 107> 3+ N, 5 (3 poles, 1 zero, dead

model no 2 time)

Integer order (8)— 5.201 * 107 4+ N, 5 (4 poles, dead time)

model no 5

Integer order (8)— 0.1561 * 107> 5+N, 9 (5 poles, 3 zeros, dead

model no 11 time)

Fractional order (9) 1.1679 * 107> S(N=2,n =3) 3(a, T, T,1)

Fractional order (10) 0.7712 * 1073 21 (2 * N =20, S(a, B To Ty T2)
n,=1)
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order model with comparable order and number of free coefficients. However, this
integer order model is more complicated to identify and more complex during
calculations.

6 Final Conclusions

The final conclusions for the paper can be formulated as follows:

In the paper the hybrid models for speed control in AC electric motor were
proposed and discussed. The proposed models were compared to integer order
transfer function model with delay, identified with the use of tools available at
MATLAB platform.

From simulations it can be concluded, that the most sensible is to apply the
simple hybrid model with one non integer order part and integer order part,
because this model assures good accuracy and it is simpler to identify and
implementation. The second model with two non integer order parts is more
accurate and also easy to identify, but its computational complexity is high.
The proposed models are planned to be applied to construct the model-based
control algorithms for the considered AC drive (for example ramp control
algorithms).

Acknowledgments This paper was supported by the AGH (Poland)—project no 11.11.120.815.

References

. Caponetto, R., Dongola, G., Fortuna, L., Petras, I.: Fractional Order Systems. Modeling and

Control Applications. World Scientific Series on Nonlinear Science, Series A, vol. 72. World
Scientific Publishing (2010)

. Kaczorek, T.: Selected Problems in Fractional Systems Theory. Springer (2011)
. Merikh-Bayat, F.: Rules for selecting the parameters of Oustaloup recursive approximation for

the simulation of linear feedback systems containing PI'D* controller. Commun. Nonlinear
Sci. Numer. Simulat. 17, 1852-1861 (2012)

. Mitkowski, W., Obraczka, A.: Simple identification of fractional differential equation. Solid

State Phenom. 180, 331-338 (2012)

. Mitkowski, W. Oprzedkiewicz, K.: Application of fractional order transfer functions to

modeling of high- order systems. In: 7 IFIP Conference, Klagenfurt, 9-12 Sept 2013

. Mitkowski, W., Skruch, P.: Fractional-order models of the supercapacitors in the form of RC

ladder networks. Bull. Pol. Acad. Sci. Tech. Sci. 61(3), 581-587 (2013)

. Mitkowski, W.: Finite-dimensional approximations of distributed RC networks. Bull. Pol.

Acad. Sci. Tech. Sci. 62(2), 263-269 (2014)

. Vinagre, B.M., Podlubny, I., Hernandez, A., Feliu, V.: Some Approximations of fractional

order operators used in control theory and applications. Fractional Calc. Appl. Anal. 3(3),
231-248 (2000)



298 K. Oprzegdkiewicz and T. Kotacz

9. Weilbeer, M.: Efficient Numerical Methods for Fractional Differential Equations and their
Analytical. Technischen Universitit Braunschweig, Doktors Dissertation, pp. 1-224 (2005)

10. Oprzedkiewicz, K.: A Strejc model-based, semi- fractional (SSF) transfer function model,
Automatyka/Automatics; AGH UST 16(2), 145-154 (2012). http://journals.bg.agh.edu.pl/
AUTOMAT/2012.16.2/automat.2012.16.2.145.pdf

11. Krishnan, R.: Electric Motor Drives. Modeling, Analysis and Control. Prentice Hall, Upper
Saddle River (2001)

12. Leonhard, W.: Control of Electrical Drives. Springer, Berlin (2001)

13. Trzynadlowski, A.: Control of Induction Motors. Academic Press, San Diego (2000)

14. Isermann, R., Muenchhof, M.: Identification of Dynamic Systems. An Introduction with
Applications. Springer (2011)

15. Ljung, L., Glad, T.: Modeling of Dynamic Systems. Prentice Hall (1994)

16. Manczak, K. Nahorski, Z.: Computer Identification of Dynamic Systems, PWN 1983 (in
Polish) (1983)

17. Oustaloup, A., Levron, F., Mathieu, B., Nanot, F.M.: Frequency-band complex noninteger
differentiator: characterization and synthesis. IEEE Trans. Circuits Syst. I: Fundam. Theory
Appl. 1, 47(1), 25-39 (2000)


http://journals.bg.agh.edu.pl/AUTOMAT/2012.16.2/automat.2012.16.2.145.pdf
http://journals.bg.agh.edu.pl/AUTOMAT/2012.16.2/automat.2012.16.2.145.pdf

An Estimation of Accuracy of Oustaloup
Approximation

Krzysztof Oprzedkiewicz, Wojciech Mitkowski and Edyta Gawin

Abstract In the paper a new accuracy estimation method for Oustaloup approxi-
mation is presented. Oustaloup approximation is a fundamental tool to describe
fractional-order systems with the use of integer-order, proper transfer function. The
accuracy of approximation can be estimated via comparison of impulse responses
for plant and Oustaloup approximation. The impulse response of the plant was
calculated with the use of an accurate analytical formula and it can be interpreted as
a standard. Approach presented in the paper can be applied to effective tuning of
Oustaloup approximant for given application (for example in FO PID controller).
The use of proposed method does not require us to know time response of a
modeled controller. The proposed methodology can be easily generalized to another
known approximations. Results of simulations show that the good performance of
approximation is reached for low order and narrow angular frequency range.
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1 An Introduction

Fractional order models are able to describe a number of physical phenomena from
area of electrotechnics (heat transfer, diffusion, etc.) properly and accurate. Frac-
tional-order approach can be interpreted as generalization of known integer-order
models. Fractional order systems has been presented by many Authors [1-4]. An
example of identification fractional order system can be found in [5, 6]. The proposal of
generalization the Strejc transfer function model into fractional area was given in [7].

A modeling of fractional—order transfer function in MATLAB/Simulink requires
us to apply integer order, finite dimensional, proper approximations. An important
problem is to assign parameters of approximation correctly and to estimate its
accuracy. The best known approximation presented by Oustaloup (see for example
[8, 9]) bases on frequency approach. This is caused by a fact, that for fractional
order systems the Bode magnitude plot can be drawn exactly and its parameters can
be applied to approximants calculation.

Additionally, for elementary fractional-order elements an analytical form of step
and impulse responses is known (see [1, 10]). These responses can be applied as
reference to estimate a correctness of built approximant.

However, models obtained with the use of Oustaloup approximation are not
always fully satisfying. This is caused by the fact that their accuracy is determined
by proper selecting a frequency range and order of approximation.

The goal of this paper is to discuss an application of a method proposed by
authors in [11] to accuracy estimation of Oustaloup approximation. The presented
approach uses analytical formulas of impulse response of elementary non integer
order integrator, cost functions and numerical calculations proposed by the authors,
done with the use of MATLAB. The approach shown in the paper can be also
applied to effective selecting parameters of the Oustaloup approximation during
modeling FO PID controller and another systems containing FO integrators.
Additionally, it does not require the use a step response of modeled element.

Particularly, in the paper the following problems will be presented:

Non-integer order integrator,

The Oustaloup approximation,

Cost functions describing the accuracy of approximation,
Simulation results.

2 Non-integer Order Integrator

Let us consider an elementary non-integer order integrator described with the use of
transfer function (1). This transfer function can be applied for example to model
integral part of FO PID controller.



An Estimation of Accuracy of Oustaloup Approximation 301

Gals) =~ (1)
In (1) @ R is a fractional-order of the plant.

The analytical form of the impulse response y,(f) for plant described with the use
of (1) is as follows (see[l, pp. 8, 9]):

n( =Lt = o @)

where I'(..) denotes complete Gamma function:

I'a)= /ooe_xx“_'dx (3)
0

Let us assume, that the impulse response described by (2) and (3) is the accurate
response. This implies, that it can be applied as a standard to estimate the accuracy
of approximation.

3 The Oustaloup Approximation

The method proposed by Oustaloup (see for example [8, 9]) allows us to approx-
imate an elementary non-integer order transfer function s* with the use of a finite
and integer-order approximation expressed as underneath:

N 14 ﬂi
sk [1 ——7 = Gora(s) 4)

In (4) N denotes the order of approximation, y, and v,, denote coefficients calculated
as underneath:

Hi =wi/1
vp=p,y, n=1,...,N (5)
Hpsp1=Uny, n=1,...,N—1

where:
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In (6) w; and w,, describe the range of angular frequency, for which parameters are
calculated.

A steady-state gain kis calculated to assure the convergence the step response of
approximation to step response of the real plant in a steady state.

Denote the impulse response of approximation (4) by yora (). It can be written
as follows:

Yora(t) =L~ {Gora(s)} (7)

The general form of the impulse response (7) is determined by poles and zeros of
transfer function Goga(s) described by (4). They are real and different. This implies,
that the general form of (7) can be easily expressed as follows:

N
Yora(t) =k Zl cie” " (8)

i=

In (8) krdenotes the steady-state gain of the approximation, c¢; denote coefficients of
transfer function (4) factorization. The impulse response (7) or (8) can be evaluated
numerically with the use of MATLAB/Simulink.

4 Cost Functions Describing the Accuracy
of Approximation

Let us assume that the impulse response y,(f) described by (2) is the accurate
response. Let yora(f) denotes the impulse response of approximation, described by
(7) or (8). Then the approximation error e,(f) can be defined as follows:

ea(l):ya(t) —Yora(?) (9)

Furthermore, let us introduce the following cost functions, describing the
accuracy of approximation:

Imax (A, N) = m;':lx\ea(t)ﬂ (10)
L(A,N)= [ é(t)dt (11)
/

In (10) and (11) e,(?) denotes the approximation error described by (9). Both cost
functions (10) and (11) for given plant (described by a) are functions of approxi-
mation parameters: order N and angular frequency range from w; to w;,. It can be
expected, that increasing N for constant frequency range should increase an
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approximant quality, described by cost functions (10) and (11). However, results of
simulations point that too high value of N can cause bad conditioning of a model
and consequently, make it useless.

The fastest method to check proper setting of the approximation parameters
N and range of angular frequency described by values w; and w), is to calculate both
proposed cost functions (10) and (11) as functions of approximation parameters:
order and frequency range. An example of such a tuning of the Oustaloup
approximant with the use of simulations will be shown in the next section.

5 Simulation Results

As an example let us consider the application of Oustaloup approximation to model
the elementary fractional-order integrator described by (1). The calculations were
run for time range from 0.05 to 0.5 s with step 0.02 s. Values of both cost functions
(10) and (11) for different ranges of angular frequency from w; to ;,, approximation
order N and fractional order o are given in Table 1. There were considered the
following values of approximation parameters: N =5, 10, 15, 25, a = 0.2, 0.5, 0.9.

Let e,(f) be an approximation error described by (9). Exemplary diagrams
e,(t) as a function of a time ¢ for selected values of parameters from Table 1: @, @,
wy, and N are shown in Figs. 1 and 2.

From Table 1 and Figs. 1, 2 we can conclude at once, that the good approximant
can be obtained with the use of approximation order N smaller than 20 and the
narrower range of angular frequency between w,; and w;. However, the more precise
estimation of order N requires us to make next experiments. To estimate the

Table 1 Values of cost functions (10) and (11) for different , w;, @, and N

Exp. No | Range of N | Fractional order o

angular 02 0.5 0.9

frequency

W [0 Lyax I Lyax L Lnax P
1 0.1 10 | 5 |0.3141 [0.0031 |0.1023 |4.23e—004 0.0047 | 3.7088e—006
2 0.01 100 | 5 |[0.4581 |0.0062 |0.2800 |0.0027 0.0255 | 2.9980e—005
3 0.001 | 1000 | 5 |0.4543 |0.0066 |0.2815 |0.0030 0.0271 | 3.6842e—005
4 0.1 10 |10 |0.3027 |0.0030 |0.0965 |3.8646e—004 |0.0047 |3.7807e—006
5 0.01 100 | 10 |0.4561 |0.0062 |0.2802 |0.0027 0.0255 | 2.9964e—-005
6 0.001 | 1000 | 10 |0.4668 |0.0065 |0.2962 |0.0030 0.0282 | 3.7121e—005
7 0.1 10 {20 |0.2997 |0.0029 |0.0951 |3.7700e—004 |0.0047 |3.8009e—006
8 0.01 100 |20 |0.4560 |0.0062 |0.2800 |0.0027 0.0255 | 2.9945e—-005
9 0.001 | 1000 |20 |0.4665 |0.0064 |0.2961 |0.0030 0.0282 | 3.7116e—005
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Fig. 1 Approximation error e,(t) described by (9) for: a = 0.5, N = 20 and: experiments no: 7 (+),
8 (), 9 (), (variable range of angular frequency)

approximation order N assuring the reasonable value of cost function (11) can be
applied an approach presented in [12, pp. 573, 574] to estimate a model order.
A criterion to determine an approximation order is the rate of change the cost
function (11) as a function of order N: if the increase of N causes firstly big and next
small improvement of calculated cost function, then this “threshold” value of N is a
sensible value of approximation order.

To estimate the order N the cost function (11) as a function of N was calculated.
Calculations were done for w; = 0.1, w;, =10, a = 0.2, « = 0.5 and N = 2.20.
Results are shown in Fig. 3.

From Fig. 3 we can conclude that the approximation order N greater than 8 does
not significantly improve the cost function (11) for both tested fractional orders a of
Oustaloup approximation. This allows us to formulate conclusion that the order of
approximation assuring the good accuracy and simultaneously lowest possible
computational complexity of Oustaloup approximation is equal 8.

Additionally, it can be concluded that the accuracy of Oustaloup approximation
improves with increasing fractional order a.
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Fig. 2 Approximation error e,(f) described by (9) for: a = 0.5, N =5 (+), 10 (), 20 (M),
experiments no: 1, 4, 7 respectively
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Fig. 3 Cost function (11) as a function of approximation order N for « = 0.2 (+) and a = 0.5 (+)
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6 Final Conclusions

The final conclusions from the paper can be formulated as follows:

e In the paper the analysis of accuracy the Oustaloup approximation as a function
of its parameters (order N and range of angular frequency from w; to ;) was
presented. Different fractional-orders were also tested.

e The accuracy of Oustaloup approximation is stronger dependent on range of
angular frequency between @; and @, than approximation order, described by
N.

o The order of approximation N, equal 8 assures the good accuracy of approxi-
mation. The improving of this order does not significantly improve this accu-
racy, but it increases a computational complexity of approximant.

e Decreasing the width range of angular frequency from w; to @, improves the
accuracy of approximation in the sense of considered cost functions.

e Method presented in the paper can be applied to effective tuning of Oustaloup
approximant for elementary non integer order integrator, independently on its
gain (describing for example an integral and derivative actions in FO PID
controller).

e The approach presented in this paper was applied to Charef approximation—see
[11]. It can be also applied to discrete PSE and CFE approximations. This
problem is planned to be considered by authors.

e As an another area of further investigations will be formulating analytical
conditions directly associating with the cost functions (10) and (11) with inte-
grator order o and approximation parameters: N, @; and wy,.

Acknowledgements This paper was partially supported by the AGH (Poland)—project no
11.11.120.815 and partially supported by the AGH (Poland)—project no 11.11.120.817.
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Low-Cost Multifunction Controller
Prototype for Sawmill Wood Processing

Bartosz Trybus and Mateusz Wietecha

Abstract The paper presents concepts and implementation of a small multifunction
controller. The device has been designed to control and monitor wood processing in
a sawmill. It runs three control tasks simultaneously, namely climate control, drying
control, surveillance system, and one HMI (Human-Machine Interface) task. CPDev
environment has been used to develop programs in IEC 61131-3 LD, ST and SFC
languages. Control algorithm of the drying process with SFC and ST is presented in
more detail. CPDeyv virtual machine executes the tasks concurrently on the controller.
Programmable graphical operator HMI created with the CPVis tool is also handled
by the controller. The prototype employs the well-known Raspberry Pi 2 platform,
reducing costs of the device.

Keywords Sawmill - IEC 61131-3 « SFC - LD - HMI - Raspberry Pi

1 Introduction

Compact programmable controllers become more and more versatile nowadays.
A modern PLC can replace a set of classic devices, providing multiple control tasks,
Ethernet connectivity and sometimes a built-in graphical HMI panel. Although such
full-featured controllers from leading manufacturers are more expensive than single-
function devices, costs of infrastructure and maintenance drop significantly (no need
of extra wiring, signal converters etc.).
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Limited expenses for control equipment are usually important for such branches
of industry as wood processing or brick works. Therefore, in this paper we
propose a low-cost multifunction control solution for a small sawmill. It involves
a single all-in-one compact programmable controller. The prototype device has been
built using a miniature computer, namely the popular Raspberry Pi 2 platform.! In
the sawmill application it runs three control tasks concurrently, i.e. climate con-
trol in the production floor, wood drying control and machine equipment surveil-
lance. The programs have been created according to the IEC 61131-3 standard in LD
(Ladder Diagram), ST (Structured Text) and SFC (Sequential Function Chart) lan-
guages using CPDev programming environment [1]. Additionally, the controller
involves graphical operator panel with multiple switchable pages (displays) for
process monitoring and changing settings [2]. The operator panel can be accessed
either locally, by using a touch screen, or remotely via a Web browser. Open and
standardized structure allows easy extension or customization for particular mill of
control programs and the operator panel HMI.

The paper is organized as follows. First, the main concepts of wood processing
in a sawmill are given. Three automation areas are discussed: climate control, sur-
veillance system and wood drying control. Section 3 presents the multifunction con-
troller and its software structure. Then, two elements of sawmill application of the
controller are covered, i.e. drying control algorithm in Sect. 4 and operator HMI in
Sect. 5.

2  Sawmill Automation

Production management requires constant monitoring and control of running
processes. Automation of this area may focus on particular problem, such as tem-
perature control, or cover a wider range of functions. Here, a wood production plant
is considered. This type of facility may involve such activities as product manufac-
turing, material workflow, internal logistics, organization of factory floor, etc. In this
paper we focus on the sawmill hall and its integral elements, such as the wood-drying
kiln or the sawing machinery.

Figure 1 presents an exemplary plan of the sawmill hall. Its main parts are: loading
ramps, lumber production line, wood dryer with a kiln, storage and packaging yards.
The plan also contains lumber and log buffers, log storage yard and an office. Other
arrangements of sawmills can be found in [3] or [4].

The solution presented here covers the following automation areas: floor climate
control, surveillance of machine equipment and drying control.

IRaspberry Pi Foundation, http://www.raspberrypi.org.
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Fig.1 Sample structure of a sawmill

2.1 Climate Control

The goal of the system is to keep required climate condition in the production floor.
The operator should monitor air temperature during production, humidity and dusti-
ness (too high degree may cause a fire hazard [5]). To achieve proper air conditions,
an automated climate monitoring system may be introduced. Figure 2 shows key ele-
ments of such system in the sample sawmill hall.

The hall’s roof is equipped with ventilation flaps and extraction ducts which are
used for temperature and dustiness control. The interior is supplied with temperature,
humidity and particle concentration sensors. The operator is able to set up tempera-
ture, humidity and should be alarmed when the maximum dust threshold is reached
inside the hall.
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Fig. 2 Elements of climate control in the sawmill
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Fig. 3 Structure of the surveillance system

2.2 Surveillance System

The system allows supervision of machinery in the sawmill. In the proposed solu-
tion, each machine reports its status (running, stopped, error) and operation mode
(automatic, manual). The quantity of manufactured lumber is also monitored. There-
fore, the production manager is able to trace machine operation from the office room
(Fig. 1). The information gathered in the system can be observed by the operator on
the HMI display. Remote Web access to the display is also possible (see Sect. 5).

Figure 3 shows main components of the surveillance system. As seen, four
machines are monitored in the sample application, namely cut off saw, metal detec-
tor, edger, multi rip saw and drying kiln.

2.3 Wood Drying Control

Drying reduces the moisture content of wood by heating it with hot air in a high
temperature chamber (kiln) [6]. Duration of heating depends on the wood moisture
and wood species and may take from a few to several days.

Figure 4 presents components of a drying kiln. The conveyors transport the wood
material between the gates of the drying chamber. Automated drying proposed here
will utilize signals from temperature sensor and optical sensors. The solution will be
detailed later in Sect. 4.
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Fig. 5 Prototype of the multifunction controller

3 Multifunction Controller Prototype

Main concept of the prototype was to use a low-cost hardware solution, yet powerful
enough to handle various functions in the sawmill, i.e. climate control, drying con-
trol and surveillance system. Another required feature was the ability to integrate
a graphical operator panel. We have found out Raspberry Pi 2 miniature computer
platform to be suitable, having efficient quad-core ARM7 CPU running at 900 MHz
and 1 GB of RAM. It also provides Ethernet connectivity and HDMI display port.

The laboratory prototype of the controller is pictured in Fig. 5 with Raspberry Pi
2 on the left. The operator panel shown on the right has a resolution of 800 x 600
pixels.

General structure of controller software is presented in Fig.6. CPDev virtual
machine (VM) is run by Linux Raspbian operating system. The VM is the main com-
ponent which executes control programs [7]. The VM has been ported to Raspberry
Pi 2 by implementing some platform-specific functions. Here, the VM runs four tasks
defined in the CPDev project for the sawmill, i.e. three control tasks (drying, climate,
surveillance) and one HMI task. One can notice a resemblance of Fig. 6 and the soft-
ware model structure defined in IEC 61131-3 [8]. Here, the sawmill configuration
in formed out of the four tasks. It can be seen that LD, ST and SFC languages have
been used to write control and HMI programs that constitute the tasks.

Since the tasks work in parallel, the VM utilizes multitasking at the operat-
ing system level to run concurrent threads. The tasks share global variables as
defined in [8]. Passing data between tasks via globals, so tasks read variable set by
another task, was first introduced to CPDev in hardware FPGA-based multiprocessor
controller [9]. Here the same concept has been applied in a software solution.
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Fig. 6 Software structure of the controller

Global variables are mapped to controller inputs and outputs via I/O manager
(Fig. 6). This module allows to bind particular variables to I/Os at design stage, mak-
ing the mapping highly configurable. For example, a variable can be bound to vari-
ous outputs (e.g. to a output signal pin or/and to a network). Various concepts of [/O
handling in CPDev have been discussed in [10].

4 IEC 61131-3 Drying Program

As an example of IEC 61131-3 software run by the multifunction controller, we will
now briefly characterize the drying control task. SFC, ST and LD languages have
been used to program the task.

The drying process can be split into three stages: loading, drying and unloading.
SFC provides a suitable notation for such sequential processes. The appropriate dia-
gram for wood drying created in the CPDev environment is shown in Fig. 7. First the
INITIALIZATION takes place. Then the system is waiting for a signal from the opti-
cal sensor (see Fig.4) which indicates a wood material is ready to process. During
the LOADING step, the wood material is loaded into the drying chamber. There-
fore, the loading gate is opened and the belt conveyor is started. After the material
has been loaded into the chamber, the conveyor is stopped and the gate is closed.

The action CONV1_2 associated with the LOADING step of the SFC diagram
has been programmed in LD language. Its portion responsible for starting the belt
conveyor is presented in Fig.8. It can be seen that in case of automatic
mode (AUTO_MODE), two input signals are used: end of previous drying
(END_DRYING and presence of wood material on the loading conveyor
(LOADING_MATERIAL_PRESENT). Starting of the belt will not be possible if
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Fig. 8 LD portion for starting the loading conveyor

the loading gate is not opened to avoid damage. The manual control mode of load-
ing conveyor (MANUAL_MODE) allows to start it by hand from the HMI panel.
The open gate restriction is also verified here.

After the material is loaded, the DRYING step is started (Fig. 7). First, the wood
is prepared for drying by squeezing it with a press. Then the air heating coil and
fan are turned on. The fan forces air circulation run inside the chamber as shown is
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Fig. 4. The heated air runs through the dried material and then returns back to the
fan and the heater.

After the drying, the UNLOADING step begins. The press is released and the
unloading gate opens. The wood is taken out of the chamber and put on the unloading
conveyor. Then it is picked and moved to the storage yard.

The operator monitors the drying process and may set its parameters. The drying
chamber is equipped with temperature and humidity sensors. This allows to adjust
power of the fan and temperature of the heating coil accordingly. Furthermore, by
controlling the air extraction, one can pull in dry air from the outside and remove
humid air from the chamber.

S HMI Operator Panel

The multifunction controller has been set up with an operator panel. The solution
is based on the CPVis mechanism [2], which allows to integrate design of the HMI
panel with IEC 61131-3 development. The display pages are composed of graphic
elements (controls), such as bargraphs, text boxes with process values, push buttons,
state indicators, etc. Global variables are bound to parameters of the controls. User
interaction, such as switching display pages is handled by IEC 61131-3 code. ST
language has been used for this purpose in the presented solution. In addition, the
code is used to prepare some values for display (e.g. to adjust precision, change units,
set colors dynamically, etc.).

Figure 9 shows two display pages of HMI for the sawmill project. The left dis-
play (Fig.9a) is for the automated mode of drying control. It involves two push-
buttons (upper left) to enter main menu and system settings page. The component
group labeled “Actual outputs” (center) presents on/off state of three devices: fan,
heater, conveyor. “Process status” group (lower left) displays important operating
parameters, such as actual and configured drying time (hours), current temperature

(a) (b)

51028 1139

Fig. 9 HMI displays of a auto, b manual drying control modes
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and humidity in the chamber. The push-button “CONFIGURE” is used to set up
drying parameters. The two bargraphs on the right show temperature and humid-
ity in a visual form. The bargraph color changes depending on the value range
(normal, too high, too low), so the operator can easily observe whether the process
runs properly and may react accordingly.

Figure 9b shows the drying display in the manual mode. By using the “Manual
control” section (right) the operator is able to switch on/off all devices in the chamber.
Temperature and humidity are displayed in the center. “Conveyor control” group
(lower right) allows to set up three conveyors: loading, chamber and unloading. The
belt speed can also be configured manually. As previously mentioned, the operator
cannot start the conveyors when a gate is closed or the press is not released.

Since the controller hardware provides Ethernet connectivity, a Web browser can
be used to access the HMI remotely. In such scenario, the CPVis runtime serves
graphic screens to a WWW server (Fig. 6).

6 Summary

Sawmill automation requires executing multiple tasks at the same time. It has been
shown that a versatile controller can be constructed for this purpose. The device
integrates various functions in a single, relatively cheap device, handling two control
activities (climate, drying), machine monitoring and graphical operator panel.

The solution is programmable in IEC 61131-3 languages. Control programs as
well as HMI graphics can be easy adjusted for particular sawmill or reconfigured
e.g. when a new machine is installed.
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Application of SURF Algorithm
for Real-Time Estimation of Angle
and Central Point of a Tracked Object

Lukasz Sawicki, Arkadiusz Kubacki and Piotr Owczarek

Abstract In the paper a using of 2D color camera and a program based on the
Speeded-Up Robust Features (SURF) algorithm was presented. The main aim of
this article was to find influence of amount of tracked points on accuracy of position
and angle tracking. Required data are obtained by finding corresponding key points
between image captured from the camera and a reference image of the tracked
object. The program has been written in C# with using of Emgu CV which is an
image processing library.

Keywords Emgu CV . Camera .« SURF - Speeded-Up robust features -
Algorithm

1 Introduction

During the years many visual human-machine interfaces appeared based on inter
alia color [1], depth or stereo cameras [2]. Controlling a machine by using a visual
system is a complex issue with many variables and no solution appears to be ideal.
Each device has some flaws, for example color cameras are subject to light vari-
ations [3], depth cameras obtain only contours of objects and are vulnerable for
infrared light interference. Nevertheless the most common approach is to use color
cameras because of their low price and availability. They are in almost every
modern notebook.
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Fig. 1 Control scheme

The system consists of hardware and software. In purpose to process obtained
images there are used some specific libraries. One of the most popular is OpenCV
which is free for commercial and academic use and was designed mostly for
real-time applications. It is written in C/C++ and supports Windows, Linux,
Mac OS, iOS and Android [4]. However in this study the Emgu CV library is used
which is based on OpenCV and has almost the same functions which can be called
from .NET compatible languages inter alia C# [5]. These functions allow to capture
and process images not only from an ordinary 2D camera but also from a stereo
camera or depth camera like the Microsoft Kinect. By using the Emgu CV library a
user friendly window application can be made.

This paper is about a method, which allows to track a specific object in two
dimensions by using a color camera and a computer with special software based on
the Speeded-Up Robust Features (SURF) algorithm. The main goal of this software
is to control a vehicle by sending specific data via Bluetooth. The sent data contains
information in which direction and at what speed the vehicle should move. Before
each use the program needs calibration by taking a picture of the tracked object

(Fig. 1).

2 Vision System and Mathematical Background

As it was mentioned to track an object in the presented study a special software was
used. It was based on the SURF algorithm presented in 2006 by Bay [6] which is a
faster version of the Scale-invariant feature transform (SIFT) method by Lowe [7, 8].
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In the first two steps according to Fig. 2 two images are being captured. One is the
current view from the camera, the second is the image of the tracked object which can
be updated at any time by clicking the “Update image” button. The next step is
converting both images into grayscale which is a basic requirement of this method.
Afterwards the SURF algorithm is being started by using a function from the
Emgu CV library which is called SURFDetector(). The main parameter of this
function is the threshold for the determinant of a Hessian matrix, mostly it is between
300 and 500 in accordance with the OpenCV documentation. From this number
depends how many key points are going to be found. The results of changing this
parameter are shown in the third section.

In the further step key points are being detected by using an Emgu CV function
surfDetector.DetectKeyPointsRaw(). The point detection algorithm uses an
approximation of the determinant of the Hessian matrix H(z, 6) which is a square
matrix of second order partial derivatives, e.g. L, (z, o). The point of using this
matrix is to detect blob structures by searching for the determinant’s maximum
value at a certain location z = (X, y) and scale ¢ in an image /.
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For the approximation of the Hessian matrix box filters were used. In order to
reduce their computation time integral images were applied also known as summed
area tables. The integral image Iy(z) at location z represents the sum of pixel
intensities in the input image I(x, y) within a rectangular region [9].

Ix(2)= Xy cry <, 1Y) )

The main advantage of this approach is that it only needs three additions to
compute pixel intensities in any rectangular area and the calculation time is inde-
pendent of its size.

The next step according to Fig. 2 is computing descriptors by using an Emgu CV
function called surfDetector.ComputeDescriptorsRaw(). A descriptor describes
pixel intensities within the key point neighborhood [10]. The algorithm of obtaining
them consists of two steps. First the orientation of each interest point needs to be
calculated based on a circular region around it which size is dependent on the scale
value o. It was done by computing and later adding the Haar wavelet filters
responses in x and y directions within the mentioned region. In order to decrease the
time of filter computing an integral images were used. The outcome of the men-
tioned operations is a local orientation vector.

In the second step a square region around the key point is made and orientated
along the local orientation vector. The region is split into regular sub-regions. For
each sub-region two Haar wavelet responses are computed: one in horizontal d, and
other in vertical direction d,. Then the obtained values d, and d, are summarized in
each sub-region and also their absolute values are calculated. Thus the feature
vector v (descriptor) consists of these 4 computed variables.

v= (Y de, Ydy, Y|di|, X|dy|) (3)

In the next step found descriptors need to be matched between the current view
of the camera and the image of the tracked object. In order to do that the k-nearest
neighbors algorithm was used which is built in the Emgu CV library and is called
bruteForceMatcher.KnnMatch(). Simply it finds the k-nearest matches of the given
descriptor which of course could lead to some mismatches [11]. Nevertheless there
are some countermeasures, for example an Emgu CV function
VoteForSizeAndOrientation which is checking if the matched descriptors are not
rotated and scaled more than the fixed boundaries.

If everything is alright a homography matrix is build which is used to combine
the image of the tracked object and the current view of the camera by using the
corresponding key points. In order to do so is used a function called GetHomog-
raphyMatrixFromMatchedFeatures().
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Fig. 3 A running software with SURF algorithm

In purpose to show an angle and position a circle is drawn around the matched
points in the current view of the camera and then the center of the circle is being
connected with the origin of the coordinate system by a line. Afterwards the angle o
between the mentioned line and the vertical axis of the coordinate system is
computed by using Eq. 4. In the equation arccosine’s parameter is a ratio of the
vertical coordinate y to the length of the line connecting the origin and the circle’s
center. The distance was computed by using a basic formula for the length between
two points in the two dimensional Euclidian space.

a=arccos 4)

V=9 + (-1’

where: h—height of the image; w—width of the image; x—current horizontal
position of the circle’s center; y—current vertical position of the circle’s center.

In the Fig. 3 a working gesture recognition software is shown where the tracked
object is an image of a fractal called the Sierpinski’s carpet and where by using
bolded lines is shown the angle a and the line connecting the circle’s center with the
origin of the coordinate system.

After obtaining the angle o its value is coded and transmitted via Bluetooth to
the vehicle’s Bluetooth module where it goes to the microcontroller and then on the
motors. Before sending the computed angle it is being divided by 10 in order that
the vehicle become less susceptible to software errors. Therefore the received angle
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value by the microcontroller varies from O to 18. The transmitted data consist not
only of the a value but also of the direction in which the vehicle should move
namely forward, backward, left or right. The last information which is sent is the
velocity at which the vehicle should drive.

3 Experimental Results

In order to examine the Speeded-Up Robust Features algorithm for computation
time and stability of the obtained angle value, a set of test images was created. This
set consists of three fractals which are called the Mandelbrot set [12], the Julia set
[12] and the Sierpinski’s carpet [13]. They were chosen because of their diverse
structures and color fill.

The set of pictures was tested with different preset Hessian threshold values
which varied from O to 1000. From a relation seen in Fig. 5 one can conclude that
there is more points for lower threshold. The parameter change should be made
with great caution because if the value is too small there are many background
points which could distort the result. From a relation seen in Fig. 6 one can con-
clude that the computation time for high threshold is lower. An advantage of a
higher threshold is that if the tracked image has many significant key points then the
chance that the outcome would be distorted is smaller. Each image was printed on a
sheet of A4 paper and the software was tested on a notebook with Intel Core
17-3630QM 2.4 GHz 6 MB Cache and a camera with a resolution of 1280 X 720px.
The results are shown in Figs. 4 and 5.

The Fig. 6 shows that the higher the threshold gets the lower computation time is
required. The reason of this state is that there are fewer key points to be computed
in the captured image. The largest amount of key points in the outcome has the
Sierpinski’s carpet because of its many lines which intersect and create corners,
T-junctions etc.

In order to present how changes of the Hessian threshold affect the result,
namely the stability of the calculation result of the angle, a further study was

Fig. 4 Set of test images. From left to right: Mandelbrot set [14], Julia set [15], Sierpinski’s carpet
[16]
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Fig. 5 Graph showing the relation between the Hessian threshold and number of found key points
in the tracked image
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Fig. 6 Graph showing the relation between the Hessian threshold and software computation time

conducted. The results of this research were shown in Fig. 7. The study consisted of
five steps: setting a value of the Hessian threshold (from 0 to 1000), taking a
reference image of the tracked object (the Sierpinski’s carpet), changing the object’s
location by 90°, recording the angle value for 20 s when the object is not moving,
calculating the mean angle variations from the obtained data.

From Fig. 7 one can conclude that the smallest angle variations are for the
Sierpinski’s carpet when the threshold value is set on 600. When the Hessian
threshold is low there are many background points which are the most likely reason
for such big angle changes. On the other hand when the threshold value is high
there are too few key points in the image to obtain a stable outcome.

Described tests had been done in similar light conditions and in the same
environment but due to the fact that even slight light variations affect the outcome
repeating the experiments with the same exact results are unlikely.
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Fig. 7 Graph showing the relation between the Hessian threshold and the mean angle variations

4 Conclusion

In this article an application of the Speeded-Up Robust Features (SURF) algorithm
was presented which is an upgraded version of the Scale-Invariant Feature Trans-
form (SIFT) algorithm. In the second section the theoretical basis were described
explaining how the software works. In the third section the experimental results
were presented which consisted of testing the algorithm’s computation time and
stability by using a set of images namely three fractals. The main aim of the study
was to examine the SURF algorithm for the stability of the obtained angle value in a
real-time application and evaluate its suitability.

The main advantage of this software is the possibility to track various objects on
the condition of course that they would have enough key points. In order to obtain a
stable result the Hessian threshold cannot be too small or too big. The value of the
threshold depends on the tracked object and the light conditions. There are some
downsides of this software, for example before every use it needs calibration but
therefore it could work in various circumstances. This software also requires a
powerful computer in order to work in real time. In the future work the research of
vehicle’s control system will be described.

Acknowledgment The work described in this paper was funded from 02/23/DS-PB/120 (Nowe
techniki w urzadzeniach mechatronicznych).
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Classes of Digraph Structures Corresponding
to Characteristic Polynomials

Krzysztof Hryniow and Konrad Andrzej Markowski

Abstract This paper introduces the first classification of digraph structures
corresponding to characteristic polynomials. It was found that digraph structures
created can be divided into three classes with different feasibility for different
polynomials—only structures of one class are found to be independent from wages
of polynomial’s terms. In this paper classification of structures is described, along
with method how to divide them and illustrated with examples.

Keywords Digraphs - Characteristic polynomial * Digraph structures * Digraph
classes

1 Introduction

In last 2 years there was presented parallel algorithm for finding the determina-
tion of characteristic polynomial realisations of dynamic systems based on multi-
dimensional digraphs theory [5]. It is an alternative to canonical forms of the system
[8], i.e. constant matrix forms, which satisfy the system described by the transfer
function. With the use of those forms, we are able to write only one realisation of
the system, while algorithm presented in [5] allows for finding all possible sets of
matrices which fit into the system transfer function [6, 7]. The digraph theory was
applied to the analysis of dynamical systems. The use of multi-dimensional digraph
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theory was proposed for the first time in the paper [4] to the analysis of positive
two-dimensional systems.

Still, multi-dimensional digraphs used for characteristic polynomial realisations
are not fully defined and determined—and there is space for further research about
properties of possible solutions obtained. It is known that some structures obtained
won’t satisfy the polynomial or there will be need for solving a system of polynomial
equations to determine the coefficients of state matrices from them. The scope of this
article is to examine structures that do not generate the solution instantly (i.e. just
by examination of the digraph) to find all possible proper digraph structures for the
characteristic polynomial.

Notion. In this paper the following notion will be used. The set n X m real matrices
will be denoted by R and R” = R™!. If G = [g;] is a matrix, we write G > 0
(matrix G is called non-negative), if g; > 0 for all 7, j; G > 0 (matrix G is called
positive), if G > 0 and any 8> 0; G > 0 (matrix G is called strictly positive), if
g; > 0 for all ,j. The set of n X m real matrices with non-negative entries will be
denoted by R and R’} = R’}:(l. The n X n identity matrix will be denoted by I,,.

1.1 Characteristic Polynomial

Let F be a field e.g., of the real number R. The function P(w,w,, ... ,wj) of the

variable wy, w,, ... Wi, wherej=1,2,...,0
ny Ny .
i
p(wl,wz,...,w)—w w ZZ Z aj j,. lz...wj’ (D
i;=0i,=0 -_0
is called polynomial p(w;, w,, ..., wj) in the variable w;, w,, ..., w, over the field F,
wherea; . . €Ffori=0,1,2,...,nandforj=1,2,...,c0 are called the coeffi-

1,0p,0. s i
cients of the polynomlal
The set of polynomial (1) over the field F will be denoted by F[w,,w,,..., wj]
wherej=1,2,...,00

If (A # 0, then the non-negative integral n =n, +n, + --- +n; is called
the degree of a polynomial and is denoted deg p(w,, w5, ..., wj), ie.,, n=degp(w,,
Wy, ..., w;). The polynomial is called monic, if Ay = 1 and zero polynomial,

1fa,1,2 i =0fori=0,1,...,nandforj=1,2,...,00
Interested reader may find definition and properties of the characteristic polyno-

mial in books on linear algebra, for example in [2, Chap. 9].

Remark 1 If we consider one-dimensional discrete-time system described by the
equations: x;; = Ax; + Bu;; y; = Cx; + Du; for i € Z  then, characteristic polyno-
mial (1) consist from one variable z and have the form d(z) =7" - Z, 0 d7 =7"—
d, 7' =+ —d,z — d,. Similarly, characteristic polynomial consist from variable

s, if we consider one-dimensional continuous-time system.
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Remark 2 1f we consider two-dimensional discrete-time system described by the
equations: X, 1 = AyXiy ;i + AgX; iy + Byugy ; +Bouy 5y, = Cx; + Dug fori €
Z, and j € Z then, characteristic polynomial (1) consist from two variables z; and

. — N n n n iJ _ non n—1_n
2, and have the form: d(z;,2,) =212} — Xy X diz\ 2y = —d, 27—

dyy 121287 — - = d 2y — dy 2y — dy. Similarly, characteristic polynomial consist
from variables: s; and s, if we consider two-dimensional continuous-time system;
s and z if we consider hybrid system. In an analogous way we proceed with higher

dimensions systems.

1.2 Digraphs

A directed graph (called also digraph) D consists of a non-empty finite set V(D) of
elements called vertices and a finite set A(D) of ordered pairs of distinct vertices
called arcs. We call V(D) the vertex set and A(D) the arc set of D. We will often
write ® = (V, A) which means that V and A are the vertex set and arc set of D,
respectively. The order of D is the number of vertices in D. The size of D is the
number of arc in . For an arc (v, v,), the first vertex v, is its tail and the second
vertex v, is its head. More information about digraph theory is givenin [1, 9]. A two-
dimensional digraphs ®® is a directed graph with two types of arcs and input flows.
For the first time, this type of digraph was presented in [3, 4]. When we generalise
this approach, we can define n-dimensional digraphs " in the following form.

Definition 1 An n-dimensional digraphs D™ is a directed graph with ¢ types of
arcs and input flows. In detail, it is (S,V, %, A,, ..., 2[,], B,,8,, ..., %q), where
S ={s5,5,,...,5,} is the set of sources, V = {v,v,,...,v,} is the set of vertices,
A, 0, ..., U 4 are the subsets of V X V which elements are called 2, -arcs, 2,-arcs,
e qu-arcs respectively, B, B,, ..., EBq are the subsets of S X V which elements
are called B, -arcs, B,-arcs, ..., B -arcs respectively.

There exists U, -arc (A,-arc, ..., A, -arc) from vertex v; to vertex v; if and only
if the (i, )-th entry of the matrix A; (A,, ..., Aq) is non-zero. There exists B,-arc
(B,-arc, ..., B -arc) from source s, to vertex v; if and only if the /-th entry of the
matrix B; (B,, ..., Bq) is non-zero.

Remark 3 A 4-ares and B 4-aICs, are drawn by the other colour or line style.

Example 1 For the system described by the matrices

001 100 000 1
A =100, A,=|001|, A;=|101],B,=|0 )
010 100 001 0

we can draw digraphs D consisting from vertices v,,v,, v; and source s,. Digraph
corresponding to system (2) is presented on Fig. 1.
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Fig. 1 Three-dimensional
digraphs D corresponding PR

3
to matrices (2) @ vy vg @
4 R4 Ty N

1.3 Digraph Creation

The digraph creation algorithm introduced in [5] starts with creating digraphs for all
monomials in the characteristic polynomial, then joins them by the use of disjoint
union to create all possible variants of digraphs representing the polynomial reali-
sation. When multiplying the characteristic polynomial (1) by w,"'w." ... wj_n’ for

1 ™
j=1,2,... c0o, we obtain

n N 7

—1_ f=ny =, i=n;
p(wl,wz,...,wj)—l ZZ"'Zailizml}Wl Wy W 3)

i=0i=1 =0

The method finds state matrices A, k = 1,2, ..., oo using decomposing characteris-
tic polynomial (3). In the first step, we decompose polynomial (3) into a set of simple
monomials M, ..., M;. The factor of 1 is a special case, as it is used in the topology
to represent digraph vertices, so polynomial (3) can be represented as

p(wiwyeoooow;) =1 =M — - — M, “)

For each of monomials M, ..., M; we create digraph representation that consists of
n vertices and one n-arc cycle, where n is a sum of powers of all variables of the
monomial. Each monomial digraph in fact represents a simple polynomial digraph
1-M,;, i=1,...,j. After creation of all digraph representations of monomials in
the polynomial, we can determine all possible characteristic polynomial realisations
using all combinations of the digraph monomial representations. Finally, we com-
bine received digraphs into one digraph which is corresponding to the characteristic
polynomial (3) by disjoint union of monomial digraphs.

Example 2 Lets take polynomial p;(z;,2,) = 1 —2;%z;" — 27"z, ". To create digraph

representation for it we need first to create digraph representation for two monomials.
Representation for the first monomial is presented on Fig. 2a and for the second on
Fig. 2b. For simple polynomial p,(z;,2,) = 1 — Zl_zz; ! digraph representation would
be the same as for monomial (and presented on Fig. 2a). To achieve digraph repre-
sentation for our polynomial p; we need to add digraph representations of monomi-
als by means of disjoint union (without creation of multiarcs of the same colour).
On Fig. 2c presented is one of possible digraph representations for polynomial p;.
Another, presented on Fig. 2d, can be obtained by adding second monomial to ver-
tices 2 and 3 instead of vertices 1 and 2. As can be seen those aren’t all the possible
representations of polynomial p,.
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@ - (b)
C « O @ @< ----- @
© @

Fig. 2 a Digraph Q)(Iz> corresponding to polynomial 1 — zl’zz; !; b Digraph ‘1)(22) corresponding to

polynomial 1 — zl"z; !; Sample polynomial digraph: corresponding to union of digraphs ¢ ggz) =
2 2. 2) _ a2 2

D+D5dD, =D+ D,

2 Problem Formulation

The algorithm presented in [5, 7] is based on the multi-dimensional digraph the-
ory to allow the creation of a complete set of solutions of characteristic polynomial
realisations—this is what differs the method from other state-of-the-art solutions like
canonical forms, as they are capable of finding only a few of existing realisations. As
algorithm is able to find all the possible structures there is the need of checking the
validity of them, as not all digraph structures created from monomial sub-graphs,
according to the principles presented in Sect. 1.3, are a valid digraph representation
of the characteristic polynomial. From some of them it is impossible to obtain state
matrices that will satisfy the polynomial, while others generate solutions for which
it is needed to get the coefficients of state matrices by solving a system of polyno-
mial equations that in some cases can be under-determined. Those structures were in
previous articles marked as invalid for reasons of different method of solving, slow-
ing down the algorithm or removing the advantage of checking the matrix structure
directly from digraph, but need to be examined in more detail to find all possible
proper digraph structures for the characteristic polynomial and that is the scope of
this article.

3 Classes of Digraph Structures

Extensive study and experimentation shoved that obtained digraph structures can
be grouped into three classes. Some structures are valid for all possible coefficients
of characteristic polynomial (given in symbolic form) and have minimal number of
arcs needed. Those structures were examined in detail in [7] and here are denoted as
class K. Some structures give proper solution for given coefficients of characteristic
polynomial—their structure can contain some additional arcs and there is need to
solve a set of linear equations to get wages of digraph arcs. Those are denoted as
class ;. And there are structures that cannot guarantee proper solution for given
characteristic polynomial (or in some specific cases we are unable to determine if
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characteristic
polynomial

5 yes
dlgraphs S no S5 no Ss K
creation

es
Y no

Fig. 3 Classes structure

the solution is possible) that are denoted as class KC,. Figure 3 illustrates how we
determine to which class given digraph structure belongs. Conditions S, S, and S;
presented on the Fig. 3 are stated below.

Condition S, : There exist positive state matrices of the discrete time linear sys-
tem corresponding to the characteristic polynomial (3) if for digraph D = @i") +

@;") + -+ @;Z) all of the following conditions are met:

1)V, NV, NNV, # {F),
(S,,): the number of cycles in digraph D" equals M;

where M is a number of monomials in characteristic polynomial and V, is a set of
vertices of digraph Q),((") of k-th monomial.

Condition S,: Every digraph structure belongs to class X, and cannot satisfy the
given characteristic polynomial (3) if there exists a single cycle that is representing
any of terms that is not existing in that polynomial (i.e. has its a; wage equal to zero).

Condition S;: If for every term not existing in characterlstlc polynomial (3) (i.e.
with a; wage equal to zero) there exist none or at least two cycles corresponding
to that term and the resultant system of equations is not under-determined (i.e. the
number of unknowns does not outnumber the number of equations) we can deter-
mine the wages for all arcs that satisfy given characteristic polynomial and digraph
structure belongs to class 5.

Class K,: Digraph structures belonging to class KC; satisfy all characteristic
polynomials of given type (with the same number and power of terms) for any
Qi gy ! = 0 wages. Those are digraph structures that are the most thoroughly exam-
ined in previous papers and that can be computed quickly using digraph-based
GPGPU (General-Purpose Computation on Graphics Processing Units) methods as
there is no need of solving a system of polynomial equations.

Class K,: Digraph structures belonging to class X, cannot satisfy the given char-
acteristic polynomial (or we are unable to determine the solution due to problem
with solving a system of under-determined equations) and are considered invalid for
given characteristic polynomial. It is worth noting that in case of fulfilling S, con-
dition such structures will be improper solutions for all characteristic polynomials
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with the same terms, no matter the ail,iz,...,ij! = (0 wages and in case of not fulfill-
ing S5 condition such structures are only improper for given wages of characteristic
polynomial and possibly can be made proper with change of wages of characteristic
polynomial’s terms.

Class K;: Digraph structures belonging to class Ky satisfy given characteristic
polynomial with specific i, Wages, but unlike class K, structures cannot be
computed directly using digraph-based method and solving a set of equations is also
needed, which significantly slows down the algorithm of finding them.

4 Example

4.1 Class K,

Example 3 Let as consider the following example. For the given characteristic poly-
nomial

dz)=1-7"-72-73 5)

determine entries of the state matrix A using digraph theory.

In the first step we write the following initial conditions: number of colours in
digraph: colour := 1; monomials: M, = z7'; M, = z772; My = z=>. For every simple
monomial M, M, and M; we determine all possible realisations using digraph the-
ory. On the Fig. 4a is presented digraph structure realisation of the monomial M;; on
Fig. 4b is presented digraph structure realisation of the monomial M, and on Fig. 4c
is presented digraph structure realisation of the monomial M;. In the next step using
all combinations of the digraph monomial representations we determine all possible
digraph structure, which satisfy characteristic polynomial (5). One of the possible
digraph structures, which satisfies Condition S, is presented on Fig. 5.

Fig. 4 Monomials (a) %

(b)

A0
O~ o0
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Fig. 5 One-dimensional w(vz, v1)a
digraph corresponding to w(vy,v1)a
. . w(v2, v1)a
characteristic polynomial (5) _ @ @
w(vr, v2)u w(v2, v3)a

Finally, we write state matrices in the following form:

WV, Vg WV, Vg W(V3, vy
A= wl, vy 0 0 (6)
0 Wy, V3)e 0

4.2 Class K,

Example 4 Let as consider the following example. For the given characteristic poly-
nomial

dz, ) =1-25" - ° - '3 @)
determine entries of the state matrices A, and A, using digraph theory.

Solution. On Fig. 6 is presented digraph structure corresponding to the character-
istic polynomial (7). Considered digraph consist from three digraphs (presented
on Fig.7), corresponding to monomials: M, = zl_zzg ! (see Fig.7a); M, = 11_2 (see
Fig.7b); M = z;'z;" (see Fig. 7c).

Therefore investigated digraph does not belong to the class S; (as the condi-
tion (S, ) is not met). In digraph structure presented on Fig. 6 appears additional
cycle pfesented on Fig.8 and digraph structure belong to the class S, (as it has
exactly one redundant cycle in the digraph). Additional cycle in digraph makes
that in the characteristic polynomial appears additional monomial that should not
be represented. The characteristic polynomial will have the following structure:
d(z,,2y) = d(z2,,25) +zl_lz;2. In this class of digraph we can not determine arcs
weights fulfilling the characteristic polynomial (7).

Fig. 6 A two-dimensional w(va, v1)ay 2y |
digraph @@ structure —
corresponding to (7) w(vz, v1)ay 2y

1
w(vi, v2)u,2; w(’u2,v3)\z[22f]

w(vi, v2), :;1
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(a) (b) (©
OO0 T 0 00

Fig. 7 Monomials

Fig. 8 Additional cycle in
two-dimensional digraph GD\/7 @\/

structure

4.3 Class K,

Example 5 Let as consider the following example. For the given characteristic poly-
nomial

dz,2) =1-a,2;* — a,2,° 8)

determine entries of the state matrices A, and A, using digraph theory.

Solution. On Fig. 9 is presented digraph structure corresponding to the character-
istic polynomial (8). Considered digraph consist from four digraphs: two digraphs
corresponding to the monomials M, (see Fig. 10a) and M, (see Fig. 10b) and two
additional digraphs (see Fig. 10c, d) which generate additional monomials M5 and
M, that are not occurring in the characteristic polynomial (8). Therefore investigated
digraph does not belong to the class S, (as the conditions (S la) and (S lb) are not met)
and does not belong to the class S, (as it has more than one redundant cycle in the
graph).

w(vz, v1), z;l

w(v2,v1)m22fl

w(vy, vg)gl2zfl
’Il,’( v, 'I'Q)\)l 1 Z_; !
Fig. 9 A two-dimensional digraph ©®

(a) (b) © @
O OO OO = O OO

Fig. 10 Monomials
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Using digraph structure we have the following characteristic polynomial:

a a
A\ A\
r N\ r N\
) )
d(z),27) = 1= w, v, WV, e, 21" = W va)g w(va. vy 2,7 = (9)
. ~ S . ~ S
M] M2

-1.-1 -1 -1
w(vl,vz)g[zw(vz,vl)g[]zl Z, _W(Vl’"2)91,W(V2’V1)2[221 Z,
A J

. J/
V~ V~

M, M,

In this situation we have four possible variants:

V, ¢ In the first variant the following relations must be satisfied:
WV, Ve, - WV Ve, F W voe, - wva, vy, =0, (10)

(a) The cycles cancel each other. In this case the following relations must be
satisfied:

4w, vpe, - WV, vier, - WV vy)e Wy, vy <O, an

If the conditions: (10) and (11) are met, then there exist a solution in the
class 5.

(b) The cycles do not cancel each other. In this case the following relations
must be satisfied:

4. W(VI,VZ)Q[Z . W(Vz, Vl)mz . W’(Vl, Vz)sul . W(Vz, Vl)g[] > 0. (12)

If the conditions: (10) and (12) are met, then there exist a solution in the
class KC,.

V, : In the second variant the following relations must be satisfied:
W, Vy)e, - WV, Vg s WV vy s WV, Ve, # 0 (13)

(a) The cycles cancel each other. In this case the following relations must be
satisfied:

4w, Ve, - WV, Ve, - WV va)e  W(va, vy, S (14)

2
(W(Vl’vz)mz WV, Vg, s WV Vg, W(V27V1)2I2)

If the conditions: (13) and (14) are met, then there exist a solution in the
class 5.

(b) The cycles do not cancel each other. In this case the following relations
must be satisfied:
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4w, voe, - WV, vy, - WV vo)g c w(vy, vy 2 (15)

2
(W(Vl’ Vader, - W(Va, Ve s WOV vy - WV, "1)2[2)

If the conditions: (13) and (15) are met, then there exist a solution in the
class £C,.

S5 Concluding Remarks

In this paper there is introduced the first classification of digraph structures that are
used to solve characteristic polynomials. Three classes of such structures are deter-
mined along with conditions how to classify digraph solutions obtained with parallel
algorithm into each of classes. This allows to fully check the validity of solutions for
given characteristic polynomial and determine if we want only solutions that can be
obtained in fast and easier way using the algorithm (the ones in KC; class) or if we
want to check all solutions, despite the need to solve a system of polynomial equa-
tions (adding solutions from K5 class). We can also determine that given digraph
structure is invalid solution for given characteristic polynomial. Such basic classifi-
cation is the first step for determination of properties of different digraph structures
(like how can be check reachability and availability from digraph only, without need
of system matrices) and introducing methods for finding best solutions fast.
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Reachability of Standard and Fractional
Continuous-Time Systems with Piecewise
Constant Inputs

Krzysztof Rogowski

Abstract The reachability of standard and fractional-order continuous-time
systems with piecewise constant inputs is addressed. Necessary and sufficient condi-
tions for the existence of such piecewise constant inputs that steers the system from
zero initial conditions to the given final state in desired time are derived and proved.
As examples of such systems the electrical circuits with DC switched voltage sources
are presented.

Keywords Piecewise constant input * Reachability * Fractional system

1 Introduction

Reachability is one of the most important structural property of dynamical systems
[1, 3, 9]. It appears in many different areas, such as computational models, celluar
automata, Petri nets, decision procedures, game theory, etc. The problem of reacha-
bility of positive systems has been addressed in [4, 10]. Reachability of linear hybrid
systems described by the general model have been considered in [8].

To the best knowledge of the author reachability of fractional continuous-time
systems when the input is a piecewise constant function has not been considered yet.

The structure of the paper is following. In Sect.2 the reachability of standard
continuous-time systems with piecewise constant inputs is considered. Necessary
and sufficient conditions for the existence of piecewise constant input that steers
the systems from zero initial conditions to the given final states are given. Similar
problem will be solved for fractional systems in Sect. 3. Concluding remarks are
given in Sect. 4. The considerations are illustrated by examples of electrical circuits
with DC switched voltage sources.
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The following notation will be used. R is the set of real numbers, R —the set
of n X m matrices with real entries. The identity matrix of size n will be denoted
by l,.

2 Reachability of Standard Continuous-Time Linear
Systems with Piecewise Constant Inputs

Let us consider the standard continuous-time system described by the state equation
(3, 9]
dx(z
ﬁ = Ax(t) + Bu(?), (D
dr
where x(f) € R" is the state vector, u(f) € R™ is the input vector of the system for
t > 0 and matrices A € R™", B € R™",
The solution to the state equation (1) with initial condition x, = x(0) € R" and
input vector u(t) € R™ for ¢ > 0 is given by [3, 9]

x(t) = eMx, + / AIBu(r)dr = eVx, + / " Bu(r — 7)dr. (2)
0 0

Now, we will consider the continuous-time system (1) with piecewise constant
inputs vector u(z), i.e.

U for0<t<t
ut)y=3q U, fort; <t <t, 3)

where U, U,, ... € R™ are input vectors with constant components.

Definition 1 The standard continuous-time linear system (1) is called reachable for
piecewise constant inputs in time 7, > 0 if there exists such piecewise constant input
vector (3), that steers the system from zero initial conditions x, = x(0) = O to arbi-
trary final state Xp = x(tf) e R".

Let us assume, that detA # 0 and ; is divided into r periods in which the input
vector takes constant values U}, U,, ..., U,. Then, the following theorem holds.

Theorem 1 The system (1) is reachable for piecewise constant input in time t; > 0
if and only if the matrix

R, = [ — M=) A1) — A=) L Al ]
¢ n
x blockdiag[A~!B, ... ,A"1B] € R™™ )
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has n linearly independent columns, i.e.

rankR, = n. 3)
Proof Substituting (3) into (2) for zero initial conditions and ¢ = 7, > 0 we obtain

tf
x(tp) = x; = / AU Bu(r)dr

0
g L5} 7

= / AUIBU,dr + / ATIBU AT + - + / AIBU,dr
I oy
= [ — M) A7BU, + [ — M| A7 B,
+ [0 — 1, AU,
— [eAtf _ eA(tf_tl) eA(lf—fl) _ eA(tf_tz) eA(tf_tr—]) _ Un]
U,
el —1p| U2
X blockdiag[A™'B, ... ,A™"B] S= R.U, (6)
U,

since [6]

/eATdT = (e’ —1,)A"

The Eq. (6) has a piecewise constant solution U for arbitrary final state x, € R" if
and only if the matrix R, satisfies the condition (5). O

The piecewise constant input that steers the system (1) from zero initial state to
the final state x; in time 7 € [0, #/] is given by the formula

where R € R " is the right pseudoinverse of the rectangular matrix R, given by
(2, 6]

R*=R" [RR"]™ + (u ~RT[RR"] Rc> K, for arbitrary K, € R "; (8a)
R" =K, [RcKzl_l for arbitrary K, € R™", det [R.K,| # 0. (8b)

Example I Consider the electrical circuit shown in Fig. 1 with given resistances
R, =0.1Q,R, =1Q, R; =2, inductance L = 0.5 H and capacitance C = 0.1 F.

Using Kirchhoft’s laws we may formulate the state equations (1) of the circuit
shown in Fig. 1
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Fig. 1 Electrical circuit of \ ¢
Example 1
Ry Ro Rs
uc | ——
: #) |==c.
€1

€3

. . e (1)
d [IL(t)] [IL(t)] !
4 —A +Ble,(0 ], (92)
where
Bl 1.53 0.6
L L(R+Ry) L(R+Ry) |[_ |—1. .67
A=l Lk 1 |F [—3.33 —3.33] ’ 4b)
| C(Ry+R53) C(Ry+Ry)
LA ] 1.33 -0.6
_| L L(R+Ry) L(Ry+Ry) | _ |2 —1.33 =0.67
B=lg_ o [o 333 3.33 ] ' ©e)
C(Ry+R3) C(Ry+Ry3)

Let us assume that r = 3, and ¢, = 15,1, =2sand = 3's. Then the inputs takes
three constant value components vectors E| fort € [0, 1), E, for t € [1,2) and E; for
t € [2,3). We will show that the electrical circuit described by the Eq. (9a) with matri-
ces (9b) and (9c) is reachable for piecewise constant inputs U = [E; E, E;]| " in time
iy =3s.

Using Theorem 1 we have

-0.360.04 032 481 -9.11 430 86.52 —81.92 —4.60
-0.58 1.51 —=0.92 —17.64 19.60 —1.96 —72.79 —=30.13 102.92
(10)

R.=10"2x

and the condition (5) is met, since

rankR. =n = 2. (11D
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State vaniables InpuA vectar
— ¥ 1 05¢

12 05 i 15 2 25 3 0 05 1 15 2 25 3
ts] 18]

Fig. 2 State variables and inputs of Example 1

Therefore, there exists piecewise constant input U that steers the circuit from zero
initial conditions x, = [iL(O) uC(O)]T = [0 O]T to the arbitrary given final state
. T
xp = x(ty) = [ig(t) uc(tp)]
Let i, () = i;(3) = 1 A, uc(ty) = uc(3) = 0.5V. Then, the piecewise constant
inputs can be computed using (7) and (8a) with K; = 0

~0.61
0.81
~0.20
E, —4.87
U=|E|=RT[RR"] ' x, =102 x| 217 |. (12)
E, 270
37.25
—85.84
48.59

The state variables of the electrical circuit with piecewise constant inputs (12) are
shown in Fig. 2.

3 Reachability of Fractional Continuous-Time Systems
with Piecewise Constant Inputs

Let us consider the fractional continuous-time system described by the state equation
[5, 71
Dx(t) = Ax(t) + Bu(), (13)

where x(f) € R is the state vector, u(f) € R™ is the input vector of the system for
t > 0, matrices A € R™" B € R™™ and
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« avy
D) = ) = / (- -1 L@ g, (14)

(N dv
is the a-order (¢ € R) fractional derivative described by the Caputo operator,
where N — 1 < a < N,N € Nand I'(x) is the Euler gamma function.

The solution to the state equation (13) with initial condition x;, = x(0) € R" and
input vector u(t) € R™ for ¢t > 0 is given by [5, 7]

t t

x(t) = Dy(Hxy + / D(t — 7)Bu(r)dr = D (H)x, + / @(7)Bu(t — 7)dr, (15)

0 0
where
b ka
Dy (1) = Z T t+ 5 = EalAr), (16a)
o AktDa—1 _ .
D) = 2 S E, (A1), (16b)

and E,(x), E, ;(x) are the one and two parameters Mittag-Leffler functions, respec-
tively [5, 7].

Now we define the notion of reachability of the system described by the state
equation (13) with piecewise constant inputs (3).

Definition 2 The fractional continuous-time system (13) is called reachable in time
1; > 0 if there exists a piecewise constant input vector (3) that steers the system from
zero initial conditions x, = x(0) = 0 to every given final state x, = x(t;) € R".

Similarly as in previous section, let us assume that 7, is divided into r periods
in which the input vector takes constant values U, U,, ..., U,. Then, the following
theorem holds.

Theorem 2 The fractional continuous-time system (13) is reachable for piecewise
constant inputs in time t; > 0 if and only if the matrix

R, = [E(to) — E(t)) E(t)) — E(t,) -+ E(t,_)) — E(tr)] € R™™, a7
where
E(t,') = (tf - ti)aEa,a.;.l[A(tf - t,’)a]B
fori=0,1,...,randty=0,1, = Iy has n linearly independent columns, i.e.

rankR, = n. (18)
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Proof Substituting (3) and (16b) into (15) for zero initial conditions and ¢ = 1> 0
we obtain

I
x(ty) =x; = /cD(tf — 7)Bu(r)dr
0
15 t tf
=/4>(tf —1)dtBU, + / @(t; — 1)dtBU, + -+ + / @(1; — t)drBU,.

0 f t,

-1

19)

Taking into account, that

/ D(t —r)dr = —(t = 7)°E, 41 [A(t — 7)°]

and from the properties of the gamma function [(k+ 1)a]l[(k+ Dea]
= I'[(k+ 1)a + 1] we have

U,
1hS

% = [Eltg) — E(t)) E(ty) — E(ty) - E,_) — E@)|| 2| =RU.  0)

Ur

From (20) it follows that this equation has a solution U for given final state x; and
given final time > 0 if and only if the condition (18) is satisfied. O

The piecewise constant input that steers the system (13) from zero initial state to
the final state x; in time 7 € [0, 7] is given by the formula

U =Rtz @

where RT € R™*" is the right pseudoinverse of the rectangular matrix R; given by
one of the following equalities [2, 6]

[ ] + ( [RfR ] Rf> K, for arbitrary K, € R,
(222)
Rf =K, [RK,]”  forarbitrary K, € R™™", det [R,K,] #0. (22b)

Example 2 Consider the fractional electrical circuit from Example 1 shown in Fig. 1
with a = 0.8.
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Using Kirchhoff’s laws for the fractional electrical circuit shown in Fig. 1, it can
be easily shown, that the state equation of this circuit has the form

e (D)

g i _ i (?)
dre [Mc(t)] =4 [Mc(l‘)] i Zgg @9

with the matrices given by (9b) and (9c).

We will show that the fractional electrical circuit is reachable for constant input
vector U = [El E, E3]T in time #; = 3s.

Let us assume that r = 3, and #;, = Is,, = 2s and = 3s. Then the inputs
takes three constant value components vectors E; for t € [0, 1), E, for t € [1,2)
and E; for t € [2,3). We will show that the fractional electrical circuit described
by the Eq. (23) with matrices (9b) and (9c) is reachable for piecewise constant inputs
U= [E, E, E5]" intime 1, = 3s.

Using Theorem 2 we have

R, = [Ety) — E(t)) E(t)) — E(1) E(1,)]
1.69 -2.400.72 598 -8.332.35 79.76 —75.49 —4.27

— 102
=107 —3.83 3.18 0.64 —13.00 10.39 2.61 —67.02 —27.91 94.93
(24)
and the condition (18) is met, since
ranka =n=2. 25)

Therefore, there exists piecewise constant input vector U that steers the fractional
. L L . . T T
electrical circuit form zero initial conditions x, = [i,(0) uc(0)]" = [0 0] to the

arbitrary given final state x; = x(;) = [iL(tf) uc(tf)] ’

State variables Inpidt vectar

04
] 02 f
(1] TS e : A

02

08F

06F

04r
04F

02f

06

08

Fig. 3 State variables and inputs of Example 2
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Let iL(tf) =i,(3) = 1A, uC(tf) = u-(3) = 0.5V. Then the piecewise constant
input vector can be computed using (21) and (22a) for K; =0

E, -1
U=|E|=R] [RfRf ] Xf
E, ‘
=102 x [~0.62 ~0.50 1.12 —1.85 —2.11 3.96 39.86 —93.14 53.28] " .

(26)

The state variables of the fractional electrical circuit with piecewise constant
inputs (26) are shown in Fig. 3.

4 Concluding Remarks

The reachability of standard and fractional-order systems with piecewise constant
inputs have been considered. Necessary and sufficient conditions
for continuous-time systems have been established (Theorems 1 and 2). It has been
shown that the conditions for reachability of systems with piecewise constant inputs
are much more restrictive than for the systems with arbitrary (nonconstant) inputs
(see[3, 5, 7]). The considerations are illustrated by example of electrical circuit with
switched DC voltage sources.

An open problem is an extension of these considerations for descriptor (singular)
standard and fractional-order systems and for two-dimensional systems.
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Output Constraint Handling in Analytical
MPC Algorithms Based on Hammerstein
Models with Presumed Trajectory of Future
Control Changes

Piotr M. Marusak

Abstract Novel numerically efficient, analytical MPC algorithms based on
Hammerstein (nonlinear) models are proposed in the paper. They use the idea con-
sisting in the assumption that the shape of a trajectory of future changes of a control
signal is presumed in advance. In the proposed algorithms it is relatively easy to
take output constraints into consideration on the entire prediction horizon. Thus, the
constraint handling is very efficient because the control action can be appropriately
modified many sampling instants before the potential constraint violation can occur.

Keywords Predictive control + Nonlinear control « Constrained control + Hammer-
stein models

1 Introduction

Novel analytical Model Predictive Control (MPC) algorithms based on Hammer-
stein models are proposed in the paper. In the algorithms trajectory of future control
changes is presumed in advance. Therefore, despite the algorithms use a nonlinear
model for prediction they need only very simple calculations to derive the control
action (very simple control laws are obtained). The prediction can be used in the
output constraint handling mechanism similar to the one described in [7]. This time,
however, different prediction is used. Thus, the mechanism must have been reformu-
lated. The new mechanism does not have the limitation that the control horizon must
be of unity length.

The Hammerstein model consists of two blocks. The first one is a nonlinear static
block. It precedes the second block—a linear dynamic one; see e.g. [2]. The Ham-
merstein model can be used to obtain prediction of process behavior in such a way
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that numerically efficient algorithms can be obtained, see e.g. [5, 6, 8]. Assumption
that future trajectory of changes of a control signal is presumed in advance can also
contribute to simplification of the MPC algorithm, what will be demonstrated in
the paper.

The presumed trajectory of changes of a control signal is the idea proposed first in
the Predictive Functional Control (PFC) algorithm [1, 10, 11]. It consists in assum-
ing that the trajectory of future control signal is described by a combination of some
presumed functions (chosen during design of the algorithm). Application of this idea
to analytical MPC algorithms based on linear models was described in [4], now it is
used to modify MPC algorithms based on the Hammerstein (nonlinear) models. The
proposed algorithms lack main disadvantages of the PFC algorithm listed in [10].
The algorithms are formulated in such a way that their features are preserved; they
generate changes of the control signal and allow to use: long horizons, the control
horizon, and the penalty for changes of the control signal. Thus, all tuning parameters
typical for MPC algorithms are available in these algorithms, but it is also possible
to formulate the analytical versions of the algorithms, and to choose the function
describing future trajectory of changes of the control signal.

The output constraints often decide on safety and on economic efficiency of the
process. Therefore, it is important to equip the analytical MPC controllers with an
efficient mechanism of output constraint handling. Such a mechanism should not
complicate the algorithm too much. In [7] the method of output constraint handling
for analytical MPC algorithms based on Hammerstein model was proposed. Its idea
will be also used in the method proposed in the paper. However, it is good to notice
that in [7] a control horizon equal to 1 must have been used in order to obtain an
efficient constraint handling mechanism. The solution proposed now lacks this lim-
itation, at the same time advantages of the approach remain intact. Despite the con-
straint mechanism exploits the nonlinear model (the prediction is obtained using the
Hammerstein model), it is relatively simple and efficient. It makes possible to take
into consideration the values of the predicted output many sampling instants ahead.

In the next section, analytical MPC algorithms based on Hammerstein models and
with presumed control signal trajectory are proposed. In Sect. 3 the output constraint
handling mechanism based on prediction detailed in Sect. 2 is described. In Sect. 4
simulation experiments done in the example control system of a nonlinear control
plant with delay, illustrating very good performance of the proposed approach, are
presented. The paper is shortly summarized in the last section.

2 Analytical MPC Algorithms Based on Hammerstein
Models

Control action is generated in the MPC algorithms using prediction of future behav-
ior of the control plant many sampling instants ahead. To obtain the prediction a
control plant model is used. The values of control variables are calculated in such a
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way that the prediction fulfills assumed criteria. Usually, the following optimization
problem is formulated [1, 3, 10, 13] (i.e. minimization of future control errors when
at the same time the control signal should not change too rapidly):

P s—1

. - 2 2

ey {JMPC = 21 (Ve = Yerine) ™ + % A (Bt ) } J (1)
i= i=

where y, is a set-point value, y,,; is a value of the output for the (k + i)th sampling

instant, predicted at the kth sampling instant, Au; ., are future changes in manipu-

lated variable, 4, > 01is a weighting coefficient, p and s denote prediction and control

horizons, respectively, Adu = [Auk o oee o Aty k]T is the vector of decision vari-
ables of the optimization problem (1). After minimization of the performance func-
tion the optimal vector of changes in the manipulated variable is obtained. From this
vector, the Au, element is applied in the control system and the algorithm passes
to the next iteration.

The performance function from (1) can be expressed as:

Tape =G =" G —y)+4u” - Ay - Au, )

wherey = [}k, ,yk] "is the vector of length p, A, = A, - I is the s X s matrix, y =

T
[)’k+l|k’ ’yk+p|k] .
Assume that the predicted values of the output variable y;,;, are derived using

the Hammerstein model, as described in [5]; it will be now shortly reminded. In the
Hammerstein model a linear dynamic block is preceded by a nonlinear static block
in which a nonlinear function is used:

Z = fuy), 3)

where z;, is the output of the static block, and u, is the input to the static block.
Assume that the dynamic part of the model has the form of the step response:

Pa—1
yk = z a, - Azk—n + apd : Zk—pd’ 4

n=1

where y, is the output of the Hammerstein model, a; are coefficients of the step
response of the linear dynamic block, p,, is the horizon of the process dynamics, equal
to the number of sampling instants after which the step response can be considered
as settled.

The prediction is obtained in a way described in [5]. In this prediction method the
Hammerstein model (4) is used to obtain the free response (it contains future values
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of the output variable calculated assuming that the control signal does not change in
the future):
Pl

yk+i|k = 2 ap - Azk—n+i + ap(, : Zk—pd+i + dk’ )
n=i+1

wherey, ,;; is the element of the free response for the (k + i)th sampling instant, pre-
dicted at the kth sampling instant, d, = y, — ), is the DMC~type disturbance model
(it is assumed the same for all future sampling instants). In order to simplify fur-
ther calculations the influence of the future control changes is derived using a linear
approximation of the Hammerstein model (4):

Pa—1
y\t = de ' (Z a, - Auk—n + apd : uk—pd> s (6)

n=1

where dz, is a slope of the static characteristic near the z,. It can be calculated analyti-
cally or numerically. In the latter case, which can be applied e.g. if non—differentiable
membership functions are used in the fuzzy static model, the following formula can

be used: A i) — )
Mk + u) — uk
dzy = —m8M8M8™——, 7
y i (7
where du is a small number.
Finally, the following prediction is obtained [5]:
Y=Y +A; - Au, 3
wherey = [}k F1lko > Vidp] k] " is the free response trajectorys;
a 0 ... O 0
... 0 0
Ag=dz-A=dy- |2 T T ©)
Ay Qp g ooe Uy i Gy

where A is the constant matrix.
After application of prediction (8) to the performance function (2) one obtains:

Joe =0 =Y —A, - aw) -y -F—A, - Au) + Au” - A, - Au. (10)
Note that the performance function (10) depends quadratically on decision vari-

ables Au. Thus, the minimization problem with (10) and without constraints has the
following analytical solution:

du= (AT A+ A1) AT (3-5). (1)
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Unfortunately, the dynamic matrix A, changes at each iteration, therefore calcu-
lation of (11) must be repeated at each iteration. Fortunately, it can be simplified.

The first method to simplify calculation of the control action, detailed e.g. in [6],
relies on the fact that after assuming that 4, = dz,% - A and using (9) one obtains:

1 -~
Au—d—Zk-K-(y—y). (12)

where the matrix K = (A" A+ A-1 )_1 - AT does not change and thus the main part
of calculations can be performed off-line.

The second method to simplify calculation of the control action will be now pro-
posed. It is based on the idea of presumed trajectory of future control changes, thus
it consists in assuming that:

Auyige = - Aug(), j=1,....5, (13)
where «; is a value which is changed at each iteration by the controller (it is a new
decision variable). Therefore, the trajectory of future changes of the control signal

will be given by:
Au = ay - b, (14)

where b = [AuB(l)AuB(Z) AuB(s)] " After using (14) in (8) one obtains:
y=y+a -A;-b. (15)

Thus the minimization problem which must be solved by the controller is now as
follows:

argmin (§ -5 —a A -b) - (F=F —ap Ay -b) + A - ()*-b" -b.  (16)

@
Analytical solution of the optimization problem is now given by the formula:
-1 — o~
a = (b" A -A b+ A (b7 b)) b -A]-(Y-7). (17)
Then future values of the control signal are given by:
du=(b"-AT A, b+ (b7 b)) BT -AT- (5-F) -b. (18)

Note that b is the vector thus (b -A] <A, -b+ A, (b" - b)) is the scalar. Therefore
the control action can be easily calculated using the formula:

b A (5 -7)

Au = .
b Al A b+ 2 (b7 D)

19)
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Note that this time 4, can be assumed any (also constant in time, e.g. 4, = 4)
and the solution is still easy to obtain. It can be also noticed that after assuming
Ay = dzi - A the formula simplifies even more:

L P G5)

Au = — . .
“ dz b"-A"-A-b+ A (D" -b)

b, (20)

p".AT

AT A I0TD) can be calculated off-line.

where
Remark It is good to notice that in the proposed algorithm it is possible to constrain
control signal values and control signal changes on the whole control horizon, like in
the algorithm with presumed trajectory of control changes based on a linear model;
for details see [4]. It is because this mechanism is independent on the model used.

3 Mechanism of Output Constraint Handling

Application of presumed trajectory of future control signal changes has also another
advantage. It makes possible to constrain future output values on the whole predic-
tion horizon. Moreover, it is a method which offers more flexibility than the one
based on control horizon equal to 1, and proposed in [7].

Rewrite the prediction obtained in Sect. 2 using the assumption about presumed
trajectory of future control signal changes. It is now given by:

N
Yiwitk = Veripe + - 2 i - bj, (21
=1

where a;;; are elements from ith row and jth column of the dynamic matrix A, and
b; = Aug(j) is the jth element of the vector b.
Assume that the following output constraints should be fulfilled:

Ymin < yk+i|k < Ymax> (22)

where y., and y,. are lower and upper output limits, respectively. Application of
the prediction (21) in the output constraints allows taking them into consideration
many samplings instants ahead:

5
Yin < Vewipe T % * Z Qg by < Yiax- (23)
=
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Thus, the set of constraints grouping lower ones, put on current value of aj, is
described by:

o - 2 @ix by 2 Yinin = Viwipo (24)
j=1
and the second set of constraints grouping upper ones:
- ﬁ:,aij,k “b; < Ymax = Veripee (25)
=
The following rules of a;, modifications leading to fulfillment of the output con-

straints can be formulated:

o for lower constraints:

. s ~
—ifa - ijl Aijx* bj < Ymin = Yi+ilk then

——
1, = n;m k+ilk . (26)
2j=1 4y - by
« for upper constraints:
— if oy - E;;l Qijj b; > Ymax — Vesij then
= Ymax _S;k+i|k 27

e
Zj:l iy - b

During prediction generation the DMC-type model of disturbance, containing
also influence of modeling errors, was used. It is also present in the output constraint
handling mechanism, in the free response, but if it is possible to assess the values of
modeling errors, such knowledge can be easily used in the proposed mechanism.

Assume that the output prediction with uncertainty is described as follows:

Viwitk = Yiwik T Thrilk

B
= Ve + - Z dijr b+ N (28)
J=1

where ry,;, represent (usually unknown precisely) influence of modeling errors on
the prediction. Assume that this uncertainty is bounded:

min max
Tiitk = Thilk < T 29
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where ™" < 0 and r™ > ( are minimum and maximum assessments of the 7, ;.
k+ilk k+ilk +i|

Inclusion of this knowledge about modeling uncertainty in the rules (26) and (27)
leads to the following, modified rules:

o for lower constraints:

: s jond min
— ifay - 2j=1 Aijg * b; < Ymin = Vewitk — T irilk then

fovd min
Ymin = Viilk — Vieyijk )

L : (30)
i1 %k b
« for upper constraints:
. s ~
—ifay - 2,‘:1 Qi " b > Ymax = Viwilk — ”,ffﬁk then
Ymax = YVi+ilk — r]r:_lf;ik
y = 3D

S
iz Gk b

4 Simulation Experiments

The control plant under consideration is the ethylene distillation column used for
tests also in [5-7]. It is a highly nonlinear control plant with significant time delay.
The static part of the Hammerstein model used to obtain the prediction has the form
of the fuzzy Takagi—Sugeno model [9, 12] detailed in [7]. The output variable y, is
the impurity of the product counted in ppm. It is assumed that it is constrained, and
i < 285 ppm. The control variable u, is the reflux to product ratio; the higher it is
the purer product is obtained. During the experiments it was assumed that the reflux
is also constrained, and 4.05 < i, < 4.4.

The analytical MPC controller based on the Hammerstein model with future tra-
jectory of changes of a control signal presumed in advance was designed for the
control plant. In order to test the proposed output constraint handling mechanism,
the controller was detuned. Thus, the values of the tuning parameters were assumed
as follows: prediction horizon p = 6, control horizon s =3 and A = 14 - 103, func-
tion describing the trajectory of future control signal changes Aug(j) = 1/j. Like in
[7] during the experiments a Hammerstein model with polynomial static model was
used to simulate the control plant, in order to test influence of modeling uncertainty.

The example responses obtained in the control system of distillation column are
shown in Fig. 1. The set—point value y = 280 ppm was assumed. When the mecha-
nism of output constraint handling is not used in the controller the constraint is vio-
lated by around 20 ppm (dashed lines in Fig. 1). After application of the proposed
mechanism the situation improves significantly. Despite modeling uncertainty is not
explicitly taken into consideration in the output constraint handling mechanism (only
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basic version of the mechanism is used) the result is satisfactory. It is the same case
as in [7] and suggests that the method of prediction generation from [5] gives good
results.

In the case when the constraints are taken into consideration in each instant from
the prediction horizon (except first 4 steps due to the delay present in the control
plant) the maximal output value achieves the constraint (dotted lines in Fig. 1). The
similar situation takes place when only the last predicted output value from the pre-
diction horizon is constrained (solid lines in Fig. 1). The maximal output value is
slightly lower than in the previous case. Moreover, near the 400th minute of simu-
lation the output values are closer to the set—point value than in the previous case. It
illustrates that simplification of the mechanism by reduction of rules used to mod-
ify the control action can bring satisfactory results. It is also good to notice that in
the algorithms with constraint handling mechanism employed, the control signal is
modified in advance in order to fulfill the constraint and to improve operation of the
controller.

5 Summary

The numerically efficient analytical HMPC algorithms were proposed. Thanks to the
presumed trajectory of future control changes the proposed algorithms need very
simple calculations to obtain the control action despite they are based on the Ham-
merstein (nonlinear) model. Moreover, application of the prediction method applied
in the algorithms, in the output constraint handling mechanism, allows constraining
the predicted output values many sampling instants ahead. It is done by appropriate
modifications of the control action which can be done in advance, before poten-
tial constraint violation. As a result, fulfillment of constraints is relatively easy to
assure and good performance is offered by the control systems with the proposed
algorithms.

The proposed output constraint handling mechanism can be easily scaled to the
given problem because it is often sufficient to constrain the predicted output values
only in a few future instants from the prediction horizon, not in all of them. Thus,
the algorithm can be simplified. The other feature useful for a designer of the con-
trol algorithm is possibility to use not only tuning parameters available in the MPC
algorithms as a standard but also to choose the shape of the function describing the
future control trajectory.
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Realisation of Positive Continuous-Time
Linear Systems Consisting of n Subsystems
with Different Fractional Order

Konrad Andrzej Markowski

Abstract This paper presents a method for finding positive realisation of the
continuous-time linear system consisting of n subsystems with different fractional
orders. For the proposed method, a digraph-based algorithm was constructed. In this
paper, we have shown how we can realise the transfer matrix which can be also stable.
The proposed method was discussed and illustrated with some numerical examples.

Keywords Realisation - Fractional system - Digraphs * Subsystem * Algorithm *
Stability

1 Introduction

In recent years, many researchers have been interested in positive linear systems. In
this type of the system, state variables and outputs take only non-negative values.
Analysis of positive one-dimensional (1D) systems is more difficult than of stan-
dard systems. Examples of positive systems include industrial processes involving
chemical reactors, heat exchangers and distillation columns, storage systems, com-
partmental systems, water and atmospheric pollution models. An overview of the
state of the art in the positive systems theory is given in [2, 5, 14, 18].

The first definition of the fractional derivative was introduced by Liouville and
Riemann at the end of the 19th century. Mathematical fundamentals of fractional cal-
culus are given in the monographs [4, 17, 23-26]. The notion of positive fractional
discrete-time linear systems have been introduced in [17].

The realisation problem is a very difficult task. In many research studies, we can
find the canonical form of the system, i.e. constant matrix form, which satisfies the
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system described by the transfer function. With the use of this form, we are able to
write only one realisation (or some by the transformation matrices) of the system,
while there exist many sets of matrices which fit into the system transfer function.
The realisation problem for positive discrete-time systems without and with delays
was considered in [3, 5, 15, 16], while in [12] a solution for finding a set of possible
realisations of the characteristic polynomial was proposed, that allows for finding
many sets of matrices. In paper [19-22], the proposed method for finding minimal
positive realisations is an extension of the method for finding a realisation of the
characteristic polynomial. The optimisation of the proposed algorithm is presented
in the paper [10, 13].

The digraphs theory was applied to the analysis of dynamical systems. The use of
the multi-dimensional theory was proposed for the first time in the paper [6-8] for
analysis of positive two-dimensional systems.

In this paper, a new method of determination positive minimal realisation for
the fractional continuous one-dimensional system consisting of n subsystem with
different fractional number will be given. The procedure will be illustrated with a
numerical example.

Notion. In this paper the following notion will be used. The set n X m real matrices
will be denoted by R and R" = R™!. If G = [gij] is a matrix, we write G > 0
(matrix G is called non-negative), if 8 = 0 for all 7, j; G > 0 (matrix G is called
positive), if G > 0 and any 8> 0; G > 0 (matrix G is called strictly positive), if
g; > 0 for all ,j. The set of n X m real matrices with non-negative entries will be
denoted by R and R, = IRTI. The n X n identity matrix will be denoted by I,,.
Digraph. A directed graph (or just digraph) D consists of a non-empty finite set
V(D) of elements called vertices and a finite set A(D) of ordered pairs of distinct
vertices called arcs [1, 9]. We call V(D) the vertex set and A(D) the arc set of D.
We will often write D = (V, A) which means that V and A are the vertex set and
arc set of D, respectively. The order of D is the number of vertices in D. The size
of D is the number of arc in D. For an arc (v, v,) the first vertex v, is its tail and
the second vertex v, is its head. There exists an 2-arc from vertex v; to vertex v; if
and only if the (i, j)-th entry of the matrix A is non-zero. There exists a B-arc from
source s to vertex v; if and only if the /-th entry of the matrix B is non-zero. More
information about use digraph theory in positive system is given in [6, §].

2 Fractional Order Model

Let us consider the continuous-time fractional linear system described by state-space
equations:

0Dix(t) = Ax(t) + Bu(t), 0<a<1 (1)
y(t) = Cx(t) + Du(r)
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where x(¢) € R”, u(t) € R™, y(¢) € RP are the state, input and output vectors respec-
tively and A € R™", B € R™™, C € RP" and D € R?™™. The following Caputo
definition of the fractional derivative will be used:

o t (n)
C@a — d_ — 1 f (T) dr (2)
a o drr T'n—a) f, (t—r7)tl-n
where @ € R is the order of a fractional derivative, f"(r) = % and I'(x) =

/o et dt is the gamma function.
Theorem 1 The Laplace transform of the derivative-integral (2) has the form

L[$D0] = 57Fs) = Y s HrkDiot 3)

k=1
The proof of the Theorem 1 is given in [17].
Using the Laplace transform to (1), Theorem 1 and taking into account
X(s)=L[x(D] = / 00x(t)e_”dt, @)
0
L [i‘)"x(r)] = 5"X(s) — s“_lxo
we obtain:

X(s) = [L,s* = A] ™ [ 'xy + BUGs)) 5)
Y(s) = CX(s) + DU(s), U(s) = L [u(1)].

Using (5) we can determine the transfer matrix of the system in the following form:
T(s) = C [I,s* —A] " B+D. ©6)

Let us consider single-input single-output multi-order fractional continuous-time lin-
ear system:

Dhx, (1) Ay AL @) B,
: = i o |u@, (7a)

o) | | A, . A, || 50| | B

nl e n

xl(t)
y=[C, ... C,]| i [+Du@, (7b)
X, (1)
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where 0 <a; < 1,i=1,...,n x;(t) € R", i=1,...,n is the state vector, u(t) € R
and y(t) € R are the input and output of the system, A; € R B e R", C e R™,
i,j=1,...,nand D € R. The transfer function of the system (7a) and (7b) has the
form

1

L s% = Ay -A, -A,, [ B,
T(s)=[C, C, ... C,] _‘f‘z‘ I”Z“f Az “fZ" Bl ®
_Anl _AnZ In"sn” - Ann Bn
where:
Ay Ay Ay B,
A, A, LA B
A=|Tn 2 B p=| 2 Cc=[C ¢, .. C,]. D 9)
Anl AnZ Ann Bn

Definition 1 The fractional system (7a) and (7b) is called the internally positive
fractional system if and only if x(7) € R’} and y(r) € Rﬁ for t > O for any initial con-
ditions x, € R'}r and all inputs u(?) € R’f fort > 0.

Definition 2 A square real matrix A = [aij is called the Metzler matrix if its off-

diagonal entries are non-negative, i.e. a; > 0 fori #j.

Definition 3 The fractional system (7a) and (7b) is positive if and only if
A eM™, BeR™, CeRY" DeR™ (10)

Matrices (10) are called a positive realisation of the transfer function T(s) if they
satisfy the equality (8). The realisation is called minimal if the dimension of the
state matrix A is minimal among all possible realisation of (8).

Task: For the given transfer matrix (8), determine a minimal positive realisation
(10) using the one-dimensional D digraphs theory. The dimension of the system
must be the minimal among possible.

3 Problem Solution

Let us be given the matrix A in the following form

Ay 0 ... 0
a=| A2 0 an
0 0 ...A

nn
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then the strictly proper transfer matrix can be written in the following form:

1

Ls"-A; 0 .. 0 T'[B
a _
T(s)=[C, C, ... C,] 0 LoAn 0 B1ip (12
0 0 ..Ls%-A,]| |B,

The transfer matrix (12) can be considered as a pseudo-rational function of the vari-
able A, = s, A, = 5%, ..., A, = s% in the form:

T) = (13)
LA — Ay 0o .. 0 B,
[C,C, ... C,] 9 ThAno 0 %1+,
0 0  ..Li-A,]| |B,
(14)

From (15) we have D = lim,_,  T(4) since lim,_, . [IA — A] = 0. The strictly proper
transfer matrix is given by the equation:

T, (A) =T(A)-D (15)
_1
Li-A, 0 .. 0 B,
=[¢ ¢ .. ¢ 0 hrfa 0 5
0 0 L4 -A,| |B,
() 0 0

where

d(A) = det (I, 4, — A;;) det (I

~ ~ - ~ ~ - N———
dyy(A) dy(A) di ()

=d;,(Ndp(A)...dy(A),  k=12..,n

In the first step, we must find matrices A, € [R’J‘rx”, k=1,2,...,n;using decompo-
sition characteristic polynomial (16). We decompose each simple polynomial into a
set of simple monomials

i (s) = (1= dyg, D) U (1= dg,, D) U0 (1=dy, D). (D)

where p is number of simple monomials dy,  in the simple polynomial d,(4). For
v

each simple monomial, we create digraphs representations. Then we can determine
all possible simple polynomial realisations using all combinations of the digraphs
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monomial representations. Finally, we combine received digraphs in one digraph
which is corresponding to a characteristic polynomial d(4).

Theorem 2 There exists positive fractional continuous-time linear system described
by the Egs. (7a) and (7b) if a one-dimensional digraph corresponding to matrix A,
satisfies the following conditions:

o (CI) the sets [DkkM] n DkkM2 NN DkkM,,’ where k = 1,2, ... ,n; and p is a number

of simple monomials in simple polynomial dy;(s) corresponding to one-dimen-
sional digraphs are not disjoint.
o (C2) the obtained one-dimensional digraph does not have additional cycles.

The proof of the Theorem 2 is given in [11].

Remark 1 If we add in search positive realisation the stability condition then in
Theorem 2 we must add the following condition: (C3) the poles of the character-
istic polynomial are distinct real and negative. The proof of this condition results
from the structure of the state matrix A, which must be a Metzler matrix.

Using the Theorem 2 we can construct the Algorithm 1.

Algorithm 1 DetermineMinimalRealisation()

1: monomial = 1;

2: Determine number of simple_polynomial in characteristic polynomial (16);
3: for simple_polynomial = 1 to k do

4 Determine number of cycles in simple polynomial;

5 for monomial = 1 to cycles do

6: Determine one-dimensional digraph D! for all monomial;

7 MonomialRealisation(monomial);

8: end for

9: for monomial = 1 to cycles do

10: Determine digraph as a combination of the digraph monomial representation;
11: SimplePolynomialRealisation(monomial);

12: if SimplePolynomialRealisation | = cycles then

13: Digraph contains additional cycles or digraph contains disjoint union;
14: BREAK

15: else if SimplePolynomialRealisation == cycles then
16: Digraph satisfies characteristic polynomial;
17: Determine weights of the arcs in digraph;
18: Write state matrix Ay ;= .5
19: return (SimplePolynomialRealisation, Ayl ,);
20: end if '
21: end for
22: return (PolynomialRealisation, A = diag(Ay =, ,));
23: end for '

Let us assume that the matrix B, k = 1,2, ..., n and matrix C have the following

form:
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k k k
bk b, b

1ol /i’m Ci1 €12+ Cpp
bt b b Cy C c
_ e iy
Bilicip, = 2 272 C=| R (18)
Kook k
b, Dy b, Cpt Cpa o Cpp

After determining the state matrix A, € Rff(", k=1,2,...,nfrom the Algorithm 1
and inserting matrices (18) to the Eq. (15) we obtain the polynomial r‘zij(/l). After
comparing variables with the same power of 4, 4,,..., 4, polynomials 7,(1) =
ﬁij(/l) we receive the set of equations. After solving the equation, we obtain matrices
10).

4 Numerical Example

For the given transfer matrix

2552 + 100s"2 + 1255%3 + 500
516 4 4513 + 25512 4 100599 + 5507 + 20594 + 125503 + 500

T,,(s) = 19)

find a minimal positive stable realisation as an electrical circuit using the one-
dimensional digraph theory for 0 < a < 1.

Solution. In the first step using pseudo-rational function of the variable 4, = s°3,
Ay = 5%9, Ay = s"* we can write transfer matrix (19) in the following form:

254,45 + 1004, + 1254, + 500
Iy Agdy +4Ayhy + 254, Ay + 54, Ay + 1004, + 204, + 1254, + 500
(20)

T,,(4) =

After multiplying the nominator and denominator of the transfer function (20) by
ATTAY! /13‘1, we obtain:
n(A)
T, (1) = — 21
WD =25 @1
-1 —1,-1 —1,-1 —1 1,1
25277 + 100477457 + 125477477 + 500477 45 45
L+ 427"+ 255" + 5451 + 100471451 + 20471 4+
+12547" 45" + 500471451 47

The characteristic polynomial can be written in the following form:
d(A) = 1+447" +2527" + 5471 + 100471451 + 2047 4" + 12545145
+50047" 43147 = (1+447") (1+547") (1+2543") (22)
[ — |

dy; () dy(A) dy3(4)
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(b)

w(v1,v1)ay, A W(V1, V1) Age A w(v1, v1)uz5 A

e? 5 é’

Fig.1 Multi-dimensional digraphs corresponding to a simple polynomial: a—d;(4); b—d,,(1);
c—ds3(4)

In the next step, we a decompose characteristic polynomial (22) into a set of sim-
ple polynomials d;;(4) = 1 + 447!, dy)y(A) = 1 + 547" and dy3(4) = 1 +2547". In
the next step, for each simple monomial we write initial conditions. For a simple
polynomial d,,(4), we have following conditions: number of vertices in digraph:
vertices = 1; possible weights from which we will build digraphs: (v;, vj);un/l‘l;
monomials: M, = 1 + 447"

Then, we determine all possible realisations of the simple polynomial d;;(4). In
the considered example, we have only one realisation presented on Fig. 1a. The reali-
sation meets conditions (C1) and (C2) of the Theorem 2. Finally, if we can determine
positive stable realisation, we must verify the third condition. In the considered sim-
ple polynomial, the poles are real and negative. Described realisation satisfies the
condition (C3). The realisation does satisfy all conditions and is correct. In this
same way, we can determine realisations of the simple polynomial d,,(4) presented
on Fig. 1b and ds;(4) presented on Fig. 1c. From the obtained digraphs, we can write
a state matrix A in the form:

A, 0 0 w(vl,vl)m]l 0 0
A=] 0 Ay 0 |= 0 w(vi, v, 0 (23)
| 0 0 Ay 0 0 WV, vy,
-4 0 0
=0 -50
0 0 =25

After inserting matrices (18) and (23) to the Eq. (15) we obtain the polynomial 7i(4).
After the comparison of the coefficients of the same power A polynomials 7i(4) =
(1), we receive the set of the equation. After solving them, we obtain the following
matrices:

0
B=|0|, C=[0025]. (24)
1

The desired positive realisation of the (19) is given by (23) and (24). The obtained
realisation is stable, as can be seen on Fig. 2, showing the step response of the system
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Fig. 2 Step response of the system (19) for ¢y =0.3; @, =0.9; a3 = 0.4

y, ()

Bl

step
,=0.3; a,=0.9; 03:()'4

for a; =0.3; @, = 0.9 and a3 = 0.4. Simulations were performed using the Mat-
lab toolbox FOMCON (Fractional-order Modeling and Control) presented in the
paper [27].

5 Concluding Remarks

The paper presents a method, based on the one-dimensional digraph theory, for find-
ing the realisations consisting of n one-dimensional continuous-time fractional sub-
systems with different order. The difference between the proposed algorithm in this
paper and currently used methods based on canonical forms of the system (i.e. con-
stant matrix forms) is the creation of not one (or few) minimal realisations, but a set
of every possible minimal realisation. Additionally using proposed method in easy
way we can determine stable realization of the fractional system. Also determine
electrical circuit realisation is possible in easy way.

Further work includes extension of the algorithm to find class of electrical circuits
corresponding to the transfer matrix.
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Research Study of the Micro Cogeneration
System with Automatic Loading Unit

Adrian Chmielewski, Szymon Gontarz, Robert Guminski,
Jedrzej Maczak and Przemyslaw Szulim

Abstract This article presents the test bench research of a micro cogeneration
system with the Stirling engine with an automatic loading system. The tests were
conducted for nitrogen as a working gas. The work presents the influence of the
load current on the change of the working gas pressure in the working chamber and
on the changing voltage on the electric machine. A significant number of repetitions
allowed for a statistical rendering of the research description with the use of such
measures as: kurtosis, coefficient of variation, coefficient of asymmetry, and of the
function of the probability density. The research allows for determining whether
the conducted experiment is reproducible and how the chosen parameters influence
the character of the system’s work.

Keywords Automation -« Stirling engine - Probability density function -
Skewness + Kurtosis

A. Chmielewski (=) - S. Gontarz - R. Guminski - J. Maczak - P. Szulim

Faculty of Automotive and Construction Machinery Engineering, Institute of Vehicles,
Warsaw University of Technology, 84 Narbutta St, Warsaw, Poland

e-mail: a.chmielewski@mechatronika.net.pl

S. Gontarz
e-mail: Szymon.Gontarz@simr.pw.edu.pl

R. Guminski
e-mail: rgumin@simr.pw.edu.pl

J. Maczak
e-mail: jma@mechatronika.net.pl

P. Szulim
e-mail: p.szulim@mechatronika.net.pl

© Springer International Publishing Switzerland 2016 375
R. Szewczyk et al. (eds.), Challenges in Automation,

Robotics and Measurement Techniques, Advances in Intelligent

Systems and Computing 440, DOI 10.1007/978-3-319-29357-8_34



376 A. Chmielewski et al.

1 Introduction

The need to meet the requirements regarding protection of the natural environment
[1] arouses growing interest in the small scale cogeneration appliances, the
so-called micro cogeneration appliances [2], in which the amount of produced
electric energy equals up to 50 kWe [1, 2]. Among these appliances [3] the micro
cogeneration system with the Stirling engine [4, 5], discussed in this work, can be
included. From the point of view of the user of such a system, information
regarding its proper use is particularly vital, enabling the efficiency maximalization,
and assuring the system’s operation comfort (minimalization of vibrations and
noise). Such an analysis allows for investigating the influence of the chosen work
parameters, among others: pressure, voltage, and loading current of the electric
machine, which substantially affect the system’s character of work.

The analysis of reproducibility of the obtained current and voltage values, as well
as gas pressure in the working chamber in statistical rendition, using the statistical
measures (the mean value, standard deviation of kurtosis, skewness, and the coef-
ficient of variation). The analyses were performed for different load values (7, 29, 50,
71, and 93 % of the maximal value of load applied during the experiment).

Each technical device is characterised by certain reproducibility of work, which is
related to achieving the same or similar performance levels during the same load cycle.
The concept of the random variable is used to describe the magnitudes changing
randomly, i.e., the value of the variable is impossible to predict. Generally, it can be
stated that the reality surrounding us is determined, and every phenomenon has its
causes and nothing happens by chance. However, we are not always able to analyse all
causes, or we analyse them with certain assumed precision. This results from the fact
that either we do not know all the factors influencing a given magnitude (the phe-
nomenon’s course), or there is a significant quantity of them which causes that factors
of lesser significance are omitted in the analysis. As a consequence, the real course of a
phenomenon can divert from predictions. On the basis of the analysis of the technical
object use, it can be stated whether it is characterised by predictability of work
obtaining the same—Ilocated within the narrow range of variation work parameters,
among others: rotational velocity at the maximal power, efficiency [1, 6, 7].

This work focuses on the analysis and determining the reproducibility of the
micro cogeneration system. This analysis is particularly important for real cogen-
eration systems which can be used in prosumer households and places where there
is a stream of a waste high-temperature heat.

The aim of the statistical analysis was to determine the reproducibility of the real
object in the technical aspects. Such an approach allows for elimination of wrong
conclusions resulting from uncertainty which came from random character of
research results, for example occurring of the outliers, or changes in value of the
measured physical magnitude, caused by the uncontrolled change in the conditions
of the object’s work.

The statistical analysis in combination with automatic loading unit could give
the possibility to test cogeneration devices.
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2 Testing Workbench with Automatic Measuring System

The laboratory workbench, where the tests were conducted, consisted of the
single-action Alpha type Stirling engine (Fig. 1), an electric DC engine (electric
engine rated power—500 W) loading the system powered with a belt transmission
with the i = 1:4 ratio, and a measuring system by the National Instruments to
register the chosen parameters. The measuring system comprised a gas pressure
converter placed in the cold cylinder, a magneto-inductive sensor measuring
velocity, the gauging thermocouples of the K-type located in: the compression
space Ty, expansion space T4, and on the regenerator from the side of the cooler T,,
as well as from the heater side T3. The system was loaded to 550 W with an
automatic loading system, working as an adjustable current source.

The working gas, nitrogen in this case, was delivered to the buffer space pbuf
and to the working space pch from the pressure container (Fig. 2) until the preset
pressure value of p = 0.6 MPa was achieved. During the tests, temperatures in the
compression space T; (the preset value 301 K), expansion space T, (the preset
value 910 K), temperatures on the regenerator from the cold side T, and the hot side
T; were simultaneously registered. Rotational velocity of the Stirling engine (which
was converted to the velocity of the electric machine with the known ratio between
the electric machine and the Stirling engine), the current applied to the loading
system, voltage on the electric machine, and pressure in the cold cylinder (com-
pression space), were also registered. Figure 2 shows the diagram of a layout of the
test bench.

During the first test, the maximal current load was determined, which could be
applied to the loading system. It allowed for definition of extremes, as well as of the
step with which the system will be loaded. The tests were conducted for 15 different
values of load. Based on the above, the tests of work reproducibility of a micro
cogeneration system were carried out in the next step. During the tests, the preset
number of 30 repetitions of measuring sessions was performed (a session means
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tests for a specific load value). Among successive repetitions there were 10-s breaks
in order to restore the system’s idling. After performing the preset number of cycles,
the obtained measuring data was registered on a hard drive disc of a PC (Fig. 2).

The time of signal registration for every load amounted to 2 s. As a consequence
of the conducted test, 30 time flows for each load value were obtained.

In the purpose of statistical comparison of individual repetitions, apart from
presenting and comparing the functions of probability density (30 for each load),
the use of statistical measures was necessary. The system for applying load was
designed based on the programmable current source (Fig. 3a). This is a typical
application in which one assembly was multiplied 16-fold in order to increase the
device’s current load capacity. A simplified scheme of a single module is shown in
Fig. 3b. A MOS-FET transistor with high load capacity was used to adjust current
from the source, which in this case was a DC motor. Such a layout requires that
voltage symbol on the clamps should be permanent, which was assured. It turned
out that the system did not have the tendency to excitation. The measuring resistor
was selected so that a single cell could apply a maximal load at the level of 10 A.
The combined maximal load capacity amounted to 160 A. The maximal power
which could be received by the source was not determined. Depending on the
cooling conditions, powers of 500 W could be successfully diminished on the
device. It should be emphasised here that the advantage of the device designed on
the basis of the current source consists in automatic tuning to changing working
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conditions of the loaded source. In the case of the electric DC motor, the moment
generated on this motor has nearly linear dependence on the current directed
through it. Because due to the nature of load work, the constant value of the current
was maintained, and also the load moment of the tested Stirling engine was kept at
the nearly constant level, even though the rotational velocity was very changeable.
The reference voltage for operational amplifiers was set either manually (using a
potentiometer) or from a PC by means of an analogue output card by National
Instruments. It enabled the automatization of the engine loading process, and thus
the automatization of the whole measuring process.

The experimental data obtained in the course of the tests was analysed using
statistical measures for the registered parameters, among others: the current and
voltage on the electric machine, as well as pressure in the compression space.

3 Test Bench Research

3.1 Theoretical Basis of the Analyses

The analyses regarded the period of normal use [7] of the object, i.e. the micro
cogeneration system with the Stirling engine. Performing analyses of the selected
sets of data, attention was focused on several characteristic features of the given
trials, among which the normal and central moments can be included [8]. In this
article, the measures using central moments My of k order, of xi, ..., X trials of n
number, which are the mean values of powers of the x; value deviations from the
arithmetic mean L

M=~ 3 (- (1)

A crucial feature of a given trial is an asymmetry coefficient S. It is a third central
moment (k = 3 in expression 1) divided by the standard deviation raised to the third
power. The asymmetry coefficient S allows for the estimation of symmetry of the
observed results; it can be written as follows:

— M3

S= 2)

k)
In the case when S = 0, we deal with the symmetric distribution, however, when
S > 0, the right skew is to be observed, and when the right skew occurs, and when
S < 0, the left skew can be observed.

Another measure describing a given trial is Kurtosis (K). It addresses the flat-
tening of the distribution around the mean value. Kurtosis is a quotient of the fourth
order moment and the third power of the standard deviation minus three. Kurtosis
can be written as follows:
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_ My _
K=~ -3 (3)

From the analysis of relationship (3) it ensues that if K = 0, the flattening similar to
that in the normal distribution (Gaussian) occurs, in the case when K > O—the
distribution is more concentrated than normal, however, when K < 0—the distri-
bution is less concentrated than normal.

During the data analysis, the coefficient of variation (CV) was also used, which
is a quotient of the standard deviation ¢ and the value of the mean.

For better illustration of the analysed data in statistical rendering, the experi-
mental functions of probability density were presented [8]. The higher the value of
this function, the greater the concentration of the measuring data and smaller the
dispersion (standard deviation).

4 Results of Test Bench Research

The obtained experimental data (among others: current, voltage and pressure) was
analysed using statistical measures described in Sect. 3.1. Presentation of the results
of the conducted analyses was limited to five loads of the micro cogeneration
system (7, 29, 50, 73, and 93 % of maximal load).

Further in this article, the time flows of the discussed magnitudes (Fig. 4) are
shown, as well as their statistical measures. Figure 4a shows an exemplary flow of
the current signal for the loads: 7, 29, 50, 73, and 93 %. This corresponded to the
current value 7 %-0.7 A, 29 %-1.75 A, 50 %-2.9 A, 71 %-3.92 A, 93 %-5 A.

Figure 4b shows an exemplary flow of the voltage signal on the electric machine
for the load from 7 to 93 % of the maximal load. With the growing load of the
system, the voltage value on the electric machine was decreasing from 12 V for 7 %
load to 7,5 V for 93 % load. The drop in voltage during increasing the system’s load
was also accompanied by a decreasing rotational velocity.

On the basis of the tests, the following was determined: the conversion coeffi-
cient of voltage change into rotational velocity changes k, = 100 revs/V, with the
relation between the change of voltage and rotational velocity defined by the
relationship:

An=Auk, (4)

where:

An change in the rotational velocity of the Electric machine (revs/min),

Au change in voltage on the electric machine (V),

k, conversion coefficient of voltage change into rotational velocity change
(revs/V).
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Figure 4c illustrates the signal flow of the working gas pressure (nitrogen)
measured in the compression space with the load from 7 to 93 % of the maximal
load. The character of changes in pressure in the compression space was
approaching sinusoidal.

With the growing system load from 7 to 93 %, a decrease in rotational velocity
occurs, therefore extension of the period of the work cycle. For 7 % load, the period
of the work cycle amounted to 0.097 s (f = 10.31 Hz), and for 93 % load, the period
of the work cycle amounted to 0.11 s (f = 8.75 Hz).

Figure 5a shows the diagrams of standard deviation for pressure, and specific
numerical values, which are presented in Table 1. Analysis of the Fig. 5a diagram,
and of the numerical values from Table 1 allows for an observation that with the
growing load, the standard deviation o, from the p, mean value increases, the
coefficient of variation CV,, increases too.

The increasing values of the standard deviation for the load increase influence
the diminishing character of the negative value of mean kurtosis pg, (Fig. 5b and
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Table 1). It is worth mentioning that the mean value of kurtosis is negative, which
means that on the basis of analysis of the relationship (3), the distribution is less
concentrated than normal (greater dispersion of results). It should also be empha-
sised that the kurtosis dispersion for pressure is decreasing, it decreases with the
load growth (from 7 to 93 %), which is reflected in the decreasing coefficient of
variation CVy,, (Table 1).

Analysing the skewness value for pressure (Fig. 5c and Table 1) enables the
observation that the right skew occurs, with the increasing, alongside the load,
mean value psggp. (Table 1) with a nearly constant standard deviation Gskgp, and
the coefficient of variation CVgggp.

Figure 6 shows the diagrams of the standard deviation (Fig. 6a), kurtosis
(Fig. 6b), and skewness (Fig. 6¢) for the increasing from 7 to 93 % maximal value
of the load current. With the growing load current, the mean value of the standard
deviation for current ; (Fig. 6a), and the coefficient of variation CV;, whereas the
spread around the mean value itself is constant for the loads above 7 %, o; = 0.002
(Table 2). It should be emphasised that the automatic loading system provides a
very small spread of load current values, which highlights how precise the character
of load control is (Fig. 3). The mean value of kurtosis for the current is negative, the
distribution less concentrated than normal (Fig. 6b, Table 2), for the load greater
than 7 %, the mean value of kurtosis increases. In the whole load range, the mean
value of skewness pgkg; increases, too. The spread around the mean value oskg; and
CVgskg; (for 7 % load—the left skew occurs, in the case of loads greater than 7 %—
the right skew occurs—Fig. 5c and Table 2).

Table 1 Test results for pressure

Load (%) | up Op CV, MKp OKp CVkp Mskep | Oskep | CVskep

7 1.187 |0.011 |0.008 |-1.464 |0.016 |-0.011 |0.262 |0.021 |0.079

29 1.182 |0.015 [0.013 |-1.464 |0.017 |-0.011 |0.266 |0.021 |0.078

50 1.183 |0.016 [0.013 |-1.472 [0.018 |-0.012 |0.261 |0.023 |0.088

71 1.179 |0.019 |0.017 |-1.472 |0.017 |-0.011 |0.275 |0.022 |0.080

93 1.174 10.025 [0.022 |-1.483 [0.014 |-0.009 |0.270 |0.021 |0.078
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Figure 7 shows diagrams of the standard deviation (Fig. 7a), kurtosis (Fig. 7b)
and skewness (Fig. 7c) growing from 7 to 93 % of the maximal value of load
current. With the increasing load, the mean value for the standard deviation p,
increases, and so does the dispersion 6, (Table 3). The kurtosis mean value for the
voltage, which is negative, grows too.

The mean value of skewness Uskg, i negative, declining for subsequent system
loads, the standard deviation for the skewness 6skg, and the coefficient of variation
CVskgu grow, too (Table 3).

Figure 8a shows the results of the load current influence on the value of the
function of probability density. The test results and analyses indicate that with the
growing system’s load (Fig. 8a) the value of the function of probability density
decreases, which means that the probability of occurrence of the value in proximity
of the modal value decreases with the increase in load (as a consequence, the
growing values of current that occur have a greater dispersion of the standard
deviation of kurtosis and skewness).

Figure 8b presents the diagram of the function of probability density for the
voltage. The flow of the voltage signal (Fig. 4b) is worth paying attention to, which
is similar to sinusoidal. Such a character of the flow causes that the distribution of
the probability density function (Fig. 8b) is multimodal. It is also worth empha-
sizing that the mean value occurs among the modal values (Table 3). Analogically
to the case of the current, the increase in load results in greater dispersion of voltage
around the mean |, the value of the probability density function decreases
(Fig. 8b).

Table 2 Test results for the load current

Load (%) | Oij CV; MKi OKi CVki HUSKEi oskei | CVskei
7 0.015 [0.001 |0.054 [-0.202 [0.042 |-0.209 |-0.123 |0.042 |-0.341
29 0.021 [0.002 |0.079 |-0.433 [0.106 |-0.244 0.024 |0.039 1.604
50 0.024 |0.002 |0.085 [-0.422 |0.071 |-0.168 0.083 |0.058 0.697
71 0.024 |0.002 |0.087 |[-0.366 [0.052 |-0.141 0.136 |0.064 0.470
93 0.025 [0.002 |0.092 [-0.299 [0.064 |-0.216 0.168 |0.075 0.446
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Table 3 Test results for voltage

Load (%) | Hu Ou CV, MKu OKu CVku MSKEu oskeu | CVskeu
7 1.123 |0.043 [0.038 |-1.193 |0.085 |-0.071 |[-0.059 |0.025 |-0.430
29 1.186 [0.040 |0.033 |-1.097 |0.084 |-0.076 |-0.102 |0.086 |-0.846
50 1.259 |0.051 [0.041 |-1.077 |0.083 |-0.077 |-0.101 |0.083 |-0.821
71 1.310 |0.054 |0.041 |-1.081 |0.081 |-0.075 |[-0.118 [0.112 |-0.946
93 1.378 [0.056 |0.041 |-1.088 |0.069 |-0.063 |-0.107 |0.105 |-0.986
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Fig. 8 Diagrams of the function of probability density for: current (a), voltage (b), pressure (c)

Figure 8c shows the diagrams of the function of probability density for pressure
measured in the compression space. Similarly as in the case of voltage (Fig. 8b),
also the distribution of the function of probability density for pressure is multi-
modal, it is a consequence of the fact that the pressure flow is similar to sinusoidal.
For 7 % load, the value of the function of probability density (Fig. 8c) amounted to
0.605. The growing value of the function of probability density, amounting to 0.841
for 93 % load (Fig. 8c), informs about a greater reproducibility of the system’s
work. Practically, it results from the fact that the system works with the same degree
of compression, and a reproducible character of changes in the occurring phe-
nomenon during the work cycle [3]. This can also be interpreted as an increase in
the working area, and a change of the shape of the indicator diagram closed within
the coordinates pressure—specific volume (p-v).
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5 Summary and Conclusions

The use of the described measures enabled the interpretation of test reproducibility
for the conducted measuring series. In the purpose of illustrating the probability of
occurrence of specified values, among others: current, voltage, pressure (measured
in the compression space), in the predetermined range of variation the function of
probability density was used. In the case of periodic signals, similar to sinusoidal,
the distributions were of multimodal character (negative and positive value con-
centration). Also, the fact should be highlighted, that with the growing system’s
load, the values of the function of probability density for pressure, whereas for the
remaining analysed parameters, among others: current and voltage, these values
were smaller (a greater deviation from the mean value occurred, as well as a wider
variation range). On the basis of the conducted tests and analyses, it can be con-
cluded that obtained results are reproducible with different system’s load values
(coefficient of variation for the standard deviation from the mean value does not
exceed in any case 0.01, it is relatively small).

With the growing load, the period of the work cycle extends, which is accom-
panied by a drop in the rotational velocity of the crankshaft (also a decrease in
voltage on the electric machine). A detailed description of the work cycle was
discussed in [3, 9], with particular attention paid to pumping gas through heat
exchangers [9]. Also, it is worth noticing that the functions of probability density
achieve greater values for increasing load currents, too. This indicates a greater
repeatability and predictability of the work of such a system.

It is worth emphasising that the automatic loading system presented in this work,
designed on the basis of a programmable current source, can be used in numerous
industry branches, first of all to automate and test the device in laboratory conditions
before making a given device available for the end client. The purpose of using such
a system can be for example: long-time testing of the device, and as a consequence,
determining the warranty period for the given product on the basis of tests.
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Abstract The article concerns the testbed research of a micro cogeneration system
based on a Stirling engine equipped with an automatic load-applying system. The
article presents the influence that the load current has on acceleration of vibration of
a micro cogeneration system’s body. The research was conducted while using
nitrogen as the working gas. Significant number of tests offered the possibility of
providing the description of the results in statistical terms while using such mea-
sures as kurtosis, coefficient of variation, the asymmetry coefficient as well as the
probability density function. The research offers the possibility of concluding
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1 Introduction

The paper presents the research related of a micro cogeneration system based on a
Stirling engine. This paper presents the influence that loads (with a value of 7, 29,
50, 73 and 93 % of the maximum load) have on acceleration of vibration of a
Stirling engine’s body in three mutually perpendicular directions.

The tests and the analysis of their results enabled determination of the influence
exerted by the analyzed parameters which accompany the system’s operation
[1-21].

The paper analyzes the repeatability of the obtained values of the body’s
acceleration in three mutually perpendicular directions while using statistical
measures (the average value, the standard deviation of kurtosis, skewness and
coefficient of variation as well as the probability density function).

2 Presentation of the Testbed with an Automatic
Measuring System

The laboratory testbed used for conducting the tests was described in detail in [1,
16]. The experimental data obtained during the research was subjected to analysis
while using the statistical measures for the recorded parameters of acceleration of
the body’s vibration (Fig. 1) in the following directions: x (parallel to the axis of the
cylinders), y (parallel to the axis of the shaft) and z (perpendicular to the plane
formed by the axis of the shaft).

The system used for applying the loads was constructed while relying on a
programmable source of electrical current which is described and presented in detail
in [1].

Fig. 1 Picture of the testbed with a tri-axle vibration acceleration sensor (for capturing vibration
of the body)
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3 Testbed Research

3.1 Results of the Testbed Research

The obtained data was subjected to analysis while using the statistical measures
(described in detail in [1] for the recorded parameters) of vibration acceleration in
three mutually perpendicular directions. The presentation of the results of the
analyses has been restricted to five load values applied to the micro cogeneration
system (5, 29, 50, 73 and 93 % of the maximum load).

The further part of the article presents the time runs for the load values ranging
from 7 to 93 % of the maximum load for the following items: vibration acceleration
in respective directions: x (Fig. 2a), y (Fig. 2b), z (Fig. 2c) as well as their statistical
measures.

As expected, the highest acceleration values occur in the direction x, which is
associated with the motion of the piston-crank system. The highest value of the
acceleration occurs for the load of 50 %, and in the case of positive acceleration it is
Amax20 % = 33.08 m/s> (Fig. 2a) while in the case of negative acceleration it is
lower and it has the value of a,ins0 % = —30.8 m/s>. For the direction x the values
of vibration acceleration decrease for loads higher than 50 %, and for the load of
93 % they do not exceed 26.2 m/s”.
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Fig. 2 Vibration acceleration signal curves for directions a, (a), a, (b) and a, (c)
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Figure 2b presents the change of vibration acceleration a, in the direction y for
loads ranging from 7 to 93 % of the maximum load. The highest acceleration value
occurred for the load of 7 %, with the maximum value being aymax7 % = 19.8 m/s”
for positive acceleration (Fig. 2b). In the case of negative acceleration, the value
was higher and amounted ayyin7 o = —17.67 m/s>.

Values of vibration acceleration for the direction y decreased as the load
increased and they did not exceed 16.15 m/s* for 93 % of the maximum load.

Figure 2c presents the changes of vibration acceleration for loads ranging from 7
to 93 % of the maximum load. The highest value of vibration acceleration was
recorded for the positive load of 7 % and amounted a,,,x7 o = 25.47 m/s’ (Fig. 2¢),
while the lowest value was recorded for the load of 93 % (a,mino3 % = 19.85 m/s>).

The values of vibration acceleration for this direction decrease as the load
increases and in the case of the load of 93 % they do not exceed 20 m/s”.

Figure 3a presents the graphs showing the standard deviation for vibration
acceleration a,, while the values of statistical measures are presented in Table 1.
The analysis of graph Fig. 3a and the analysis of the figures found in Table 1
demonstrate that the standard deviation 6, from the mean value p,, decreases as
the load increases. The decreasing standard deviation values for the growing load
affect the nature of the growing and positive value of mean kurtosis pg,, (Fig. 3b
and Table 1). The distribution is more concentrated than normal (with smaller
scatter of the results) It should be also stressed that the scatter of kurtosis for the
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Fig. 3 Diagrams showing respective measurement values: a standard deviation, b kurtosis, and
¢ skewness for acceleration in the direction x

Table 1 Test results for vibration acceleration a,

Load (%) | Max Oax CVax | Mkax OKax CVkax |Mskiax | Oskax | CVsKEax
7 4913 |0.301 [0.061 |1.364 |0.229 |0.168 |—0.183 |0.082 —0.447
29 4.673 |0.188 [0.040 |1.501 |0.179 |0.119 |-0.169 |0.089 —0.528
50 4.466 |0.210 (0.046 |1.735 |0.270 |0.155 |-0.101 |0.105 —1.045
71 4.086 |0.239 [0.059 |1.826 |0.293 |0.161 —-0.001 [0.074 |-242.61
93 3.778 [0.252 |0.067 |2.335 |0.442 |0.189 |-0.119 |0.130 —1.094
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acceleration in the direction x is decreasing, and it decreases as the load increases
(from 7 to 93 %).

The mean value of skewness Uskgax, the scatter around the mean value 6sggax as
well as the coefficient of variation CVgkgax (Fig. 3c and Table 1) grow along with
the increase of the system’s load.

Figure 4a presents the graphs showing standard deviation for acceleration in the
direction y along with the detailed numerical values which are shown in summary
Table 2. Analysis of graph Fig. 4a and of the values found in Table 2 show that as
the load increases above 7 %, the standard deviation c,, from the mean value of p,,
also increases. It is also the coefficient of variation CV, that increases. Growth of
the load causes increase of the standard deviation, leading to growth of the positive
mean value of kurtosis pg,, (Fig. 4b and Table 2). It is worth adding that the mean
value of kurtosis is positive, which means that the distribution is more concentrated
than normally (smaller scatter of the results). It should be also stressed that the
scatter of kurtosis for the acceleration a is decreasing and it decreases along with the
growth of the load (from 7 to 93 %), which is indicated by the decreasing value of
CVkay coefficient of variation (Table 2).

While analyzing the values of skewness for the acceleration in the direction y
(Fig. 4c and Table 1.) one may notice that there occurs right-hand side asymmetry
whose mean value Uskgay grows along with the growth of the load (Table 1.) while
the standard deviation oskg, and the coefficient of variation CVgkga, are nearly
constant
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Fig. 4 Diagrams: a standard deviation, b kurtosis, and ¢ skewness for acceleration in the
direction a,

Table 2 Test results for vibration acceleration a,

Load (%) Mp Op CV, HUkp OKp CVg, Mskep | Oskep | CVskep
7 1.187 [0.011 |0.008 |—-1.464 |0.016 |-0.011 |0.262 |0.021 |0.079
29 1.182 |0.015 [0.013 |-1.464 |0.017 |-0.011 |0.266 |0.021 |0.078
50 1.183 [0.016 |0.013 |-1.472 |0.018 |-0.012 |0.261 |0.023 |0.088
71 1.179 [0.019 |0.017 |-1.472 |0.017 |-0.011 |0.275 |0.022 |0.080
93 1.174 |0.025 |0.022 |-1.483 |0.014 |-0.009 |0.270 [0.021 |0.078




392 A. Chmielewski et al.

(a) (b) (©

= 4 § 02

8" & j=pe
L og* 1 S N 0.1

S 35 %9 15 >0

5 RN L g8 g

3 @ ) w® 4

3 3 i Y o

k=l v €g -01 %

3 z8 i

n 0 50 100 150 0 50 100 150 0 50 100 150
Measurement series [-] Measurement series [-] Maesurement series [-]

Fig. 5 Graphs: a standard deviation, b kurtosis, and ¢ skewness for the acceleration in the
direction a,

Figure 5 presents the graphs showing standard deviation (Fig. 5a), kurtosis
(Fig. 5b) and skewness (Fig. 5c) for the value a, of acceleration in the direction z as
the acceleration increases from 7 to 93 % of its maximum value. As the load
increases, the mean value of standard deviation ,, (Table 3) decreases. It is also the
mean value of kurtosis (Fig. 5b) that increases and it is positive.

The mean value of skewness pgkg, is positive for the loads of 29 and 50 %, and
it is negative for the remaining values of the load, while the standard deviation of
skewness, Gskgy, increases for all load values (Table 3).

Figure 6 shows the influence that the load current has on the value of the
probability density function for accelerations in three mutually perpendicular
directions.

The results of the examination and the analyses demonstrate that as the load
applied to the system grows, so does the value of the probability density function
for accelerations in all directions (Fig. 6a—c), which means that the probability of
occurrence of a value close the modal value increases along with the growth of the
load.

The highest value of the probability density function exists for the acceleration in
the direction y for a load equal to 93 % of the maximum load.

Table 3 Test results for vibration acceleration a,

Load (%) |1, G CV, MKz OKz CVk, | Mskez oskez | CVske,
7 3464 |0.156 |0.045 |1.102 |0.086 |0.078 |-0.012 |0.036 |-3.012
29 3.339 |0.126 [0.038 |1.213 |0.260 |0.215 0.029 [0.045 1.555
50 3260 |0.106 [0.033 |1.208 |0.200 |0.166 0.077 [0.047 0.608
71 3.103 |0.121 [0.039 |1.241 |0.177 |0.143 |[-0.032 |0.075 |-2.376
93 2.896 |0.160 [0.055 |1.524 |0.205 |0.134 |-0.006 |0.058 |-9.027
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Fig. 6 Graphs showing the probability density function for acceleration of vibration in respective
directions: a in direction x, b in direction y, ¢ in direction z

4 Conclusions

Use of statistical measures enabled interpretation of recurrence of results of mea-
surements for a conducted series of measurements. The probability density function
has been used to illustrate the probability of occurrence of specific values of
acceleration of the engine body’s vibration in the tree mutually perpendicular
directions. What should also be stressed is that as the load on the system increased,
so did the values of the probability density function for acceleration of the engine
body’s vibration in all the directions (there occurred smaller standard deviation
from the mean value and broader variability range). Based on the conducted
research and analyses, one can state that the obtained results are recurrent.

It is extremely important from a cognitive point of view to note that as the
system’s load increased from 7 to 93 % of the maximum load, the vibration
acceleration in all directions had lower values, which means that vibration accel-
eration decreased as the load on the micro cogeneration system increased. The
reason was the longer work cycle which was accompanied by decrease of crank-
shaft’s rotational speed. It is also worth noting that as the load increased from 7 to
93 %, the density probability functions achieved higher values, which is indicative
of bigger recurrence and predictability of operation of such a system.
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In no direction had the vibration acceleration exceeded the value of 3.4 g,
nonetheless it is worth noting that the highest values of vibration existed in the
direction which is parallel to the axis of the cylinders (direction x), with vibration
coming from the movement of the piston-crank system. It should be added that the
highest values of vibration acceleration occurred when the pistons were in their
extreme positions while the working liquid (gas) was forced between the heat
exchangers (the process is described in detail in [3, 6, 13, 14]).

The conducted research offers grounds for concluding that there exists a pos-
sibility of diagnosing the level of load of a micro cogeneration system by looking at
the vibration acceleration trends. Decrease of vibration acceleration is indicative of
more load being applied to a system, which indicates a greater repeatability and
predictability of the work of such a system (the growing value of the probability
density function for vibration acceleration). The research shows that in the case of
bigger workloads (which correspond to higher efficiency), the micro cogeneration
systems demonstrate lower values of vibration acceleration, which is very important
for users of such systems.
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Performance of Feedback Linearization
Based Control of Bicycle Robot
in Consideration of Model Inaccuracy

Joanna Zietkiewicz, Adam Owczarkowski and Dariusz Horla

Abstract This paper considers the influence of model inaccuracy on control perfor-
mance when feedback linearization is used. For this purpose we use plant of bicycle
robot. The problem is analysed in two ways: by simulations with artificially changed
parameters and by comparison of simulated data with the results obtained from the
real object. The collected data show that, even if the model differs from the real
object, control method provides good results. This indicates that feedback lineariza-
tion, method strongly relying on model, can be successfully used for some real plants.

Keywords Feedback linearization + Nonlinear control + Bicycle robot *+ Reaction
wheel + LQR

1 Introduction

Nonlinear control is difficult to apply and Jacobian, in point, linearization is not suf-
ficient in many cases. This problem can be solved by Feedback Linearization (FBL)
method, that provides an exact and linear model. The disadvantage of the FBL is that
the cancellation of nonlinearity requires the knowledge of the exact model. There-
fore the question arises, whether the method is useful for a real object, for which the
accuracy of a model is always limited.

For the purpose of our investigations we use a bicycle robot with inertial wheel,
for which the control aim is to stabilise it in upright position, regardless of the initial
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position and disturbances. The model of this robot does not have a defined output,
therefore the input-state feedback linearization is appropriate. However, although the
model fulfills criteria for this kind of FBL (given in [2, 5]), we have decided to use
linearization of 3 from 4 state variables. This allows us to obtain a less involved,
but sufficient for control, linear model. The control policy relies on linear quadratic
regulator. Other examples of control of this plant can be found in [1, 4, 6].

The simulations and experiment presented in the paper show that feedback lin-
earization, in combination with linear quadratic control, provides a better control
quality than when Jacobian linearization is used, even when inaccuracies of the
model are taken into consideration. The results show that the method can be used for
real plants. They can also be a good starting point for further investigation of robust
control like e.g. presented in [9].

2 Experimental Setup

Figure 1 shows the real robot. It has two degrees of freedom (angle from the verti-
cal position and angle of the reaction wheel) and one actuator (electric motor). The
high torque low speed DC electric motor accelerates the inertia wheel causes reac-
tion momentum which stabilizes the construction. There are a couple of sensors to
measure the state of the machine two hundred times per second. The crucial thing
is the main measurement unit—IMU (Inertial Measurement Unit). It consists of two
sensors: a gyroscope and an accelerometer. The result is estimated by Kalman filter.
The encoder is used to obtain the angle and velocity of the motor. Every calcula-
tion is made by high performance STM32 32-bit microcontroller. It calculates the
whole control law. After each computational operation the information goes to the
fast direct torque dc motor control unit.

The main goal of the robot is to keep itself in the vertical position. This robot
is named as a bicycle, but it is actually a simpler version of the real bicycle [3]. It

Fig. 1 The picture of the encoder )

real robot motor reaction
current  driver wheel pe motor
sensor

S5TM32
microcontroler

front wheel

accelerometer Pneumatic  rear wheel
and gyrocsope shock absorber
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does not change the fact that the control of this machine is not simple. The control

of this machine is not simple. It is underactuated—it has more degrees of freedom
than actuators. It is also unstable like every inverted pendulum.

3 Mathematical Model

The continuous-time 2DOF model of the plant is presented by nonlinear difference
equations (1)—(4) (time index is omitted for brevity)

X =X, (1)
gh,m, sin(x b.x, byx, k,u
X = ( l) _ 2 _ 174 i )
L, L, L, L,
X3 = X4, (3)
k,, u by x
By = — @

B II+1mr - II+Imr’

where (see Fig. 2 for the kinematic scheme of the object): x—state vector, x,—angle
of the robot from the vertical, x,—angular velocity of the robot, x;—rotation angle
of the reaction wheel, x,—angular velocity of the reaction wheel, u—current of
the motor. Parameters of the model are as follows: m,—weight of the robot; moments
of inertia: /;—of the reaction wheel, 1,,,—of the rotor, /,,—of the robot related to the
ground; i1,—distance from the ground to the center of mass (COM) of the robot, g—
gravity constant, k,,—motor constant, friction coefficients: b,—in the robot rotation,
b;—of the reaction wheel.
The model (1)—(4) can be expressed in simplified form

).Cl = X2,
Xy = Yyt + ywsxy, + yox, + gy sinxg, (5)
XS = X4,

Xq = Wau + Wsxy,

I+, —b gh.m, k, —b;
Where — I mr — r — r — m —
Wl Irg ’ WQ 8 ’ W3 lrg ’ u/4 Il+lmr’ WS [I+Imr
Fig. 2 The bicycle (a) (b)
robot—kinematic scheme. z _AXIS OF ROTATION
a Main view. b Side view Z;t m .~ ___REACTION WHEEL
1Ly < =
co XA - COM \
VA V XIS OF ROTATION
I’ s
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The main goal of the control system is to keep the robot in the vertical posi-
tion minimizing the cost function as much as possible. The mathematical model is
expressed by four state variables: x|, x,, x; and x,. The typical approach is to find the
control law which can lead the whole state to zero value as fast as possible. However,
after many experiments, it has turned out that the reaction wheel angle (the x;) can
be neglected and the robot still works properly. In this paper the control law is based
on the whole state without the x;.

Every parameter of the robot was identified by means of the previous experiments
or appropriate measurements. Unfortunately, the model is inaccurate. It is a huge
problem to find the control law for the real machine which is based on uncertain
model.

4 Jacobian Linearization of the Model

The system (1)—(4) can be linearized by Jacobian matrix to the form: x(r) = A;x(¢) +
B,u(t), where:

0 10 0
ghym, b, _b
A = I, I 0 I 6)
! o oo 1 |
b
| 0 00—
[0
ky
B, = 8 @)
km
1 +L,,

The linealization point is equal to: x, = [0000]".

5 Feedback Linearization

Feedback linearization (FBL) is a method that provides the exact linear model, map-
ping nonlinear dynamics, unlike a model obtained by Jacobian linearization. As the
linear control theory is well known and easier to apply than nonlinear control, linear
models are more convenient to use. FBL method is well explained in [2], the theo-
retical background can be found in [5]. Here we provide terms and definitions vital
for the application performed for this paper.
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Fig. 3 Feedback
it - z -
linearization scheme “| &= fz)+g(@)u [z lap 1(£)|

I

nonlinear model

linear model

5.1 Definitions and FBL Procedure

FBL can be applied for nonlinear model, affine in input, in the form

=1+ g@u, ®)

where x € #", u € # and where f(x) : #" - %", g(x) : Z" — X" are smooth
functions. This type of linearization illustrates the Fig. 3 and it is called input-state
feedback linearization. The calculated linear model has the same order as the non-
linear model, n.

If, in addition, there exists a defined output,

y = h(x), ©))

where h(x) : Z" — %, FBL is designed in that way, that the output is one of the
state variables of the linear model. In this case some additional conditions have to
be fulfilled: the function A(x) is smooth and the model (8) and (9) is minimumphase.
This linearization is called input-output linearization and the order of the obtained
linear model can be lower than the order of the nonlinear model.

In this paper we use a combination of the two above approaches. For the model
(5) it is not necessary to linearize the whole state (4 variables), linearization of
3 variables is sufficient. Therefore, we have been searching for the artificial out-
put function, for which the system is minimumphase and there is a possibility to
linearize at least 3 variables of the state x. The number of those variables defines
relative degree.

Relative degree, r, r < n, is a number of derivatives of the output y, which has to
be calculated, in order to obtain explicit function of the input u.

FBL procedure of calculating linear model consists of the following steps:

« use the output as the first variable, z; = y;
« derivative the output, r times, every time assigning the new variable,

dh _

o= (f(x) +g(@u), (10)

H ==
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. h h
L=t = % [j—{f@] - %_C [%f@_c)] (@) + g0, (11)

g = ¢ (x ), (12)
(because it was assumed that z, in the above equations is not the direct function
of u, and therefore %g(&)u =0, in the Eq. (11) it is used % [%f()_c)] instead of

d [ dn .
412 (r + )

 assign the new input, v = d)‘l()_c, u); the new linear model has the canonical
form

Y =y, (13)

« if r < n find new additional n — r variables fulfilling

de()_C)
p gx) =0, (14)
X
for k =1,...,n—r. This condition assures stability of the n — r variables unob-

served from the linear model (13) and, if it is fulfilled, means that the original
nonlinear model (8) is minimumphase for the output y.

The dependence of z on x, obtained from (10) and (11), can be expressed by
z =@ '(x). Here v = ¢~ (x, u) is the inverse of the u = ¢(z,v) given in the Fig. 3.
The Fig. 3 presents the general idea of FBL and is also proper for the case, when
only the part of the state space model is linearized.

5.2 FBL of the Bicycle Robot Model

For the model (5) we apply input-output FBL, except that the output is artificial, cho-
sen function, for which » = 3. This allows us to control 3 variables, named: x,, x,, x5.
The artificial output chosen for the model is the following: y = —yx, — wox; + x,.
This is the first variable of the new state z. Using the procedure of calculating FBL

model we can obtain z = ¢~ (x) assigning:

L WXy WX X,
2y = W3 sinxy, (15)
Z3 . II/3X2 COS .xl.
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The above mapping provides linear model in the form

Zl =2y,
22 =23, (16)
Z3 = V,
where v = ¢~ (x, u):
v = y3(cos x; (W, Wsxy + Wox, + w5 sinx, + yy,u) — x% sinx;). a7

To complement the new state z to order n = 4 we use an additional variable, which
has to fulfill the condition (14). One of solutions is the following

7y =X, (18)

and the dynamics of the variable z, is then expressed by the equation

Z Z . <
= — 8 2l arcsin 2. (19)
" /W32 _ Zg v V3

It should be noted that additional difference equation (19) complementing the
dynamics presented by (16) is no longer linear. However, to regulate the system
we can use the model with 3 variables (16). To calculate linear model by FBL we use
the nonlinear model with its structure, dynamics, and values of parameters. There-
fore, the method is reliable on the exact knowledge of the nonlinear model. On the
other hand, the accuracy of the model is always limited.

6 Discrete-Time Model of the Plant

In order to apply the controller on the hardware, the following multivariable model
of the linearized plant must be introduced:

Xy =AX +Bu, (20)

where the appropriate matrices have known sizes and are the result of step-invariant
discretization of the continuous-time model of the (16), with chosen sample period
T,. The constrained control vector u € Z™, and the state vector x € Z" are in
discrete-time domain (denoted henceforth by subscript 7).
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7 Linear Quadratic Control

Control strategy considered in the paper is based on minimization of the performance
index

J = / (x"Q.x + rai®) dt. 1)
0

The weights in this index are chosen adequately to physical meaning of the variables
and their values are the following Q, = diag{10,0.01,0.1,0.01}, r, = 1.

With the use of the linear model (e.g. by Jacobian linearization) minimization of
the (21) can be performed by the linear quadratic control. The method delivers the
gain vector, kT used afterwards in the control law u = —kfx.

In the case of linear model obtained through feedback linearization, (16) variables
z and v have no longer direct physical meaning. Therefore the performance index
requires weights beyond the diagonal of the weighting matrix @, and also in the
vector n_. The index takes form

J, = / (Z'Q.z+ rvt + gTQZv) dt, (22)
0

with the control law v = —kZTz The idea of the designing of J, is that it should be
possibly close to J,. It is done by linear approximations of the variables x and u in
functions of z and v made in the origin; approximations of the nonlinear functions
obtained from (15) and (17). As the linear model (16) has only 3 state variables, the
variable z, (x3) is omitted in (22). This method of calculating weights, when FBL is
applied, is described in [7, 8]. After appropriate calculations, the weights in function
(22) are the following

Q.= ——— | Y3(qu¥2tbi + ras(Vaths — Y3
(11h3aps)? —11)3((141#34‘*‘ r20s (e + 15))
V3(qathaqs + 25 (Vaths — 13)) —th3(qahi + rews (2 + ¥s))
I3 + qap2) + ro(haths — 3)? ﬂ]u&z@ﬁ — 1z (Y2 + P5) (Yaths —P3) |
—quparp — o (2 + ¥5) (Yahs — ¥3) Y3 (q2¥0F + q1) + re (Vo + ¥5)>

(23)

r
== (24)
(y ll/3‘l/4)2
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rW3Ys
= ) r(Wows —ys3) |, (25)
VWSV | —r (wy + w5)

where g, = OQ(k, k), k=1,2,4.
For the experiment, where the model takes discrete-time form, another perfor-
mance index is used:

J, = ; (gtTngt + rzvt2 + E;EQ’;) , (26)

with the same weights as in (22).

8 Simulations and Experiment

In every figure the time is expressed in seconds. Performance index, J, used to
evaluate the quality of the control, is similar to the index (21), but without the
variable x5, that is: J = [;"“(q,3% + ¢,3% + q4x? + r?)dt, where tmax is the sim-
ulation/experiment horizon. When FBL is used, every signal converges to 0 aside
from signal x;. Variable x; can be stabilized on arbitrary value.

In the first part of simulations, we compared control algorithm in two cases:
with linear model obtained by Jacobian linearization and by feedback lineariza-
tion. In the Fig.4 time simulations are presented, starting from the initial point:
x, =[0.065 0 0 0]'. The Table 1 contains performance indices; the index J is always
lower for FBL, especially for higher initial position of x;.

5 —
& 003} N —
< 0! L el i i i i i i i i
0 0.2 0.4 0.6 0.8 1 12 14 o L |
g
= MN————"
0! y L L i i i i i i i
00 0.2 0.4 0.6 0.8 1 12 14 1o = )
g \ ——————————————————
g —2{ -
ol L L i i i I i i i i
100 0.2 0.4 0.6 0.8 1 12 12 = - ]
2 o
s 0 pmmmemmmmT T T o ooe==-osoa
< ‘10N —= 1 i i i i i i i i
4O 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
— 2]
< 3
S ST
s ‘ ' L L I i i I I i
0 0.2 0.4 0.6 0.8 1 12 14 e = J

Fig. 4 Linear quadratic control with Jacobian linearization (dashed line) and feedback lineariza-
tion (solid line)—a comparison
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Table 1 Performance index, J, for several initial values of x; and two different linearization
methods

0.01

0.02

0.03 |0.04 |0.05 |0.06 [0.07 |0.08 |0.09 |0.10
Jacobian lin. | 0.0135]0.0541{0.1217{0.2163|0.3368| 0.4851| 0.6688| 0.901 |1.1953|1.5747
FBL 0.0095|0.0382|0.0859|0.1526| 0.2385| 0.3430| 0.4688 | 0.6208 | 0.8100| 1.0446
k=3 = -
e O -1 S S 1T ot ST e
X~ -0.05¢ = i i =T i i i i i i
_ 0 05 1 15 2 25 3 35 4 45 5
% o.gi T : oo
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Fig.5 Performance of control system with feedback linearization and model inaccuracy: 0 % (solid
line) 20 % (dashed line) and 30 % (dash-dot line)

Table 2 Performance indices for several different parameters perturbation, when the initial value
x,(0) = 0.65 and FBL was used

/i /% /5 /5 [ J
0% 0.0005 0.0190 49.1011 14.2585 0.2555 0.4034
10% 0.0007 0.0210 35.2981 15.8641 0.2555 0.4210
20 % 0.0010 0.0280 26.4128 22.0369 0.2555 0.4864
30 % 0.0032 0.0807 21.8595 65.8639 0.2555 0.9472

The Fig. 5 and the Table 2 show the behaviour of control system with FBL when
the model parameters was perturbed. For this purpose y," = y; + py, was used for
calculations and control algorithm, and y; for simulated object; p is the percent-
age perturbation. We simulated 32 combinations of adding/subtracting for every
selected p. Presented results are those obtained for the worst combination. The
Fig. 5 and the Table 2 indicate that, implementation of p = 10 % resulted in increas-
ing J only of 4.4 %; for p = 20 % the performance was still reasonably well; for
p = 30% the performance index J was increased of 135 % but the control system
still remained stable. The Table 2 also contains the values of integrated squares of
individual signals.

The Fig. 6 illustrates the comparison between the simulation results of the algo-
rithm with FBL and the performance of the real plant. Inaccuracies of the model can

concern not only parameters values but also the specificity of dynamics equations in
the model.
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Fig. 6 Results of linear quadratic control with feedback linearization: experiment result on the real
machine (dashed line) and simulation (solid line)

9 Conclusions

Feedback linearization designed for the bicycle robot has delivered an exact linear
model and, with the linear quadratic control, has guaranteed a better control per-
formance than with the Jacobian linearization. Simulations and experiment have
showed that, despite the differences between the model and the real plant, the control
algorithm has assured, to some extent, stable and good results. It demonstrates that
the method can be applied for real plants and it can be also a good base for further
research of control methods.
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Robust Actuator Fault-Tolerant LQR
Control of Unmanned Bicycle Robot.
A Feedback Linearization Approach

Joanna Zietkiewicz, Dariusz Horla and Adam Owczarkowski

Abstract Robust control must be able to cope with various system behavior sub-
ject to mismodeling and able to assure some performance level. In the paper, we
propose to use actuator fault-tolerant control law to stabilize a bicycle robot model
with inertial wheel to take into account the unmodeled uncertainty introduced by
using linearized model in a LQR fashion with feedback linearization. Our proposal
is illustrated by signal plots and performance indexes’ values obtained from a set of
experiments and is a natural extension of the results presented in the past.

Keywords Feedback linearization * LQ control + Robustness * Actuator failure

1 Introduction

Part of robust control papers present quadratic cost for uncertain systems measures,
related to classical LQR, e.g. see [2] or [9, 12]. Since implementing control meth-
ods is inherently connected to either actuator or sensor failures or, simply, subject
to modeling uncertainty or imperfect knowledge about the plant, it is vital to choose
the algorithm that can both guarantee stability and certain level of performance. In
the paper, the control method from [4, 14] is presented in feedback linearization
framework in order to stabilize bicycle robot model (nonlinear) in an unstable equi-
librium point, based on its feedback linearization. This approach differs from the
one presented in [6], where convex optimization framework to linearized model was
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used or [7] where robust LQR control was used for linearized model again, mainly
in presenting a new model of the plant, after feedback linearization omitting one,
stable, mode of the model, and reducing its degree.

The robustness against actuator failure is used here to make the controller able
to cope with uncertainty originating either from linearization or imperfect knowl-
edge about the model of the robot, and can be easily used, as it has been shown by
experiments with a different approach to linearization in [7] in real-time control, as it
only requires off-line computation of feedback linearization compensator and state-
feedback vector for LQR control with reformulated weighing matrices. Simulation
results in the form of performance indices values are shown on the basis of a set of
the performed computer simulations with a nonlinear bicycle robot model.

An introduction to the problem of inertial wheel stabilization can be found in
[1, 8], and plain LQR control results can be found in [11, 13], but the approach
presented in this paper enable one to take the uncertainty of the linearized model of
the robot into account.

In the paper [15], concerning the same problem of stabilisation using feedback
linearization but with no robustness considerations, basic assumptions, derivations
of equations and complete description of the problem is included.

2 Model of the Robot, FBL Linearization

2.1 Continuous-Time 2DOF Model of the Robot

A complete mathematical model of the bicycle robot is defined by non-linear differ-
ential equations (1)—(4)

X1(0) = x,(0), (D
5y(0) = gh,m, Ism(xl(t)) B b,;cz(t)+ 2
rg rg
byx,(t)  k,, u(?)
- T + T,
X3 (1) = x4(0), 3)

k,, u(t) B by x4(2)
L+1, L+1,’

“)

X4() =

where (see Fig. 1 for the kinematic scheme of the object): x—state vector, x,—angle
of the robot from the vertical, x,—angular velocity of the robot, x;—rotation angle
of the reaction wheel, x,—angular velocity of the reaction wheel, u—control signal.
The remaining symbols can be found, e.g. in [4, 7].
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The paper [6] presented the approach of applying linearization to nonlinear model
of the plant based on Jacobian matrix and its discrete-time counterpart, whereas the
paper [15] adopts the approach with FBL without robustness analysis. In this paper,
we adopt LQR control law to FBL-linearized model of the plant that can be used both
in continuous- and discrete-time controllers, comparing the results of four different
approaches to LQR control.

2.2 Feedback Linearization of the Plant

Below, the feedback linearization of the model is presented, resulting in its new
description, forcing the designer to redefine standard LQR control tuning parame-
ters with respect to obtained linearization. This design part concerning new weighing
matrices has been presented in Sect. 5 describing control algorithms.

Feedback linearization (abbr. FBL) enables one to obtain exact linear model, map-
ping nonlinear dynamics of the system [5, 10]. It is assumed here that it is applied
to the system in the form

i(0) = £0) + gu). 5)

withx € #", u € # and smooth functions f(x) : #" - %", g € #".

One can perform input-state linearization or input-output linearization of the sys-
tem. According to [15] it is possible linearize 3 selected state variables, what results
in defining artificial output first

V(0 = —yrx,(t) — wirx (1) + x,(1), (6)

and it is the first variable of the new state z. Using the procedure of calculating FBL
model we can assign:

21(1) = i x4(0) — wox (1) + x,(2), @)
2,(t) = w5 sinx, (), )
23(1) = y3x,(1) cos x; (1), 9)
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what results in linear model of the form

21 (1) = (D), (10)
2,(t) = 3(1), (11)

Z23(t) = v(t) = yi(cosx; (1) (ywsx, (1) + wox, (1) + yy sinx (¢)
+yyu() — x5 (0) sinx, (1), (12)

where y; (i = 1, ..., 4) have been derived in [15].

2.3 Discrete-Time Model of the Plant

In order to apply the LQR controller in discrete-time, the following multivariable
model of the linearized plant must be introduced:

¢, =AL +bu, (13)

2+

m=c¢, (14)

where the appropriate matrix A and vectors b, ¢ have known sizes and are the result
of step-invariant discretization of the continuous-time model either as Jacobian-
linearized model of (1)-(4) (see, e.g. [4, 7]) or as feedback-linearized model of the
plant (see [15]), with chosen sample period 7 (the matrix and vector values are dif-
ferent for the two listed-above approaches). In the first case { = x € R" is a full state
vector of the model and y = u is the constrained control signal. In the case of FBL
linearization { = zand y = v. Artificial output refers to new variables resulting from
FBL transformation, but because output signals are not used in both approaches, the
definition of # is unnecessary here.

3 Actuator Failure Models

Initially, in our LQR approach to the problem, assuming that we have a linear rep-
resentation of the plant derived by discretization of its nonlinear model, the control
performance index is defined as in standard LQR control

J= 2, (10x, + Ru), (13)
=0

with weighing matrix Q@ > 0, and R > 0. In the most general case, one can assume
actuator failure model as in [14], i.e.,
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w=1-phsatv; @) (k=1,2, ..., gp), (16)

where pf is an unknown constant from the span that will be defined in the further part
of the text, index k denotes the k-th failure model, and g is the total number of failure
models. The symbol uf refers to the constrained control signal, assuming that an
actuator failure takes place (in the other case, uf = v,). For any actuator failure model,
including the situation for constraints imposed on the control signal, the constant p’t‘
lies in p* , < pf < p!, . and function sat defines the method of applying constraints
(e.g., cut-off constraint).

Having taken a single model of failure into account, (16) can be transformed
[3, 14] to

u'=ov, (0<o0_<o0<o0,), a7

with o_ <1 and ¢, > 1. This enables one assume that uncertainty introduced by
linearization (either FBL or linearization of the plant by Jacobian matrix), can be
treated by the algorithm and that constraints imposed in control systems may both
mimic actuator failure-like behavior of the model.

Withreference to (16), o_ = o, means that there are no active constraints imposed
on the control signal or no failures have taken place, and uf =v,. The case o_ > 0
corresponds to partial failure, and ¢_ = O to the outage case. It will be henceforth

assumed that u, = u!.

4 LQR Control of the Model and Its Modifications

At first, a standard LQR control law applied to Jacobian-linearized discretized model
of the plant

v, =k'x (18)

= =t

is called reliable, i.e., and assuring that a specified value of the performance index
(15) is not exceeded for the considered model of the plant, if it is connected with
some matrix P, the system (13) and (14), and if P satisfies the inequality [3]

(A +obk™) P (A + obk") — P+ Ro*kk" +Q < 0. (19)

The closed-loop model of the system x | = (A + obk”) x, is then stable, and the
performance index in an infinite horizon satisfies

J= (20)

M

X7 (Q+Ro%kk") x, < x(Px,.

~
Il
o
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If no robustness against actuator failure is taken into consideration, the optimal
state-feedback vector k for the control law (18) is derived as a solution of the set of
equations:

K= (b'Pb+R)" b'PA, @
P=Q+A"PA—-A"Pb(b"Pb+R)” b'PA, (22)

an optimal value J; of the performance index (15), based on deriving k according to

(21) and (22) being at the same time the upper boundary of (20), is Jp = x Px.

Secondly, substituting matrices A, Q, b, state and state-feedback vectors and R
one can use the same formulas to FBL-linearized system.

Thirdly, the LQI control law is also taken into account, but here only for FBL-
linearized representation, where

V= ki z, +kx X (23)

where z, is a state vector of FBL representation, x X, is an appropriate integral of the
state vector from the model, and k; for the described problem is a zero vector with
third element with value a # 0 (compensatlon of gyroscopic drift in x;).

5 Optimal State-Feedback for FBL Control

It is to be stressed that computation of FBL for nonlinear plant results in refor-
mulation of classical LQR-type control law. The form of the control law remains
unchanged, but matrices defining performance indices need to be reformulated. The
initial control performance index for control law for Jacobian-linearized discretized
model is as follows

J =

Mg

(x"0x, + Ru? + 2x'Nu,)

~
Il
=]

and matrices Q, R, N are used to formulate the new performance index for diagonal
Q0 only

o0

T 2 T
JrBL = Z (EthZ, +Rv; + 2§,szt>’
1=0

where [15] (g, = O(k, k), k =1,2,4):

V(@i + ray)
st 3(qabathg + ra1bs (1hatbs — 13))
PEESVUT | —a(qatf + rats (Y2 + ¥5))

¥3(qatp2q? + 1205 (Vaths — 13)) —3(qarh? + ratbs (b2 + Us)) :|
3 ¥s3)

VI (@} + qa3) + 7o (hatis — 3)?  —qubathf — ro (Vo + s ) (thaths —
—quhat)} — o (Y2 + P5) (V25 — ¥3) Y (qaf + qa) + 72 (Y2 + ¥5)°

(24)
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R
=, (25)
(v
\Y3Ys
.= ﬁ ryows —ys) | (26)
W1W3W4 _rx(lVZ + IIIS)

It can be noted that the last term of the expression under sum operator is not
present in (15), and similarly is not taken into account into iterative algorithm. How-
ever, as it has resulted from simulation, its current value is neglectful, usually at least
3 orders less than the other two during transients.

Based on the algorithm from [14] (used successfully in [7] during experiment
with a real robot), not cited in full here, one can compute in iterative manner for
selected degree 0 < 6 < 1 of robustness needed new solution to Riccatti equation
and new state-feedback vector

€ = (1= 0 = R) (1) + R ) Ry XA,

where X = b" Pb + R and the remaining symbols have been defined in [4].

6 Actuator Failure in Standard LQR Notation, Cut-Off
Constraints and Modeling Errors

When amplitude constraints of control signal become active, computed control sig-
nal does not refer to constrained control signal, what can be treated as a special case
of actuator failure, similarly as in the case of mismodeling or imperfect knowledge
about the model. In such a situation, it is assumed that y = « for and the constrained
control signal becomes [3]

ul =sat (K'x ;) , (27)

where sat is a function that defines constraints imposed on the control signal in the
range of +a.

7 Simulation Comparison of Control Performance

7.1 Experiment Conditions

The considered controllers work in discrete-time with their output fed to zero-order
hold and based on discretized model of, Jacobian- or FBL-, linearized plant (13)
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and (14). These include: FBL + LQR controller with robustness against actuator fail-
ure, plain FBL + LQR controller, standard LQR controller and FBL + LQI controller
with robustness against actuator failure.

During the simulations the following parameters h