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## Preface

Following the advance in computer technology, the numerical technique has made significant progress in the past decades. Among the major techniques available for numerically analyzing continuum mechanics problems, finite difference method is most early developed. It is difficult to deal with continuum mechanics problems showing complex curvilinear geometries by using this method. The other method that can consistently discretize continuum mechanics problems showing arbitrarily complex geometries is finite element method. In addition, boundary element method is also a useful numerical method.

In the past decade, the differential quadrature and generic differential quadratures based discrete element analysis methods have been developed and used to solve various continuum mechanics problems. These methods have the same advantage as finite element method of consistently discretizing continuum mechanics problems having arbitrarily complex geometries. This book includes my research results obtained in developing the related novel discrete element analysis methods using both of the extended differential quadrature based spacial and temporal elements. It is attempted to introduce the developed numerical techniques as applied to the solution of various continuum mechanics problems, systematically.

This book is divided into sixteen chapters. Chapter 1 gives an overview to the developed numerical techniques. Chapter 2 introduces the generalization of differential quadrature - extended differential quadrature, with various approximation techniques. Chapter 3 uses the one-dimensional elasticity problem as example to present the discretization procedures, and assemblage and solution techniques for the resulting overall algebraic systems, of differential quadrature element method as applied to the solutions of static deformation and free vibration problems. The application of differential quadrature element method to various structural mechanics problems like Euler-Bernoulli beams, trusses, frames, Timoshenko beams and curved beams is dealt with in Chapters 4 to 9 . Chapter 10 uses the two-dimensional problem as example to introduce the development of irregular elements for the discrete ele-
ment analyses of continuum mechanics problems having arbitrarily curved domain configurations. The application of differential quadrature element method to general field problems with two-dimensional domains is presented in Chapter 11. Chapter 12 deals with the application of differential quadrature element method to the analysis of two-dimensional elasticity problems with composite materials. The application of differential quadrature element method to Kirchhoff-Love plate problems is introduced in Chapter 13. The application of differential quadrature to the derivation of novel finite difference operators and the use of the related analysis method, differential quadrature finite difference method, to the solutions of various continuum mechanics problems are presented in Chapter 14. The application of a generalized coordinate differential quadrature element method to some continuum mechanics problems is introduced in Chapter 15. Finally, the application of using extended differential quadrature to the development of direct time integration schemes for solving general discrete transient equation systems is presented in Chapter 16.
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## Introduction

The method of differential quadrature (DQ), proposed by Bellman, is an effective technique for solution of differential or partial differential equations [1-11]. The DQ approximates a derivative or partial derivative of a variable function $\phi$ with respect to a coordinate variable $\xi$ at a node as a weighted linear sum of the function values at all nodes along that coordinate direction. The variable function is a function of the coordinate variable. Thus, the DQ discretization for a partial derivative of order $m$ can be expressed by

$$
\begin{equation*}
\frac{\partial^{m} \phi_{\alpha}}{\partial \xi^{m}}=D_{\alpha \bar{\alpha}}^{\xi^{m}} \Phi_{\bar{\alpha}}, \quad \alpha, \bar{\alpha}=1,2, \ldots, N_{\xi} \tag{1.1}
\end{equation*}
$$

where $N_{\xi}$ is the number of nodes in $\xi$ direction, $\alpha$ is a free index taking the values $1,2, \ldots, N_{\xi}, \bar{\alpha}$ is a dummy index regarded as being summed from 1 to $N_{\xi}, \Phi_{\bar{\alpha}}$ are function values at the nodes and $D_{\alpha \bar{\alpha}}^{\xi^{m}}$ are weighting coefficients attached to the function values at the $N_{\xi}$ node points.

### 1.1 Computation of Weighting Coefficients

Various methods can be used to calculate the weighting coefficients $D_{\alpha \bar{\alpha}}^{\xi^{m}}$.

### 1.1.1 Explicit Computation

Shifted Legendre polynomials can be used to explicitly calculate the weighting coefficients. Assume that the range of $\xi$ is $0 \leq \xi \leq 1$. Legendre polynomials can be generated from the following recurrent relation

$$
\begin{equation*}
(n+1) P_{n+1}(\xi)=\xi(2 n+1) P_{n}(\xi)-n P_{n-1}(\xi) \tag{1.2}
\end{equation*}
$$

with the initial member $P_{0}(\xi)=0$. The following Legendre polynomials can also be defined

$$
\begin{equation*}
\tilde{P}_{n}(\xi)=\frac{2^{n} n!, n!}{(2 n)!} \sum_{k=0}^{m}(-1)^{k} \frac{(2 n-2 k)!, \xi^{(n-2 k)}}{2^{n} k!,(n-k)!,(n-2 k)!} \tag{1.3}
\end{equation*}
$$

Shifted Legendre polynomials can be defined by using the Legendre polynomials $\tilde{P}_{n}(\xi)$ and expressed as

$$
\begin{equation*}
\hat{P}_{n}(\xi)=\tilde{P}_{n}(\xi)(1-2 \xi) \tag{1.4}
\end{equation*}
$$

The following test functions are defined by using the shifted Legendre polynomials

$$
\begin{equation*}
p_{\beta}(\xi)=\frac{\hat{P}_{N}(\xi)}{\left(\xi-\xi_{\beta}\right) \hat{P}_{N}^{(1)}\left(\xi_{\beta}\right)} \tag{1.5}
\end{equation*}
$$

where $\xi_{\beta}$ are roots of $\hat{P}_{N}(\xi)$ and $\hat{P}^{(1)}\left(\xi_{\beta}\right)$ the first derivative of $\hat{P}_{N}(\xi)$ with respect to $\xi$ at $\beta$. The test function is a polynomial of degree $(N-1)$ holding the relation $p_{\beta}\left(\xi_{\alpha}\right)=\delta_{\alpha \beta}$. The introduction of $p_{\beta}(\xi)$ into the definition equation of the first order DQ discretization equation at the discrete node point $\xi_{\alpha}$ of a root of $\hat{P}_{N}(\xi)$ leads to obtaining the following weighting coefficients

$$
\begin{equation*}
D_{\alpha \beta}^{\xi}=\frac{\hat{P}_{N}^{(1)}\left(\xi_{\alpha}\right)}{\left(\xi_{\alpha}-\xi_{\beta}\right) \hat{P}_{N}^{(1)}\left(\xi_{\beta}\right)}, \quad \text { for } \quad \alpha \neq \beta \tag{1.6}
\end{equation*}
$$

Consider the following transformed Legendre differential equation

$$
\begin{equation*}
\xi(1-\xi) \hat{P}_{N}^{(2)}(\xi)+(1-2 \xi) \hat{P}_{N}^{(1)}(\xi)+N(N+1) \hat{P}_{N}(\xi)=0 \tag{1.7}
\end{equation*}
$$

By using the L'Hospital's rule and the above equation, the weighting coefficients for $\alpha=\beta$ can be obtained

$$
\begin{equation*}
D_{\alpha \alpha}^{\xi}=\frac{1-2 \xi_{\alpha}}{2 \xi_{\alpha}\left(\xi_{\alpha}-1\right)} \tag{1.8}
\end{equation*}
$$

### 1.1.2 Implicit Computation

The variable function can be approximated by an appropriate analytical function such as the polynomial,

$$
\begin{equation*}
\phi(\xi)=\xi^{p-1}, \quad p=1,2, \ldots, N_{\xi} \tag{1.9}
\end{equation*}
$$

Substituting Eq. (1.9) in Eq. (1.1) leads to $N_{\xi}$ sets of linear algebraic system with one row of $D_{\alpha \bar{\alpha}}^{\xi^{m}}$ as the unknowns of one linear algebraic set. $D_{\alpha \bar{\alpha}}^{\xi^{m}}$ can be obtained by solving the $N_{\xi}$ sets of linear algebraic system. The coefficient matrix of each set of linear algebraic system is a Vandermonde matrix. A unique solution can thus be obtained.

DQ has been used to solve various continuum mechanics problems with the boundary conditions only involving prescribed variable functions [7-17].

For solving flexural deformation problems of structures with the kinematic boundary conditions involving deflection slopes, a $\delta$-grid arrangement is used to define the DQ discretization. The $\delta$-grid is designed to approximately define certain boundary conditions at a point close to the boundary [18-19]. Consequently, the definition of boundary conditions is inconsistent.

The DQ can be only used to discretize problems having regular domain configurations. Consequently, its application is very limited.

A discrete element analysis method - differential quadrature element method (DQEM) has been developed for solving generic scientific and engineering problems having arbitrarily irregular domain configurations and external environments [20]. The DQEM has been used to develop solution algorithms for solving various problems [21-27].

Like finite element method, for the DQEM the domain of problems is separated into many subdomains or elements. Then the differential quadrature discretization is carried out on an element-basis. The governing differential or partial differential equation defined on the elements, the transition conditions on inter-element boundaries and the boundary conditions on the boundary of problem domains are in computable algebraic forms after the differential quadrature discretization. In order to solve the problem, all discretized governing equations, transition conditions and boundary conditions have to be assembled to obtain a global algebraic system. Since all relations governing a continuous problem are satisfied, the essence of this method is to find a rigorous solution numerically. For solving problems having a curved domain boundary, the interior elements can be regular. However, in order to solve the problem having an arbitrary analysis domain configuration, elements connected to or near the analysis domain boundary might need to be irregular. The mapping technique can be used to develop irregular elements. Therefore this method has the same advantage as the finite element method of geometric flexibility. Hence a generic engineering or scientific problem can be converted into a numerical differential quadrature element algorithm. And the related computer code can be systematically developed.

The gradient of a response function in the problem domain will depend on the domain configuration and distribution of external causes. The adaptive concept can be used to efficiently solve a generic engineering or scientific problem. The DQEM is suitable for adaptively discretize a continuous problem by using various elements with variously assumed variable functions, simultaneously.

In treating a concentrated external cause existing in the problem domain, two approaches are available. One of which is to generate the mesh by locating the concentrated external cause on some inter-element boundaries and including it into the natural transition conditions. The second one is to locate the concentrated external cause in an element domain and use certain continuous function defined over the element domain to approximate it based on the rule of force equivalence.

There is also a discrete element analysis technique QEM which also adopts the DQ. The original QEM was proposed to solve truss and frame structures [28]. In this method, the truss element is limited to a three-node second-order approximation, while a $\delta$-grid arrangement is used to define the DQ discretization of the flexural deformation [18]. Consequently, the definition of boundary conditions and inter-element transition conditions, is inconsistent. When developing the plane stress and plate bending QEM models, Striz et al adopted a hybrid technique to incorporate the DQ discretization into a Galerkin finite element formulation and define a discrete element analysis procedure [29].

In contrast to the QEM, the DQEM which can be used to develop solution algorithms for the analysis of flexural problem of structures with the interelement transition conditions and boundary conditions numerically, exactly satisfied $[20-24]$. Some numerical results involving the use of DQ to the solutions of problems having a specifically nonrectangular domain configuration can also be found in existing articles [30-33].

Generalization of DQ has been carried out. An extended differential quadrature (EDQ) was developed. For the EDQ, a certain order derivative or partial derivative of the variable function with respect to the coordinate variables at a discrete point is expressed as the weighted linear sum of the values of variable function and/or its possible derivatives or partial derivatives at all nodes [34-35]. The node and discrete point can be different. Consequently, more analytical functions can be used to define the EDQ discretization. By using certain analytical functions such as Hermite polynomials, not only derivatives can be considered as independent variables but also only simple algebraic operations are necessary for computing the weighting coefficients. The weighting coefficients for a grid model defined by a coordinate system having arbitrary dimensions can also be generated. The configuration of a grid model can be arbitrary. Consequently, problems with an arbitrary domain configuration can be solved. Discrete element analysis method for solving problems having an irregular domain without adopting the mapping technique can also be constructed using this method to the element basis discretization [37].

Instead of using the function variables at nodes to define the differential quadrature, a generalized coordinate differential quadrature (GCDQ) adopts the generalized coordinates to define the differential quadrature discretization and the related discrete element analysis method - generalized coordinate differential quadrature element method (GCDQEM) [38]. The computation of GCDQ weighting coefficients is always explicit.

A differential quadrature finite difference method (DQFDM) has also been developed [39-41]. DQ or EDQ which adopts the values of variable function at discrete points, only, to define the EDQ discretization, is used to derive the finite difference operators. For a specified DQFDM grid with a specified number of grid points, the order of DQ or GDQ approximation for deriving the finite difference operators defined at a discrete point in a discrete element or a subdomain can be flexible. Different orders of derivatives existing in the fundamental equations can have different orders of DQ or EDQ
approximations. It is different from the DQEM in which the orders of DQ approximations for all orders of derivatives defined in an element are unique. The approximate analytical functions in a DQEM element always span over the whole element. Higher order DQFDM analysis models can be easily developed. Irregular DQFDM analysis models can be developed by using the mapping technique or EDQ. DQ can also be used to the integral statement of the finite element method. A discrete element analysis method - differential quadrature finite element method (DQFEM) has also been developed [42-43]. This method uses DQ or EDQ to the element basis integral statement and carries out the weak formulation.

The various discrete element analysis methods also have the same advantage as the finite element method of general geometry and systematic boundary treatment. These methods need less computer memory requirements than the FEM. For solving free vibration problems, the mass matrix is diagonal which requires a little storage space. The mass matrix is simpler to form and cheaper to use as compared to the consistent mass matrix used in the FEM analysis.

DQ and EDQ can also be used to develop the time-element by time-element and stages by stages direct time integration methods for solving discrete transient problems existing in various areas of science and engineering [44-46].

## 2

## Generalization of DQ - Extended Differential Quadrature

For the EDQ, a derivative or partial derivative of the variable function with respect to the coordinate variables at an arbitrary discrete point is expressed as a weighted linear sum of the values of function and/or its possible derivatives at all grid nodes. The grid pattern can be fixed while the selection of discrete points for defining discrete fundamental relations is flexible.

The configuration of EDQ grid model can be irregular. The design of grid model is flexible. Weighting coefficients for general multi-coordinate grid models having arbitrary configurations can also be calculated. Three methods for generating the weighting coefficients can be used. Typical procedures of EDQ discretizations for grid models defined by one, two, three, four and arbitrary finite-coordinate grid models are summarized.

### 2.1 One-Coordinate Grid Model

The grid configuration of the one-coordinate grid model can be a straight or curved line. The EDQ discretization for a derivative of order $m$ of the variable function $\phi$ at discrete point $\alpha$ can be expressed by

$$
\begin{equation*}
\frac{d^{m} \phi_{\alpha}}{d \xi^{m}}=D_{\alpha i}^{\xi^{m}} \tilde{\Phi}_{i}, \quad i=1,2, \ldots, \bar{N} \tag{2.1}
\end{equation*}
$$

where $\bar{N}$ is the number of degrees of freedom and $\tilde{\Phi}_{i}$ the values of variable function and/or its possible derivatives at the $N$ nodes.

Three possible approaches can be used to calculate the weighting coefficients. The first approach is to assume that the variable function can be a set of appropriate analytical functions denoted by $\Upsilon_{p}(\xi)$. The substitution of $\Upsilon_{p}(\xi)$ in Eq. (2.1) leads to a linear algebraic system for implicitly determining the weighting coefficients $D_{\alpha i}^{\xi^{m}}$.

Assume that the variable function can be approximated by using interpolation functions

$$
\begin{equation*}
\phi(\xi)=\Psi_{p}(\xi) \tilde{\Phi}_{p}, \quad p=1,2, \ldots, \bar{N} \tag{2.2}
\end{equation*}
$$

where $\Psi_{p}(\xi)$ are the corresponding interpolation functions of $\tilde{\Phi}_{p}$. Adopting $\Psi_{p}(\xi)$ as the variable function $\phi(\xi)$ then substitute it in Eq. (2.1), a linear algebraic system for determining $D_{\alpha i}^{\xi^{m}}$ can be obtained. And the $m$ th order differentiation of Eq. (2.2) at discrete point $\alpha$ also leads to the EDQ discretization equation (2.1) in which $D_{\alpha i}^{\xi^{m}}$ is expressed by

$$
\begin{equation*}
D_{\alpha i}^{\xi^{m}}=\left.\frac{d^{m} \Psi_{i}}{d \xi^{m}}\right|_{\alpha} \tag{2.3}
\end{equation*}
$$

Using the above equation, the weighting coefficients can be easily obtained by simple algebraic calculations. This second approach is an explicit method.

The third approach is to approximate the variable function by the following equation

$$
\begin{equation*}
\phi(\xi)=\Upsilon_{p}(\xi) c_{p}, \quad p=1,2, \ldots, \bar{N} \tag{2.4}
\end{equation*}
$$

where $\Upsilon_{p}(\xi)$ are appropriate analytical functions and $c_{p}$ are unknown coefficients. The constraint conditions at all nodes can be expressed as

$$
\begin{equation*}
\tilde{\Phi}_{p}=\chi_{p \bar{p}} c_{\bar{p}} \tag{2.5}
\end{equation*}
$$

where $\chi_{p \bar{p}}$ are composed of the values of $\Upsilon_{p}(\xi)$ and/or their possible derivatives at all nodes. Solving Eq. (2.5) for $c_{\bar{p}}$ and substituting them back into Eq. (2.4), the variable function can be rewritten as

$$
\begin{equation*}
\phi(\xi)=\Upsilon_{p}(\xi) \chi_{\bar{p} p}^{-1} \tilde{\Phi}_{\bar{p}} \tag{2.6}
\end{equation*}
$$

Using Eq. (2.6), the weighting coefficients can also be obtained.

$$
\begin{equation*}
D_{\alpha i}^{\xi^{m}}=\left.\frac{\partial^{m} \Upsilon_{\bar{p}}}{\partial \xi^{m}}\right|_{\alpha} \chi_{i \bar{p}}^{-1} \tag{2.7}
\end{equation*}
$$

This third method calculates the weighting coefficients implicitly.

### 2.2 Two-Coordinate Grid Model

The grid configuration of a two-coordinate grid model can be a triangle, a quadrilateral or a certain other configuration. The dimensions for defining the discrete point and node can be different. By adopting a one-dimensional node identification method to express both the discrete point and node, the EDQ discretization for a partial derivative of order $m+n$ at discrete point $\alpha$ can be expressed by

$$
\begin{equation*}
\frac{\partial^{(m+n)} \Phi_{\alpha}}{\partial \xi^{m} \partial \eta^{n}}=D_{\alpha i}^{\xi^{m} \eta^{n}} \tilde{\Phi}_{i}, \quad i=1,2, \ldots, \bar{N} \tag{2.8}
\end{equation*}
$$

The variable function can be a set of appropriate analytical functions denoted by $\Upsilon_{j}(\xi, \eta)$. The substitution of $\Upsilon_{j}(\xi, \eta)$ in equation (2.8) leads to a linear
algebraic system for determining $D_{\alpha i}^{\xi^{m} \eta^{n}}$. The set of analytical functions can also be expressed by a tensor having an order other than one. The variable function can also be approximated by using interpolation functions

$$
\begin{equation*}
\phi(\xi, \eta)=\Psi_{j}(\xi, \eta) \tilde{\Phi}_{j}, \quad j=1,2, \ldots, \bar{N} \tag{2.9}
\end{equation*}
$$

where $\tilde{\Phi}_{j}$ are the values of variable function and/or its possible partial derivatives at the $N$ nodes, and $\Psi_{j}(\xi, \eta)$ are their corresponding interpolation functions. Adopting the set of $\Psi_{j}(\xi, \eta)$ as the variable function $\phi(\xi, \eta)$, the same procedure can also be used to find $D_{\alpha i}^{\xi^{m} \eta^{n}}$. And the $(m+n)$ th order partial differentiation of Eq. (2.9) at discrete point $\alpha$ also leads to the EDQ discretization equation (2.8) in which $D_{\alpha i}^{\xi^{m} \eta^{n}}$ is expressed by

$$
\begin{equation*}
D_{\alpha i}^{\xi^{m} \eta^{n}}=\left.\frac{\partial^{(m+n)} \Psi_{i}}{\partial \xi^{m} \partial \eta^{n}}\right|_{\alpha} \tag{2.10}
\end{equation*}
$$

The variable function can also be approximated by

$$
\begin{equation*}
\phi(\xi, \eta)=\Upsilon_{j}(\xi, \eta) c_{j}, \quad j=1,2, \ldots, \bar{N} \tag{2.11}
\end{equation*}
$$

Then the weighting coefficients can also be obtained by

$$
\begin{equation*}
D_{\alpha i}^{\xi^{m} \eta^{n}}=\left.\frac{\partial^{(m+n)} \Upsilon_{\bar{j}}}{\partial \xi^{m} \partial \eta^{n}}\right|_{\alpha} \chi_{i \bar{j}}^{-1} \tag{2.12}
\end{equation*}
$$

In Eq. (2.11), the unknown coefficients and appropriate analytical functions can also be expressed by certain other tensors having orders other than one.

By adopting a two-dimensional node identification method to express both discrete point and node, the EDQ discretization for a partial derivative of order $m+n$ at discrete point $(\alpha, \beta)$ can be expressed by

$$
\begin{equation*}
\frac{\partial^{(m+n)} \phi_{\alpha \beta}}{\partial \xi^{m} \partial \eta^{n}}=D_{\alpha \beta i j}^{\xi^{m} \eta^{n}} \tilde{\Phi}_{i j} \tag{2.13}
\end{equation*}
$$

The variable function can be a set of appropriate analytical functions denoted by $\Upsilon_{p q}(\xi, \eta)$. The substitution of $\Upsilon_{p q}(\xi, \eta)$ in Eq. (2.13) leads to a linear algebraic system for determining $D_{\alpha \beta i j}^{\xi^{m} \eta^{n}}$. The set of analytical functions can also be expressed by a tensor having an order other than two. The variable function can also be approximated by

$$
\begin{equation*}
\phi(\xi, \eta)=\Psi_{p q}(\xi, \eta) \tilde{\Phi}_{p q} \tag{2.14}
\end{equation*}
$$

where $\tilde{\Phi}_{p q}$ are the values of variable function and/or its possible partial derivatives at the nodes, and $\Psi_{p q}(\xi, \eta)$ are their corresponding interpolation functions. Adopting the set of $\Psi_{p q}(\xi, \eta)$ as the variable function $\phi(\xi, \eta)$, the same procedure can also be used to determine $D_{\alpha \beta i j}^{\xi^{m} \eta^{n}}$. And the $(m+n)$ th order
partial differentiation of Eq. (2.14) at discrete point $(\alpha, \beta)$ also leads to the EDQ discretization equation (2.13) in which $D_{\alpha \beta i j}^{\xi^{m} \eta^{n}}$ is expressed by

$$
\begin{equation*}
D_{\alpha \beta i j}^{\xi^{m} \eta^{n}}=\left.\frac{\partial^{(m+n)} \Psi_{i j}}{\partial \xi^{m} \partial \eta^{n}}\right|_{\alpha \beta} \tag{2.15}
\end{equation*}
$$

If the variable function $\phi(\xi, \eta)$ can be expressed by a different form

$$
\begin{equation*}
\phi(\xi, \eta)=\Psi_{\bar{p}}(\xi) \Psi_{\bar{q}}(\eta) \tilde{\Phi}_{\bar{p} \bar{q}}, \quad \bar{p}=1,2, \ldots, N_{\bar{\xi}}, \quad \bar{q}=1,2, \ldots, N_{\bar{\eta}} \tag{2.16}
\end{equation*}
$$

where $N_{\bar{\xi}}$ and $N_{\bar{\eta}}$ are the numbers of degrees of freedom attached to the nodes in $\xi$ and $\eta$ directions, respectively, $D_{\alpha \beta i j}^{\xi^{m} \eta^{n}}$ can be obtained by the following equation

$$
\begin{equation*}
D_{\alpha \beta i j}^{\xi^{m} \eta^{n}}=D_{\alpha i}^{\xi^{m}} D_{\beta j}^{\eta^{n}} \tag{2.17}
\end{equation*}
$$

There are three types of triangular grid:
(a) Pascal triangular grid,
(b) triangular grid having no interior node,
(c) triangular grid having interior nodes but not the Pascal triangular grid.

And there are also three types of quadrilateral grid:
(a) Lagrange family grid,
(b) quadrilateral grid having no interior node,
(c) quadrilateral grid having interior nodes but not the Lagrange family grid.

The discrete points based grid types can be similarly discussed.
An example is the use of complete polynomials for defining the 2-D triangular EDQ model with Pascal triangular grid and 2-D node identification, and calculating the related weighting coefficients. Let $n$ denote the order of the complete polynomials. These complete polynomials are expressed as

$$
\Upsilon_{p k}(x, y)=x^{p+1-k} y^{k-1}, \quad 0 \leq p \leq n, \quad 1 \leq k \leq n+1
$$

With the above analytical functions, the weighting coefficients can be calculated by using one of the two implicit methods with which a solution of a linear algebraic system is necessary.

### 2.3 Three-Coordinate Grid Model

The grid configuration of a three-coordinate grid model can be a triangle with the variable function defined by area coordinates, a tetrahedron, a triangular prism, a hexahedron or a certain other configuration. The dimensions for defining the discrete point and node can be different. By adopting a onedimensional node identification method to express both the discrete point and the node, the EDQ discretization for a partial derivative of order $m+n+o$ at discrete point $\alpha$ can be expressed by

$$
\begin{equation*}
\frac{\partial^{(m+n+o)} \phi_{\alpha}}{\partial \xi^{m} \eta^{n} \zeta^{o}}=D_{\alpha i}^{\xi^{m} \eta^{n} \zeta^{o}} \tilde{\Phi}_{i}, \quad i=1,2, \ldots, \bar{N} \tag{2.18}
\end{equation*}
$$

The variable function can be a set of appropriate analytical functions denoted by $\Upsilon_{j}(\xi, \eta, \zeta)$. The substitution of $\Upsilon_{j}(\xi, \eta, \zeta)$ in Eq. (2.18) leads to a linear
 analytical functions can also be expressed by a tensor having an order other than one. The variable function can also be approximated by

$$
\begin{equation*}
\phi(\xi, \eta, \zeta)=\Psi_{j}(\xi, \eta, \zeta) \Phi_{j}, \quad j=1,2, \ldots, \bar{N} \tag{2.19}
\end{equation*}
$$

where $\Psi_{j}(\xi, \eta, \zeta)$ are the corresponding interpolation functions of $\tilde{\Phi}_{j}$. Adopting the set of $\Psi_{j}(\xi, \eta, \zeta)$ as the variable function $\phi(\xi, \eta, \zeta)$, the same procedure can
 entiation of Eq. (2.19) at discrete point $\alpha$ also leads to the EDQ discretization equation (2.18) in which $D_{\alpha i}^{\xi^{m} \eta^{n} \zeta^{o}}$ is expressed by

$$
\begin{equation*}
D_{\alpha i}^{\xi^{m} \eta^{n} \zeta^{o}}=\left.\frac{\partial^{(m+n+o)} \Psi_{i}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o}}\right|_{\alpha} \tag{2.20}
\end{equation*}
$$

The variable function can also be approximated by

$$
\begin{equation*}
\phi(\xi, \eta, \zeta)=\Upsilon_{j}(\xi, \eta, \zeta) c_{j}, \quad j=1,2, \ldots, \bar{N} \tag{2.21}
\end{equation*}
$$

Then the weighting coefficients can also be obtained by

$$
\begin{equation*}
D_{\alpha i}^{\xi^{m} \eta^{n} \zeta^{o}}=\left.\frac{\partial^{(m+n+o)} \Upsilon_{\bar{j}}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o}}\right|_{\alpha} \chi_{i \bar{j}}^{-1} \tag{2.22}
\end{equation*}
$$

In Eq. (2.21), the unknown coefficients and appropriate analytical functions can also be expressed by certain other tensors having orders other than one.

By adopting a two-dimensional node identification method to express both the discrete point and the node, the EDQ discretization for a partial derivative of order $m+n+o$ at discrete point $(\alpha, \gamma)$ can be expressed by

$$
\begin{equation*}
\frac{\partial^{(m+n+o)} \phi_{\alpha \gamma}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o}}=D_{\alpha \gamma i k}^{\xi^{m} \eta^{n} \zeta^{o}} \tilde{\Phi}_{i k} \tag{2.23}
\end{equation*}
$$

The variable function can be a set of appropriate analytical functions $\Upsilon_{j r}(\xi, \eta, \zeta)$. The substitution of $\Upsilon_{j r}(\xi, \eta, \zeta)$ in Eq. (2.23) leads to a linear algebraic system for determining $D_{\alpha \gamma i k}^{\xi^{m} \eta^{n} \zeta^{o}}$. The set of analytical functions can also be expressed by a tensor having an order other than two. The variable function can also be approximated by

$$
\begin{equation*}
\phi(\xi, \eta, \zeta)=\Psi_{j r}(\xi, \eta, \zeta) \tilde{\Phi}_{j r} \tag{2.24}
\end{equation*}
$$

where $\tilde{\Phi}_{j r}$ are values of variable function and/or its possible partial derivatives at the nodes, and $\Psi_{j r}(\xi, \eta, \zeta)$ are their corresponding interpolation functions.

Adopting the set of $\Psi_{j r}(\xi, \eta, \zeta)$ as the variable function $\phi(\xi, \eta, \zeta)$, the same procedure can also be used to determine $D_{\alpha \gamma i k}^{\xi^{m} \eta^{n} \zeta^{o}}$. And the $(m+n+o)$ th order partial differentiation of Eq. (2.24) at discrete point $(\alpha, \gamma)$ also leads to the EDQ discretization equation (2.23) in which $D_{\alpha \gamma i k}^{\xi^{m} \eta^{n} \zeta^{o}}$ is expressed by

$$
\begin{equation*}
D_{\alpha \gamma i k}^{\xi^{m} \eta^{n} \zeta^{o}}=\left.\frac{\partial^{(m+n+o)} \Psi_{i k}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o}}\right|_{\alpha \gamma} \tag{2.25}
\end{equation*}
$$

Consider that the interpolation functions can be expressed by forming products of two sets of functions with one set defined by two coordinate variables while the other set defined by the remaining coordinate variable. Then a representative of this type of interpolation functions can be $\Psi_{j}(\xi, \eta) \Psi_{r}(\zeta)$. By using this type of interpolation functions, the weighting coefficients show to have the following form:

$$
\begin{equation*}
D_{\alpha \gamma i k}^{\xi^{m} \eta^{n} \zeta^{o}}=D_{\alpha i}^{\xi^{m}} \eta^{n} D_{\gamma k}^{\zeta^{o}} \tag{2.26}
\end{equation*}
$$

By adopting a three-dimensional node identification method to express both the discrete point and node, the EDQ discretization for a partial derivative of order $m+n+o$ at discrete point $(\alpha, \beta, \gamma)$ can be expressed by

$$
\begin{equation*}
\frac{\partial^{(m+n+o)} \phi_{\alpha \beta \gamma}}{\partial \xi^{m} \partial \eta^{n} \zeta^{o}}=D_{\alpha \beta \gamma i j k}^{\xi^{m} \eta^{n} \zeta^{o}} \tilde{\Phi}_{i j k} \tag{2.27}
\end{equation*}
$$

The variable function can be a set of appropriate analytical functions denoted by $\Upsilon_{p q r}(\xi, \eta, \zeta)$. The substitution of $\Upsilon_{p q r}(\xi, \eta, \zeta)$ in equation (2.27) leads to a linear algebraic system for determining $D_{\alpha \beta \gamma i j k}^{\xi^{m} \eta^{n} \zeta^{o}}$. The set of analytical functions can also be expressed by a tensor having an order other than three. The variable function can also be approximated by

$$
\begin{equation*}
\phi(\xi, \eta, \zeta)=\Psi_{p q r}(\xi, \eta, \zeta) \tilde{\Phi}_{p q r} \tag{2.28}
\end{equation*}
$$

where $\tilde{\Phi}_{p q r}$ are the values of variable function and/or its possible partial derivatives at the nodes, and $\Psi_{p q r}(\xi, \eta, \zeta)$ their corresponding interpolation functions. Adopting the set of $\Psi_{p q r}(\xi, \eta, \zeta)$ as the variable function $\Phi(\xi, \eta, \zeta)$, the
 order partial differentiation of Eq. (2.28) at discrete point $(\alpha, \beta, \gamma)$ also leads to the EDQ discretization equation (2.27) in which $D_{\alpha \beta \gamma i j k}^{\xi^{m} \eta^{n} \zeta^{o}}$ is expressed by

$$
\begin{equation*}
D_{\alpha \beta \gamma i j k}^{\xi^{m} \eta^{n} \zeta^{o}}=\left.\frac{\partial^{(m+n+o)} \Psi_{i j k}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o}}\right|_{\alpha \beta \gamma} \tag{2.29}
\end{equation*}
$$

Consider that the interpolation functions can be expressed by the product of two sets of functions with one set defined by two coordinate variables while the other set defined by the remaining coordinate variable. Then a representative of this type of interpolation functions can be $\bar{\Psi}_{p q}(\xi, \eta) \tilde{\Psi}_{r}(\zeta)$. By using this
type of interpolation functions, the weighting coefficients show to have the following form:

$$
\begin{equation*}
D_{\alpha \beta \gamma i j k}^{\xi^{m} \eta^{n}}=D_{\alpha \beta i j}^{\xi^{m}} \eta^{n} D_{\gamma k}^{\zeta^{o}} \tag{2.30}
\end{equation*}
$$

If the variable function $\phi(\xi, \eta, \zeta)$ can be approximated by the following equation

$$
\begin{align*}
& \phi(\xi, \eta, \zeta)=\hat{\Psi}_{\bar{p}}(\xi) \bar{\Psi}_{\bar{q}}(\eta) \tilde{\Psi}_{\bar{r}}(\zeta) \tilde{\Phi}_{\bar{p} \bar{q} \bar{r}}, \\
& \bar{p}=1,2, \ldots, N_{\bar{\xi}}, \quad \bar{q}=1,2, \ldots, N_{\bar{\eta}}, \quad \bar{r}=1,2, \ldots, N_{\bar{\zeta}} \tag{2.31}
\end{align*}
$$

where $N_{\bar{\xi}}, N_{\bar{\eta}}$ and $N_{\bar{\zeta}}$ are the numbers of degrees of freedom attached to the nodes in $\xi, \eta$ and $\zeta$ directions, respectively, $D_{\alpha \beta \gamma i j k}^{\xi^{m} \eta^{n} \zeta^{o}}$ can be obtained by the following equation

$$
\begin{equation*}
D_{\alpha \beta \gamma i j k}^{\xi^{m} \eta^{n} \zeta^{o}}=D_{\alpha i}^{\xi^{m}} D_{\beta j}^{\eta^{n}} D_{\gamma k}^{\zeta^{o}} \tag{2.32}
\end{equation*}
$$

For the triangular grid with the coordinate variables $\xi, \eta$ and $\zeta$ being the area coordinates $L_{1}, L_{2}$ and $L_{3}$, the formulations are the same as the above procedures.

Consider the Pascal triangular grid with the coordinate variables being the area coordinates $L_{1}, L_{2}$ and $L_{3}$. Let $\bar{p}$ denote the level number of a node in $L_{1}$ direction with $\bar{p}=1$ the base level $L_{1}=0, \bar{q}$ denote the level number of the node in $L_{2}$ direction and $\bar{r}$ denote the level number of the node in $L_{3}$ direction. By adopting the three-dimensional node identification method, the variable function can be approximated by the following equation

$$
\begin{equation*}
\phi\left(L_{1}, L_{2}, L_{3}\right)=\Psi_{\bar{p}}\left(L_{1}\right) \Psi_{\bar{q}}\left(L_{2}\right) \Psi_{\bar{r}}\left(L_{3}\right) \Phi_{\bar{p} \bar{q} \bar{r}} \tag{2.33}
\end{equation*}
$$

where $\Psi_{\bar{p}}\left(L_{1}\right), \Psi_{\bar{q}}\left(L_{2}\right)$ and $\Psi_{\bar{r}}\left(L_{3}\right)$ are Lagrange interpolation functions defined in the range $0 \leq L_{k} \leq 1$ and expressed by

$$
\begin{equation*}
\Psi_{\bar{\alpha}}\left(L_{k}\right)=\frac{M\left(L_{k}\right)}{M^{(1)}\left(L_{k \bar{\alpha}}\right)} \tag{2.34}
\end{equation*}
$$

where

$$
\begin{aligned}
M\left(L_{k}\right) & =\prod_{\gamma=1, \gamma \neq \bar{\alpha}}^{n+1}\left(L_{k}-L_{k \gamma}\right), \\
M^{(1)}\left(L_{k \bar{\alpha}}\right) & =\frac{d M\left(L_{k \bar{\alpha}}\right)}{d L_{k}}=\prod_{\gamma=1, \gamma \neq \bar{\alpha}}^{n+1}\left(L_{k \bar{\alpha}}-L_{k \gamma}\right)
\end{aligned}
$$

with $n$ the order of approximation. At a node, the order of approximation and level numbers have the relation $\bar{p}+\bar{q}+\bar{r}=n+3$. Then, the weighting coefficients for a partial derivative of order $m+n+o$ at discrete point $(\alpha, \beta, \gamma)$ can be obtained by the following equation

$$
\begin{equation*}
D_{\alpha \beta \gamma i j k}^{L_{1}^{m} L_{2}^{n} L_{3}^{o}}=D_{\alpha i}^{L_{1}^{m}} D_{\beta j}^{L_{2}^{n}} D_{\gamma k}^{L_{3}^{o}} \tag{2.35}
\end{equation*}
$$

The types of triangular grid with the coordinate variables being the area coordinates are the same as those listed in Section 2.2. There are three types of tetrahedral grid:
(a) Pascal tetrahedral grid,
(b) tetrahedral grid having no interior node,
(c) tetrahedral grid having interior nodes but not being the Pascal tetrahedral grid.
There are also three types of triangular prism grid:
(a) Lagrange family grid having the Pascal triangular cross sections,
(b) triangular prism grid having no interior node,
(c) triangular prism grid having interior nodes but not being the Lagrange family grid.
And there are also three types of hexahedral grid:
(a) Lagrange family grid,
(b) hexahedral grid having no interior node,
(c) hexahedral grid having interior nodes but not being the Lagrange family grid.
The discrete points based grid types can be similarly discussed.

### 2.4 Four-Coordinate Grid Model

The grid configuration of a four-coordinate grid model can be a triangular prism with three of the four coordinate variables being the three area coordinates for the triangular cross sections, the tetrahedron with the variable function defined by the volume coordinates or a certain other configuration. By adopting a one-dimensional node identification method, the EDQ discretization for a partial derivative of order $m+n+o+p$ can be expressed by

$$
\begin{equation*}
\frac{\partial^{(m+n+o+p)} \phi_{i}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o} \partial \vartheta^{p}}=D_{i \bar{i}}^{\xi^{m} \eta^{n} \zeta^{o} \vartheta^{p}} \tilde{\Phi}_{\bar{i}}, \quad i=1,2, \ldots, N, \quad \bar{i}=1,2, \ldots, \bar{N} \tag{2.36}
\end{equation*}
$$

The variable function can be a set of appropriate analytical functions denoted by $\Upsilon_{j}(\xi, \eta, \zeta, \vartheta)$. The substitution of $\Upsilon_{j}(\xi, \eta, \zeta, \vartheta)$ in Eq. (2.36) leads to $N$ sets
 can be approximated by

$$
\begin{equation*}
\phi(\xi, \eta, \zeta, \vartheta)=\Psi_{j}(\xi, \eta, \zeta, \vartheta) \tilde{\Phi}_{j}, \quad j=1,2, \ldots, \bar{N} \tag{2.37}
\end{equation*}
$$

where $\tilde{\Phi}_{j}$ are the values of variable function and its possible partial derivatives at the $N$ nodes, and $\Psi_{j}(\xi, \eta, \zeta, \vartheta)$ are their corresponding interpolation functions. Adopting the set of $\Psi_{j}(\xi, \eta, \zeta, \vartheta)$ as the variable function $\Phi(\xi, \eta, \zeta, \vartheta)$, then the same procedure can also be used to find $D_{i \bar{i}}^{\xi^{m} \eta^{n} \zeta^{o} \vartheta^{p}}$. And the $(m+n+o+p)$ th order partial differentiations of Eq. (2.37) at all discrete points also lead to the EDQ discretization equation (2.36) in which $D_{i \bar{i}}^{\xi^{m} \eta^{n} \zeta^{o} \vartheta^{p}}$ is expressed by

$$
\begin{equation*}
D_{\bar{i}}^{\xi^{m} \eta^{n} \zeta^{o} \vartheta^{p}}=\left.\frac{\partial^{(m+n+o+p)} \Psi_{\bar{i}}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o} \partial \vartheta^{p}}\right|_{i} \tag{2.38}
\end{equation*}
$$

The variable function can also be approximated by

$$
\begin{equation*}
\phi(\xi, \eta, \zeta, \vartheta)=\Upsilon_{j}(\xi, \eta, \zeta, \vartheta) c_{j}, \quad j=1,2, \ldots, \bar{N} \tag{2.39}
\end{equation*}
$$

Then the weighting coefficients can also be obtained by

$$
\begin{equation*}
D_{\bar{i} \bar{i}}^{\xi^{m} \eta^{n} \zeta^{o} \vartheta^{p}}=\left.\frac{\partial^{(m+n+o+p)} \Upsilon_{\bar{j}}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o} \partial \vartheta^{p}}\right|_{i} \chi_{\bar{i} \bar{j}}^{-1} \tag{2.40}
\end{equation*}
$$

By adopting a two-dimensional node identification method, the EDQ discretization for a partial derivative of order $m+n+o+p$ can be expressed by

$$
\begin{equation*}
\frac{\partial^{(m+n+o+p)} \phi_{i \delta}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o} \partial \vartheta^{p}}=D_{i \delta \bar{i} \bar{\delta}}^{\xi^{m} \eta^{n} \zeta^{o} \vartheta^{p}} \tilde{\Phi}_{\bar{i} \bar{\delta}} \tag{2.41}
\end{equation*}
$$

The variable function can be a set of analytical functions denoted by $\Upsilon_{j s}(\xi, \eta, \zeta, \vartheta)$. Then $D_{i \delta i \bar{\delta}}^{\xi^{m} \zeta^{o} \vartheta^{p}}$ can be obtained by using $\Upsilon_{j s}(\xi, \eta, \zeta, \vartheta)$ in Eq. (2.41). The variable function can also be approximated by

$$
\begin{equation*}
\phi(\xi, \eta, \zeta, \vartheta)=\Psi_{j s}(\xi, \eta, \zeta, \vartheta) \tilde{\Phi}_{j s} \tag{2.42}
\end{equation*}
$$

where $\tilde{\Phi}_{j s}$ are values of variable function and its possible partial derivatives at nodes, and $\Psi_{j s}(\xi, \eta, \zeta, \vartheta)$ are their corresponding interpolation functions. Adopting the set of $\Psi_{j s}(\xi, \eta, \zeta, \vartheta)$ as the variable function $\Phi(\xi, \eta, \zeta, \vartheta)$, $D_{i \delta \bar{\delta} \bar{\delta}}^{\xi^{m} \zeta^{n} \vartheta^{p}}$ can also be obtained by using $\Psi_{j s}(\xi, \eta, \zeta, \vartheta)$ in Eq. (2.41). And the $(m+n+o+p)$ th order partial differentiations of Eq. (2.42) at all discrete points also lead to the EDQ discretization equation (2.41) in which $D_{i \delta \bar{i} \bar{\delta}}^{\xi^{m} \zeta^{n} \zeta^{\circ} \vartheta^{p}}$ is expressed by

$$
\begin{equation*}
D_{i \delta \bar{i} \bar{\delta}}^{\xi^{m} \zeta^{n} \zeta^{o} \vartheta^{p}}=\left.\frac{\partial^{(m+n+o+p)} \Psi_{\bar{i} \bar{\delta}}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o} \partial \vartheta^{p}}\right|_{i \delta} \tag{2.43}
\end{equation*}
$$

Consider that the interpolation functions can be expressed by forming products of two sets of functions with one set defined by three coordinate variables while the other set defined by the remaining coordinate variable. Then a representative of this type of interpolation functions can be $\bar{\Psi}_{j}(\xi, \eta, \zeta) \tilde{\Psi}_{s}(\vartheta)$. By using this type of interpolation functions, the weighting coefficients show to have the following form:

$$
\begin{equation*}
D_{i \delta \bar{i} \bar{\delta}}^{\xi^{m} \zeta^{n} \zeta^{o} \vartheta^{p}}=D_{i \bar{i}}^{\xi^{m} \eta^{n} \zeta^{o}} D_{\delta \bar{\delta}}^{\vartheta^{p}} \tag{2.44}
\end{equation*}
$$

By adopting a three-dimensional node identification method, the EDQ discretization for a partial derivative of order $m+n+o+p$ can be expressed by

$$
\begin{equation*}
\frac{\partial^{(m+n+o+p)} \phi_{i \gamma \delta}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o} \partial \vartheta^{p}}=D_{i \gamma \delta \bar{i} \bar{\gamma} \bar{\delta}}^{\xi^{m} \eta^{n} \vartheta^{p}} \tilde{\Phi}_{\bar{i} \bar{\gamma} \bar{\delta}} \tag{2.45}
\end{equation*}
$$

The variable function can be a set of analytical functions denoted by $\Upsilon_{j r s}(\xi, \eta, \zeta, \vartheta)$. Then $D_{i \gamma \delta \bar{i} \bar{\gamma} \bar{\delta}}^{\xi^{m} \eta^{n} \vartheta^{\circ}}$ can be obtained by using $\Upsilon_{j r s}(\xi, \eta, \zeta, \vartheta)$ in Eq. (2.45). The variable function can also be approximated by

$$
\begin{equation*}
\phi(\xi, \eta, \zeta, \vartheta)=\Psi_{j r s}(\xi, \eta, \zeta, \vartheta) \tilde{\Phi}_{j r s} \tag{2.46}
\end{equation*}
$$

where $\tilde{\Phi}_{j r s}$ are values of variable function and its possible partial derivatives at the nodes, and $\Psi_{j r s}(\xi, \eta, \zeta, \vartheta)$ are their corresponding interpolation functions. Adopting the set of $\Psi_{j r s}(\xi, \eta, \zeta, \vartheta)$ as the variable function $\Phi(\xi, \eta, \zeta, \vartheta)$, $D_{i \gamma \delta \bar{i} \bar{\gamma} \bar{\delta}}^{\xi^{m} \eta^{n} \vartheta^{p}}$ can also be obtained by using $\Psi_{j r s}(\xi, \eta, \zeta, \vartheta)$ in Eq. (2.45). And the $(m+n+o+p)$ th order partial differentiations of Eq. (2.46) at all discrete points also lead to the EDQ discretization equation (2.45) in which $D_{i \gamma \delta \bar{i} \bar{\gamma} \bar{\delta}}^{\xi^{m} \eta^{n} \vartheta^{p}}$ is expressed by

$$
\begin{equation*}
D_{i \gamma \delta \bar{i} \bar{\gamma} \bar{\delta}}^{\xi^{m} \eta^{n}}=\left.\frac{\partial^{(m+n+o+p)} \Psi_{\bar{i} \bar{\gamma} \bar{\delta}}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o} \partial \vartheta^{p}}\right|_{i \gamma \delta} \tag{2.47}
\end{equation*}
$$

Consider that the interpolation functions can be expressed by forming products of two sets of functions with one set defined by three coordinate variables while the other set defined by the remaining coordinate variable. Then a representative of this type of interpolation functions can be $\bar{\Psi}_{j r}(\xi, \eta, \zeta) \tilde{\Psi}_{s}(\vartheta)$. By using this type of interpolation functions, the weighting coefficients show to have the following form:

$$
\begin{equation*}
D_{i \gamma \delta \bar{i} \bar{\gamma} \bar{\delta}}^{\xi^{m} \eta^{n} \vartheta^{o}}=D_{i \gamma \bar{i} \bar{\gamma}}^{\xi^{m}} \eta^{n} \zeta_{\delta \bar{\delta}}^{o} D_{\vartheta^{p}}^{\vartheta^{p}} \tag{2.48}
\end{equation*}
$$

By adopting a four-dimensional node identification method, the EDQ discretization for a partial derivative of order $m+n+o+p$ can be expressed by

$$
\begin{equation*}
\frac{\partial^{(m+n+o+p)} \phi_{\alpha \beta \gamma \delta}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o} \partial \vartheta^{p}}=D_{\alpha \beta \gamma \delta \bar{\alpha} \bar{\beta} \bar{\gamma} \bar{\delta}}^{\xi^{m} \eta^{n} \zeta_{\bar{\alpha}}^{o}{ }^{p} \bar{\gamma} \bar{\delta}} \tag{2.49}
\end{equation*}
$$

The variable function can be a set of appropriate analytical functions denoted by $\Upsilon_{p q r s}(\xi, \eta, \zeta, \vartheta)$. Then $D_{\alpha \beta \gamma \delta \bar{\alpha} \overline{\xi^{m}} \eta^{n} \bar{\gamma} \bar{\delta}}{ }^{\circ}{ }^{p}$ can be obtained by using $\Upsilon_{p q r s}(\xi, \eta, \zeta, \vartheta)$ in Eq. (2.49). The variable function can also be approximated by

$$
\begin{equation*}
\phi(\xi, \eta, \zeta, \vartheta)=\Psi_{p q r s}(\xi, \eta, \zeta, \vartheta) \tilde{\Phi}_{p q r s} \tag{2.50}
\end{equation*}
$$

where $\tilde{\Phi}_{p q r s}$ are values of variable function and its possible partial derivatives at the nodes, and $\Psi_{p q r s}(\xi, \eta, \zeta, \vartheta)$ are their corresponding interpolation functions. Adopting the set of $\Psi_{p q r s}(\xi, \eta, \zeta, \vartheta)$ as the variable function $\Phi(\xi, \eta, \zeta, \vartheta)$, $D_{\alpha \beta \gamma \delta \bar{\alpha} \bar{\beta} \bar{\gamma} \bar{\delta}}^{\xi^{m} \eta^{n}{ }^{o} \vartheta^{p}}$ can also be obtaining by using $\Psi_{p q r s}(\xi, \eta, \zeta, \vartheta)$ in Eq. (2.49). And the $(m+n+o+p)$ th order partial differentiations of Eq. (2.50) at all discrete points also lead to the EDQ discretization equation (2.48) in which $D_{\alpha \beta \gamma \delta \bar{\alpha} \bar{\beta} \bar{\zeta} \bar{\delta}}^{\xi^{m} \eta^{n} \vartheta^{p}}$ is expressed by

$$
\begin{equation*}
D_{\alpha \beta \gamma \delta \bar{\alpha} \bar{\beta} \bar{\gamma} \bar{\delta} \overline{\xi^{m}}}^{\xi^{m} \eta^{o}}=\left.\frac{\partial^{(m+n+o+p)} \Psi_{\bar{\alpha} \bar{\beta} \bar{\gamma} \bar{\delta}}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o} \partial \vartheta^{p}}\right|_{\alpha \beta \gamma \delta} \tag{2.51}
\end{equation*}
$$

Consider that the interpolation functions can be expressed by forming products of two sets of functions with one set defined by three coordinate variables while the other set defined by the remaining coordinate variable. Then a representative of this type of interpolation functions can be $\bar{\Psi}_{p q r}(\xi, \eta, \zeta) \tilde{\Psi}_{s}(\vartheta)$. By using this type of interpolation functions, the weighting coefficients show to have the following form:

$$
\begin{equation*}
D_{\alpha \beta \gamma \delta \bar{\alpha} \bar{\beta} \bar{\gamma} \bar{\delta}}^{\xi^{m} \eta^{n} \zeta^{o} \vartheta^{p}}=D_{\alpha \beta \gamma \bar{\alpha} \bar{\beta} \bar{\gamma}}^{\xi^{m} \eta^{n} D_{\delta \bar{\delta}}^{o}} D^{\vartheta^{p}} \tag{2.52}
\end{equation*}
$$

For a triangular prism of Lagrange family grid having the Pascal triangular cross sections, the variable function can be approximated by

$$
\begin{equation*}
\phi\left(L_{1}, L_{2}, L_{3}, \zeta\right)=\Psi_{\bar{p}}\left(L_{1}\right) \Psi_{\bar{q}}\left(L_{2}\right) \Psi_{\bar{r}}\left(L_{3}\right) \Psi_{\bar{s}}(\zeta) \tilde{\Phi}_{\bar{p} \bar{q} \bar{r} \bar{s}} \tag{2.53}
\end{equation*}
$$

Then, the weighting coefficients for a partial derivative of order $m+n+o+p$ can be obtained by the following equation

$$
\begin{equation*}
D_{\alpha \beta \gamma \delta \bar{\alpha} \bar{\beta} \bar{\gamma} \bar{\delta}}^{L_{1}^{m} L_{2}^{n} L_{3}^{o} \zeta^{p}}=D_{\alpha \bar{\alpha}}^{L_{1}^{m}} D_{\beta \bar{\beta}}^{L_{2}^{n}} D_{\gamma \bar{\gamma}}^{L_{3}^{o}} D_{\delta \bar{\delta}}^{\zeta^{p}} \tag{2.54}
\end{equation*}
$$

And for the Pascal tetrahedral grid with the coordinate variables being the volume coordinates $\bar{L}_{1}, \bar{L}_{2}, \bar{L}_{3}$ and $\bar{L}_{4}$, the variable function can be approximated by the following equation which uses the four-dimensional node identification method

$$
\begin{equation*}
\phi\left(\bar{L}_{1}, \bar{L}_{2}, \bar{L}_{3}, \bar{L}_{4}\right)=\Psi_{\bar{p}}\left(\bar{L}_{1}\right) \Psi_{\bar{q}}\left(\bar{L}_{2}\right) \Psi_{\bar{r}}\left(\bar{L}_{3}\right) \Psi_{\bar{s}}\left(\bar{L}_{4}\right) \tilde{\Phi}_{\bar{p} \bar{q} \bar{r} \bar{s}} \tag{2.55}
\end{equation*}
$$

where $\bar{p}, \bar{q}, \bar{r}$ and $\bar{s}$ are numbers of levels of a specified discrete point with respect to $\bar{L}_{1}, \bar{L}_{2}, \bar{L}_{3}$ and $\bar{L}_{4}$, respectively, and $\Psi_{\bar{p}}\left(\bar{L}_{1}\right), \Psi_{\bar{q}}\left(\bar{L}_{2}\right), \Psi_{\bar{r}}\left(\bar{L}_{3}\right)$ and $\Psi_{\bar{s}}\left(\bar{L}_{4}\right)$ can be defined by using the Lagrange interpolation functions expressed by Eq. (2.34). Then, the weighting coefficients for a partial derivative of order $m+n+o+p$ can be obtained by the following equation

### 2.5 Arbitrary Finite-Coordinate Model

Consider an arbitrary $M$-coordinate EDQ model with the number of coordinate variables larger than two. The dimension and grid configuration for defining the discrete point and node can be different. By adopting an onedimensional node identification method to express both the discrete point and node, the EDQ discretization for a partial derivative of order $m+\ldots+p$ at discrete point $\alpha$ can be expressed by

$$
\begin{equation*}
\frac{\partial^{(m+\ldots+p)} \phi_{\alpha}}{\partial \xi^{m} \ldots \partial \vartheta^{p}}=D_{\alpha i}^{\xi^{m} \ldots \vartheta^{p}} \tilde{\Phi}_{i}, \quad i=1,2, \ldots, \bar{N} \tag{2.57}
\end{equation*}
$$

The variable function can be a set of appropriate analytical functions denoted by $\Upsilon_{j}(\xi, \ldots, \vartheta)$. The substitution of $\Upsilon_{j}(\xi, \ldots, \vartheta)$ in (2.18) leads to a linear algebraic system for determining $D_{\alpha i}^{\xi^{m} \ldots \vartheta^{p}}$. The set of analytical functions can also be expressed by a tensor having an order other than one. The variable function can also be approximated by

$$
\begin{equation*}
\phi(\xi, \ldots, \vartheta)=\Psi_{j}(\xi, \ldots, \vartheta) \tilde{\Phi}_{j}, \quad j=1,2, \ldots, \bar{N} \tag{2.58}
\end{equation*}
$$

where $\tilde{\Phi}_{j}$ are values of variable function and/or its possible partial derivatives at the $N$ nodes, and $\Psi_{j}(\xi, \ldots, \vartheta)$ are their corresponding interpolation functions. Adopting the set of $\Psi_{j}(\xi, \ldots, \vartheta)$ as the variable function $\phi(\xi, \ldots, \vartheta)$, the same procedure can also be used to determine $D_{\alpha i}^{\xi^{m} \ldots \vartheta^{p}}$. And the $(m+\ldots+p)$ th order partial differentiation of Eq. (2.58) at discrete point $\alpha$ also leads to the EDQ discretization equation (2.57) in which $D_{\alpha i}^{\xi^{m} \ldots \vartheta^{p}}$ is expressed by

$$
\begin{equation*}
D_{\alpha i}^{\xi^{m} \ldots \vartheta^{p}}=\left.\frac{\partial^{(m+\ldots+p)} \Psi_{i}}{\partial \xi^{m} \ldots \partial \vartheta^{p}}\right|_{\alpha} \tag{2.59}
\end{equation*}
$$

The variable function can also be approximated by

$$
\begin{equation*}
\phi(\xi, \ldots, \vartheta)=\Upsilon_{j}(\xi, \ldots, \vartheta) c_{j}, \quad j=1,2, \ldots, \bar{N} \tag{2.60}
\end{equation*}
$$

Then the weighting coefficients can also be obtained by

$$
\begin{equation*}
D_{\alpha i}^{\xi^{m} \ldots \vartheta^{p}}=\left.\frac{\partial^{(m+\ldots+p)} \Upsilon_{\bar{j}}}{\partial \xi^{m} \ldots \partial \vartheta^{p}}\right|_{\alpha} \chi_{i \bar{j}}^{-1} \tag{2.61}
\end{equation*}
$$

In Eq. (2.60), the unknown coefficients and appropriate analytical functions can also be expressed by certain other tensors having orders other than one.

By adopting a two-dimensional node identification method to express both the discrete point and node, the EDQ discretization for a partial derivative of order $m+\ldots+p$ at discrete point $(\alpha, \delta)$ can be expressed by

$$
\begin{equation*}
\frac{\partial^{(m+\ldots+p)} \phi_{\alpha \delta}}{\partial \xi^{m} \ldots \partial \vartheta^{p}}=D_{\alpha \delta i l}^{\xi^{m} \ldots \vartheta^{p}} \tilde{\Phi}_{i l} \tag{2.62}
\end{equation*}
$$

The variable function can be a set of appropriate analytical functions denoted by $\Upsilon_{j s}(\xi, \ldots, \vartheta)$. The substitution of $\Upsilon_{j s}(\xi, \ldots, \vartheta)$ in Eq. (2.62) leads to a linear algebraic system for determining $D_{\alpha \delta i l}^{\xi^{m} \ldots \vartheta^{p}}$ The set of analytical functions can also be expressed by a tensor having an order other than two. The variable function can also be approximated by

$$
\begin{equation*}
\phi(\xi, \ldots, \vartheta)=\Psi_{j s}(\xi, \ldots, \vartheta) \tilde{\Phi}_{j s} \tag{2.63}
\end{equation*}
$$

where $\tilde{\Phi}_{j s}$ are values of variable function and/or its possible partial derivatives at the nodes, and $\Psi_{j s}(\xi, \ldots, \vartheta)$ are their corresponding interpolation functions. Adopting the set of $\Psi_{j s}(\xi, \ldots, \vartheta)$ as the variable function $\phi(\xi, \ldots, \vartheta)$, the same
procedure can also be used to determine $D_{\alpha \delta i l}^{\xi^{m} \ldots \vartheta^{p}}$. And the $(m+\ldots+p)$ th order partial differentiation of Eq. (2.63) at discrete point $(\alpha, \delta)$ also leads to the EDQ discretization equation (2.62) in which $D_{\alpha \delta i l}^{\xi^{m} \ldots \vartheta^{p}}$ is expressed by

$$
\begin{equation*}
D_{\alpha \delta i l}^{\xi^{m} \ldots \vartheta^{p}}=\left.\frac{\partial^{(m+\ldots+p)} \Psi_{i l}}{\partial \xi^{m} \ldots \partial \vartheta^{p}}\right|_{\alpha \delta} \tag{2.64}
\end{equation*}
$$

Consider that the interpolation functions can be expressed by forming products of two sets of functions with one set defined by three coordinate variables while the other set defined by the remaining coordinate variable. Then a representative of this type of interpolation functions can be $\bar{\Psi}_{j}(\xi, \ldots) \tilde{\Psi}_{s}(\vartheta)$. By using this type of interpolation functions, the weighting coefficients show to have the following form:

$$
\begin{equation*}
D_{\alpha \delta i l}^{\xi^{m} \ldots \vartheta^{p}}=D_{\alpha i}^{\xi^{m}} \cdots D_{\delta l}^{\vartheta^{p}} \tag{2.65}
\end{equation*}
$$

If the dimension of node identification and the number of coordinate variables are the same in expressing both the discrete point and node, the EDQ discretization for a partial derivative of order $m+\ldots+p$ at discrete point $(\alpha, \ldots, \delta)$ can be expressed by

$$
\begin{equation*}
\frac{\partial^{(m+\ldots+p)} \phi_{\alpha \ldots \delta}}{\partial \xi^{m} \ldots \partial \vartheta^{p}}=D_{\alpha \ldots \delta \ldots l}^{\xi^{m} \ldots \vartheta^{p}} \tilde{\Phi}_{i \ldots l} \tag{2.66}
\end{equation*}
$$

The variable function can be a set of appropriate analytical functions denoted by $\Upsilon_{p \ldots s}(\xi, \ldots, \vartheta)$. The substitution of $\Upsilon_{p \ldots s}(\xi, \ldots, \vartheta)$ in Eq. (2.66) leads to a linear algebraic system for determining $D_{\alpha \ldots \delta i \ldots l}^{\xi^{m} \ldots . \vartheta^{p}}$. The set of analytical functions can also be expressed by a tensor having an order other than $M$. The variable function can also be approximated by

$$
\begin{equation*}
\phi(\xi, \ldots, \vartheta)=\Psi_{p \ldots s}(\xi, \ldots, \vartheta) \tilde{\Phi}_{p \ldots s} \tag{2.67}
\end{equation*}
$$

where $\tilde{\Phi}_{p \ldots s}$ are the values of variable function and/or its possible partial derivatives at the nodes, and $\Psi_{p \ldots s}(\xi, \ldots, \vartheta)$ are their corresponding interpolation functions. Adopting the set of $\Psi_{p \ldots s}(\xi, \ldots, \vartheta)$ as the variable function $\phi(\xi, \ldots, \vartheta)$, the same procedure can also be used to determine $D_{\alpha \ldots \delta \ldots l}^{\xi^{m} \ldots . \vartheta^{p}}$. And the $(m+\ldots+p)$ th order partial differentiation of Eq. (2.67) at discrete point $(\alpha, \ldots, \delta)$ also leads to the EDQ discretization equation (2.66) in which $D_{\alpha \ldots \delta i \ldots l}^{\xi^{m} \ldots \vartheta^{p}}$ is expressed by

$$
\begin{equation*}
D_{\alpha \ldots \delta i \ldots l}^{\xi^{m} \ldots \vartheta^{p}}=\left.\frac{\partial^{(m+\ldots+p)} \Psi_{i . . l}}{\partial \xi^{m} \ldots \vartheta^{p}}\right|_{\alpha \ldots \delta} \tag{2.68}
\end{equation*}
$$

Consider that the interpolation functions can be expressed by the product of two sets of functions with one set defined by $M-1$ coordinate variables while the other set defined by the remaining coordinate variable. Then a
representative of this type of interpolation functions can be $\bar{\Psi}_{p \ldots( }(\xi, \ldots) \tilde{\Psi}_{s}(\vartheta)$. By using this type of interpolation functions, the weighting coefficients show to have the following form:

$$
\begin{equation*}
D_{\alpha \ldots \delta \ldots . \ldots l}^{\xi^{m} \ldots \vartheta^{p}}=D_{\alpha \ldots i \ldots}^{\xi^{m} \ldots} D_{\delta l}^{\vartheta^{p}} \tag{2.69}
\end{equation*}
$$

If the interpolation functions can be expressed by the product of $P$ sets of functions with $P$ larger than two and a coordinate variable only appearing in one set of functions, similar procedures can be used to determine the weighting coefficients which are components of the outer product of $P$ tensors.

### 2.6 Sample Applications

Various analytical functions such as sinc functions, Lagrange polynomials, Chebyshev polynomials, Bernoulli polynomials, Euler polynomials, rational functions, ..., etc. can be used to define the weighting coefficients. To solve problems having singularity properties, certain singular functions can be used for the EDQ discretization. The problems having infinite domains can also be treated.

### 2.6.1 Lagrange DQ Model

General polynomials can be used to implicitly calculate EDQ weighting coefficients. By using Lagrange interpolation functions, the DQ weighting coefficients can explicitly be calculated. Consider the one-dimensional discretization using only one DOF representing the variable function at the node to define the DQ and Lagrange interpolation functions for explicitly express the weighting coefficients. Lagrange interpolation functions $\hat{L}_{\beta}(\xi)$ can be expressed by

$$
\begin{equation*}
\hat{L}_{\beta}(\xi)=\frac{M(\xi)}{\left(\xi-\xi_{\beta}\right) M^{(1)}\left(\xi_{\beta}\right)} \tag{2.70}
\end{equation*}
$$

where

$$
M(\xi)=\prod_{\gamma=1}^{N}\left(\xi-\xi_{\gamma}\right), \quad M^{(1)}\left(\xi_{\beta}\right)=\frac{d M\left(\xi_{\beta}\right)}{d \xi}=\prod_{\gamma=1, \gamma \neq \beta}^{N}\left(\xi_{\beta}-\xi_{\gamma}\right)
$$

The weighting coefficients can be derived

$$
\begin{align*}
D_{\alpha \beta}^{\xi} & =\left.\frac{d \hat{L}_{\beta}}{d \xi}\right|_{\alpha} \\
& =\frac{\left(\xi_{\alpha}-\xi_{\beta}\right) M^{(1)}\left(\xi_{\beta}\right) M^{(1)}\left(\xi_{\alpha}\right)-M\left(\xi_{\alpha}\right) M^{(1)}\left(\xi_{\beta}\right)}{\left[\left(\xi_{\alpha}-\xi_{\beta}\right) M^{(1)}\left(\xi_{\beta}\right)\right]^{2}}  \tag{2.71}\\
& = \begin{cases}\frac{M^{(1)}\left(\xi_{\alpha}\right)}{\left(\xi_{\alpha}-\xi_{\beta}\right) M^{(1)}\left(\xi_{\beta}\right)}, \quad \text { for } \quad \alpha \neq \beta \\
-\sum_{\gamma=1, \gamma \neq \alpha}^{N} D_{\alpha \gamma}, \quad \text { for } \quad \alpha=\beta\end{cases}
\end{align*}
$$

The truncation error of the first order Lagrange DQ discretization is $\frac{d u^{N}\left(\zeta\left(\xi_{\alpha}\right)\right)}{N!d \xi^{N}}$ $\times \prod_{\beta=1, \beta \neq \alpha}^{N-1}\left(\xi_{\alpha}-\xi_{\beta}\right)$ for some number $\zeta\left(\xi_{\alpha}\right)$. The weighting coefficients $D_{\alpha \beta}^{\xi^{m}}$ for an $m$ th order derivative with $m$ larger than one can be similarly obtained. When the uniform grid is used, Eq. (2.71) is reduced to

$$
\begin{equation*}
D_{\alpha \beta}^{\xi}=(-1)^{\alpha+\beta} \frac{(\alpha-1)!(N-\alpha)!}{\Delta \xi(\alpha-\beta)(\beta-1)!(N-\beta)!} \quad \text { for } \quad \alpha \neq \beta \tag{2.72}
\end{equation*}
$$

where $\Delta \xi=\xi_{\alpha}-\xi_{\beta}$. The $m$ th order weighting coefficients $D_{\alpha \beta}^{\xi^{m}}$ can be similarly calculated. Assume that the nodes are symmetric with respect to the middle point and let $r=N-\alpha+1$ and $s=N-\beta+1$. Then $D_{\alpha \beta}^{\xi^{m}}=D_{r s}^{\xi^{m}}$ if $m$ is even, while $D_{\alpha \beta}^{\xi^{m}}=-D_{r s}^{\xi^{m}}$ if $m$ is odd. The number of arithmetic operations can thus be reduced in calculating the weighting coefficients. Assume that the nodes are symmetric with respect to the middle point and let $r=N-\alpha+1$ and $s=N-\beta+1$. Then $D_{\alpha \beta}^{\xi^{m}}=D_{r s}^{\xi^{m}}$ if $m$ is even, while $D_{\alpha \beta}^{\xi^{m}}=-D_{r s}^{\xi^{m}}$ if $m$ is odd. The number of arithmetic operations can thus be reduced in calculating the weighting coefficients.

Because only the variable functions at nodes are used to define the DQ, the higher order weighting coefficients can also be calculated by the following recurrent procedure by using the first order weighting coefficients $D_{\alpha \beta}^{\xi}$

$$
\begin{gather*}
D_{\alpha \beta}^{\xi^{2}}=\sum_{\gamma=1}^{N} D_{\alpha \gamma}^{\xi} D_{\gamma \beta}^{\xi} \\
D_{\alpha \beta}^{\xi^{3}}=\sum_{\gamma=1}^{N} D_{\alpha \gamma}^{\xi^{2}} D_{\gamma \beta}^{\xi} \\
\cdot  \tag{2.73}\\
D_{\alpha \beta}^{\xi^{m}}=\sum_{\gamma=1}^{N} D_{\alpha \gamma}^{\xi^{m-1}} D_{\gamma \beta}^{\xi}
\end{gather*}
$$

The above recurrent computation procedure is equivalent to the procedure developed by Shu and Richard [30,47-48].

Consider a prismatic bar subjected to a quartically distributed force. The governing equilibrium equation is

$$
\begin{equation*}
E A \frac{d^{2} u}{d x^{2}}=-x^{4} \tag{2.74}
\end{equation*}
$$

where $u$ is axial displacement, $E$ is Young's modulus and $A$ is area of cross section. In the analysis, $E A$ is set to be 1 and the length of the bar is equal to 2 . The boundary conditions are $u(0)=0$ and $E A \frac{d u(2)}{d x}=0$. Each node has
a deformation parameter of axial displacement. Lagrange DQ model is used to analyze the problem.

Using the DQ discretization, Eq. (2.74) can be discretized

$$
\begin{equation*}
\frac{E A}{4} \sum_{i=1}^{N} D_{\alpha i}^{\xi^{2}} u_{i}=-x_{\alpha}^{4} \tag{2.75}
\end{equation*}
$$

The discrete natural boundary condition can be expressed by $\frac{E A}{2} \sum_{i=1}^{N} D_{\alpha i}^{\xi} u_{i}=0$. By considering the kinematic boundary condition, discrete equilibrium equations and natural boundary condition, a linear equation system can be constructed. The displacements at nodes can thus be found by solving the linear equation system. In the analysis, nodes are equally spaced. Numerical tests are carried out by gradually increasing the discrete points. Numerical results of displacement at the free end and axial force at the fixed end are summarized and presented. They are shown in Table 2.1. It shows that results converge to the exact solutions by increasing the number of nodes up to seven.

Table 2.1 Results of the bar problem

| Number <br> of nodes | Displacement <br> at free end | Axial force <br> at fixed end |
| :--- | :--- | :--- |
| 3 | $.20000 \times 10^{1}$ | $.20000 \times 10^{1}$ |
| 5 | $.95000 \times 10^{1}$ | $.61667 \times 10^{1}$ |
| 7 | $.10667 \times 10^{2}$ | $.64000 \times 10^{1}$ |
| Exact solution | $.10667 \times 10^{2}$ | $.64000 \times 10^{1}$ |

### 2.6.2 Hermite EDQ model

In the Hermite EDQ discretization, each node has two deformation parameters of lateral displacement and displacement gradient. Also consider that the Hermite EDQ model has a unit length of the range and using Hermite interpolation, displacement $w(\xi)$ can be approximated by

$$
\begin{equation*}
\phi(\xi)=\sum_{\beta=1}^{N} H_{\beta}(\xi) \Phi_{\beta}+\sum_{\beta=1}^{N} \tilde{H}_{\beta}(\xi) \frac{d \Phi_{\beta}}{d \xi} \tag{2.76}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{\beta}(\xi)=\left[1-2\left(\xi-\xi_{\beta}\right) \hat{L}_{\beta, \xi}\left(\xi_{\beta}\right)\right] \hat{L}_{\beta}^{2}(\xi) \tag{2.77}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{H}_{\beta}(\xi)=\left(\xi-\xi_{\beta}\right) \hat{L}_{\beta}^{2}(\xi) \tag{2.78}
\end{equation*}
$$

are Hermite interpolation functions, and $\hat{L}_{\beta}(\xi)$ the Lagrange interpolation functions. Then the following relation can be defined

$$
\begin{equation*}
\left.\frac{d \phi}{d \xi}\right|_{\alpha}=\left.\sum_{\beta=1}^{N} \frac{d H_{\beta}}{d \xi}\right|_{\alpha} \Phi_{\beta}+\left.\sum_{\beta=1}^{N} \frac{d \tilde{H}_{\beta}}{d \xi}\right|_{\alpha} \frac{d \Phi}{d \xi}=\sum_{\beta=1}^{N} \bar{D}_{\alpha \beta}^{\xi} \Phi_{\beta}+\sum_{\beta=1}^{N} \tilde{D}_{\alpha \beta}^{\xi} \frac{d \Phi_{\beta}}{d \xi} \tag{2.79}
\end{equation*}
$$

where

$$
\begin{align*}
\bar{D}_{\alpha \beta}^{\xi}= & 2 \hat{L}_{\beta}\left(\xi_{\alpha}\right)\left\{\left[1-2\left(\xi_{(\alpha)}-\xi_{(\beta)}\right) \hat{L}_{(\beta), \xi}\left(\xi_{(\beta)}\right)\right] \hat{L}_{(\beta), \xi}\left(\xi_{(\alpha)}\right)\right. \\
& \left.-\hat{L}_{(\beta), \xi}\left(\xi_{(\beta))}\right) \hat{L}_{(\beta)}\left(\xi_{(\alpha))}\right)\right\} \\
= & 2 \hat{L}_{\beta}\left(\xi_{\alpha}\right)\left\{\left[1-2\left(\xi_{(\alpha)}-\xi_{(\beta)}\right) D_{(\beta)(\beta)}^{\xi}\right] D_{(\alpha)(\beta)}^{\xi}\right. \\
& \left.-D_{(\beta)(\beta)}^{\xi} \hat{L}_{(\beta)}\left(\xi_{(\alpha))}\right)\right\} \tag{2.80}
\end{align*}
$$

and

$$
\begin{align*}
\tilde{D}_{\alpha \beta}^{\xi} & =\hat{L}_{\beta}\left(\xi_{\alpha}\right)\left[\hat{L}_{(\beta)}\left(\xi_{(\alpha)}\right)+2\left(\xi_{(\alpha)}-\xi_{(\beta)}\right) \hat{L}_{(\beta), \xi}\left(\xi_{(\alpha)}\right)\right] \\
& =\hat{L}_{\beta}\left(\xi_{\alpha}\right)\left[\hat{L}_{(\beta)}\left(\xi_{(\alpha)}\right)+2\left(\xi_{(\alpha)}-\xi_{(\beta)}\right) D_{(\alpha)(\beta)}^{\xi}\right] \tag{2.81}
\end{align*}
$$

Then the weighting coefficients $D_{\alpha \beta}^{\xi}$ defined by Hermite interpolation, with the range of $\alpha$ and $\beta$ being $\bar{N}$ or $2 N$, can be explicitly formed by using the elements of $\bar{D}_{\alpha \beta}^{\xi}$ and $\tilde{D}_{\alpha \beta}^{\xi}$. The weighting coefficients for higher-order derivatives can be similarly calculated.

A Bernoulli-Euler cantilever beam subjected to a laterally distributed force $q=x^{5}$ is solved by using the Hermite EDQ model. The governing equilibrium equation is expressed by

$$
\begin{equation*}
E I \frac{d^{4} w}{d x^{4}}=x^{5} \tag{2.82}
\end{equation*}
$$

where $w$ is the lateral displacement and $E I$ is the flexural rigidity. In the analysis, $E I$ is set to be 1 . and the length of the beam is also equal to 1 . The boundary conditions are $w(0)=0, d w(0) / d x=0, E I d^{2} w(1) / d x^{2}=0$ and $E I d^{3} w(1) / d x^{3}=0$. Using Hermite EDQ model, the equilibrium equation Eq. (2.82) at an interior discrete point $\alpha$ can be discretized

$$
\begin{equation*}
E I \sum_{i=1}^{\bar{N}} D_{\alpha i}^{\xi^{4}} \tilde{w}_{i}=x_{\alpha}^{5} \tag{2.83}
\end{equation*}
$$

where $\tilde{w}_{i} \equiv\left\lfloor w_{1} \theta_{1} w_{2} \theta_{2} \ldots w_{N} \theta_{N}\right\rfloor$, with $\theta_{i}=d w_{i} / d x$. The two natural boundary conditions can also be discretized

$$
\begin{equation*}
E I \sum_{i=1}^{\bar{N}} D_{(2 N-1) i}^{\xi^{3}} \tilde{w}_{i}=0, \quad E I \sum_{i=1}^{\bar{N}} D_{(2 N) i}^{\xi^{2}} \tilde{w}_{i}=0 \tag{2.84}
\end{equation*}
$$

In the analysis, nodes are equally spaced. Considering a $(\bar{N}-1)$ th order Hermite EDQ model and defining $\Delta x=1 . /(\bar{N}-1)$, the interior discrete points for defining discrete equilibrium equations are located at $x=(p-1) \Delta x$, with $p=2, \ldots, \bar{N}-1$. Numerical results of displacement at free end and bending moment at fixed end for the analyses using three different node grids are listed in Table 2.2. The first and last nodes which are also discrete points are used to define the four boundary conditions. Numerical results in Table 2.2 converge to exact solutions by increasing the DOF up to ten.

Table 2.2 Numerical results of the Bernoulli-Euler beam problem

| Number <br> of DOF | Displacement <br> at free end | Bending moment <br> at fixed end |
| :--- | :--- | :--- |
| 6 | $.1534667 \times 10^{-1}$ | $.5013334 \times 10^{-1}$ |
| 8 | $.4021241 \times 10^{-1}$ | $.1306400 \times 10^{0}$ |
| 10 | $.4398148 \times 10^{-1}$ | $.1428571 \times 10^{0}$ |
| Exact solution | $.4398148 \times 10^{-1}$ | $.1428571 \times 10^{0}$ |

### 2.6.3 Other Approximations

(a) Chebyshev polynomials

With the range of $\xi$ being $-1 \leq \xi \leq 1$, Chebyshev polynomials can be generated from the following recurrent formula:

$$
\begin{equation*}
T_{n+1}(\xi)=2 \xi T_{n}(\xi)-T_{n-1}(\xi) \tag{2.85}
\end{equation*}
$$

with the two initial members $T_{0}(\xi)=1$ and $T_{1}(\xi)=\xi$. Chebyshev polynomials can be used to implicitly calculate the related DQ or EDQ weighting coefficients of the Chebyshev DQ or EDQ models.
(b) Bernoulli polynomials

Bernoulli polynomials can be generated from the following equation

$$
\begin{equation*}
B_{n}(\xi)=\sum_{k=0}^{n}\binom{n}{k} x^{n-k} \bar{B}_{k} \tag{2.86}
\end{equation*}
$$

where $\bar{B}_{k}$ are Bernoulli numbers which can be found in a mathematics handbook [49]. Bernoulli polynomials can be used to implicitly calculate the related DQ or EDQ weighting coefficients of the Bernoulli DQ or EDQ models.
(c) Euler polynomials

Euler polynomials can be generated from the following recurrent formula

$$
\begin{equation*}
E_{n}(\xi)=\frac{2}{n+1} \sum_{k=1}^{n+1}\left(1-2^{k}\right)\binom{n+1}{k} x^{n+k-1} \bar{E}_{k} \tag{2.87}
\end{equation*}
$$

where $\bar{E}_{k}$ are Euler numbers. Euler polynomials can be used to implicitly calculate the related DQ or EDQ weighting coefficients of the Euler DQ or EDQ models.
(d) Laguerre polynomials

Laguerre polynomials and the first derivatives can be generated from the following recurrent formulas:

$$
\begin{align*}
& G_{n+1}(\xi)=(2 n+1-\xi) G_{n}(\xi)-n^{2} G_{n-1}(\xi) \\
& G_{n+1}^{(1)}(\xi)=\frac{n+1}{\xi}\left[G_{n+1}(\xi)-(n+1) G_{n}(\xi)\right] \tag{2.88}
\end{align*}
$$

with the two initial members $G_{0}(\xi)=1$ and $G_{1}(\xi)=1-\xi$. The Laguerre polynomials and the first derivatives can be used to implicitly calculate the related DQ or EDQ weighting coefficients of the Laguerre DQ or EDQ models.

## (e) Sinc functions

Sinc functions are suitable for dealing problems with singularity property or infinite domain. Assume that the range of $\xi$ is $0 \leq \xi \leq 1$ and that the discrete points are equally spaced. Then the following transformation relation can be defined

$$
\begin{equation*}
s_{\alpha}=\frac{\pi}{h}(\xi-\alpha h) \tag{2.89}
\end{equation*}
$$

with $h=\frac{1}{N-1}$. The sinc functions can be defined as [50]

$$
\begin{align*}
S_{\alpha}(\xi, h) & =\frac{\sin s_{\alpha}}{s_{\alpha}} \\
S_{\alpha}\left(\xi_{\beta}\right) & =\delta_{\alpha \beta} \tag{2.90}
\end{align*}
$$

Consider that only one DOF representing the variable function at the discrete point is used to define the DQ . Then sinc functions can be interpolation functions used to define the DQ weighting coefficients. Using Eqs. (2.90) in Eq. (1.1) weighting coefficients in explicit form can be obtained. Following are first order weighting coefficients of the sinc DQ model

$$
D_{\alpha \beta}^{\xi}=\left\{\begin{array}{l}
\frac{\pi}{h} \frac{s_{\alpha \beta} \cos s_{\alpha \beta}-\sin s_{\alpha \beta}}{s_{\alpha \beta}^{\alpha}}, \quad \text { for } \quad \alpha \neq \beta  \tag{2.91}\\
0, \quad \text { for } \quad \alpha=\beta
\end{array}\right.
$$

Higher order weighting coefficients can be calculated by either the differentiation of sinc functions or using the recurrent procedure represented by Eq. (2.73).
(f) Harmonic interpolation

Assume that the range of $\xi$ is $0 \leq \xi \leq 1$. Let $n=(N-2) / 2$ for N an even number and $n=(N-1) / 2$ for $N$ an odd number. The variable function $\phi(\xi)$ can be approximated by the following harmonic interpolation

$$
\begin{equation*}
\phi(\xi)=\frac{1}{2} a_{0}+\sum_{k=1}^{n}\left(a_{k} \cos 2 \pi k \xi+b_{k} \sin 2 \pi k \xi\right) \tag{2.92}
\end{equation*}
$$

If $N$ is even, the undetermined constants $a_{0}, a_{k}$ and $b_{k}$ are expressed as

$$
\begin{gather*}
a_{0}=\frac{2}{N-1} \sum_{\beta=1}^{N} \Phi_{\beta}, \\
a_{k}=\frac{2}{N-1} \sum_{\beta=1}^{N} \Phi_{\beta} \cos 2 \pi k \xi_{\beta}, \\
b_{k}=\frac{2}{N-1} \sum_{\beta=1}^{N} \Phi_{\beta} \sin 2 \pi k \xi_{\beta}, \quad k=1, \ldots,(N-2) / 2 \tag{2.93}
\end{gather*}
$$

The introduction of Eq. (2.93) in Eq. (2.92) leads to the following equation

$$
\begin{array}{r}
\phi(\xi)=\frac{1}{2} a_{0}+\sum_{\beta=1}^{N} \frac{2}{N-1} \sum_{k=1}^{(N-2) / 2}\left(\cos 2 \pi k \xi_{\beta} \cos k \xi\right. \\
\left.+\sin 2 \pi k \xi_{\beta} \sin k \xi\right) \Phi_{\beta} \tag{2.94}
\end{array}
$$

with $\Phi_{\beta}$ the values of variable function at nodes. Using the above equation in Eq. (1.1), the harmonic DQ model can be defined with the related weighting coefficients expressed by

$$
\begin{align*}
D_{\alpha \beta}^{m}=\sum_{\beta=1}^{N} \frac{2}{N-1} \sum_{k=1}^{(N-2) / 2} & \left(\cos 2 \pi k \xi_{\beta} \frac{d^{m} \cos k \xi_{\alpha}}{d \xi^{m}}\right. \\
& \left.+\sin 2 \pi k \xi_{\beta} \frac{d^{m} \sin k \xi_{\alpha}}{d \xi^{m}}\right) \tag{2.95}
\end{align*}
$$

Higher order weighting coefficients can also be calculated by using $D_{\alpha \beta}^{\xi}$ in the recurrent relation equation (2.73).

If $N$ is odd, the undetermined constants $a_{0}, a_{k}$ and $b_{k}$ are expressed as

$$
\begin{gathered}
a_{0}=\frac{2}{N-1} \sum_{\beta=1}^{N} \phi_{\beta} \\
a_{k}=\frac{2}{N-1} \sum_{\beta=1}^{N} \phi_{\beta} \cos 2 \pi k \xi_{\beta},
\end{gathered}
$$

$$
\begin{equation*}
b_{k}=\frac{1}{N-1} \sum_{\beta=1}^{N} \phi_{\beta} \sin 2 \pi k \xi_{\beta}, \quad k=1, \ldots,(N-1) / 2 \tag{2.96}
\end{equation*}
$$

Introducing Eq. (2.96) in Eq. (2.92) then using the obtained $\phi(\xi)$ in Eq. (1.1), the related weighting coefficients can also be obtained

$$
\begin{align*}
D_{\alpha \beta}^{m}=\sum_{\beta=1}^{N} \frac{2}{N-1} \sum_{k=1}^{(N-1) / 2} & \left(\cos 2 \pi k \xi_{\beta} \frac{d^{m} \cos k \xi_{\alpha}}{d \xi^{m}}\right. \\
& \left.+\sin 2 \pi k \xi_{\beta} \frac{d^{m} \sin k \xi_{\alpha}}{d \xi^{m}}\right) \tag{2.97}
\end{align*}
$$

The buckling of a simply supported prismatic beam subjected to an axial load is solved by using the Chebyshev, Bernoulli and Euler Polynomials Based EDQs. Chebyshev polynomials, Bernoulli polynomials and Euler polynomials are used to calculate weighting coefficients and solve the problem, separately. In using Chebyshev polynomials to solve the problem, the beam is mapped onto the region $\Omega=\{-1 \leq \xi \leq 1\}$. Chebyshev polynomials are $1, \xi,-1+2 \xi^{2}$, $-3 \xi+4 \xi^{3}, 1-8 \xi^{2}+8 \xi^{4}, \ldots$, etc. In using Bernoulli or Euler polynomials to solve the problem, the beam is mapped onto the region $\Omega=\{0 \leq \xi \leq 1\}$. Bernoulli polynomials are $1,-\frac{1}{2}+\xi, \frac{1}{6}-\xi+\xi^{2}, \frac{\xi}{2}-\frac{3 \xi^{2}}{2}+\xi^{3},-\frac{1}{30}+\xi^{2}-$ $2 \xi^{3}+\xi^{4}, \ldots$, etc. Euler polynomials are $1,-\frac{1}{2}+\xi,-\xi+\xi^{2}, \frac{1}{4}-\frac{3 \xi^{2}}{2}+\xi^{3}$, $\xi-2 \xi^{3}+\xi^{4}, \ldots$, etc. Among the three methods for calculating weighting coefficientsWeighting coefficients, the two implicit methods can be used.

Consider that the bar is subjected to a compressive end force $P$ and buckles in $x-z$ plane. Let $E, L$ and $I$ denote the Young's modulus, beam length and moment of inertia of the cross section, respectively. The governing equation can be expressed by

$$
\begin{equation*}
E I \frac{d^{4} w}{d x^{4}}+P \frac{d^{2} w}{d x^{2}}=0 \tag{2.98}
\end{equation*}
$$

The kinematic boundary conditions are $w(0)=w(L)=0$, while the natural boundary conditions are $M(0)=M(L)=0$ with $M$ the bending moment. Assume that the EDQ model has a unit length. Then by using EDQ to discretize Eq. (2.98) at discrete point $\alpha$ leads to the following equation

$$
\begin{equation*}
\frac{4 E I}{L^{2}} \sum_{i=1}^{\bar{N}} D_{\alpha i}^{\xi^{4}} \tilde{w}_{i}+P \sum_{i=1}^{\bar{N}} D_{\alpha i}^{\xi^{2}} \tilde{w}_{i}=0 \tag{2.99}
\end{equation*}
$$

In the analysis, three degrees of freedom representing the displacement and the first and second order derivatives of displacement with respect to $x$ are assigned to each of the two boundary nodes, while only one degree of freedom representing the displacement is assigned to each of the interior nodes. The nodes are equally spaced. Refinement procedure is used to analyze the problem. Three different grids representing the arrangement of discrete points
are utilized to solve the problem separately. In using Chebyshev polynomials to solve the problem, the type 1 grid is defined by $\xi_{1}=-1 ; \xi_{i}=-1+\frac{2 i}{N-1}$, for $i=2, \ldots, \bar{N}-3 ; \xi_{\bar{N}-2}=1$. The type 2 grid adopts the Chebyshev sampling points as the discrete points. These Chebyshev sampling points are defined by $\left.\xi\right|_{\alpha}=-\cos \left[\frac{\pi(\alpha-1)}{N-3}\right], \alpha=1, \ldots, \bar{N}-2$. The type 3 grid is defined by $\xi_{1}=$ $-1 ; \xi_{i}=-\cos \left[\frac{\pi i}{N-1}\right]$, for $i=2, \ldots, \bar{N}-3 ; \xi_{\bar{N}-2}=1$. The interior discrete points are used to define discrete buckling equilibrium equations. Since in using Bernoulli and Euler polynomials to solve the problem the bar is mapped onto a different region, the values of coordinates of a specified type of grid are different from those used for the Chebyshev analysis. The corresponding type 1 grid is defined by $\xi_{1}=0 ; \xi_{i}=\frac{i}{\bar{N}-1}$, for $i=2, \ldots, \bar{N}-3 ; \xi_{\bar{N}-2}=1$. The corresponding type 2 grid is defined by $\frac{1}{2}\left[1-\cos \frac{\pi(i-1)}{N-3}\right], \alpha=1, \ldots, \bar{N}-2$. The type 3 grid is defined by $\xi_{1}=0 ; \frac{1}{2}\left[1-\cos \frac{\pi i}{N-1}\right]$, for $i=2, \ldots, \bar{N}-3 ; \xi_{\bar{N}-2}=1$. The refinement procedure is used to analyze the problem. The relative error $e_{r}$ of the DQEM results with respect to the exact solution is the convergence indicator. Defining $\bar{C}=\frac{P L^{2}}{E I}$ as the load factor, numerical results of the first critical load factor are summarized and listed in Table 2.3. It shows that the results always converge well following the increase of the order of Chebyshev polynomials for all of the three different grids. It also shows that the results of type 2 grid converge the best. Consequently, it is known that the EDQ discretization adopting the type 2 grid approximates the best. Non-discrete analyses using Bernoulli and Euler functions can also be found in existing articles [51-53].

Table 2.3. The lowest critical load factor $\bar{C}_{1}$ of a compressed simply supported prismatic beam

| Type of <br> element grid | DOF per <br> element | Chebyshev <br> polynomials | Bernoulli <br> polynomials | Euler <br> polynomials |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 6 | $.900000 \times 10^{1}$ | $.833333 \times 10^{1}$ | $.833333 \times 10^{1}$ |
|  | 8 | $.992318 \times 10^{1}$ | $.100097 \times 10^{2}$ | $.100097 \times 10^{2}$ |
| 2 | 10 | $.986833 \times 10^{1}$ | $.986559 \times 10^{1}$ | $.986559 \times 10^{1}$ |
|  | 6 | $.106667 \times 10^{2}$ | $.106667 \times 10^{2}$ | $.106667 \times 10^{2}$ |
|  | 8 | $.986729 \times 10^{1}$ | $.986729 \times 10^{1}$ | $.986729 \times 10^{1}$ |
| 3 | 10 | $.986963 \times 10^{1}$ | $.986963 \times 10^{1}$ | $.986963 \times 10^{1}$ |
|  | 6 | $.884458 \times 10^{1}$ | $.884458 \times 10^{1}$ | $.884458 \times 10^{1}$ |
| Exact solution | 10 | $.98673 \times 10^{1}$ | $.991373 \times 10^{1}$ | $.991373 \times 10^{1}$ |

The static deflection of a clamped square plate with the length of sides being $a$ is also solved by using the Chebyshev EDQ model. The governing equation is expressed by

$$
\begin{equation*}
\frac{\partial^{4} w}{\partial x^{4}}+2 \frac{\partial^{4} w}{\partial x^{2} \partial y^{2}}+\frac{\partial^{4} w}{\partial y^{4}}=\frac{q(x, y)}{D} \tag{2.100}
\end{equation*}
$$

where $w$ is the lateral displacement, $D$ is the flexural rigidity and $q(x, y)$ is the distributed load. By locating the origin of the coordinate system at the center of the plate, the boundary conditions are

$$
\begin{equation*}
w=0, \quad \frac{\partial w}{\partial x}=0, \quad \text { for } \quad x= \pm \frac{a}{2} ; \quad w=0, \quad \frac{\partial w}{\partial y}=0, \quad \text { for } \quad y= \pm \frac{a}{2} \tag{2.101}
\end{equation*}
$$

In the analysis, one element is used to represent the problem domain. Various grids can be used. The two-dimensional node identification method adopting the Lagrange family grid is used. For interior nodes only the degree of freedom representing the lateral displacement is assigned while multiple degrees of freedom are assigned to a node on the boundary to represent the lateral displacement and displacement gradient in the direction normal to the boundary line. Chebyshev polynomials are used to define the approximate displacement function. Thus, the problem domain is mapped onto the region $\Omega=\{-1 \leq \xi \leq 1,-1 \leq \eta \leq 1\}$. And Eq. (2.100) is transformed

$$
\begin{equation*}
\frac{\partial^{4} w}{\partial \xi^{4}}+2 \frac{\partial^{4} w}{\partial \xi^{2} \partial \eta^{2}}+\frac{\partial^{4} w}{\partial \eta^{4}}=\frac{a^{4} q}{16 D} \tag{2.102}
\end{equation*}
$$

where $\xi$ and $\eta$ are natural coordinates. Let $T_{\tilde{p}}\left(\xi_{i}\right)$ denote the Chebyshev polynomials. The displacement function can be defined by the two-dimensional expansion of the Chebyshev polynomials

$$
\begin{equation*}
w(\xi, \eta)=T_{p}(\xi) T_{q}(\eta) c_{p q}, \quad p=1, \ldots, N_{\xi}+2 ; \quad q=1, \ldots, N_{\eta}+2 \tag{2.103}
\end{equation*}
$$

The weighting coefficients $D_{\alpha \beta}^{\xi_{i}^{m}}$ for $m$ th order partial derivative in $\xi_{i}$ direction can be calculated by using the implicit methods 1 or 3 . At an interior discrete point $(\alpha, \beta)$ Eq. (2.102) can be discretized

$$
\begin{equation*}
\sum_{i=1}^{N_{\xi}+2} D_{\alpha i}^{\xi^{4}} \tilde{w}_{i \beta}+2 \sum_{i=1}^{N_{\xi}+2} \sum_{j=1}^{N_{\eta}+2} D_{\alpha i}^{\xi^{2}} D_{\beta j}^{\eta^{2}} \tilde{w}_{i j}+\sum_{j=1}^{N_{\eta}+2} D_{\beta j}^{\eta^{4}} \tilde{w}_{\alpha j}=\frac{a^{4} q_{\alpha \beta}}{16 D} \tag{2.104}
\end{equation*}
$$

The discrete boundary conditions are

$$
\begin{align*}
& w_{1 j}=w_{N_{\xi} j}=0, \quad \text { for } \quad j=2,3, \ldots, N_{\eta}-1 ; \\
& w_{1 j, \xi}=w_{N_{\xi} j, \xi}=0, \quad \text { for } \quad j=1,2, \ldots, N_{\eta}  \tag{2.105}\\
& w_{i 1}=w_{i N_{\eta}}=0, \quad \text { for } \quad i=1,2, \ldots, N_{\xi} \text {; } \\
& w_{i 1, \eta}=w_{i N_{\eta}, \eta}=0, \quad \text { for } \quad i=1,2, \ldots, N_{\xi}
\end{align*}
$$

In the above equation, $N_{\xi}$ and $N_{\eta}$ are the numbers of level of the Lagrange family grid in $\xi$ and $\eta$ directions, respectively.

The Lagrange family grid is designed to have a form that at the discrete points the Chebyshev polynomials in both $\xi$ and $\eta$ directions are zeros. These Chebyshev sampling points are defined by $\left.\xi_{i}\right|_{\bar{\alpha}}=-\cos \left(\frac{\pi(\bar{\alpha}-1)}{N_{\xi_{i}}-1}\right), \bar{\alpha}=$ $1, \ldots, N_{\xi_{i}}$. Numerical results of the center displacements for the uniformly loaded plate are listed in Table 2.4. The ordinary finite difference method (FDM) and finite element method (FEM) Adini-Clough-Melosh element solutions are also included in the table. It shows that the current results converge fast by gradually increasing the Chebyshev sampling points. The Chebyshev EDQ needs much less degrees of freedom (DOF) than the FEM and FDM to converge.

Table 2.4. Results of the Chebyshev EDQ analysis of the uniformly loaded plate

| Method | Mesh type | DOF | $\pi^{6} D w /\left(16 q a^{4}\right)$ |
| :--- | :--- | :--- | :--- |
| EDQ | $5 \times 5$ | 9 | $.7707 \times 10^{-1}$ |
|  | $7 \times 7$ | 25 | $.7603 \times 10^{-1}$ |
|  | $9 \times 9$ | 49 | $.7603 \times 10^{-1}$ |
| FEM | $8 \times 8$ | 108 | $.7833 \times 10^{-1}$ |
|  | $12 \times 12$ | 300 | $.7710 \times 10^{-1}$ |
|  | $16 \times 16$ | 588 | $.7661 \times 10^{-1}$ |
| FDM | $21 \times 21$ | 361 | $.7766 \times 10^{-1}$ |
|  | $31 \times 31$ | 841 | $.7676 \times 10^{-1}$ |
|  | $41 \times 41$ | 1521 | $.7642 \times 10^{-1}$ |
| Exact solution |  |  | $.7603 \times 10^{-1}$ |

### 2.7 Generation of EDQ Using DQ

Some EDQ models can be generated by using DQ through the establishment of a transformation relation between the set of discrete function variables $\pi_{\alpha}$ of the equivalent DQ element and the set of discrete EDQ parameters $\tilde{\pi}_{\alpha}[54-56]$. The weighting coefficients of these EDQ models are calculated by using the related transformation matrices and the weighting coefficients of the equivalent DQ model. For illustration, the $C^{1}-C^{0}-C^{1}$ and $C^{2}-C^{0}-C^{2}$ EDQ models used to the spacial discretization of DQEM analysis, and the $C^{1}-C^{0} \mathrm{EDQ}$ model used to the temporal discretization of EDQ based direct time integration methods for structural dynamic problems are introduced. $C^{m}$ represents that the node has the DOF of the function variable and its derivatives up to the $m$ th order.

### 2.7.1 $C^{1}-C^{0}-C^{1}$ EDQ Model

Consider the $C^{1}-C^{0}-C^{1}$ EDQ model with each of the two boundary nodes having two DOF of the function variable and its first order derivative, and each of the interior nodes having only one DOF of the function variable. This EDQ model is compatible and conformable, and can automatically set the kinematic transition conditions on the inter-element boundary of two adjacent elements and the kinematic boundary conditions for the DQEM analysis of flexural deformation problems of structures.

Let $\bar{D}_{\alpha i}^{\xi^{m}}$ denote the weighting coefficients for the equivalent DQ model defined on the natural space which is a $C^{0}-C^{0}-C^{0} \mathrm{DQ}$ model. For the DQEM analysis of flexural deformation problems of structures using the DQ model, the DOF assigned to the first two and last two nodes are used to define either the transition conditions at the inter-element boundary of two adjacent real physical elements or boundary conditions at the real physical domain boundary. One of the two nodes at or next to one boundary node of the equivalent DQ element is at the inter-element boundary of two real physical elements used to separate the analysis domain or at the real physical domain boundary, while the other one can be either outside or inside the real physical elements, and next to the element boundary of the real physical element. If the two extra nodes are inside the real physical element, the equivalent DQ element coincide with the real physical element. If the two extra nodes are outside the real physical element, the equivalent DQ element extends over the two element boundary points of the real physical element. Consequently, for the DQEM analysis of flexural deformation problems using DQ elements, the two adjacent equivalent DQ elements are overlapped partially and the equivalent DQ element containing the domain boundary is extended over the physical domain boundary.

Let $\hat{N}$ denote the number of the two boundary nodes of the $C^{1}-C^{0}-C^{1}$ EDQ element plus the other $\bar{N}-4$ interior nodes with $\bar{N}=N$. Also let $\bar{l}$ and $l$ denote the physical element lengths of the equivalent physical DQ element and the physical $C^{1}-C^{0}-C^{1} \mathrm{EDQ}$ element. $\bar{l}$ equals $l$ for the transformation model with the physical EDQ element coinciding the physical DQ element, while $\bar{l}$ is larger than $l$ for the transformation model with the two extra nodes of the equivalent physical DQ element outside the physical EDQ element.

For the DQEM analysis of flexural deformation problems using EDQ elements, the DOF assigned to an auxiliary node of the equivalent DQ element can be transformed to obtain one rotational DOF assigned to the related element boundary node of the EDQ element. Figure 2.1 shows the $C^{1}-C^{0}-C^{1}$ EDQ model generated by using the equivalent DQ model with the two auxiliary nodes inside the physical EDQ element. Assume that $\xi$ is a natural coordinate having one unit length for both the $C^{1}-C^{0}-C^{1}$ EDQ model and the equivalent DQ model defined on the natural space. The transformation relation between the $C^{1}-C^{0}-C^{1} \mathrm{EDQ}$ model and the equivalent DQ model can be represented by the following equation


Fig. 2.1. $C^{1}-C^{0}-C^{1}$ EDQ model generated by using the equivalent DQ model with two auxiliary nodes inside the physical EDQ model.

$$
\begin{equation*}
\{\tilde{\pi}\}=[T]\{\pi\} \tag{2.106}
\end{equation*}
$$

where

$$
\begin{equation*}
\{\pi\}=\left\lfloor\pi_{1} \pi_{2} \pi_{3} \ldots \pi_{N-2} \pi_{N-1} \pi_{N}\right\rfloor^{T} \tag{2.107}
\end{equation*}
$$

For this transformation, $\{\tilde{\pi}\}$ and $[T]$ in Eq. (2.106) are expressed by

$$
\begin{equation*}
\{\tilde{\pi}\}=\left\lfloor\pi_{1} \frac{d \pi_{1}}{d \xi} \pi_{3} \ldots \pi_{N-2} \pi_{N} \frac{d \pi_{N}}{d \xi}\right\rfloor^{T} \tag{2.108}
\end{equation*}
$$

and

$$
[T]=\left[\begin{array}{ccccccc}
1 & 0 & 0 & \cdots & 0 & 0 & 0  \tag{2.109}\\
\bar{D}_{11}^{\xi} & \bar{D}_{12}^{\xi} & \bar{D}_{13}^{\xi} & \cdots & \bar{D}_{1(N-2)}^{\xi} & \bar{D}_{1(N-1)}^{\xi} & \bar{D}_{1 N}^{\xi} \\
0 & 0 & 1 & \cdots & 0 & 0 & 0 \\
\cdot & \cdot & \cdot & \cdots & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdots & \cdot & \cdot & \cdot \\
. & \cdot & . & \cdots & . & . & . \\
0 & 0 & 0 & \cdots & 1 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 1 \\
\bar{D}_{N 1}^{\xi} & \bar{D}_{N 2}^{\xi} & \bar{D}_{N 3}^{\xi} & \cdots & \bar{D}_{N(N-2)}^{\xi} & \bar{D}_{N(N-1)}^{\xi} & \bar{D}_{N N}^{\xi}
\end{array}\right]
$$

Figure 2.2 shows the $C^{1}-C^{0}-C^{1} \mathrm{EDQ}$ model generated by using the equivalent DQ model with the two auxiliary nodes outside the physical EDQ element. For this transformation, $\{\tilde{\pi}\}$ and $[T]$ in Eq. (2.106) are expressed by

$$
\begin{equation*}
\{\tilde{\pi}\}=\left\lfloor\pi_{2} \frac{d \pi_{2}}{d \xi} \pi_{3} \ldots \pi_{N-2} \pi_{N-1} \frac{d \pi_{N-1}}{d \xi}\right\rfloor^{T} \tag{2.110}
\end{equation*}
$$

and


Physical $C^{1}-C^{0}-C^{1}$ EDQ Element
Fig. 2.2. $C^{1}-C^{0}-C^{1}$ EDQ model generated by using the equivalent DQ model with two auxiliary nodes outside the physical EDQ model.

$$
[T]=\left[\begin{array}{ccccccc}
0 & 1 & 0 & \cdots & 0 & 0 & 0  \tag{2.111}\\
\bar{D}_{21}^{\xi} & \bar{D}_{22}^{\xi} & \bar{D}_{23}^{\xi} & \cdots & \bar{D}_{2(N-2)}^{\xi} & \bar{D}_{2(N-1)}^{\xi} & \bar{D}_{2 N}^{\xi} \\
0 & 0 & 1 & \cdots & 0 & 0 & 0 \\
\cdot & \cdot & \cdot & \cdots & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdots & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdots & \cdot & \cdot & \cdot \\
0 & 0 & 0 & \cdots & 1 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 1 & 0 \\
\bar{D}_{(N-1) 1}^{\xi} & \bar{D}_{(N-1) 2}^{\xi} & \bar{D}_{(N-1) 3}^{\xi} & \cdots & \bar{D}_{(N-1)(N-2)}^{\xi} & \bar{D}_{(N-1)(N-1)}^{\xi} & \bar{D}_{(N-1) N}^{\xi}
\end{array}\right]
$$

Assume that $D_{\alpha i}^{\xi^{m}}$ are weighting coefficients for the $C^{1}-C^{0}-C^{1}$ EDQ model defined on the natural space. By using the fact that the derivatives with respect to the local element based physical coordinates at the $\hat{N}$ grid nodes are the same for both the $C^{1}-C^{0}-C^{1}$ EDQ model and the DQ model, the following relation can be obtained

$$
\begin{equation*}
\bar{D}_{\alpha i}^{\xi^{m}} \pi_{i}=D_{\alpha i}^{\xi^{m}} \tilde{\pi}_{i}, \quad \alpha=1,2, \ldots, \hat{N} ; i=1,2, \ldots, \bar{N} \tag{2.112}
\end{equation*}
$$

The introduction of Eq. (2.106) into the above equation leads to the following transformation equation for calculating the weighting coefficients for the $C^{1}-$ $C^{0}-C^{1}$ EDQ model

$$
\begin{equation*}
D_{\alpha i}^{\xi^{m}}=\bar{D}_{\alpha j}^{\xi_{j i}^{m}} T_{j i}^{-1}, \quad \alpha=1,2, \ldots, \hat{N} ; i=1,2, \ldots, \bar{N} \tag{2.113}
\end{equation*}
$$

$D_{\alpha i}^{\xi^{m}}$ is a $\hat{N} \times \bar{N}$ matrix with $\hat{N}=\bar{N}-2$. For applying the $C^{1}-C^{0}-C^{1} \mathrm{EDQ}$ model to the DQEM analysis, the physical first order derivatives at the two EDQ element boundary nodes are discrete EDQ parameters. Consequently, the elements of the second and last columns of the related EDQ weighting coefficient matrix $D_{\alpha i}^{\xi^{m}}$ need to be multiplied by $l$.

### 2.7.2 $C^{2}-C^{0}-C^{2}$ EDQ Model

Consider the $C^{2}-C^{0}-C^{2}$ EDQ model with each of the two boundary nodes having three DOF of the function variable and its first and second order derivatives, and each of the interior nodes having only one DOF of the function variable. This EDQ model can automatically set the kinematic transition conditions and the continuity of the second order derivatives of displacements on the inter-element boundary of two adjacent elements and the kinematic boundary conditions and the bending moment related natural boundary condition for the DQEM analysis of flexural deformation problems of structures.

To obtain the $C^{2}-C^{0}-C^{2}$ EDQ model, two DOF of two nodes of the equivalent DQ model close to a boundary node of the physical $C^{2}-C^{0}-C^{2}$ EDQ model have to be transformed to the two DOF representing the first order and second order derivatives at the related EDQ element boundary node. These two nodes can be either inside or outside the physical $C^{2}-C^{0}-C^{2}$ EDQ model. For illustration, the one of transforming the four DOF of four equivalent physical DQ nodes inside the related physical $C^{2}-C^{0}-C^{2}$ EDQ model is introduced. Figure 2.3 shows the $C^{2}-C^{0}-C^{2}$ EDQ model generated by using the equivalent DQ model with the four auxiliary nodes inside the physical EDQ element. The transformation relation between the $C^{2}-C^{0}-C^{2}$ EDQ model and the equivalent DQ model is also represented by Eq. (2.106) with

$$
\begin{equation*}
\{\tilde{\pi}\}=\left\lfloor\pi_{1} \frac{d \pi_{1}}{d \xi} \frac{d^{2} \pi_{1}}{d \xi^{2}} \pi_{4} \ldots \pi_{N-3} \pi_{N} \frac{d \pi_{N}}{d \xi} \frac{d^{2} \pi_{N}}{d \xi^{2}}\right\rfloor^{T} \tag{2.114}
\end{equation*}
$$

and

$$
[T]=\left[\begin{array}{ccccccccc}
1 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0  \tag{2.115}\\
\bar{D}_{11}^{\xi} & \bar{D}_{12}^{\xi} & \bar{D}_{13}^{\xi} & \bar{D}_{14}^{\xi} & \cdots & \bar{D}_{1(N-3)}^{\xi} & \bar{D}_{1(N-2)}^{\xi} & \bar{D}_{1(N-1)}^{\xi} & \bar{D}_{1 N}^{\xi} \\
\bar{D}_{11}^{\xi^{2}} & \bar{D}_{12}^{\xi^{2}} & \bar{D}_{13}^{\xi^{2}} & \bar{D}_{14}^{\xi^{2}} & \cdots & \bar{D}_{1(N-3)}^{\xi^{2}} & \bar{D}_{1(N-2)}^{\xi^{2}} & \bar{D}_{1(N-1)}^{\xi^{2}} & \bar{D}_{1 N}^{\xi^{2}} \\
0 & 0 & 0 & 1 & \cdots & 0 & 0 & 0 & 0 \\
\cdot & \cdot & \cdot & \cdot & \cdots & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdots & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdots & \cdot & \cdot & \cdot & \cdot \\
0 & 0 & 0 & 0 & \cdots & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 1 \\
\bar{D}_{N 1}^{\xi} & \bar{D}_{N 2}^{\xi} & \bar{D}_{N 3}^{\xi} & \bar{D}_{N 4}^{\xi} & \cdots & \bar{D}_{N(N-3)}^{\xi} & \bar{D}_{N(N-2)}^{\xi} & \bar{D}_{N(N-1)}^{\xi} & \bar{D}_{N N}^{\xi} \\
\bar{D}_{N 1}^{\xi^{2}} & \bar{D}_{N 2}^{\xi^{2}} & \bar{D}_{N 3}^{\xi^{2}} \bar{D}_{N 4}^{\xi^{2}} & \cdots & \bar{D}_{N(N-3)}^{\xi^{2}} & \bar{D}_{N(N-2)}^{\xi^{2}} & \bar{D}_{N(N-1)}^{\xi^{2}} & \bar{D}_{N N}^{\xi^{2}}
\end{array}\right]
$$

Using [ $T$ ] in Eq. (2.113), the weighting coefficients for the $C^{2}-C^{0}-$ $C^{2} \mathrm{EDQ}$ model can be obtained with $\hat{N}=\bar{N}-4$. For applying the $C^{2}-$ $C^{0}-C^{2}$ EDQ model to the DQEM analysis, the physical first and second order derivatives at the two EDQ element boundary nodes are discrete EDQ parameters. Consequently, the elements of the second and $(\bar{N}-1)$ th columns of the related EDQ weighting coefficient matrix $D_{\alpha i}^{\xi^{m}}$ need to be multiplied by $l$, and the elements of the third and last columns need to be multiplied by $l^{2}$.


Fig. 2.3. $C^{2}-C^{0}-C^{2}$ EDQ model generated by using the equivalent DQ model with four auxiliary nodes inside the physical EDQ model.

### 2.7.3 $C^{1}-C^{0}$ EDQ Model

Consider the $C^{1}-C^{0}$ EDQ model with the first node having two DOF of the function variable and its first derivative, and each of the other nodes having only one DOF of the function variable. This EDQ model can automatically set the initial conditions of each integration step for the EDQ based step-by-step direct time integration method for solving transient structural problems.

To obtain the $C^{1}-C^{0} \mathrm{EDQ}$ model, one DOF of one node of the equivalent physical DQ model close to the first node of the related physical EDQ model have to be transformed to the DOF representing the first order derivative at the first node of the physical $C^{1}-C^{0} \mathrm{EDQ}$ model. This node can be either inside or outside the physical $C^{1}-C^{0} \mathrm{EDQ}$ element. For illustration, the one of transforming the DOF of one node of the equivalent physical DQ model outside the physical $C^{1}-C^{0}$ EDQ model is introduced. Figure 2.4 shows the $C^{1}-C^{0}$ EDQ model generated by using the equivalent DQ model with the one auxiliary node outside the physical EDQ element. The transformation relation between the $C^{1}-C^{0}$ EDQ model and the DQ model is also represented by Eq. (2.106) with

$$
\begin{equation*}
\{\tilde{\pi}\}=\left\lfloor\pi_{2} \frac{d \pi_{2}}{d \xi} \pi_{3} \ldots \pi_{N-1} \pi_{N}\right\rfloor^{T} \tag{2.116}
\end{equation*}
$$



Fig. 2.4. $C^{1}-C^{0} E D Q$ model generated by using the equivalent DQ model with one auxiliary node inside the physical EDQ model.
and

$$
[T]=\left[\begin{array}{cccccc}
0 & 1 & 0 & \cdots & 0 & 0  \tag{2.117}\\
\bar{D}_{21}^{\xi} & \bar{D}_{22}^{\xi} & \bar{D}_{23}^{\xi} & \cdots & \bar{D}_{2(N-1)}^{\xi} & \bar{D}_{2 N}^{\xi} \\
0 & 0 & 1 & \cdots & 0 & 0 \\
. & . & . & \cdots & . & \cdot \\
. & . & . & \cdots & . & \cdot \\
. & . & . & \cdots & . & . \\
0 & 0 & 0 & \cdots & 1 & 0 \\
0 & 0 & 0 & \cdots & 0 & 1
\end{array}\right]
$$

Using $[T]$ in Eq. (2.113), the weighting coefficients for the $C^{1}-C^{0}$ EDQ model can be obtained with $\hat{N}=\bar{N}-1$. For applying the $C^{1}-C^{0}$ EDQ model to the transient structural analysis, the physical first order derivative at the first EDQ element boundary node is a discrete EDQ parameter. Consequently, the elements of the second column of the related EDQ weighting coefficient matrix $D_{\alpha i}^{\xi^{m}}$ need to be multiplied by $l$.

Table 2.5 The first four frequency factors of a clamped square plate solved by the DQEM using the $C^{1}-C^{0}-C^{1}$ EDQ model generated by using the equivalent DQ model with two auxiliary nodes inside the physical EDQ model

| Order of <br> appr. | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| 6 | $.368344 \times 10^{2}$ | $.650341 \times 10^{2}$ | $.650341 \times 10^{2}$ | $.901151 \times 10^{2}$ |
| 8 | $.360286 \times 10^{2}$ | $.796985 \times 10^{2}$ | $.796985 \times 10^{2}$ |  |
| 10 | $.359929 \times 10^{2}$ | $.730596 \times 10^{2}$ | $.730596 \times 10^{2}$ | $.105345 \times 10^{3}$ |
| Leissa's sol. | $.35992 \times 10^{2}$ | $.73413 \times 10^{2}$ | $.73413 \times 10^{2}$ | $.10827 \times 10^{3}$ |

Table 2.6 The first four frequency factors of a clamped square plate solved by the DQEM using the $C^{1}-C^{0}-C^{1}$ EDQ model generated by using the equivalent DQ model with two auxiliary nodes outside the physical EDQ model

| Order of <br> appr. | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| 4 | $.3475629 \times 10^{2}$ |  |  |  |
| 6 | $.3630833 \times 10^{2}$ | $.7160144 \times 10^{2}$ | $.7160144 \times 10^{2}$ | $.1022950 \times 10^{3}$ |
| 8 | $.3600669 \times 10^{2}$ | $.7433538 \times 10^{2}$ | $.7433538 \times 10^{2}$ | $.1097962 \times 10^{3}$ |
| 10 | $.3599020 \times 10^{2}$ | $.7335022 \times 10^{2}$ | $.7335022 \times 10^{2}$ | $.1082930 \times 10^{3}$ |
| Leissa's sol. | $.35992 \times 10^{2}$ | $.73413 \times 10^{2}$ | $.73413 \times 10^{2}$ | $.10827 \times 10^{3}$ |

The free vibration of the clamped square plate was analyzed by using one DQEM element. The problem was solved by using the $C^{1}-C^{0}-C^{1}$ EDQ model generated by using both of the equivalent Lagrange DQ models with equally spaced nodes and with the two auxiliary nodes inside and outside the physical EDQ model. Let $a, \delta, D$ and $\rho$ denote the edge length, thickness, flexural rigidity and mass density of a square plate. Also let the natural frequency $\omega_{n}$ of the $n$th vibration mode be expressed by $\omega_{n}=\frac{C_{n}}{a^{2}} \sqrt{\frac{D}{\rho \delta}}$ with $C_{n}$ the frequency factor. The first four frequency factors obtained by the two DQEM models are listed in Tables 2.5 and 2.6 , separately. They are compared with the results obtained by Leissa [57].

## DQEM Analysis of One-Dimensional Elasticity Problems

This chapter introduces the DQEM analysis procedures to the solution of static deformation and vibration of nonprismatic bar structures. The mapping technique is adopted. Consequently, the computation of weighting coefficients for every element is not necessary. DQ is used to carry out the element basis discretization.

A direct assemblage procedure of assembling discrete governing equations defined at interior discrete points of an element, and discrete element boundary forces, expressed by elementary displacement parameters for establishing the natural transition condition on the inter-element boundary of two adjacent elements or natural boundary condition on the natural boundary, are directly assembled to the overall algebraic equation system based on an element by element procedure. Consequently, an element basis explicit element stiffness equation is not necessary to be formed for each element.

The solution strategies and implementation of DQEM computer program are also introduced.

### 3.1 Static Deformation of Bars

The governing differential equilibrium equation of one-dimensional elasticity problems is

$$
\begin{equation*}
\frac{d}{d x}\left(E A \frac{d u}{d x}\right)=-f \tag{3.1}
\end{equation*}
$$

where $u$ is axial displacement, $E$ is Young's modulus, $A$ is the area of cross section and $f$ is the distributed axial force. Let $L$ denote the length of the bar. The boundary conditions at the natural boundary $x_{\sigma}$ and kinetic boundary $x_{u}$ of domain $0 \leq x \leq L$ are

$$
\begin{equation*}
\left.E A \frac{d u}{d x}\right|_{x=x_{\sigma}}=\left.\bar{P}\right|_{x=x_{\sigma}} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.u\right|_{x=x_{u}}=\left.\bar{u}\right|_{x=x_{u}} \tag{3.3}
\end{equation*}
$$

where $\bar{u}$ is the prescribed displacement and $\bar{P}$ is the concentrated boundary load.

### 3.1.1 DQEM Formulation

The governing differential equilibrium equation and boundary conditions are defined on the physical coordinate system, while the differential quadrature discretization is carried out on the natural coordinate system. Therefore, in using the differential quadrature technique to discretize the governing differential equilibrium equation and boundary conditions, the transformation operations of coordinates and derivatives of displacement between two different coordinate systems have to be carried out. Figure 3.1 shows the mapping


Fig. 3.1. Mapping of element configuration
of a parent element onto a physical element. The physical coordinate $x^{e}$ can be written as:

$$
\begin{equation*}
x^{e}=(0.5-\xi) x_{1}^{e}+(0.5+\xi) x_{N}^{e}{ }^{e} \tag{3.4}
\end{equation*}
$$

where $x_{1}^{e}$ and $x_{N e}^{e}$ are the coordinates of first node and $N^{e}$ th node, respectively, of a $N^{e}$-node element and $\xi$ the natural coordinate. It should be noted that the range of the parent element is $-0.5 \leq \xi \leq 0.5$. Using Eq. (3.4), the differential of $x^{e}$ can be expressed as:

$$
\begin{equation*}
d x^{e}=\left(x_{N e}^{e}-x_{1}^{e}\right) d \xi=J^{e} d \xi \tag{3.5}
\end{equation*}
$$

where $J^{e}=x_{N}^{e}{ }^{e}-x_{1}^{e}=l^{e}$ is the Jacobian and $l^{e}$ is the length of the element. From the above equation, the following relation can be obtained

$$
\begin{equation*}
\frac{d \xi}{d x^{e}}=\frac{1}{J^{e}}=\frac{1}{x_{N e}^{e}-x_{1}^{e}} \tag{3.6}
\end{equation*}
$$

Then the first and second order derivatives of element displacement $u^{e}$ with respect to $x^{e}$ can be written as:

$$
\begin{equation*}
\frac{d u^{e}}{d x^{e}}=\frac{1}{J^{e}} \frac{d u^{e}}{d \xi} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d^{2} u^{e}}{d\left(x^{e}\right)^{2}}=\frac{1}{\left(J^{e}\right)^{2}} \frac{d^{2} u^{e}}{d \xi^{2}} \tag{3.8}
\end{equation*}
$$

The DQ model which only uses the displacements at element nodes to define the discretization of the first and second order derivatives of element displacement $u^{e}$ with respect to the local coordinate $x^{e}$ at node points is adopted.

The equilibrium conditions of interior node points of all elements are used in constructing a discrete algebraic system for a problem. For elements having no distributed load, the number of nodes can be 2. Since Eq. (3.1) is a second order differential equation, without using a certain technique to calculate the two equivalent nodal loads for the distributed load of a two-node linear element and include them into the natural transition conditions or natural boundary conditions, the order of approximate displacement must at least be two and the element must at least have one node point at which the discrete element equilibrium equation is defined. The DQEM linear element is equivalent to the FEM linear element. For elements having a distributed load, the number of nodes must be larger than 2 in order to get an efficient convergence. The discrete element equilibrium equation at a node point $\alpha$ in an element $e$ can be expressed as

$$
\begin{align*}
& \frac{1}{\left(J^{e}\right)^{2}}\left[\frac{d(E A)_{(\alpha)}^{e}}{d \xi} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi}+(E A)_{(\alpha)}^{e} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi^{2}}\right] u_{\beta}^{e}=-f_{\alpha}^{e} \\
& \alpha=2,3, \ldots, N^{e}-1 \tag{3.9}
\end{align*}
$$

where $D_{\alpha \beta}^{e \xi^{m}}$ are weighting coefficients for the $m$ th order derivative with respect to $\xi$. In the above equation, the derivative of axial rigidity at the related node points can also be calculated by the DQ. It is especially useful if the distribution of $E A$ is not continuously differentiable up to the order of its derivative. The values of $E A$ at the $N^{e}$ element nodes are used to define the DQ discretization of the derivative. Then the derivative of $E A$ at a node $\alpha$ can be expressed by

$$
\begin{equation*}
\frac{d(E A)_{\alpha}^{e}}{d \xi}=\sum_{p=1}^{N^{e}} D_{\alpha p}^{e \xi}(E A)_{p}^{e} \tag{3.10}
\end{equation*}
$$

The internal axial stresses at node points in the element can be expressed by using the displacements

$$
\begin{equation*}
\sigma_{\alpha}^{e}=\frac{E^{e}}{J^{e}} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi} u_{\beta}^{e} \tag{3.11}
\end{equation*}
$$



Fig. 3.2. Equilibrium of forces at the inter-element boundary

The transition conditions of two adjacent elements are the continuity of displacements and the equilibrium of axial forces at the inter-element boundary. At the inter-element boundary of two adjacent elements $i$ and $i+1$, the condition of displacement continuity is expressed as:

$$
\begin{equation*}
u_{N^{i}}^{i}=u_{1}^{i+1} \tag{3.12}
\end{equation*}
$$

Let $P^{i, i+1}$ denote the concentrated axial force applied at the inter-element boundary $x=x^{i, i+1}$. The condition of force equilibrium can be established by referring to Fig. 3.2

$$
\begin{equation*}
P_{N^{i}}^{i}-P_{1}^{i+1}=P^{i, i+1} \tag{3.13}
\end{equation*}
$$

or

$$
\begin{equation*}
(E A)_{N^{i}}^{i} \frac{d u_{N^{i}}^{i}}{d x^{i}}-(E A)_{1}^{i+1} \frac{d u_{1}^{i+1}}{d x^{i+1}}=P^{i, i+1} \tag{3.14}
\end{equation*}
$$

The above equation can be discretized by using Eq. (3.7) and the DQ

$$
\begin{equation*}
\frac{(E A)_{N^{i}}^{i}}{J^{i}} \sum_{\alpha=1}^{N^{i}} D_{N^{i} \alpha}^{i \xi} u_{\alpha}^{i}-\frac{(E A)_{1}^{i+1}}{J^{i+1}} \sum_{\beta=1}^{N^{i+1}} D_{1 \beta}^{(i+1) \xi} u_{\beta}^{i+1}=P^{i, i+1} \tag{3.15}
\end{equation*}
$$

Letting element $n$ be an element having one or more nodes on the natural boundary, the natural boundary condition represented by Eq. (3.2) can be discretized which shows to have the following form:

$$
\begin{equation*}
\frac{(E A)_{I^{n}}^{n}}{J^{n}} \sum_{\beta=1}^{N^{n}} D_{I^{n}}^{n \xi} u_{\beta}^{n}=\left.\bar{P}\right|_{x=x_{\sigma}}, \quad I^{n}=1 \quad \text { or } \quad=N^{n} \tag{3.16}
\end{equation*}
$$

Also letting element $m$ be an element having one or more nodes on the kinematic boundary, the discrete description of Eq. (3.3) is

$$
\begin{equation*}
u_{I^{m}}^{m}=\left.\bar{u}\right|_{x=x_{u}}, \quad I^{m}=1 \quad \text { or } \quad N^{m} \tag{3.17}
\end{equation*}
$$

### 3.1.2 Assemblage and Solution

Keeping the kinematic transition conditions (3.12) in mind, assembling the discrete element equilibrium equations (3.9) for elements having more than two nodes, the discrete natural transition conditions (3.15), and the discrete
natural boundary conditions (3.16) for the boundary elements with natural boundary, an overall discrete equilibrium/transition/boundary equation can be obtained. It is the overall stiffness equation of the DQEM. This stiffness equation is expressed by

$$
\begin{equation*}
[K]\{D\}=\{R\} \tag{3.18}
\end{equation*}
$$

where $[K]$ is the overall stiffness matrix, $\{D\}$ is the overall displacement vector and $\{R\}$ is the overall load vector. Considering the discrete kinematic boundary condition (3.17) and using a certain solver, the overall linear algebraic system can be solved to obtain displacements at all node points.

Like FEM, the assemblage is based on an element by element procedure. When assembling the discrete equations of element $e$, the discrete element equilibrium equations (3.9) and the two discrete element boundary forces, expressed by displacements, at the two element boundary nodes are directly assembled into the overall discrete equation system. This direct assembling procedure can reduce the computer costs required for the preprocessing phases. Consequently, an element basis explicit matrix equation, containing the discrete element equilibrium equations and the discrete element boundary forces placed at the first and last rows, is not necessary to be formed in the assembling process. This element basis explicit matrix equation is an element stiffness equation. Using Eqs. (3.9) and (3.11), this equation can be expressed by

$$
\begin{aligned}
& {\left[\begin{array}{c}
-\frac{(E A)^{e}}{J^{e}} D_{11}^{e \xi} \\
\frac{1}{\left(J^{e}\right)^{2}}\left[\frac{d(E A)_{2}^{e}}{d \xi} D_{21}^{e \xi}+(E A)_{2}^{e} D_{21}^{e \xi^{2}}\right] \\
\cdot \\
\cdot \\
\cdot \\
\left(J^{e}\right)^{2}
\end{array}\left[\frac{d(E A)_{\left(N^{e}-1\right)}^{e} D^{e \xi}}{d \xi} D_{\left(N^{e}-1\right) 1}^{e \xi}+(E A)_{\left(N^{e}-1\right)}^{e} D_{\left(N^{e}-1\right) 1}^{e \xi^{2}}\right]\right.} \\
& \begin{array}{c}
-\frac{(E A)^{e}}{J^{e}} D_{12}^{e \xi} \\
\frac{1}{\left(J^{e}\right)^{2}}\left[\frac{d(E A)_{2}^{e}}{d \xi} D_{22}^{e \xi}+(E A)_{2}^{e} D_{22}^{e \xi^{2}}\right]
\end{array} \\
& \frac{1}{\left(J^{e}\right)^{2}}\left[\frac{d(E A)_{\left(N^{e}-1\right)}^{e}}{d \xi} D_{\left(N^{e}-1\right) 2}^{e \xi}+(E A)_{\left(N^{e}-1\right)}^{e} D_{\left(N^{e}-1\right) 2}^{e \xi^{2}}\right] \\
& \frac{(E A)^{e}}{J^{e}} D_{N^{e} 2}^{e \xi}
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{(E A)^{e}}{J^{e}} D_{1\left(N^{e}-1\right)}^{e \xi} \\
& \frac{1}{\left(J^{e}\right)^{2}}\left[\frac{d(E A)_{2}^{e}}{d \xi} D_{2\left(N^{e}-1\right)}^{e \xi}+(E A)_{2}^{e} D_{2\left(N^{e}-1\right)}^{e \xi^{2}}\right] \\
& \frac{1}{\left(J^{e}\right)^{2}}\left[\frac{d(E A)_{\left(N^{e}-1\right)}^{e}}{d \xi} D_{\left(N^{e}-1\right)\left(N^{e}-1\right)}^{e \xi}+(E A)_{\left(N^{e}-1\right)}^{e} D_{\left(N^{e}-1\right)\left(N^{e}-1\right)}^{e \xi^{2}}\right] \\
& \frac{(E A)^{e}}{J^{e}} D_{N^{e}\left(N^{e}-1\right)}^{e \xi}
\end{aligned}
$$

$$
\begin{align*}
& =\left\{\begin{array}{c}
-(A \sigma)_{1}^{e} \\
-f_{2}^{e} \\
\cdot \\
\cdot \\
\cdot \\
-f_{N}^{e}{ }_{N}^{e-1} \\
(A \sigma)_{N^{e}}^{e}
\end{array}\right\} \tag{3.19}
\end{align*}
$$

or

$$
\begin{equation*}
\left[k^{e}\right]\left\{\delta^{e}\right\}=\left\{r^{e}\right\} \tag{3.20}
\end{equation*}
$$

where $\left[k^{e}\right]$ is a $N^{e} \times N^{e}$ element stiffness matrix,

$$
\left\{\delta^{e}\right\}=\left\lfloor\begin{array}{lllllll}
u_{1}^{e} & u_{2}^{e} & \cdot & \cdot & \cdot & u_{N^{e}-1}^{e} & u_{N^{e}}^{e} \tag{3.21}
\end{array}\right\rfloor^{T}
$$

is the element displacement vector, and

$$
\left\{r^{e}\right\}=\left\lfloor\begin{array}{lllll}
-(A \sigma)_{1}^{e} & -f_{2}^{e} & \ldots & -f_{N^{e}-1}^{e} & (A \sigma)_{N^{e}}^{e} \tag{3.22}
\end{array}\right\rfloor^{T}
$$

is the element load vector. As Eq. (3.20) contains discrete resultant forces at the two element boundary nodes, equilibriums of resultant forces and external forces at the inter-element boundary of two adjacent elements and the natural boundary are exactly satisfied. Consequently, the DQEM is different from FEM which needs to form the element stiffness equation, and which neglects the exact equilibriums.

Equation (3.18) can be partitioned into the following form:

$$
\left[\begin{array}{c}
{\left[K_{11}\right]\left[K_{12}\right]}  \tag{3.23}\\
{\left[K_{21}\right]\left[K_{22}\right]}
\end{array}\right]\left\{\begin{array}{l}
\left\{D_{1}\right\} \\
\left\{D_{2}\right\}
\end{array}\right\}=\left\{\begin{array}{l}
\left\{R_{1}\right\} \\
\left\{R_{2}\right\}
\end{array}\right\}
$$

where $\left\{D_{1}\right\}$ is the column vector consisting of all unknown displacements at the nodes with $\left\{R_{1}\right\}$ the related load vector, $\left\{D_{2}\right\}$ is the column vector consisting of all prescribed nodal displacements with $\left\{R_{2}\right\}$ the related column vector consisting of all reaction forces. From the upper part of Eq. (3.23), the unknown displacements can be obtained by solving the following equation

$$
\begin{equation*}
\left[K_{11}\right]\left\{D_{1}\right\}=\left\{R_{1}\right\}-\left[K_{12}\right]\left\{D_{2}\right\} \tag{3.24}
\end{equation*}
$$

The reaction forces can then be computed by using the lower part of Eq. (3.23)

$$
\begin{equation*}
\left\{R_{2}\right\}=\left[K_{21}\right]\left\{D_{1}\right\}+\left[K_{22}\right]\left\{D_{2}\right\} \tag{3.25}
\end{equation*}
$$

### 3.1.3 Implementation of DQEM Computer Program

When implementing the DQEM analysis program, it is necessary to consider the effective use of computer memory units and computational efficiency. The overall stiffness matrix in the overall stiffness equation is sparse. Consequently, various techniques considering the sparseness can be incorporated into the solver to minimize the computer memory requirements, number of arithmetical operations and round off error [58-61]. Many of the developed compact storage techniques can be used to the DQEM analysis.

The linear equation systems existing in the DQEM analysis can be solved by using a certain direct or iterative solver. The most commonly used direct solvers are Gauss elimination, Cholesky decomposition and frontal method. Various techniques including various pivotal strategies, sparse implementation strategies, the domain decomposition and the parallel implementation can be considered in implementing an efficient direct solution procedure into a computer program [62-72, 82]. There are also many iterative solvers that can be used to solve a linear equation system [73-75]. Among the indirect solvers the preconditioned conjugate gradient (PCG) methods are very attractive [76-79]. In solving large linear equation systems, the PCG methods can offer promising performances due to the substantial reductions in computer memory requirements and the function of taking the advantage of vector and parallel processing strategies on computers that support these features [80]. The iterative solvers possess a relatively high degree of natural concurrency, with the predominant operations in PCG algorithms being saxpy operations, inner products and matrix-vector multiplications. Among the PCG algorithms, the stabilized and accelerated version of the biconjugate gradient method, which is an extension of the conjugate gradient method, is one of the most commonly used iterative solvers. There is also a predictor-corrector iteration procedure which cab be used to efficiently solve equation systems [84]. It is an explicit iteration procedure in the nonlinear iteration. Instead of using an assembled overall equivalent stiffness matrix, this method only uses
the diagonal elements of the overall stiffness matrix to predict the incremental displacement vector in carrying out the iterative solution. Consequently, only the diagonal elements of the element equivalent stiffness matrices are needed to be calculated. Thus the computer memory requirement can be minimized.

The adoption of techniques for reducing computer memory requirements and the use of vector and parallel processing strategies on computers that support these features can raise the performance of the computer program [81-83]. When implementing the DQEM analysis program, various phases including preprocessing, calculation of elemental discrete equations, incorporation of boundary conditions, solution of system equations and postprocessing can be parallelized. However, the assembly of elemental discrete equations cannot take the advantage of parallel operation efficiently.

### 3.1.4 Problems

Figure 3.3 shows a bar subjected to a quartically distributed force. In the analysis, Lagrange DQ model with equally spaced nodes is used. The elements are also equally spaced. Numerical results of displacement at the free end and axial stress at the fixed end are summarized and listed in Table 3.1. It shows that the results can converge fast to exact solutions by either increasing the number of elements or the nodes per element. It also shows that the convergence performs better by increasing the nodes per element.


Fig. 3.3. A bar subjected to a quartically distributed force

### 3.2 Free Vibration of Bars

Let $\omega$ and $\rho$ denote the natural frequency and mass density, respectively. By using $U$ to replace $u$ and represent the modal displacement of the vibration, and the inertia force $\rho A \omega^{2} u$ to replace the distributed external load in the static equilibrium equation, the governing differential eigenvalue equation of free vibration of bars can be expressed by

$$
\begin{equation*}
\frac{d}{d x}\left(E A \frac{d U}{d x}\right)+\rho A \omega^{2} U=0 \tag{3.26}
\end{equation*}
$$

Table 3.1. Convergence of the numerical results of a bar subjected to a quartically distributed force

| Nodes per <br> element | Number of <br> elements | Displacement <br> at end $b$ | Stress <br> at end $a$ |
| :--- | :--- | :--- | :--- |
| 3 | 1 | $.20000 \times 10^{1}$ | $.20000 \times 10^{1}$ |
|  | 2 | $.76250 \times 10^{1}$ | $.51250 \times 10^{1}$ |
|  | 4 | $.98516 \times 10^{1}$ | $.60703 \times 10^{1}$ |
| 5 | 8 | $.10459 \times 10^{2}$ | $.63169 \times 10^{1}$ |
|  | 1 | $.95000 \times 10^{1}$ | $.61667 \times 10^{1}$ |
|  | 2 | $.10594 \times 10^{2}$ | $.63854 \times 10^{1}$ |
| 7 | 4 | $.10662 \times 10^{2}$ | $.63991 \times 10^{1}$ |
|  | 8 | $.10666 \times 10^{2}$ | $.63999 \times 10^{1}$ |
| Exact solution | 1 | $.10067 \times 10^{2}$ | $.64000 \times 10^{1}$ |

Assume that a concentrated mass $\tilde{M}^{n}$ is attached to the natural boundary. By using the inertia force $\tilde{M}^{n} \omega^{2} U^{n}$ to replace the concentrated external load applied to the natural boundary, the natural boundary conditions can be expressed as

$$
\begin{equation*}
E A \frac{d U}{d x}-\nu^{n} \tilde{M} \omega^{2} U=0 \tag{3.27}
\end{equation*}
$$

where $\nu^{n}$ equals 1 for the right boundary and equals -1 for the left boundary.

### 3.2.1 DQEM Formulation

For better convergence, the element nodes must be more than two with the extra nodes used to define discrete element eigenvalue equations at the related locations. The differential eigenvalue equation at a node point $\alpha$ in an element $e$ can be discretized by using the DQ

$$
\begin{align*}
& \frac{1}{\left(J^{e}\right)^{2}}\left[\frac{d(E A)_{(\alpha)}^{e}}{d \xi} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi}+(E A)_{(\alpha)}^{e} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi^{2}}\right] U_{\beta}^{e}+(\rho A)_{(\alpha)}^{e} \omega^{2} U_{\alpha}^{e}=0, \\
& \alpha=2,3, \ldots, N^{e}-1 \tag{3.28}
\end{align*}
$$

The internal axial stresses at node points in the element can be expressed by using the modal displacement $U_{\beta}^{e}$ to replace $u_{\beta}^{e}$ in Eq. (3.11). Assume that a concentrated mass $\tilde{M}^{i, i+1}$ is attached to the inter-element boundary of two adjacent element $i$ and $i+1$. By using the inertia force $\omega^{2} \tilde{M}^{i, i+1} U^{i, i+1}$ to
replace the externally applied load $P^{i, i+1}$ in Eq. (3.13), the following dynamic equilibrium condition at the inter-element boundary can be obtained

$$
\begin{equation*}
\left[(E A)_{N^{i}}^{i} \frac{d U_{N^{i}}^{i}}{d x^{i}}-(E A)_{1}^{i+1} \frac{d U_{1}^{i+1}}{d x^{i+1}}\right]-\tilde{M}^{i, i+1} \omega^{2} U^{i, i+1}=0 \tag{3.29}
\end{equation*}
$$

The above equation can be discretized by using DQ

$$
\begin{equation*}
\frac{(E A)_{N^{i}}^{i}}{J^{i}} \sum_{\alpha=1}^{N^{i}} D_{N_{i_{\alpha}}}^{i \xi} U_{\alpha}^{i}-\frac{(E A)_{1}^{i+1}}{J^{i+1}} \sum_{\beta=1}^{N^{i+1}} D_{1 \beta}^{(i+1) \xi} U_{\beta}^{i+1}-\tilde{M}^{i, i+1} \omega^{2} U_{N^{i}}^{i}=0 \tag{3.30}
\end{equation*}
$$

The natural boundary condition represented by Eq. (3.27) can also be discretized which shows to have the following form:

$$
\begin{equation*}
\frac{(E A)_{I^{n}}^{n}}{J^{n}} \sum_{\beta=1}^{N^{n}} D_{I^{n} \beta}^{n \xi} U_{\beta}^{n}-\nu^{n} \tilde{M} \omega^{2} U_{I^{n}}^{n}=0, \quad I^{n}=1 \text { or } \quad N^{n} \tag{3.31}
\end{equation*}
$$

### 3.2.2 Assemblage and Solution

Keeping the kinematic transition condition (3.12) in mind, assembling the discrete element eigenvalue equations (3.28) for all elements, the discrete natural transition conditions (3.30), and the discrete natural boundary conditions (3.31), the overall discrete eigenvalue equation system can be obtained. Considering the discrete kinematic boundary condition (3.17), the overall discrete eigenvalue equation system can be expressed as

$$
\begin{equation*}
\left([K]-\omega^{2}[M]\right)\{\tilde{D}\}=\{0\} \tag{3.32}
\end{equation*}
$$

where $[K]$ is the overall stiffness matrix, $[M]$ the overall mass matrix and $\{\tilde{D}\}$ the overall modal displacement vector. $[K]$ is a sparse matrix. $[M]$ is a diagonal matrix with zeros appearing on-diagonal. The overall eigenvalue system is positive semidefinite.

Like FEM, the assemblage is based on an element by element procedure. When assembling the discrete equations of element $e$, the discrete element eigenvalue equations (3.28), and the two discrete element boundary forces of axial forces, expressed by modal displacements, at the two element boundary nodes are directly assembled into the overall discrete eigenvalue equation system. Consequently, an element basis explicit matrix equation, containing the discrete element eigenvalue equations and the discrete element boundary forces placed at the first and last rows, is not necessary to be formed in the assembling process. This element basis explicit matrix equation is an element eigenvalue equation which can be expressed by

$$
\begin{equation*}
\left(\left[\hat{k}^{e}\right]-\omega^{2}\left[\hat{m}^{e}\right]\right)\left\{\vartheta^{e}\right\}=\{0\} \tag{3.33}
\end{equation*}
$$

where $\left[\hat{k}^{e}\right]$ and $\left[\hat{m}^{e}\right]$ are $N^{e} \times N^{e}$ local element stiffness matrix and Local element mass matrix, respectively, and

$$
\left\{\vartheta^{e}\right\}=\left\lfloor\begin{array}{ccccc}
U_{1}^{e} & U_{2}^{e} & \ldots & U_{N^{e}-1}^{e} & U_{N^{e}}^{e} \tag{3.34}
\end{array}\right\rfloor^{T}
$$

is the local element modal displacement vector. As Eq. (3.33) contains discrete resultant forces at the two element boundary nodes, equilibriums of resultant forces and inertia forces at the inter-element boundary of two adjacent elements and the natural boundary are exactly satisfied in the assembling process. Consequently, the DQEM is different from FEM which needs to form the element eigenvalue equation, and which neglects the exact equilibriums.

### 3.2.3 Solution of Discrete Eigenvalue System

Equation (3.32) is a generalized eigenvalue problem with infinite frequencies existing. Premultiplication of equation (3.32) by $[K]^{-1}$ leads to

$$
\begin{equation*}
([A]-\lambda[I])\{\tilde{D}\}=\{0\} \tag{3.35}
\end{equation*}
$$

where $[A]=[K]^{-1}[M]$ and $\lambda=\frac{1}{\omega^{2}}$. Equation (3.35) can be solved by using either an exact solution technique or an approximate solution technique. If the order of the eigenvalue system is large, the approximation algorithms which calculate the eigenpairs in descending order can reduce the expense.

Some DOF can be condensed before solving Eq. (3.32). If no mass is attached to an inter-element boundary or natural boundary, the related modal displacement can also be condensed. This condensation technique is especially useful for solving the eigenvalue problem of vibration of Timoshenko beam structures by neglecting the rotary effect. The condensation treatment can reduce the size of eigenvalue system and CPU time required, drastically, with the sample solutions can be seen in Chapter 8. Considering the nonexistence of inertia forces for some component equations existing in Eq. (3.32), the equation can be rewritten as

$$
\left(\left[\begin{array}{c}
{\left[K_{a a}\right]\left[K_{a b}\right]}  \tag{3.36}\\
{\left[K_{b a}\right]\left[K_{b b}\right]}
\end{array}\right]-\omega^{2}\left[\begin{array}{c}
{\left[M_{a a}\right][0]} \\
{[0]}
\end{array}[0]\right] .\left[\begin{array}{l}
\left\{\tilde{D}_{a}\right\} \\
\left\{\tilde{D}_{b}\right\}
\end{array}\right\}=\left\{\begin{array}{l}
\{0\} \\
\{0\}
\end{array}\right\}\right.
$$

with $\left[M_{a a}\right]$ a diagonal matrix without zeros appearing on-diagonal. From the lower part of Eq. (3.36), the following relation can be obtained

$$
\begin{equation*}
\left\{\tilde{D}_{b}\right\}=-\left[K_{b b}\right]^{-1}\left[K_{b a}\right]\left\{\tilde{D}_{a}\right\} \tag{3.37}
\end{equation*}
$$

The substitution of Eq. (3.37) into the upper part of Eq. (3.36) yields

$$
\begin{equation*}
\left(\left[\bar{K}_{a a}\right]-\omega^{2}\left[M_{a a}\right]\right)\left\{\tilde{D}_{a}\right\}=\{0\} \tag{3.38}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[\bar{K}_{a a}\right]=\left[K_{a a}\right]+\left[K_{a b}\right]\left[K_{b b}\right]^{-1}\left[K_{b a}\right] \tag{3.39}
\end{equation*}
$$

Equation (3.38) can be treated and solved by the same procedure that transfers Eq. (3.32) into Eq. (3.35). It can also be solved by adopting the advantage of the diagonality of $\left[M_{a a}\right]$. Defining $\left[M_{a a}\right]=[L]^{2}$ and $\left\{\tilde{D}_{a}\right\}=[L]^{-1}\{Y\}$, substituting them into Eq. (3.38), and then premultiplying the resulting matrix equation by $[L]^{-1}$, the following eigenvalue problem can be obtained

$$
\begin{equation*}
\left([H]-\omega^{2}[I]\right)\{Y\}=\{0\} \tag{3.40}
\end{equation*}
$$

where $[H]=[L]^{-1}\left[\bar{K}_{a a}\right][L]^{-1}$. For economically solving a large eigenvalue problem, the approximation algorithms which calculate the eigenpairs in ascending order can be used.

In addition to the above condensation procedure, the efficiency of solving an eigenvalue system resulting from a DQEM problem can be improved, further, by considering the sparseness and partial extraction, and by adopting various existing numerical techniques [85-93].

### 3.2.4 Problems

In the analysis, Young's modulus $E$, mass density $\rho$, area of cross section $A$ and length of bar $L$ are all equal to 1 . The number of nodes is the same for all elements. The elements and nodes are equally spaced.

The free vibration of a fixed-free bar was solved. The natural frequencies obtained are listed in Table 3.2. They are compared with exact solutions [94]. It shows that the numerical results converge very fast by increasing either the

Table 3.2. Convergence of the first five natural frequencies of a fixed-free bar

| DOF per <br> element | Number of <br> elements | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ | $\omega_{4}$ | $\omega_{5}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 3 | 2 | 1.59005 | 4.88105 |  |  |  |
|  | 4 | 1.57579 | 4.83313 | 8.22315 | 10.8910 |  |
|  | 6 | 1.57303 | 4.77016 | 8.09335 | 11.5003 | 14.6432 |
| 5 | 8 | 1.57205 | 4.74560 | 7.99985 | 11.3571 | 14.7698 |
|  | 2 | 1.57053 | 4.65492 | 7.44257 | 9.71602 | 12.0789 |
|  | 4 | 1.57078 | 4.70839 | 7.80585 | 10.7509 | 13.6306 |
|  | 6 | 1.57079 | 4.71158 | 7.84390 | 10.9437 | 13.9647 |
| 7 | 8 | 1.57080 | 4.71213 | 7.85073 | 10.9785 | 14.0792 |
|  | 2 | 1.57080 | 4.71418 | 7.90301 | 11.3440 | 14.8300 |
|  | 4 | 1.57080 | 4.71242 | 7.85505 | 11.0055 | 14.1882 |
|  | 6 | 1.57080 | 4.71239 | 7.85399 | 10.9961 | 14.1419 |
| Exact solution | 8 | 1.57080 | 4.71239 | 7.85399 | 10.9957 | 14.1379 |

Table 3.3. Convergence of the first three natural frequencies of a fixed-free bar with a concentrated mass attached to the free end

| DOF per <br> element | Number of <br> elements | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| 5 | 2 | 0.86237 | 3.54315 | 6.91639 |
|  | 4 | 0.86059 | 3.44639 | 6.53406 |
| 7 | 2 | 0.86109 | 3.47654 | 6.60278 |
|  | 4 | 0.86044 | 3.43372 | 6.48289 |
|  | 6 | 0.86035 | 3.42814 | 6.45321 |
| Exact solution |  | 0.8602 | 3.4267 | 6.4373 |

number of elements or nodes per element. The problem is resolved by attaching a concentrated mass $M=1$ to the free end. The natural frequencies obtained are listed in Table 3.3. They are compared with exact solutions [94]. It also shows that the convergence of numerical results is excellent.

## DQEM Analysis of Euler-Bernoulli Beam Structures

Slender beam member is widely used in designing an engineering structure. Euler-Bernoulli beam theory describes the deformation behaviors of slender beam. In this chapter, the DQEM analysis models of static deflection, vibration and buckling of Euler-Bernoulli beam structures are introduced. Various EDQ models or DQ model can be used to carry out the element basis discretization.

### 4.1 Static Deflection of Euler-Bernoulli Beam

For reference in the sequel and for establishing notation, the equations of a nonprismatic Euler-Bernoulli beam resting on a Winkler elastic foundation are first summarized. Referring to Fig. 4.1, a $x-z$ Cartesian coordinate system with $x$-axis coincident with the beam's neutral axis is used to describe the problem. The governing differential equilibrium equation is


Fig. 4.1. Euler-Bernoulli beam on a Winkler foundation

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}}\left(E I \frac{d^{2} w}{d x^{2}}\right)+k w=-p \tag{4.1}
\end{equation*}
$$

where $w$ is the transverse displacement, $E$ is Young's modulus, $I$ is the moment of inertia of the cross-sectional area, $p$ is the distributed load and $k$ is the foundation modulus. The stress resultants of bending moment and shear force are

$$
\begin{equation*}
M=E I \frac{d^{2} w}{d x^{2}} \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
V=\frac{d}{d x}\left(E I \frac{d^{2} w}{d x^{2}}\right) \tag{4.3}
\end{equation*}
$$

respectively.

### 4.1.1 DQEM Formulation

For elements having no distributed load, the DOF of the element can be 4 . Since Eq. (4.1) is a fourth order differential equation, without using a certain technique to calculate the four equivalent nodal loads for the distributed load of a four-DOF cubic element and include them into the natural transition conditions or natural boundary conditions, the order of approximate displacement must at least be four and the element must at least have one discrete point for defining a discrete element equilibrium equation at the discrete point. The DQEM cubic element is equivalent to the FEM cubic element. For elements having distributed load, the number of DOF must be larger than 4 in order to get an efficient convergence. For elements having five or more DOF, discrete element equilibrium equations at $\bar{N}^{e}-4$ discrete points are defined, with $\bar{N}^{e}$ the number of DOF assigned to the element. The selection of the discrete points can be arbitrary. Considering that Young's modulus is constant in an element and that the range of the parent element is $0 \leq \xi \leq 1$, and substituting the mapping equation (3.5) and EDQ discretization equation (2.1) into Eq. (4.1), the following discrete element equilibrium equation at a discrete point $\alpha$ can be obtained

$$
\begin{align*}
& \frac{E^{e}}{\left(l^{e}\right)^{4}}\left[\frac{d^{2} I_{(\alpha)}^{e}}{d \xi^{2}} \sum_{\beta=1}^{\bar{N}^{e}} D_{\alpha \beta}^{e \xi^{2}}+2 \frac{d I_{(\alpha)}^{e}}{d \xi} \sum_{\beta=1}^{\bar{N}^{e}} D_{\alpha \beta}^{e \xi^{3}}+I_{(\alpha)}^{e} \sum_{\beta=1}^{\bar{N}^{e}} D_{\alpha \beta}^{e \xi^{4}}\right] \tilde{w}_{\beta}^{e} \\
& +k_{(\alpha)}^{e} w_{\alpha}^{e}=-p_{\alpha}^{e} \tag{4.4}
\end{align*}
$$

where $\tilde{w}_{\beta}^{e}$ represents the element displacement vector $\left\{\delta^{e}\right\}$,

$$
\begin{equation*}
\left\{\delta^{e}\right\}=\left\lfloor w_{1}^{e} \quad \cdot \quad \cdot \quad \ldots \quad . \quad . \quad w_{N^{e}}^{e} \quad \cdot \quad\right\rfloor^{T} \tag{4.5}
\end{equation*}
$$

where $w_{1}^{e}$ and $w_{N e}^{e}$ are lateral displacements at the first and last element nodes, respectively. It should be noted that DOF representing various orders
of derivatives with respect to the coordinate variable can also be assigned to the two element boundary nodes.

The internal bending moment and shear force at a discrete point $\alpha$ can be expressed by

$$
\begin{equation*}
M_{\alpha}^{e}=\frac{E^{e}}{\left(l^{e}\right)^{2}}\left(I_{(\alpha)}^{e} \sum_{\beta=1}^{\bar{N}^{e}} D_{\alpha \beta}^{e \xi^{2}}\right) \tilde{w}_{\beta}^{e} \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{\alpha}^{e}=\frac{E^{e}}{\left(l^{e}\right)^{3}}\left(\frac{d I_{(\alpha)}^{e}}{d \xi} \sum_{\beta=1}^{\bar{N}^{e}} D_{\alpha \beta}^{e \xi^{2}}+I_{(\alpha)}^{e} \sum_{\beta=1}^{\bar{N}^{e}} D_{\alpha \beta}^{e \xi^{3}}\right) \tilde{w}_{\beta}^{e} \tag{4.7}
\end{equation*}
$$

In Eqs. (4), (6) and (7), the derivatives of the section constant $I$ at the related discrete points can also be calculated by the DQ. It is especially useful if the distribution function of $I$ is not continuously differentiable up to the order of its derivative for which the derivatives of $I$ at a discrete point might not be able to be obtained by only carrying out the differential operation. The values of $I$ at the two element boundary nodes and some interior discrete points are used to define the DQ discretizations of the derivatives. The DQ discretization for the $m$ th order derivative of $I$ at a discrete point $\alpha$ is expressed by

$$
\begin{equation*}
\frac{d^{m} I_{\alpha}^{e}}{d \xi^{m}}=\sum_{i=1}^{\tilde{N}^{e}} \bar{D}_{\alpha i}^{e \xi^{m}} I_{i}^{e} \tag{4.8}
\end{equation*}
$$

where $\bar{D}_{\alpha i}^{e \xi^{m}}$ are weighting coefficients and $\tilde{N}^{e}$ is the number of nodes for defining the DQ discretization.

Four transition conditions at an inter-element boundary of two adjacent elements are also necessary for constructing the overall discrete equation system. These four transition conditions are the continuities of displacements and displacement gradients, and the equilibriums of moments and transverse forces at the inter-element boundary of two adjacent elements $i$ and $i+1$. The condition of displacement continuity is expressed as:

$$
\begin{equation*}
w_{N^{i}}^{i}=w_{1}^{i+1} \tag{4.9}
\end{equation*}
$$

where $N^{i}$ is the right boundary node of element $i$. Since the DOF representing the displacement is always assigned to the element boundary nodes, the above equation is always automatically satisfied, and the DOF can be used to define a discrete natural transition condition at the inter-element boundary of two adjacent elements or a discrete natural boundary condition at the natural boundary. The continuity of displacement gradient is

$$
\begin{equation*}
\frac{d w_{N^{i}}^{i}}{d x^{i}}-\frac{d w_{1}^{i+1}}{d x^{i+1}}=0 \tag{4.10}
\end{equation*}
$$

If the DOF representing the deflection slope at an element boundary node is assigned to the element boundary node, Eq. (4.10) is automatically satisfied,
and the DOF can be used to define a discrete natural transition condition at the inter-element boundary of two adjacent elements or a discrete natural boundary condition at the natural boundary in the DQEM analysis of flexural deflection of structures [34-35]. Otherwise, Eq. (4.10) needs to be discretized. The EDQ discretization of the above equation leads to

$$
\begin{equation*}
\frac{1}{l^{i}} \sum_{\beta=1}^{\bar{N}^{i}} D_{N^{i} \alpha}^{i \xi} \tilde{w}_{\alpha}^{i}-\frac{1}{l^{i+1}} \sum_{\beta=1}^{\bar{N}^{i+1}} D_{1 \beta}^{(i+1) \xi} \tilde{w}_{\beta}^{i+1}=0 \tag{4.11}
\end{equation*}
$$

Then, one DOF other than the DOF representing the displacement of element boundary nodes is required for defining the above discrete conformability condition, and two more DOF are necessary for defining the remaining two discrete natural transition conditions at the inter-element boundary of two adjacent elements or two discrete natural boundary conditions at the natural boundary. A representative application has been used to the DQEM analysis of flexural deflection of structures [20,22]. Figure 4.2 shows the equilibrium of moments, in which $M^{i, i+1}$ is the concentrated moment applied on the inter-element boundary. The equilibrium of moments is

$$
\begin{equation*}
-M_{N^{i}}^{i}+M_{1}^{i+1}=M^{i, i+1} \tag{4.12}
\end{equation*}
$$

Upon the substitution of Eq. (4.6) into Eq. (4.12), the following discretized equation can be obtained

$$
\begin{equation*}
-\frac{E^{i} I_{N^{i}}^{i}}{\left(l^{i}\right)^{2}} \sum_{\alpha=1}^{\bar{N}^{i}} D_{N^{i} \alpha}^{i \xi^{2}} \tilde{w}_{\alpha}^{i}+\frac{E^{i+1} I_{1}^{i+1}}{\left(l^{i+1}\right)^{2}} \sum_{\beta=1}^{\bar{N}^{i+1}} D_{1 \beta}^{(i+1) \xi^{2}} \tilde{w}_{\beta}^{i+1}=M^{i, i+1} \tag{4.13}
\end{equation*}
$$

Figure 4.2 also shows the equilibrium of transverse forces in which $P^{i, i+1}$ is the concentrated transverse load applied on the inter-element boundary, and


Fig. 4.2. Equilibrium of transverse forces
$\bar{k}^{i, i+1}$ is the spring constant of a concentrated spring at the inter-element boundary. Referring to the figure, the following equilibrium equation can be obtained

$$
\begin{equation*}
V_{N^{i}}^{i}-V_{1}^{i+1}-\bar{k}^{i, i+1} w^{i, i+1}=P^{i, i+1} \tag{4.14}
\end{equation*}
$$

The substitution of Eq. (4.7) into Eq. (4.14) leads to the following discretized equation:

$$
\begin{align*}
& \frac{E^{i}}{\left(l^{i}\right)^{3}}\left(\frac{d I_{N^{i}}^{i}}{d \xi} \sum_{\alpha=1}^{\bar{N}^{i}} D_{N^{i} \alpha}^{i \xi^{2}}+I_{N^{i}}^{i} \sum_{\alpha=1}^{\bar{N}^{i}} D_{N^{i} \alpha}^{i \xi^{3}}\right) \tilde{w}_{\alpha}^{i} \\
& -\frac{E^{i+1}}{\left(l^{i+1}\right)^{3}}\left(\frac{d I_{1}^{i+1}}{d \xi} \sum_{\beta=1}^{\bar{N}^{i+1}} D_{1 \beta}^{(i+1) \xi^{2}}+I_{1}^{i+1} \sum_{\beta=1}^{\bar{N}^{i+1}} D_{1 \beta}^{(i+1) \xi^{3}}\right) \tilde{w}_{\beta}^{i+1} \\
& -\bar{k}^{i, i+1} w^{i, i+1}=P^{i, i+1} \tag{4.15}
\end{align*}
$$

For pin-connected inter-element boundaries, Eqs. (4.10) and (4.12) are replaced by the following two equations

$$
\begin{equation*}
E^{i} I_{N^{i}}^{i} \frac{d^{2} w_{N^{i}}^{i}}{d\left(x^{i}\right)^{2}}=0, \quad E^{i+1} I_{1}^{i+1} \frac{d^{2} w_{1}^{i+1}}{d\left(x^{i+1}\right)^{2}}=0 \tag{4.16}
\end{equation*}
$$

The EDQ discretization of Eqs. (4.16) leads to

$$
\begin{equation*}
\frac{E^{i} I_{N^{i}}^{i}}{\left(l^{i}\right)^{2}} \sum_{\beta=1}^{\bar{N}^{i}} D_{N^{i} \beta}^{i \xi^{2}} \tilde{w}_{\beta}^{i}=0, \quad \frac{E^{i+1} I_{1}^{i+1}}{\left(l^{i+1}\right)^{2}} \sum_{\beta=1}^{\bar{N}^{i+1}} D_{1 \beta}^{(i+1) \xi^{2}} \tilde{w}_{\beta}^{i+1}=0 \tag{4.17}
\end{equation*}
$$

The kinematic boundary conditions are $w=\bar{w}$ and $\frac{d w}{d x}=\frac{d \bar{w}}{d x}$ in which $\bar{w}$ and $\frac{d \bar{w}}{d x}$ are prescribed values, on the kinematic boundary. Letting $m$ be an element having one or more nodes on the kinematic boundary, the kinematic boundary conditions can be rewritten as $w_{I^{m}}^{m}=\bar{w}_{I^{m}}^{m}$ and $\frac{d w_{I m}^{m}}{d x^{m}}=\frac{d \bar{w}_{I_{m}^{m}}^{m}}{d x^{m}}$ in which $I^{m}$ equals 1 or $N^{m}$ representing the first or last node of the element. The EDQ discretization of $\frac{d w_{I}^{m}}{d x^{m}}=\frac{d \bar{w}_{I m}^{m}}{d x^{m}}$ leads to

$$
\begin{equation*}
\frac{1}{l^{m}} \sum_{\beta=1}^{\bar{N}^{m}} D_{I^{m}}^{m \xi} \tilde{w}_{\beta}^{m}=\frac{d \bar{w}_{I^{m}}^{m}}{d x^{m}}, \quad I^{m}=1 \quad \text { or } \quad N^{m} \tag{4.18}
\end{equation*}
$$

Let $n$ be an element having one or more nodes on the natural boundary. The natural boundary condition of equilibrium of moments is

$$
\begin{equation*}
E^{n} I_{I^{n}}^{n} \frac{d^{2} w_{I^{n}}^{n}}{d\left(x^{n}\right)^{2}}=\bar{M}_{I^{n}}^{n}, \quad I^{n}=1 \quad \text { or } \quad N^{n} \tag{4.19}
\end{equation*}
$$

where $\bar{M}^{n}$ is the moment applied on the natural boundary. The EDQ discretization of the above equation leads to

$$
\begin{equation*}
\frac{E^{n} I_{I^{n}}^{n}}{\left(l^{n}\right)^{2}} \sum_{\beta=1}^{\bar{N}^{n}} D_{I^{n}}^{n \xi^{2}} \tilde{w}_{\beta}^{n}=\bar{M}_{I^{n}}^{n}, \quad I^{n}=1 \quad \text { or } \quad N^{n} \tag{4.20}
\end{equation*}
$$

Let $\bar{V}^{n}$ denote the transverse tip load applied downward on the free end. If the natural boundary is at the left end, the natural boundary condition of the equilibrium of transverse forces can be expressed as

$$
\begin{equation*}
-V_{1}^{n}-\bar{k}^{n} w_{1}^{n}=\bar{V}_{1}^{n} \tag{4.21}
\end{equation*}
$$

where $\bar{k}^{n}$ is the spring constant of a spring at the natural boundary. Upon the substitution of Eq. (4.7) into Eq. (4.21) and the use of EDQ discretization, the following discretized equation can be obtained

$$
\begin{equation*}
-\frac{E^{n}}{\left(l^{n}\right)^{3}}\left(\frac{d I_{1}^{n}}{d \xi} \sum_{\beta=1}^{\bar{N}^{n}} D_{1 \beta}^{n \xi^{2}}+I_{1}^{n} \sum_{\beta=1}^{\bar{N}^{n}} D_{1 \beta}^{n \xi^{3}}\right) \tilde{w}_{\beta}^{n}-\bar{k}^{n} w_{1}^{n}=\bar{V}_{1}^{n} \tag{4.22}
\end{equation*}
$$

If the natural boundary is at the right end, the natural boundary condition of the equilibrium of transverse forces can be expressed as

$$
\begin{equation*}
V_{N^{n}}^{n}-\bar{k}^{n} w_{N^{n}}^{n}=\bar{V}_{N^{n}}^{n} \tag{4.23}
\end{equation*}
$$

The substitution of Eq. (4.7) into Eq. (4.23) and the use of EDQ discretization leads to the following discretized equation

$$
\begin{equation*}
\frac{E^{n}}{\left(l^{n}\right)^{3}}\left(\frac{d I_{N^{n}}^{n}}{d \xi} \sum_{\beta=1}^{\bar{N}^{n}} D_{N^{n} \beta}^{n \xi^{2}}+I_{N^{n}}^{n} \sum_{\beta=1}^{\bar{N}^{n}} D_{N^{n} \beta}^{n \xi^{3}}\right) \tilde{w}_{\beta}^{n}-\bar{k}^{n} w_{N^{n}}^{n}=\bar{V}_{N^{n}}^{n} \tag{4.24}
\end{equation*}
$$

### 4.1.2 Assemblage

Keeping the compatibility condition (4.9), and conformability condition (4.11) for the inter-element boundary with the two adjacent elements having the DOF representing the deflection slopes at the inter-element boundary in mind, assembling Eq. (4.4) for elements having interior discrete points, Eq. (4.11) for the inter-element boundary with the two adjacent elements having no DOF representing the deflection slopes at the inter-element boundary, Eqs. (4.13) and (4.15) for all inter-element boundaries, Eq. (4.18) for boundary elements with kinematic boundary and having no DOF representing the deflection slope at the kinematic boundary, and Eqs. (4.20), (4.22) and (4.24) for boundary elements with natural boundary, an overall linear algebraic system can be obtained. It is the overall stiffness equation. For pin-connected inter-element boundaries, Eqs. (4.16) and (4.17) need to be used to replace the related discrete equations and assembled into the overall stiffness equation. The assemblage is based on an element by element procedure. The overall stiffness equation can be expressed as:

$$
\begin{equation*}
([K]+[\bar{K}])\{D\}=\{R\} \tag{4.25}
\end{equation*}
$$

where $[K]$ is the overall stiffness matrix of beam, $[\bar{K}]$ the overall stiffness matrix of foundation, $\{D\}$ the overall displacement vector and $\{R\}$ the overall load vector.

Like FEM, the assemblage is based on an element by element procedure. When assembling the discrete equations of element $e$, the discrete element equilibrium equations (4.4), and the four discrete element boundary forces, expressed by displacement parameters, at the two element boundary nodes are directly assembled to the overall discrete equation system. Consequently, an element basis explicit matrix equation, containing the discrete element equilibrium equations and the discrete element boundary forces placed at the first and last two rows, is not necessary to be formed in the assembling process. This element basis explicit matrix equation is an element stiffness equation which can be expressed by

$$
\begin{equation*}
\left(\left[k^{e}\right]+\left[\bar{k}^{e}\right]\right)\left\{\delta^{e}\right\}=\left\{r^{e}\right\} \tag{4.26}
\end{equation*}
$$

where $\left[k^{e}\right]$ and $\left[\bar{k}^{e}\right]$ are $\bar{N}^{e} \times \bar{N}^{e}$ element stiffness matrices of beam and foundation, respectively, and $\left\{r^{e}\right\}$ is the element load vector. The element load vector can be expressed by

$$
\begin{align*}
\left\{r^{e}\right\}= & \left\lfloor\begin{array}{lllllll}
-V_{1}^{e}-\bar{R}^{e-1, e} & M_{1}^{e} & -p_{3}^{e} & \ldots & -p_{\bar{N}^{e}-2}^{e} & V_{N^{e}}^{e} & -M_{N^{e}}^{e}
\end{array}\right]^{T}, \text { for an } \\
& \text { interior element with } \bar{R}^{e-1, e}=\bar{k}^{e-1, e} w^{e-1, e} \text { the spring force, } \\
= & \left\lfloor\begin{array}{lllllll}
-V_{1}^{1}-\bar{R}^{1} & M_{1}^{1} & -p_{3}^{1} & \ldots & -p_{\bar{N}^{1}-2}^{1} & V_{N^{1}}^{1} & -M_{N^{1}}^{1}
\end{array}\right]^{T}, \text { for the } \\
& \text { first or left boundary element, } \\
= & \left\lfloor\begin{array}{lllllll}
-V_{1}^{s}-\bar{R}^{s} & M_{1}^{s} & -p_{3}^{s} & \ldots & -p_{\bar{N}^{s}-2}^{s} & V_{N^{s}}^{s}-\bar{R}^{s} & -M_{N^{s}}^{s}
\end{array}\right\rfloor^{T}, \text { for the } \tag{4.27}
\end{align*}
$$

last or right boundary element
As Eq. (4.26) contains discrete resultant forces and spring forces at the two element boundary nodes, equilibriums of resultant forces, spring forces and external forces at the inter-element boundary of two adjacent elements and the natural boundary are exactly satisfied in the assembling process. Consequently, the DQEM is different from FEM which needs to form the element stiffness equation, and which neglects the exact equilibriums.

### 4.1.3 Problems

The static deflection of a fixed-free beam resting on a Winkler foundation and subjected to a uniformly distributed load $p=1$ was solved. The geometrical quantities and material constants are: length of beam $=3, I=1, E=1$ and $k=1 . A$ is the left end and $B$ is the right end. Lagrange DQ model is used to carry out the element basis discretization. In the analysis, the elements and node points in an element are equally spaced. Since the DOF representing the deflection slope is not assigned to the element boundary nodes, the DOF
assigned to the interior node next to the related element boundary node is also used to define either a discrete transition condition or a discrete boundary condition, instead of using it to define a discrete element equilibrium equation at the node. Numerical results obtained by the DQEM are listed in Table 4.1. They are compared with exact solutions [95]. It shows that the DQEM solutions converge fast by increasing either the number of elements or nodes per element.

Table 4.1. Convergence of the numerical results of a prismatic cantilever beam subjected to a uniformly distributed load and resting on a Winkler foundation

| DOF per <br> element | Number of <br> elements | Deflection <br> at $B$ | Bending moment <br> at $A$ | Shear force <br> at $A$ |
| :--- | :--- | :--- | :--- | :--- |
| 5 | 2 | $-.1382796 \times 10^{1}$ | $-.9791807 \times 10^{0}$ | $.1236154 \times 10^{1}$ |
|  | 4 | $-.1274248 \times 10^{1}$ | $-.9707436 \times 10^{0}$ | $.1302256 \times 10^{1}$ |
| 7 | 6 | $-.1256901 \times 10^{1}$ | $-.9700371 \times 10^{0}$ | $.1311689 \times 10^{1}$ |
|  | 2 | $-.1243156 \times 10^{1}$ | $-.9683331 \times 10^{0}$ | $.1323559 \times 10^{1}$ |
|  | 4 | $-.1243531 \times 10^{1}$ | $-.9697217 \times 10^{0}$ | $.1319060 \times 10^{1}$ |
| 9 | 6 | $-.1243556 \times 10^{1}$ | $-.9698504 \times 10^{0}$ | $.1318822 \times 10^{1}$ |
|  | 2 | $-.1243483 \times 10^{1}$ | $-.9698806 \times 10^{0}$ | $.1318828 \times 10^{1}$ |
|  | 4 | $-.1243563 \times 10^{1}$ | $-.9698853 \times 10^{0}$ | $.1318765 \times 10^{1}$ |
| Exact solution | 6 | $-.1243563 \times 10^{1}$ | $-.9698852 \times 10^{0}$ | $.1318764 \times 10^{1}$ |

In solving the next two problems, two degrees of freedom representing the lateral displacement and deflection slope are assigned to each of the element boundary nodes, while only one DOF representing the lateral displacement is assigned to an interior node. Explicit Lagrange DQ weighting coefficients with the grid points equally spaced are used to generate the $C^{1}-C^{0}-C^{1} \mathrm{EDQ}$ model. Consider a $\bar{N}^{e}$-DOF element and define $\Delta \xi=1 . /\left(\bar{N}^{e}-1\right)$. The interior discrete points for defining the element-based discrete equilibrium equations are located at $\xi=(p-1) \Delta \xi, p=3, \ldots, \bar{N}^{e}-2$.

A nonprismatic cantilever beam having a rectangular cross section subjected to a transverse tip load which can be seen in Fig. 4.3. was solved. In solving the problem, the elements are equally spaced. Let $A_{0}$ and $I_{0}$ denote the area and moment of inertia of the cross section at the fixed end $x=0$, respectively. The distributions of $A$ and $I$ are expressed as $A=A_{0}(1-0.1 x / l)$ and $I=I_{0}(1-0.1 x / l)^{3}$, respectively. The beam model for carrying out the numerical test has the values of $E, A_{0}, I_{0}$ and $L$ all equal to 1 . The value of transverse tip load $P$ is also equal to 1 . Numerical results obtained by using the DQEM are listed in Table 4.2. It shows that the results converge fast to


Fig. 4.3. A nonprismatic cantilever beam subjected to a transverse tip load

Table 4.2. Convergence of the numerical results of a nonprismatic cantilever beam subjected to a transverse tip load

| DOF per <br> element | Number of <br> elements | Deflection <br> at $B$ | Bending moment <br> at $A$ | Shear force <br> at $A$ |
| :--- | :--- | :--- | :--- | :--- |
| 5 | 1 | -.6012931 | -1.2801724 | .4655172 |
|  | 2 | -.4773527 | -1.0302632 | .8958810 |
| 7 | 3 | -.4597839 | -1.0118832 | .9552016 |
|  | 1 | -.4653140 | -1.0351111 | .9416616 |
|  | 2 | -.4489403 | -1.0015277 | .9957239 |
| 9 | 3 | -.4478343 | -1.0002687 | .9991200 |
|  | 1 | -.4490091 | -1.0029813 | .9953998 |
|  | 2 | -.4475927 | -1.0000359 | .9999012 |
| 11 | 3 | -.4475611 | -1.0000028 | .9999907 |
|  | 1 | -.4476460 | -1.0001849 | .9997271 |
| Exact solution | 2 | -.4475586 | -1.0000006 | .9999983 |
|  |  | -.4475579 | -1.0000000 | .9999999 |
|  |  | -.4475579 | -1.0000000 | 1.000000 |

close to the analytical solutions by either increasing the number of elements or the number of DOF per element [96].

The static deflection of a fixed beam composed of two prismatic segments and subjected to distributed loads and resting on a Winkler foundation which is shown in Fig. 4.4 was also solved. The values of parameters used for the analysis are: $E_{1}=L_{1}=1, I_{1}=P_{1}=1 ; E_{2}=I_{2}=L_{2}=P_{2}=1, k=1$. In the analysis, two DQEM elements are used to model the composed beam. The convergence can be assured by increasing the order of approximation. Numerical results obtained are listed in Table 4.3.


Fig. 4.4. A fixed beam composed of two prismatic elements and subjected to distributed loads

Table 4.3. Convergence of the numerical results of a composed beam subjected to a distributed load

| DOF per <br> element | Deflection <br> at $B$ | Bending moment <br> at $A$ | Bending moment <br> at $B$ | Bending moment <br> at $C$ |
| :--- | :--- | :--- | :--- | :--- |
| 5 | -.0434515 | -.6271896 | .2385751 | -.3713788 |
| 7 | -.0431278 | -.6245045 | .2364095 | -.3697859 |
| 9 | -.0431745 | -.6249026 | .2367386 | -.3700341 |
| 11 | -.0431745 | -.6249029 | .2367389 | -.3700342 |

### 4.2 Free Vibration of Euler-Bernoulli Beam

In this analysis model, the effect of rotary inertia is neglected. By using $W$ to replace $w$ and represent the modal displacement, and using the inertia force $\rho A \omega^{2} W$ to replace the distributed load $-p$ in the static equilibrium equation, the governing differential eigenvalue equation of free vibration is

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}}\left[E I \frac{d^{2} W(x)}{d x^{2}}\right]+k W(x)-\rho A \omega^{2} W=0 \tag{4.28}
\end{equation*}
$$

### 4.2.1 DQEM Formulation

In the DQEM formulation, the DOF of an element must be five or more. The discrete element eigenvalue equations are defined at $\bar{N}^{e}-4$ discrete points.

The selection of the discrete points can be arbitrary. The following discrete element eigenvalue equation at a discrete point $\alpha$ is expressed by

$$
\begin{align*}
& \frac{E^{e}}{\left(l^{e}\right)^{4}}\left[\frac{d^{2} I_{(\alpha)}^{e}}{d \xi^{2}} \sum_{\beta=1}^{\bar{N}^{e}} D_{\alpha \beta}^{e \xi^{2}}+2 \frac{d I_{(\alpha)}^{e}}{d \xi} \sum_{\beta=1}^{\bar{N}^{e}} D_{\alpha \beta}^{e \xi^{3}}+I_{(\alpha)}^{e} \sum_{\beta=1}^{\bar{N}^{e}} D_{\alpha \beta}^{e \xi^{4}}\right] \tilde{W}_{\beta}^{e} \\
& +k_{(\alpha)}^{e} W_{\alpha}^{e}-\rho A_{(\alpha)}^{e} \omega^{2} W_{\alpha}^{e}=0 \tag{4.29}
\end{align*}
$$

The two kinematic transition conditions have been discretized and expressed by Eqs. (4.9) and (4.11). Assume that a concentrated mass $\tilde{M}^{i, i+1}$ is attached to the inter-element boundary of two adjacent element $i$ and $i+1$. Neglecting the effect of the rotary inertia of the concentrated mass, the discrete natural transition condition of dynamic equilibrium of moments can be obtained from Eq. (4.13)

$$
\begin{equation*}
-\frac{E^{i} I_{N^{i}}^{i}}{\left(l^{i}\right)^{2}} \sum_{\beta=1}^{\bar{N}^{i}} D_{N^{i} \beta}^{i \xi^{2}} \tilde{W}_{\beta}^{i}+\frac{E^{i+1} I_{1}^{i+1}}{\left(l^{i+1}\right)^{2}} \sum_{\beta=1}^{\bar{N}^{i+1}} D_{1 \beta}^{(i+1) \xi^{2}} \tilde{W}_{\beta}^{i+1}=0 \tag{4.30}
\end{equation*}
$$

By using the inertia force $\tilde{M}^{i, i+1} \omega^{2} W^{i, i+1}$ to replace the externally applied load $-P^{i, i+1}$ in Eq. (4.15), the discrete natural transition condition of dynamic equilibrium of lateral forces can be obtained

$$
\begin{align*}
& \frac{E^{i}}{\left(l^{i}\right)^{3}}\left(\frac{d I_{N^{i}}^{i}}{d \xi} \sum_{\beta=1}^{\bar{N}^{i}} D_{N^{i} \beta}^{i \xi^{2}}+I_{N^{i}}^{i} \sum_{\beta=1}^{\bar{N}^{i}} D_{N^{i} \beta}^{i \xi^{3}}\right) \tilde{W}_{\beta}^{i} \\
& -\frac{E^{i+1}}{\left(l^{i+1}\right)^{3}}\left(\frac{d I_{1}^{i+1}}{d \xi} \sum_{\beta=1}^{\bar{N}^{i+1}} D_{1 \beta}^{(i+1) \xi^{2}}+I_{1}^{i+1} \sum_{\beta=1}^{\bar{N}^{i+1}} D_{1 \beta}^{(i+1) \xi^{3}}\right) \tilde{W}_{\beta}^{i+1} \\
& -\bar{k}^{i, i+1} W^{i, i+1}+\tilde{M}^{i, i+1} \omega^{2} W^{i, i+1}=0 \tag{4.31}
\end{align*}
$$

The discrete kinematic boundary conditions are the same as those for the static deflection analysis. Let $\tilde{M}^{n}$ denote the concentrated mass attached to the free end. The discrete natural boundary condition of dynamic equilibrium of moments can be expressed by

$$
\begin{equation*}
\frac{E^{n} I_{I}^{n}}{\left(l^{n}\right)^{2}} \sum_{\beta=1}^{\bar{N}^{n}} D_{I \beta}^{n \xi^{2}} \tilde{W}_{\beta}^{n}=0, \quad I=1 \quad \text { or } \quad N^{n} \tag{4.32}
\end{equation*}
$$

By using the inertia force $\tilde{M}^{n} \omega^{2} W^{n}$ to replace the tip load $\bar{V}^{n}$ in Eqs. (4.22) and (4.24), the discrete natural boundary conditions of dynamic equilibrium of transverse forces can be obtained. If the natural boundary is at the left end, the discrete equation is expressed by

$$
\begin{equation*}
-\frac{E^{n}}{\left(l^{n}\right)^{3}}\left(\frac{d I_{1}^{n}}{d \xi} \sum_{\beta=1}^{\bar{N}^{n}} D_{1 \beta}^{n \xi^{2}}+I_{1}^{n} \sum_{\beta=1}^{\bar{N}^{n}} D_{1 \beta}^{n \xi^{3}}\right) \tilde{W}_{\beta}^{n}-\bar{k}^{n} W_{1}^{n}+\tilde{M}^{n} \omega^{2} W_{1}^{n}=0 \tag{4.33}
\end{equation*}
$$

If the natural boundary is at the right end, the discrete equation is expressed by

$$
\begin{align*}
& \frac{E^{n}}{\left(l^{n}\right)^{3}}\left(\frac{d I_{N^{n}}^{n}}{d \xi} \sum_{\beta=1}^{\bar{N}^{n}} D_{N^{n} \beta}^{n \xi^{2}}+I_{N^{n}}^{n} \sum_{\beta=1}^{\bar{N}^{n}} D_{N^{n} \beta}^{n \xi^{3}}\right) \tilde{W}_{\beta}^{n}-\bar{k}^{n} W_{N^{n}}^{n} \\
& +\tilde{M}^{n} \omega^{2} W_{N^{n}}^{n}=0 \tag{4.34}
\end{align*}
$$

### 4.2.2 Assemblage

Keeping Eq. (4.9), and Eq. (4.10) for the inter-element boundary with the two adjacent elements having the DOF representing the modal deflection slopes at the inter-element boundary in mind, assembling Eq. (4.29) for all elements, Eq. (4.11) for the inter-element boundary with the two adjacent elements having no DOF representing the modal deflection slopes at the inter-element boundary, Eqs. (4.30) and (4.31) for all inter-element boundaries, Eq. (4.18) for boundary elements with kinematic boundary and having no DOF representing the modal deflection slope at the kinematic boundary, and Eqs. (4.32), (4.33) and (4.34) for boundary elements with natural boundary, an overall linear eigenvalue equation system can be obtained. The overall eigenvalue equation system considering the discrete kinematic boundary conditions is represented by Eq. (3.32).

### 4.2.3 Problems

A problem involves the transverse vibration of a nonprismatic cantilever beam having a circular cross section and a concentrated mass at the free end and resting on a Winkler foundation was solved [97]. In carrying out the DQEM vibration analysis, elements and nodes in an element are equally spaced. The structure is shown in Fig. 4.5. Let $A_{0}$ and $I_{0}$ denote the area and the moment of inertia of the cross section at the fixed end $z=0$, respectively. Also let $L$ denote the length of the beam. The distributions of $A$ and $I$ are expressed as $A=A_{0}(1-x / L)^{2}$ and $I=I_{0}(1-x / L)^{4}$. In this analysis, the rotary inertia of the concentrated mass is neglected. The beam model for carrying out the numerical test has the values of $E, \rho, A_{0}$ and $I_{0}$ all equal to 1 . The length of the beam is 0.5 . The value of the concentrated mass is also 0.5 . In the analysis, the DOF of modal displacement and deflection slope are assigned to an element boundary node, while only one DOF of modal displacement is assigned to an interior node. At the interior nodes, discrete element eigenvalue equations are defined. The $C^{1}-C^{0}-C^{1}$ EDQ model and positions of interior nodes are the same as those used to the static deflection analysis of nonprismatic beams. Numerical results for the beam with and without a Winkler foundation with foundation modulus $k=1$ are summarized and listed in Tables 4.4 and 4.5. It shows that the results converge fast to close to the analytical solutions

Table 4.4. The first three natural frequencies of a nonprismatic cantilever beam having a circular cross section and a concentrated mass at the free end

| DOF per <br> element | Number of <br> elements | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| 5 | 1 | $.31118363 \times 10^{1}$ | $.48164473 \times 10^{2}$ |  |
|  | 2 | $.50548209 \times 10^{1}$ | $.32830290 \times 10^{2}$ | $.18038164 \times 10^{3}$ |
|  | 3 | $.49184053 \times 10^{1}$ | $.43682655 \times 10^{2}$ | $.13032745 \times 10^{3}$ |
| 7 | 1 | $.41386874 \times 10^{1}$ | $.51784248 \times 10^{2}$ | $.14659378 \times 10^{3}$ |
|  | 2 | $.47396084 \times 10^{1}$ | $.51435204 \times 10^{2}$ | $.14782394 \times 10^{3}$ |
|  | 3 | $.47533172 \times 10^{1}$ | $.52045419 \times 10^{2}$ | $.15735178 \times 10^{3}$ |
| 9 | 1 | $.45799844 \times 10^{1}$ | $.52373517 \times 10^{2}$ | $.14498368 \times 10^{3}$ |
|  | 2 | $.47458288 \times 10^{1}$ | $.52187430 \times 10^{2}$ | $.15353384 \times 10^{3}$ |
|  | 3 | $.47478046 \times 10^{1}$ | $.52295521 \times 10^{2}$ | $.15344593 \times 10^{3}$ |
| 11 | 1 | $.47122791 \times 10^{1}$ | $.52329384 \times 10^{2}$ | $.15423109 \times 10^{3}$ |
|  | 2 | $.47474227 \times 10^{1}$ | $.52302511 \times 10^{2}$ | $.15367730 \times 10^{3}$ |
|  | 3 | $.47475890 \times 10^{1}$ | $.52318144 \times 10^{2}$ | $.15359321 \times 10^{3}$ |
| Analytical |  |  |  |  |
| solution |  | $.47476052 \times 10^{1}$ | $.52319471 \times 10^{2}$ | $.15359835 \times 10^{3}$ |

Table 4.5. The first three natural frequencies of a nonprismatic cantilever beam having a circular cross section and a concentrated mass at the free end and resting on a Winkler foundation

| DOF per <br> element | Number of <br> elements | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| 5 | 1 | $.31137898 \times 10^{1}$ | $.48182799 \times 10^{2}$ |  |
|  | 2 | $.50683376 \times 10^{1}$ | $.32866029 \times 10^{2}$ | $.18038547 \times 10^{3}$ |
|  | 3 | $.49357297 \times 10^{1}$ | $.43707340 \times 10^{2}$ | $.13033635 \times 10^{3}$ |
| 7 | 1 | $.41479616 \times 10^{1}$ | $.51804248 \times 10^{2}$ | $.14659459 \times 10^{3}$ |
|  | 2 | $.47578132 \times 10^{1}$ | $.51454238 \times 10^{2}$ | $.14783099 \times 10^{3}$ |
|  | 3 | $.47721754 \times 10^{1}$ | $.52064281 \times 10^{2}$ | $.15735808 \times 10^{3}$ |
| 9 | 1 | $.45954499 \times 10^{1}$ | $.52392705 \times 10^{2}$ | $.14499096 \times 10^{3}$ |
|  | 2 | $.47646426 \times 10^{1}$ | $.52206256 \times 10^{2}$ | $.15354071 \times 10^{3}$ |
|  | 3 | $.47666911 \times 10^{1}$ | $.52314553 \times 10^{2}$ | $.15345261 \times 10^{3}$ |
| 11 | 1 | $.47303334 \times 10^{1}$ | $.52348451 \times 10^{2}$ | $.15423802 \times 10^{3}$ |
|  | 2 | $.47663027 \times 10^{1}$ | $.52321560 \times 10^{2}$ | $.15368398 \times 10^{3}$ |
|  | 3 | $.47664746 \times 10^{1}$ | $.52337202 \times 10^{2}$ | $.15359990 \times 10^{3}$ |



Fig. 4.5. A nonprismatic cantilever beam having a concentrated mass at the free end
obtained by Lau by either increasing the number of elements or the number of DOF per element [98].

The other problem solved involves the transverse vibration of a fixed-roller supported ASTM Standard Strong steel pipe having a concentrated mass at the mid-span and resting on a Winkler elastic foundation. The nominal diameter of the pipe is 10 in with the outside diameter 10.75 in and inside diameter 10.02 in . The area of cross section is $11.9 \mathrm{in}^{2}$, while the moment of inertia of the cross section is $161 \mathrm{in}^{4}$. The length of the pipe is 40 ft . The weight of the concentrated mass and the weight of the pipe per feet are 1000. lb and 40.48 lb , respectively. The Young's modulus of the pipe is $E=2.9 \times 10^{7} p s i$. In carrying out the DQEM analysis, two elements were used to model the pipe with the mid-span being the inter-element boundary. The rotary inertia of the concentrated mass is neglected. The convergence can be assured by the increase of DOF per element. The vibration without Winkler foundation was first solved. In this analysis, Hermite EDQ model was used to carry out the element basis discretization. Consequently, each node has two DOF representing the modal displacement and modal deflection slope. The nodes for defining the Hermite EDQ model are equally spaced, while the arrangement of interior discrete points is the same as that of the first problem. Numerical results of the first four natural frequencies are summarized and listed in Table 4.6. It shows fast convergence. In solving the problem with Winkler foundation, a Chebyshev EDQ model was used to carry out the element basis discretization. The $N^{e}-2$ interior nodes are used to define the discrete element eigenvalue equations. The value of foundation modulus is 7.5 $l b / i n$. Numerical results of the first four natural frequencies are summarized and listed in Table 4.7. It also shows excellent convergence.

Table 4.6. The first four natural frequencies of a fixed-roller supported beam having a concentrated mass at the midspan (cycles/sec)

| DOF per <br> element | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ | $\omega_{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| 6 | $.1297143 \times 10^{2}$ | $.4137066 \times 10^{2}$ | $.8333984 \times 10^{2}$ | $.1295109 \times 10^{3}$ |
| 8 | $.1349680 \times 10^{2}$ | $.4722486 \times 10^{2}$ | $.9010459 \times 10^{2}$ | $.1739265 \times 10^{3}$ |
| 10 | $.1347260 \times 10^{2}$ | $.4560830 \times 10^{2}$ | $.9261325 \times 10^{2}$ | $.1628337 \times 10^{3}$ |
| 12 | $.1347292 \times 10^{2}$ | $.4562152 \times 10^{2}$ | $.9229664 \times 10^{2}$ | $.1629238 \times 10^{3}$ |
| 14 | $.1347287 \times 10^{2}$ | $.4560231 \times 10^{2}$ | $.9235354 \times 10^{2}$ | $.1629862 \times 10^{3}$ |

Table 4.7. The first four natural frequencies of a fixed-roller supported beam having a concentrated mass at the mid-span and resting on a Winkler foundation (cycles/sec)

| DOF per <br> element | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ | $\omega_{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| 5 | $.1647340 \times 10^{2}$ | $.4363615 \times 10^{2}$ | $.1697997 \times 10^{3}$ |  |
| 7 | $.1560780 \times 10^{2}$ | $.4611839 \times 10^{2}$ | $.8375120 \times 10^{2}$ | $.1328202 \times 10^{3}$ |
| 9 | $.1570467 \times 10^{2}$ | $.4641352 \times 10^{2}$ | $.9433294 \times 10^{2}$ | $.1723055 \times 10^{3}$ |
| 11 | $.1570331 \times 10^{2}$ | $.4639374 \times 10^{2}$ | $.9260515 \times 10^{2}$ | $.1626785 \times 10^{3}$ |
| 13 | $.1570333 \times 10^{2}$ | $.4639476 \times 10^{2}$ | $.9268929 \times 10^{2}$ | $.1632215 \times 10^{3}$ |
| 15 | $.1570333 \times 10^{2}$ | $.4639474 \times 10^{2}$ | $.9268660 \times 10^{2}$ | $.1631978 \times 10^{3}$ |

### 4.3 Buckling of Euler-Bernoulli Beam

Considering that the beam is subjected to a compressive force $P$ and resting on a Winkler foundation, the differential eigenvalue equation of buckling equilibrium is expressed by

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}}\left[E I \frac{d^{2} w(x)}{d x^{2}}\right]+k w(x)+P \frac{d^{2} w}{d x^{2}}=0 \tag{4.35}
\end{equation*}
$$

In the above equation, $w$ represents the displacement of the buckling mode.

### 4.3.1 DQEM Formulation

In the DQEM formulation, the DOF of an element must be five or more. The discrete element eigenvalue equations are defined at $\bar{N}^{e}-4$ discrete points. The selection of the discrete points can be arbitrary. The following discrete element eigenvalue equation at a discrete point $\alpha$ is expressed by

$$
\begin{align*}
& \frac{E^{e}}{\left(l^{e}\right)^{4}}\left[\frac{d^{2} I_{(\alpha)}^{e}}{d \xi^{2}} \sum_{\beta=1}^{\bar{N}^{e}} D_{\alpha \beta}^{e \xi^{2}}+2 \frac{d I_{(\alpha)}^{e}}{d \xi} \sum_{\beta=1}^{\bar{N}^{e}} D_{\alpha \beta}^{e \xi^{3}}+I_{(\alpha)}^{e} \sum_{\beta=1}^{\bar{N}^{e}} D_{\alpha \beta}^{e \xi^{4}}\right] \tilde{w}_{\beta}^{e} \\
& +\frac{P}{\left(l^{e}\right)^{2}} \sum_{\beta=1}^{\bar{N}^{e}} D_{\alpha \beta}^{e \xi^{2}} \tilde{w}_{\beta}^{e}+k_{(\alpha)}^{e} w_{\alpha}^{e}=0 \tag{4.36}
\end{align*}
$$



Fig. 4.6. Equilibriums at the inter-element boundary
The two kinematic transition conditions have been discretized and expressed by Eqs. (4.9) and (4.11). The discrete natural boundary condition of moment equilibrium is expressed by Eq. (4.30).Referring to Fig. 4.6, the discrete natural transition condition of equilibrium of lateral forces can also be obtained

$$
\begin{align*}
& -\frac{E^{i}}{\left(l^{i}\right)^{3}}\left(\frac{d I_{N^{i}}^{i}}{d \xi} \sum_{\beta=1}^{\bar{N}^{i}} D_{N^{i} \beta}^{i \xi^{2}}+I_{N^{i}}^{i} \sum_{\beta=1}^{\bar{N}^{i}} D_{N^{i} \beta}^{i \xi^{3}}\right) \tilde{w}_{\beta}^{i}-\frac{P}{l^{i}} \sum_{\beta=1}^{\bar{N}^{i}} D_{N^{i} \beta}^{i \xi^{2}} \tilde{w}_{\beta}^{i} \\
& +\frac{E^{i+1}}{\left(l^{i+1}\right)^{3}}\left(\frac{d I_{N^{i+1}}^{i+1}}{d \xi} \sum_{\beta=1}^{\bar{N}^{i+1}} D_{N^{i+1} \beta}^{(i+1) \xi^{2}}+I_{1}^{i+1} \sum_{\beta=1}^{\bar{N}^{i+1}} D_{1 \beta}^{(i+1) \xi^{3}}\right) \tilde{w}_{\beta}^{i+1} \\
& +\bar{k}^{i, i+1} w^{i, i+1}+\frac{P}{l^{i+1}} \sum_{\beta=1}^{\bar{N}^{i+1}} D_{N^{i+1} \beta}^{(i+1) \xi^{2}} \tilde{w}_{\beta}^{i+1}=0 \tag{4.37}
\end{align*}
$$

The discrete kinematic boundary conditions are the same as those for the static deflection analysis. The discrete natural boundary condition of moment equilibrium is expressed by Eq. (4.29). The discrete natural boundary condition of equilibrium of transverse forces is expressed as

$$
\begin{equation*}
\frac{E^{n}}{\left(l^{n}\right)^{3}}\left(\frac{d I_{1}^{n}}{d \xi} \sum_{\beta=1}^{\bar{N}^{n}} D_{1 \beta}^{n \xi^{2}}+I_{1}^{n} \sum_{\beta=1}^{\bar{N}^{n}} D_{1 \beta}^{n \xi^{3}}\right) \tilde{w}_{\beta}^{n}+\bar{k}^{n} w_{1}^{n}+\frac{P}{l^{n}} \sum_{\beta=1}^{\bar{N}^{n}} D_{N^{n} \beta}^{n \xi^{2}} \tilde{w}_{\beta}^{n}=0 \tag{4.38}
\end{equation*}
$$

if the natural boundary is at the left end, and

$$
\begin{align*}
& -\frac{E^{n}}{\left(l^{n}\right)^{3}}\left(\frac{d I_{N^{n}}^{n}}{d \xi} \sum_{\beta=1}^{\bar{N}^{n}} D_{N^{n} \beta}^{n \xi^{2}}+I_{N^{n}}^{n} \sum_{\beta=1}^{\bar{N}^{n}} D_{N^{n} \beta}^{n \xi^{3}}\right) \tilde{w}_{\beta}^{n}+\bar{k}^{n} w_{N^{n}}^{n} \\
& -\frac{P}{l^{n}} \sum_{\beta=1}^{\bar{N}^{n}} D_{N^{n} \beta}^{n \xi^{2}} \tilde{w}_{\beta}^{n}=0 \tag{4.39}
\end{align*}
$$

if the natural boundary is at the right end.

### 4.3.2 Assemblage

The assemblage of discrete equations for the DQEM buckling analysis of EulerBernoulli beam structures can be carried out following the procedures introduced in Subsection 4.2.2 regarding the assemblage of discrete equations for the DQEM vibration analysis of Euler-Bernoulli beam structures. Considering the discrete kinematic boundary conditions, the overall discrete eigenvalue equation system can be expressed as

$$
\begin{equation*}
\left([\tilde{K}]-P\left[K_{g}\right]\right)\{\tilde{D}\}=\{0\} \tag{4.40}
\end{equation*}
$$

where $[\tilde{K}]=[K]+[\bar{K}],-P\left[K_{g}\right]$ is the overall initial stress matrix, and $\{\tilde{D}\}$ is the overall displacement vector. $\left[K_{g}\right]$ is a sparse matrix.

Equation (4.40) is a generalized eigenvalue problem. Pre-multiplication of equation (4.40) by $[\tilde{K}]^{-1}$ leads to

$$
\begin{equation*}
([\bar{A}]-\bar{\lambda}[I])\{\tilde{D}\}=\{0\} \tag{4.41}
\end{equation*}
$$

where $[\bar{A}]=[\tilde{K}]^{-1}\left[K_{g}\right]$ and $\bar{\lambda}=\frac{1}{P}$. Some DOF can be eliminated before solving Eq. (4.40). The related solution procedures are introduced in Subsection 3.2.2.

### 4.3.3 Problems

The buckling analysis of a nonprismatic overhanging bar with length $L$ subjected to a compressive force $P$ at the free end was also carried out [99]. The bar structure is shown in Fig. 4.7. At the middle point there is a roller support. The bar is a solid truncated cone with $I$ expressed as $I=\frac{I_{0}}{2}\left[2^{\frac{1}{4}}-\left(2^{\frac{1}{4}}-1\right) \frac{x}{L}\right]^{4}$, where $I_{0}$ is the value of $I$ at the fixed end $x=0$. The $C^{1}-C^{0}-C^{1}$ EDQ model used for the static deflection analyses is adopted for carrying out the element basis discretization. Defining $\bar{C}=\frac{P L^{2}}{E I_{0}}$ as the load factor, numerical results of the first three critical load factors are summarized


Fig. 4.7. Buckling of a nonprismatic overhanging bar

Table 4.8. The lowest critical load factor $\bar{C}_{1}$ of a compressed nonprismatic overhanging bar

| DOF per <br> element | Number of <br> elements | $\bar{C}_{1}$ | $\bar{C}_{2}$ | $\bar{C}_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| 5 | 2 | $.4651052 \times 10^{1}$ | $.2699958 \times 10^{2}$ |  |
|  | 4 | $.4440624 \times 10^{1}$ | $.3410679 \times 10^{2}$ | $.7358817 \times 10^{2}$ |
| 7 | 6 | $.4393859 \times 10^{1}$ | $.3501234 \times 10^{2}$ | $.8847569 \times 10^{2}$ |
|  | 2 | $.4397124 \times 10^{1}$ | $.3221310 \times 10^{2}$ |  |
|  | 4 | $.4358650 \times 10^{1}$ | $.3452757 \times 10^{2}$ | $.8546602 \times 10^{2}$ |
| 9 | 6 | $.4356912 \times 10^{1}$ | $.3452336 \times 10^{2}$ | $.8351979 \times 10^{2}$ |
|  | 2 | $.4355639 \times 10^{1}$ | $.3494950 \times 10^{2}$ |  |
|  | 4 | $.4356483 \times 10^{1}$ | $.3453623 \times 10^{2}$ | $.8418209 \times 10^{2}$ |
|  | 6 | $.4356497 \times 10^{1}$ | $.3454465 \times 10^{2}$ | $.8431407 \times 10^{2}$ |

and listed in Table 4.8. It shows that the convergence performance is also excellent for solving the nonprismatic overhanging bar problem.

A compressed cantilever beam composed of two prismatic segments having different cross sections, shown in Fig. 4.8, was also solved. The length of the bar is $L$ with portion 1 and portion 2 being $0.6 L$ and $0.4 L$ long, respectively. Portion 2 has a fixed end, while portion 1 has the free end. The section constant $I$ of portion 2 is $I_{2}$, while $I$ of portion 1 is $I_{1}=0.4 I_{2}$. The Hermite EDQ model that used to the vibration analysis is adopted for carrying out the element basis discretization. Defining $\bar{C}=\frac{P L^{2}}{E I_{2}}$ as the load factor, numerical results of the first three critical load factors are summarized and listed


Fig. 4.8. Buckling of a nonprismatic cantilever bar composed of two prismatic segments
in Table 4.9. It also shows that the DQEM buckling analysis can efficiently converge to the analytical solutions. Numerical results of the analytical solution are calculated by using the Newton iteration procedure to the related characteristic equation resulting from solving the eigenvalue problem of the governing differential equation [100-101].

The problem by resting the composed cantilever beam on a Winkler foundation was also solved. In solving the problem, only two elements were used to model the structure. A Chebyshev EDQ model was used for the element

Table 4.9. Critical load factors of a compressed cantilever beam composed of two segments having different cross sections

| DOF per <br> element | Number of <br> elements | $\bar{C}_{1}$ | $\bar{C}_{2}$ | $\bar{C}_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| 6 | 6 | $.1672846 \times 10$ | $.1177810 \times 10^{2}$ | $.3009922 \times 10^{2}$ |
|  | 10 | $.1670577 \times 10$ | $.1231134 \times 10^{2}$ | $.3118579 \times 10^{2}$ |
| 8 | 2 | $.1668739 \times 10$ | $.1426503 \times 10^{2}$ | $.2380288 \times 10^{2}$ |
|  | 6 | $.1669341 \times 10$ | $.1265800 \times 10^{2}$ | $.3203857 \times 10^{2}$ |
|  | 10 | $.1669346 \times 10$ | $.1264754 \times 10^{2}$ | $.3198959 \times 10^{2}$ |
| 10 | 2 | $.1669351 \times 10$ | $.1259495 \times 10^{2}$ | $.3268258 \times 10^{2}$ |
|  | 6 | $.1669347 \times 10$ | $.1264593 \times 10^{2}$ | $.3197285 \times 10^{2}$ |
| Analytical |  |  |  |  |
| solution |  | $.1669347 \times 10$ | $.1264599 \times 10^{2}$ | $.3198116 \times 10^{2}$ |

Table 4.10. Critical load factors of a compressed cantilever beam consisting of two segments having different cross sections and resting on a Winkler foundation

| Number of <br> elements | DOF per <br> element | $\bar{C}_{1}$ | $\bar{C}_{2}$ | $\bar{C}_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| 2 | 5 | $.204080589 \times 10$ | $.770401757 \times 10$ |  |
|  | 7 | $.173135162 \times 10$ | $.147423536 \times 10^{2}$ | $.368890794 \times 10^{2}$ |
|  | 9 | $.173750776 \times 10$ | $.126942928 \times 10^{2}$ | $.359061315 \times 10^{2}$ |
|  | 11 | $.173746133 \times 10$ | $.127427997 \times 10^{2}$ | $.318516725 \times 10^{2}$ |
|  | 13 | $.173746149 \times 10$ | $.127418218 \times 10^{2}$ | $.320090482 \times 10^{2}$ |
|  | 15 | $.173746148 \times 10$ | $.127418333 \times 10^{2}$ | $.319978039 \times 10^{2}$ |

basis discretization. Defining $\bar{C}=\frac{P L^{2}}{E I_{2}}$ as the load factor, numerical results of the first three critical load factors for $\frac{k L^{4}}{E I}=.5$ are summarized and listed in Table 4.10. It also shows that the convergence performance of using Chebyshev EDQ model is excellent.

## DQEM Analysis of Static Deflection of Three-Dimensional Trusses

The DQEM truss analysis model uses various DQ models to the element basis local discretization. The discrete local element equilibrium equations and element boundary forces at the two element boundary nodes can be transformed using transformation matrices defined by the local and global coordinates. Only displacements at the two element boundary nodes are transformed into the global coordinate system. The equilibriums of forces at joints are considered in constructing the overall stiffness equation. The discrete local element equilibrium equations are defined on the spaces of local coordinates.

### 5.1 Discrete Element Equations

### 5.1.1 Discrete Element Equilibrium Equations

The differential equilibrium equation of a nonprismatic bar in the axial direction is

$$
\begin{equation*}
E^{e} \frac{d}{d \bar{z}^{e}}\left(A^{e} \frac{d \bar{u}^{e}}{d \bar{z}^{e}}\right)=-\bar{f}^{e} \tag{5.1}
\end{equation*}
$$

where $\bar{w}^{e}$ is the axial displacement, $\bar{z}^{e}$ the local physical coordinate, $E^{e}$ Young's modulus, $A^{e}$ the area of cross section and $\bar{f}^{e}$ the distributed axial force.

The DQ model which only uses the axial displacements at element nodes to represent the DQ discretization is adopted. In carrying out the element-based DQ discretization, $\bar{z}_{N^{e}}^{e}$ which is equal to the element length can be calculated by using the global coordinates of node 1 and node $N^{e}$. Let $\left(x_{1}^{e}, y_{1}^{e}, z_{1}^{e}\right)$ and $\left(x_{N^{e}}^{e}, y_{N^{e}}^{e}, z_{N^{e}}^{e}\right)$ denote the global coordinates of node 1 and node $N^{e}$, respectively. The element length $l^{e}$ is expressed as:

$$
\begin{equation*}
l^{e}=\left[\left(x_{N^{e}}^{e}-x_{1}^{e}\right)^{2}+\left(y_{N^{e}}^{e}-y_{1}^{e}\right)^{2}+\left(z_{N^{e}}^{e}-z_{1}^{e}\right)^{2}\right]^{1 / 2}=\bar{z}_{N^{e}}^{e} \tag{5.2}
\end{equation*}
$$

For the developed three-dimensional DQEM truss analysis model, the twonode prismatic element can be used to model prismatic truss members having no distributed load. The two-node prismatic element is the same as the two-node finite element truss element. However, generic truss problems might have axially distributed external causes. Without using a certain technique to obtain the equivalent nodal loads and include them into the natural transition conditions or boundary conditions, the element must have three or more nodes. This method can better describe local responses caused by locally, highly nonlinear distributed external causes either through the use of adaptive discretization or by using more elements to discretize certain specific structural members. This DQEM truss analysis model is also efficient for solving vibrations of truss structures. There are $N^{e}-2$ discrete equilibrium equations in an element for $N^{e}$ being larger than two. The selection of the $N^{e}-2$ nodes, at which discrete equilibrium equations are defined, is flexible. Here, nodes $2,3, \ldots, N^{e}-2$ and $N^{e}-1$ are used. Consider that the range of the natural coordinate $\zeta$ is $0 \leq \zeta \leq 1$. Using DQ, Eq. (5.1) can be discretized

$$
\begin{equation*}
\frac{E^{e}}{\left(l^{e}\right)^{2}}\left(\frac{d A_{(\alpha)}^{e}}{d \zeta} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \zeta}+A_{(\alpha)}^{e} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \zeta^{2}}\right) \bar{w}_{\beta}^{e}=-\bar{f}_{\alpha}^{e}, \quad \alpha=2,3, \ldots, N^{e}-1 \tag{5.3}
\end{equation*}
$$

In the above equation, the first derivatives of $A^{e}$ with respect to $\zeta$ at element nodes can also be calculated by DQ. It is especially useful if the distribution function of $A^{e}$ is not continuously differentiable up to the order of its derivative. The above equation can be rewritten to obtain the following discrete local element equilibrium equation

$$
\begin{equation*}
\left[\bar{\kappa}^{e}\right]\left\{\bar{\delta}^{e}\right\}=\left\{\bar{r}^{e}\right\} \tag{5.4}
\end{equation*}
$$

where

$$
\begin{align*}
& {\left[\bar{\kappa}^{e}\right]=\frac{E^{e}}{\left(l^{e}\right)^{2}}\left[\begin{array}{ccc}
\frac{d A_{1}^{e}}{d \zeta} D_{11}^{e \zeta}+A_{1}^{e} D_{11}^{e \zeta^{2}} & \frac{d A_{1}^{e}}{d \zeta} D_{12}^{e \zeta}+A_{1}^{e} D_{12}^{e \zeta^{2}} & \cdots \\
\frac{d A_{2}^{e}}{d \zeta} D_{21}^{e \zeta}+A_{2}^{e} D_{21}^{e \zeta^{2}} & \frac{d A_{2}^{e}}{d \zeta} D_{22}^{e \zeta}+A_{2}^{e} D_{22}^{e \zeta^{2}} & \cdots \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\frac{d A_{N{ }^{e}}^{e}}{d \zeta} D_{N^{e} 1}^{e \zeta}+A_{N^{e}}^{e} D_{N^{e} 1}^{e \zeta^{2}} \frac{d A_{N^{e}}^{e}}{d \zeta} D_{N^{e} 2}^{e \zeta}+A_{N^{e}}^{e} D_{N^{e} 2}^{e \zeta^{2}} & \cdots
\end{array}\right.} \\
& \left.\begin{array}{l}
\frac{d A_{1}^{e}}{d \zeta} D_{1 N^{e}}^{e \zeta}+A_{1}^{e} D_{1 N^{e}}^{e \zeta^{2}} \\
\frac{d A_{2}^{e}}{d \zeta} D_{2 N^{e}}^{e \zeta}+A_{2}^{e} D_{2 N^{e}}^{e \zeta^{2}}
\end{array}\right] \\
& \left.\frac{d A_{N^{e}}^{e}}{d \zeta} D_{N^{e} N^{e}}^{e \zeta}+A_{N^{e}}^{e} D_{N^{e} N^{e}}^{e \zeta^{2}}\right] \tag{5.5}
\end{align*}
$$

is a $\left(N^{e}-2\right) \times N^{e}$ local element stiffness coefficient matrix,

$$
\left\{\bar{\delta}^{e}\right\}=\left\lfloor\begin{array}{llllll}
\bar{w}_{1}^{e} & \bar{w}_{2}^{e} & \bar{w}_{3}^{e} & \ldots & \bar{w}_{N^{e}-1}^{e} & \bar{w}_{N^{e}}^{e} \tag{5.6}
\end{array}\right\rfloor^{T}
$$

is the $N^{e} \times 1$ local element displacement vector, and

$$
\left\{\bar{f}^{e}\right\}=\left\lfloor\begin{array}{lllll}
-\bar{f}_{2}^{e} & -\bar{f}_{3}^{e} & \ldots & -\bar{f}_{N^{e}-2}^{e} & -\bar{f}_{N^{e}-1}^{e} \tag{5.7}
\end{array}\right\rfloor^{T}
$$

is the $\left(N^{e}-2\right) \times 1$ local element distributed force vector.

### 5.1.2 Coordinate Transformations

In order to solve truss problems, the discrete local element equilibrium equations of all discrete elements have to be assembled into the overall algebraic equation system. In the overall algebraic equation system, displacement components of nodes 1 and $N^{e}$ are in directions of global coordinates, therefore the six displacement components at the two element boundary nodes have to be transformed into the global coordinate system. The transformation of a vector can be accomplished through the use of a transformation matrix which is defined by the direction cosines of the nine direction angles between the three local coordinate axes $\bar{x}, \bar{y}, \bar{z}$ and the three global coordinate axes $x, y$, $z$. Using the direction cosines, a transformation relation of the displacement vectors in the two coordinate systems can be constructed

$$
\left[\begin{array}{c}
\cos (\bar{x}, x) \cos (\bar{x}, y) \cos (\bar{x}, z)  \tag{5.8}\\
\cos (\bar{y}, x) \cos (\bar{y}, y) \cos (\bar{y}, z) \\
\cos (\bar{z}, x) \cos (\bar{z}, y) \cos (\bar{z}, z)
\end{array}\right]\left\{\begin{array}{l}
u \\
v \\
w
\end{array}\right\}=\left\{\begin{array}{c}
\bar{u} \\
\bar{v} \\
\bar{w}
\end{array}\right\}
$$

The $3 \times 3$ rotational transformation matrix in the above equation can be expressed by using the notation $\left[t_{r}^{e}\right]$

$$
\left[t_{r}^{e}\right]=\left[\begin{array}{lll}
\cos (\bar{x}, x) & \cos (\bar{x}, y) & \cos (\bar{x}, z)  \tag{5.9}\\
\cos (\bar{y}, x) & \cos (\bar{y}, y) & \cos (\bar{y}, z) \\
\cos (\bar{z}, x) & \cos (\bar{z}, y) & \cos (\bar{z}, z)
\end{array}\right]
$$

A transformation relation between the element displacement vector in localglobal coordinate system and the element displacement vector in local coordinate system can be obtained through the use of the third row, $\left\lfloor t_{r 3}^{e}\right\rfloor$, of [ $t_{r}^{e}$ ]

$$
\begin{equation*}
\left[T^{e}\right]\left\{\delta^{e}\right\}=\left\{\bar{\delta}^{e}\right\} \tag{5.10}
\end{equation*}
$$

where $\left\{\bar{\delta}^{e}\right\}$ is the local element displacement vector expressed by Eq. (5.6),

$$
\left\{\delta^{e}\right\}=\left\lfloor\begin{array}{llllllllll}
u_{1}^{e} & v_{1}^{e} & w_{1}^{e} & \bar{w}_{2}^{e} & \bar{w}_{3}^{e} & \ldots & \bar{w}_{N^{e}-1}^{e} & u_{N^{e}}^{e} & v_{N^{e}}^{e} & w_{N^{e}}^{e} \tag{5.11}
\end{array}\right\rfloor^{T}
$$

is the local-global element displacement vector, and

$$
\left[T^{e}\right]=\left[\begin{array}{lllll}
\left\lfloor t_{r 3}^{e}\right\rfloor & & & &  \tag{5.12}\\
& 1 & & & \\
& & \cdot & & \\
& & \cdot & \\
& & & 1 & \\
& & & & \left\lfloor t_{r 3}^{e}\right\rfloor
\end{array}\right]
$$

is the element transformation matrix. Employing Eq. (5.10) in Eq. (5.4), the following matrix equation can be obtained

$$
\begin{equation*}
\left[\bar{\kappa}^{e}\right]\left[T^{e}\right]\left\{\delta^{e}\right\}=\left\{\bar{f}^{e}\right\} \tag{5.13}
\end{equation*}
$$

The above equation can be rewritten as

$$
\begin{equation*}
\left[\kappa^{e}\right]\left\{\delta^{e}\right\}=\left\{\bar{f}^{e}\right\} \tag{5.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[\kappa^{e}\right]=\left[\bar{\kappa}^{e}\right]\left[T^{e}\right] \tag{5.15}
\end{equation*}
$$

is the local-global element stiffness coefficient matrix. Equation (5.14) is the discrete local-global element equilibrium equation in which the element displacement vector is defined on both of local and global coordinate systems and the local element distributed force vector is defined on the local coordinate system.

### 5.1.3 Discrete Element Internal Forces

The internal forces of a discrete element at nodes can be obtained using the technique of DQ discretization. Denote $\bar{F}_{\bar{z}}^{e}$ the axial force at an arbitrary point $\bar{z}^{e}$ in the element. $\bar{F}_{\bar{z}}^{e}$ is expressed as

$$
\begin{equation*}
\bar{F}_{\bar{z}}^{e}=E^{e} A^{e} \frac{d \bar{w}^{e}}{d \bar{z}^{e}} \tag{5.16}
\end{equation*}
$$

Using DQ in Eq. (5.16), axial forces at a node point $\alpha$ can be obtained:

$$
\begin{equation*}
\bar{F}_{\bar{z} \alpha}^{e}=\frac{E^{e} A_{(\alpha)}^{e}}{l^{e}} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \zeta} \bar{w}_{\beta}^{e}=\frac{E^{e} A_{(\alpha)}^{e}}{l^{e}}\left\lfloor D_{\alpha}^{e \zeta}\right\rfloor\left\{\bar{\delta}^{e}\right\} \tag{5.17}
\end{equation*}
$$

where

$$
\left\lfloor D_{\alpha}^{e \zeta}\right\rfloor=\left\lfloor\begin{array}{lllll}
D_{\alpha 1}^{e \zeta} & D_{\alpha 2}^{e \zeta} & \cdots & D_{\alpha\left(N^{e}-1\right)}^{e \zeta} & D_{\alpha N^{e}}^{e \zeta} \tag{5.18}
\end{array}\right.
$$

Employing Eq. (5.10) in Eq. (5.17), $\bar{F}_{\bar{z} \alpha}^{e}$ can be related to the local-global element displacement vector, which is written as:

$$
\begin{equation*}
\bar{F}_{\bar{z} \alpha}^{e}=\frac{E^{e} A_{(\alpha)}^{e}}{l^{e}}\left\lfloor D_{\alpha}^{e \zeta}\right]\left[T^{e}\right]\left\{\delta^{e}\right\} \tag{5.19}
\end{equation*}
$$

### 5.2 Discrete Condition Equations of Joints

DQEM requires that all condition equations at joints are satisfied. The condition equations include compatibility conditions and equilibrium of external and internal forces at joints. The condition equations have to be expressed as discrete forms using DQ.

### 5.2.1 Discrete Joint Compatibility Conditions

Let $M^{j}$ denote the number of elements connected to joint $j$. Also let $I^{m^{j}}$ denote the element node number of the $m^{j}$ th element connected to the joint. Then $I^{m^{j}}$ is equal to 1 or $N^{m^{j}}$, with $N^{m^{j}}$ being the largest node number of the $m^{j}$ th element. Let $\left\{d_{I^{m^{j}}}^{m^{j}}\right\}=\left\lfloor u_{I^{m j}}^{m^{j}} v_{I^{m j}}^{m^{j}} w_{I^{m j}}^{m^{j}}\right\rfloor^{T}$ and $\left\{d^{j}\right\}=\left\lfloor u^{j} v^{j} w^{j}\right\rfloor^{T}$ represent the globally nodal displacement vector of node $I^{m^{j}}$ of the $m^{j}$ th element and the global joint displacement vector of joint $j$, respectively. Then the compatibility conditions, which are kinematic conditions, of joint $j$ can be expressed as follows:

$$
\begin{equation*}
\left\{d_{I^{1 j}}^{1^{j}}\right\}=\left\{d_{I^{2 j}}^{2^{j}}\right\}=\cdots=\left\{d_{I^{m j}}^{m^{j}}\right\}=\cdots=\left\{d_{I^{M^{j}}}^{M^{j}}\right\}=\left\{d^{j}\right\} \tag{5.20}
\end{equation*}
$$

### 5.2.2 Discrete Joint Equilibrium Conditions

For a three-dimensional DQEM truss analysis model, the equilibrium conditions of external and internal forces at joints also have to be satisfied. Each equilibrium condition is either a natural transition condition or a natural boundary condition. Let $\nu^{m^{j}}$ denote an indicator defined by the local element node number of an element at the joint. $\nu^{m^{j}}$ is defined as:

$$
\nu^{m^{j}}= \begin{cases}+1, & \text { if } I^{m^{j}}=N^{m^{j}}  \tag{5.21}\\ -1, & \text { if } I^{m^{j}}=1\end{cases}
$$

Let $\left\{P^{j}\right\}$ denote the vector of concentrated forces applied at joint $j$. And consider the inverse transformation of a vector by using the transformation matrix defined by Eq. (5.8), the axially nodal force of the $m^{j}$ th element at joint $j$ can be transformed into the global coordinates. Let $\left\{V^{m^{j}}\right\}=\left\lfloor V_{x}^{m^{j}} V_{y}^{m^{j}} V_{z}^{m^{j}}\right\rfloor^{T}$ denote the globally nodal force vector of the $m^{j}$ th element at joint $j$. The three translational equilibrium conditions of joint $j$ can be expressed as follows:

$$
\begin{equation*}
\sum_{m^{j}=1}^{M^{j}} \nu^{m^{j}}\left\{V^{m^{j}}\right\}=\left\{P^{j}\right\} \tag{5.22}
\end{equation*}
$$

The globally nodal force vector can be related to the locally internal force $\bar{F}_{\bar{z} I^{m j}}^{m^{j}}$

$$
\begin{equation*}
\left\{V^{m^{j}}\right\}=\left\lfloor t_{r 1}^{m^{j}}\right\rfloor^{T} \bar{F}_{\bar{z} I^{m}}^{m^{j}} \tag{5.23}
\end{equation*}
$$

where $\left\lfloor t_{r 1}^{m^{j}}\right\rfloor^{T}$ is the transpose of the first row of $\left[t_{r}^{m^{j}}\right]$. Using Eqs. (5.19) and (5.23), Eq. (5.22) can be rewritten as

$$
\begin{equation*}
\sum_{m^{j}=1}^{M^{j}} \nu^{m^{j}}\left\lfloor t_{r 1}^{m^{j}}\right\rfloor^{T} \frac{\left(E^{m^{j}} A^{m^{j}}\right)_{\left(I^{m^{j}}\right)}}{l^{m^{j}}}\left\lfloor D_{I^{m}}^{m^{j} \zeta}\right\rfloor\left[T^{m^{j}}\right]\left\{\delta^{m^{j}}\right\}=\left\{P^{j}\right\} \tag{5.24}
\end{equation*}
$$

### 5.2.3 Prescribed Joint Displacements

A joint might have one or more prescribed displacement components. Let $\left\{\hat{d}_{p}^{j}\right\}$ and $\left\{d_{p}^{j}\right\}$ denote the prescribed joint displacement vector and the corresponding joint displacement vector of joint $j$, respectively. The condition equations of prescribed displacements can be obtained from the following vector equation:

$$
\begin{equation*}
\left\{d_{p}^{j}\right\}=\left\{\hat{d}_{p}^{j}\right\} \tag{5.25}
\end{equation*}
$$

### 5.2.4 Inclined Roller

Let $(\tilde{x}, \tilde{y}, \tilde{z})$ denote the three coordinate axes of a local rectangular Cartesian coordinate system with $\tilde{x}$ and $\tilde{y}$ axes located on the inclined surface and $\tilde{z}$ axis outward normal to the inclined surface, respectively. Also let $\left\{\tilde{d}^{j}\right\}=$ $\left\lfloor\tilde{u}^{j} \tilde{v}^{j} \tilde{w}^{j}\right\rfloor^{T}$ denote the related prescribed displacement vector with the three components in $\tilde{x}, \tilde{y}$ and $\tilde{x}$ coordinate directions. The transformation matrix $\left\{\tilde{t}_{r}\right\}$ can be defined by using $\tilde{x}, \tilde{y}$ and $\tilde{z}$ to replace $\bar{x}, \bar{y}$ and $\bar{z}$ in Eq. (5.8). Then the kinematic condition equations can be expressed by the following matrix equation

$$
\begin{equation*}
\left[\tilde{t}_{r}\right]\left\{d^{j}\right\}=\left\{\tilde{d}^{j}\right\} \tag{5.26}
\end{equation*}
$$

Let $\tilde{P}_{\tilde{x}}^{j}$ and $\tilde{P}_{\tilde{y}}^{j}$ denote the external forces in $\tilde{x}$ and $\tilde{y}$ directions, respectively. Also let $\left\lfloor\tilde{t}_{r 1}\right\rfloor$ and $\left\lfloor\tilde{t}_{r 2}\right\rfloor$ denote the first and second rows of $\left[\tilde{t}_{r}\right]$, respectively. The two natural condition equations which are translational equilibrium equations can be expressed by the following matrix equation

$$
\begin{equation*}
\left[\tilde{t}_{r 12}\right] \sum_{m^{j}=1}^{M^{j}} \nu^{m^{j}}\left\{V^{m^{j}}\right\}=\left[\tilde{t}_{r 12}\right]\left\{P^{j}\right\}=\left\{\tilde{P}^{j}\right\} \tag{5.27}
\end{equation*}
$$

where $\left\{\tilde{P}^{j}\right\}=\left\lfloor\tilde{P}_{\tilde{x}}^{j} \tilde{P}_{\tilde{y}}^{j}\right\rfloor^{T}$, and $\left[\tilde{t}_{r 12}\right]=\left[\begin{array}{c}\left\lfloor\tilde{t}_{r 1}\right\rfloor \\ \left.\tilde{t}_{r 2}\right\rfloor\end{array}\right]$. By using Eqs. (5.22), (5.23) and (5.24), Eq. (5.27) can be rewritten as

$$
\begin{align*}
& {\left[\tilde{t}_{r 12}\right] \sum_{m^{j}=1}^{M^{j}} \nu^{m^{j}}\left[\tilde{t}_{r 12}\right]\left\lfloor t_{r 1}^{m^{j}}\right\rfloor^{T} \frac{\left(E^{m^{j}} A^{m^{j}}\right)_{\left(I^{m^{j}}\right)}}{l^{m^{j}}}\left\lfloor D_{I^{m}}^{m^{j}} \zeta\right]\left[T^{m^{j}}\right]\left\{\delta^{m^{j}}\right\}} \\
& \quad=\left\{\tilde{P}^{j}\right\} \tag{5.28}
\end{align*}
$$

### 5.3 Assemblage

With the discrete joint compatibility conditions in mind, then by assembling all discrete local-global element equilibrium equations (5.14) for elements having more than two nodes, joint equilibrium conditions (5.24) and (5.28), for
the general joints and inclined rollers, respectively, and the prescribed joint displacement conditions (5.25) and (5.26) for the general joints and inclined rollers, respectively, the overall algebraic system represented by Eq. (3.18) can be obtained. Like FEM, the assemblage is based on an element by element procedure. The discrete local-global element equilibrium equations Eq. (5.14) for elements having more than two nodes, and discrete element boundary forces existing in Eqs. (5.24) and (5.28) defined at the two element boundary nodes and expressed by displacements, for all elements, are directly assembled to the overall discrete equation system. Consequently, an element basis explicit matrix equation is not necessary to be formed in the assembling process.

This element basis explicit matrix equation is an element stiffness equation. It contains the relations between the two axial forces and the local element displacement vector expressed by Eq. (5.6) and placed at the first and last rows, and component equations of the discrete local element equilibrium equation (5.14), for an element having more that two nodes, placed at the remaining $N^{e}-2$ rows. This element stiffness equation can be expressed by

$$
\begin{equation*}
\left[\hat{k}^{e}\right]\left\{\bar{\delta}^{e}\right\}=\left\{\hat{r}^{e}\right\} \tag{5.29}
\end{equation*}
$$

where $\left[\hat{k}^{e}\right]$ is a $N^{e} \times N^{e}$ local element stiffness matrix with the first and last rows filled by coefficients for calculating the two discrete element boundary forces, and

$$
\left\{\hat{r}^{e}\right\}=\left[\begin{array}{lllllll}
-\bar{F}_{\bar{z} 1}^{e} & -\bar{f}_{2}^{e} & -\bar{f}_{3}^{e} & \ldots & -\bar{f}_{N^{e}-2}^{e} & -\bar{f}_{N^{e}-1}^{e} & \bar{F}_{\bar{z} N^{e}}^{e} \tag{5.30}
\end{array}\right\rfloor^{T}
$$

is the local element load vector. Using the element transformation matrix [ $T^{e}$ ] in Eq. (5.29), the following local-global element stiffness equation can be obtained

$$
\begin{equation*}
\left[\tilde{k}^{e}\right]\left\{\delta^{e}\right\}=\left\{\tilde{r}^{e}\right\} \tag{5.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[\tilde{k}^{e}\right]=\left[T^{e}\right]^{T}\left[\hat{k}^{e}\right]\left[T^{e}\right] \tag{5.32}
\end{equation*}
$$

is the transformed local-global element stiffness matrix and

$$
\begin{equation*}
\left\{\tilde{r}^{e}\right\}=\left[T^{e}\right]^{T}\left\{\hat{r}^{e}\right\} \tag{5.33}
\end{equation*}
$$

is the transformed local-global element load vector. By assembling Eq. (5.31) for all elements having more than two nodes and considering Eqs. (5.22) and (5.27), for the general joints and inclined rollers, respectively, the overall stiffness equation represented by Eq. (3.18) can also be obtained.

### 5.4 Problems

In the analyses, the Lagrange DQ model with equally spaced grid nodes is used for the element-based discretization. Only the degree of freedom of the
axial displacement is assigned to each node. The interior nodes are used to define discrete equilibrium equations while the two element boundary nodes are used to define the joint condition equations.

Figure 5.1 shows a fixed-free I-bar subjected to a uniformly distributed axial force. $z$ axis is coincident with the centroid line. The cross sections at A and B are shown in Fig. 5.2. The web has the same thickness as the flange. The variation of width is expressed by $b(z)=b_{o}\left(1-z / L+z^{2} / 2 L^{2}\right)$ with $b_{o}=40 . \mathrm{mm}$ and $L=1000 \mathrm{~mm}$. The variation of depth is expressed by $d(z)=d_{o}\left(1-z / L+z^{2} / 2 L^{2}\right)$ with $d_{o}=80$. mm . The values of Young's modulus is $E=206000 \mathrm{~N} / \mathrm{mm}^{2}$. In the analysis, the elements are equally spaced. Numerical results obtained are summarized and listed in Table 5.1. They are compared with exact solutions. By increasing either the number of elements or degrees of freedom per element, the results converge very fast to the exact solutions.


Fig. 5.1. A nonprismatic bar subjected to a distributed load


Fig. 5.2. The cross sections at $A$ and $B$

The two-dimensional truss structure shown in Fig. 5.3 has 29 prismatic members and a support settlement and is subjected to concentrated and distributed loads. In the DQEM analysis, 29 elements were used to model the structure. Elements 3 and 4 which are subjected to linearly distributed loads are four-node elements. Three-node element is used to represent elements 17,

Table 5.1. The results of a nonprismatic I-bar subjected to a uniformly distributed axial load

| Element <br> type | Number of <br> elements | $w(m m)$ <br> $($ at B) | $P(N)$ <br> $($ at A) | $\log \frac{\left\|w-w_{\text {exact }}\right\|}{\left\|w_{\text {exact }}\right\|}$ <br> $($ at B) |
| :--- | :--- | :--- | :--- | :--- |
| 5 -node | 2 | $.1052838 \times 10^{-1}$ | $.9998271 \times 10^{3}$ | -2.894704 |
|  | 4 | $.1051554 \times 10^{-1}$ | $.9999883 \times 10^{3}$ | -4.273620 |
|  | 6 | $.1051508 \times 10^{-1}$ | $.9999977 \times 10^{3}$ | -5.021809 |
| 9-node | 2 | $.1051500 \times 10^{-1}$ | $.1000000 \times 10^{4}$ | -5.720779 |
|  | 4 | $.1051498 \times 10^{-1}$ | $.1000000 \times 10^{4}$ | $<-7.000000$ |
| Exact |  | $.1051498 \times 10^{-1}$ | $.1000000 \times 10^{4}$ |  |
| solution |  |  |  |  |



Fig. 5.3. A truss structure subjected to concentrated and axially distributed loads, and a support settlement

22 and 27 which are subjected to uniformly distributed loads. All other elements are two-node elements. The results of displacement and axial force are plotted, and shown in Figs. 5.4 and 5.5, respectively. Constant, linear and nonlinear distributions of axial forces were obtained. Since the satisfied mechanics relations are enough, the results are exact.

The three-dimensional truss structure shown in Fig. 5.6 is composed of eighteen prismatic members. Only concentrated loads are applied at four joints. Thus the two-node element is used to represent each of the eighteen members. Numerical results of member internal forces are summarized and listed in Table 5.2. They are exact values.


Fig. 5.4. Displacement diagram


Fig. 5.5. Axial force diagram


Fig. 5.6. A three-dimensional truss structure

Table 5.2. The results of a three-dimensional truss problem

| Member | Member <br> force $(k N)$ | Exact solution |
| :--- | :---: | :---: |
| AB | 14.59 | 14.59 |
| CD | -7.92 | -7.92 |
| BC | 3.61 | 3.61 |
| AD | 0.00 | 0.00 |
| AC | 0.25 | 0.25 |
| EF | 14.17 | 14.17 |
| GH | -5.00 | -5.00 |
| FG | -2.78 | -2.78 |
| EH | -2.78 | -2.78 |
| FH | 1.00 | 1.00 |
| AE | 2.06 | 2.06 |
| BF | -4.13 | -4.13 |
| CG | -40.21 | -40.21 |
| DH | -19.59 | -19.59 |
| BE | -26.13 | -26.13 |
| CF | 4.42 | 4.42 |
| DG | 22.56 | 22.56 |
| AH | -1.11 | -1.11 |

## DQEM Analysis of Static Deflection of Three-Dimensional Frames

The DQEM frame analysis model uses various EDQ models which can automatically set compatibility and conformability conditions at the joints to the element basis local discretization. The discrete local element equilibrium equations and element boundary forces at the two element boundary nodes can be transformed using various transformation matrices. Only displacements at the two element boundary nodes are transformed into the global coordinate system. The equilibriums of forces at joints are considered in constructing the overall stiffness equation. The discrete local element equilibrium equations are defined on the local coordinates. All discrete equations are directly assembled into the overall stiffness equation.

### 6.1 Fundamental Relations of Nonprismatic Beam

For a nonprismatic beam of length $l$, assume that the material is isotropic and homogeneous with Young's modulus $E$ and shear modulus $G$. Figure 6.1


Fig. 6.1. The centroid and shear center on a cross section
shows a cross section of a beam with $B$ the centroid and $S$ the shear center. By locating the origin of the local coordinate system $(\bar{x}, \bar{y}, \bar{z})$ at the centroid of the cross section and orienting the two axes on the cross section to the principal directions, various section constants can be defined. Then, the coordinates ( $\bar{x}_{S}, \bar{y}_{S}$ ) defining the shear center $S$ can be calculated by using certain cross section constants. Let $\bar{u}_{S}$ and $\bar{v}_{S}$ denote the two lateral displacement components at the shear center in $\hat{x}_{S}$ and $\hat{y}_{S}$ directions, respectively. Also let $\bar{w}$ and $\bar{\theta}_{\bar{z}}$ denote the average axial displacement and angle of twist. Neglecting the effect of warping torsion, the equilibrium equations of the beam considering the flexural, axial and torsional deformations are expressed by:

$$
\begin{gather*}
E \frac{d^{2}}{d \bar{z}^{2}}\left(I_{\bar{x} \bar{x}} \frac{d^{2} \bar{u}_{S}}{d \bar{z}^{2}}\right)=q_{\bar{x}}-\frac{d m_{\bar{y}}}{d \bar{z}}, \quad E \frac{d^{2}}{d \bar{z}^{2}}\left(I_{\bar{y} \bar{y} \frac{d^{2}}{} \bar{v}_{S}}^{d \bar{z}^{2}}\right)=q_{\bar{y}}+\frac{d m_{\bar{x}}}{d \bar{z}} \\
E \frac{d}{d \bar{z}}\left(A \frac{d \bar{w}}{d \bar{z}}\right)=-p, \quad G \frac{d}{d \bar{z}}\left(J \frac{d \bar{\theta}_{\bar{z}}}{d \bar{z}}\right)=-m_{\bar{z}}^{(s)} \tag{6.1}
\end{gather*}
$$

The boundary conditions are:

$$
\begin{gather*}
E I_{\bar{x} \bar{x}} \frac{d^{2} \bar{u}_{S}}{d \bar{z}^{2}}=\bar{M}_{\bar{y}} \quad \text { or } \quad \delta\left(\frac{d \bar{u}_{S}}{d \bar{z}}\right)=0, \\
-E \frac{d}{d \bar{z}}\left(I_{\bar{x} \bar{x}} \frac{d^{2} \bar{u}_{S}}{d \bar{z}^{2}}\right)=\bar{V}_{\bar{x}}+m_{\bar{y}} \quad \text { or } \quad \delta \bar{u}_{S}=0 \\
E I_{\bar{y} \bar{y}} \frac{d^{2} \bar{v}_{S}}{d \bar{z}^{2}}=-\bar{M}_{\bar{x}} \quad \text { or } \quad \delta\left(\frac{d \bar{v}_{S}}{d \bar{z}}\right)=0 \\
-E \frac{d}{d \bar{z}}\left(I_{\bar{y} \bar{y}} \frac{d^{2} \bar{v}_{S}}{d \bar{z}^{2}}\right)=\bar{V}_{\bar{y}}-m_{\bar{x}} \quad \text { or } \quad \delta \bar{v}_{S}=0 \\
E A \frac{d \bar{w}}{d \bar{z}}=\bar{P} \quad \text { or } \quad \delta \bar{w}=0 \\
G J \frac{d \bar{\theta}_{\bar{z}}}{d \bar{z}}=\bar{M}_{\bar{z}}^{(s)} \quad \text { or } \quad \delta \bar{\theta}_{\bar{z}}=0 \tag{6.2}
\end{gather*}
$$

where $J$ is the torsional constant. In Eqs. (6.1) and (6.2), the following relations are used

$$
\begin{gather*}
I_{S}=I_{p}+A\left(\bar{x}_{S}^{2}+\bar{y}_{S}^{2}\right), \quad m_{\bar{z}}^{(s)}=m_{\bar{z}}+\left(\bar{y}_{S} q_{\bar{x}}-\bar{x}_{S} q_{\bar{y}}\right), \\
\bar{M}_{\bar{z}}^{(s)}=\bar{M}_{\bar{z}}+\left(\bar{y}_{S} \bar{V}_{\bar{x}}-\bar{x}_{S} \bar{V}_{\bar{y}}\right) \tag{6.3}
\end{gather*}
$$

where $I_{\bar{x} \bar{x}}$ and $I_{\bar{y} \bar{y}}$ are moments of inertia of the cross section with respect to $\bar{y}$ and $\bar{x}$ axes, respectively, $I_{p}=I_{\bar{x} \bar{x}}+I_{\bar{y} \bar{y}}$ is the polar moment of inertia, $q_{\bar{x}}$ and $q_{\bar{y}}$ are distributed external forces in $\bar{x}$ and $\bar{y}$ axes, respectively, $m_{\bar{x}}$ and $m_{\bar{y}}$ are intensities of distributed external moments with respect to $\bar{x}$ and $\bar{y}$ axes, respectively, $m_{\bar{z}}$ is the intensity of distributed torque, $\bar{V}_{\bar{x}}$ and $\bar{V}_{\bar{y}}$ are lateral forces in $\bar{x}$ and $\bar{y}$ directions, respectively, $\bar{M}_{\bar{x}}$ and $\bar{M}_{\bar{y}}$ are the external moments with respect to $\bar{x}$ and $\bar{y}$ axes, respectively, and $M_{\bar{z}}$ is the external torque, applied on the natural boundary.

### 6.2 Discrete Element Equations

### 6.2.1 Discrete Element Equilibrium Equations

The fundamental relations are referred to the physical coordinate system while the EDQ discretization is carried out on the natural coordinate system. Therefore, in using the EDQ technique to discretize the fundamental relations, the transformation operations of coordinates and derivatives of displacements between two different coordinate systems, have to be carried out. Let ( $x_{1}^{e}, y_{1}^{e}, z_{1}^{e}$ ) and $\left(x_{N^{e}}^{e}, y_{N^{e}}^{e}, z_{N^{e}}^{e}\right)$ denote the global coordinates of node 1 and node $N^{e}$ which are two end nodes, respectively. The element length $l^{e}$ can thus be calculated by using Eq. (5.2).

The element degrees of freedom for defining the axial, flexural and torsional discretizations must equal the corresponding element-basis discrete fundamental relations for constructing the overall discrete equation system. In addition to the degrees of freedom for representing displacement components, the degrees of freedom for representing derivatives of a local displacement component with respect to $\bar{z}^{e}$ at an element boundary node can also be assigned to that element boundary node. The selection of derivatives can be flexible [35,102]. In order to automatically set the kinematic transition conditions by only using the degrees of freedom assigned to the element boundary nodes, the degrees of freedom representing the two first order derivatives of flexural deflections must be assigned to the element boundary nodes. In the present DQEM frame analysis model, only the degrees of freedom which are necessary for automatically setting the kinematic transition conditions are assigned to the element boundary nodes.

Since the highest order of derivatives of displacement parameters existing in the third and fourth of Eqs. (6.1) is two, without using a specific technique to calculate the two sets of equivalent nodal forces, separately, and include them into the related natural transition conditions or natural boundary conditions, the order of approximate axial displacement and/or angle of twist must at least be two and the element must at least have one discrete point for defining the discrete axial and/or torsional equilibrium equations, separately, for the element having distributed axial and/or torsional loads. However, the order of approximate axial displacement and/or angle of twist can be one and no interior discrete point is necessary for the element having no distributed axial and/or torsional loads. The DQEM linear element is equivalent to the FEM linear element. Since the highest order of derivatives of the two lateral displacements is four, without using a specific technique to calculate the two sets of four equivalent nodal forces for the two distributed loads, separately, and include them into the related natural transition conditions or natural boundary conditions, the order of the two approximate lateral displacements must at least be four, and each of the related two equilibrium equations needs at least one discrete point for defining its discrete equation. The DQEM cubic element is equivalent to the FEM Hermite cubic element. The discrete points
for defining the discrete equilibrium equations can be either in the interior of the element or on the element boundary.

In the present frame analysis model, only interior discrete points are used to define discrete element equilibrium equations.

Figure 6.2 shows the element with the two element boundary nodes and four representative interior nodes with the assigned deformation parameters, $\bar{u}_{S}, \bar{v}_{S}, \bar{w}$ and $\bar{\theta}_{\bar{z}}$, used to define various EDQ discretizations at the discrete points. In the numerical simulation, the nodes used to define the axial discretization, the nodes used to define the flexural discretizations and the nodes used to define the torsional discretization can be different.


Fig. 6.2. The two element boundary nodes and four representative interior nodes with the assigned deformation parameters used to define various EDQ discretizations at the discrete points

Figure 6.3 shows the element with each of the four interior nodes a representative node for defining the element basis EDQ discretization of a derivative of a displacement parameter among $\bar{u}_{S}, \bar{v}_{S}, \bar{w}$ and $\bar{\theta}_{\bar{z}}$. The deformation parameters at an interior node used to define the EDQ discretization can be


Fig. 6.3. Representative interior discrete points at which various discrete equilibrium equations are defined
the displacement parameter and/or it derivatives at that interior nodes. Two or more nodes among these four interior nodes can be located at the same place. Let $N_{A}^{e}, N_{B_{u}}^{e}, N_{B_{v}}^{e}$ and $N_{T}^{e}$ denote the numbers of nodes for defining the axial discretization, the flexural discretization in $\bar{x}^{e}$ direction, the flexural discretization in $\bar{y}^{e}$ direction and the torsional discretization, respectively, $\bar{N}_{A}^{e}$, $\bar{N}_{B_{u}}^{e}, \bar{N}_{B_{v}}^{e}$ and $\bar{N}_{T}^{e}$ denote the corresponding element degrees of freedom, $\hat{N}_{A}^{e}$, $\hat{N}_{B_{u}}^{e}, \hat{N}_{B_{v}}^{e}$ and $\hat{N}_{T}^{e}$ denote the numbers of the corresponding interior discrete points for defining the related discrete equilibrium equations plus the two element boundary nodes, and $D_{\gamma k}^{e \zeta^{m}}, D_{1}^{e \zeta^{m}}, D_{\beta j}^{e \zeta^{m}}$ and $D_{\delta l}^{e \zeta^{m}}$ denote the corresponding weighting coefficients. Also let the origin of the local coordinate system be located at node 1 and the range of the natural coordinate $\zeta$ be $0 . \leq \zeta \leq 1$. Then by using the EDQ, the discrete equation of the first of Eqs. (6.1) at a discrete point $\alpha$ in element $e$ can be expressed as

$$
\begin{align*}
& \frac{E^{e}}{\left(l^{e}\right)^{4}}\left[\frac{d^{2} I_{\bar{x} \bar{x}(\alpha)}^{e}}{d \zeta^{2}} \sum_{i=1}^{\bar{N}_{B_{u}}^{e}} D_{\alpha i}^{e \zeta^{2}}+2 \frac{d I_{\bar{x} \bar{x}(\alpha)}^{e}}{d \zeta} \sum_{i=1}^{\bar{N}_{B_{u}}^{e}} D_{\alpha i}^{e \zeta^{3}}+I_{\bar{x} \bar{x}(\alpha)}^{e} \sum_{i=1}^{\bar{N}_{B_{u}}^{e}} D_{\alpha i}^{e \zeta^{4}}\right] \tilde{u}_{S i}^{e} \\
= & q_{\bar{x} \alpha}^{e}-\frac{1}{l^{e}} \frac{d m_{\bar{y} \alpha}^{e}}{d \zeta}, \quad \alpha=2, \ldots, \hat{N}_{B_{u}}^{e}-1 \tag{6.4}
\end{align*}
$$

The discrete equation of the second of Eqs. (6.1) at a discrete point $\beta$ can be similarly expressed as

$$
\begin{align*}
& \frac{E^{e}}{\left(l^{e}\right)^{4}}\left[\frac{d^{2} I_{\bar{y} \bar{y}(\beta)}^{e}}{d \zeta^{2}} \sum_{j=1}^{\bar{N}_{B v}^{e}} D_{\beta j}^{e \zeta^{2}}+2 \frac{d I_{\bar{y} \bar{y}(\beta)}^{e}}{d \zeta} \sum_{j=1}^{\bar{N}_{B v}^{e}} D_{\beta j}^{e \zeta^{3}}+I_{\bar{y} \bar{y}(\beta)}^{e} \sum_{j=1}^{\bar{N}_{B v}^{e}} D_{\beta j}^{e \zeta^{4}}\right] \tilde{v}_{S j}^{e} \\
= & q_{\bar{y} \beta}^{e}+\frac{1}{l^{e}} \frac{d m_{\bar{x} \beta}^{e}}{d \zeta}, \quad \beta=2, \ldots, \hat{N}_{B_{v}}^{e}-1 \tag{6.5}
\end{align*}
$$

The discrete equation of the third of Eqs. (6.1) at a discrete point $\gamma$ can be expressed as

$$
\begin{equation*}
\frac{E^{e}}{\left(l^{e}\right)^{2}}\left[\frac{d A_{(\gamma)}^{e}}{d \zeta} \sum_{k=1}^{\bar{N}_{A}^{e}} D_{\gamma k}^{e \zeta}+A_{(\gamma)}^{e} \sum_{k=1}^{\bar{N}_{A}^{e}} D_{(\gamma) k}^{e \zeta^{2}}\right] \tilde{w}_{k}^{e}=-p_{\gamma}^{e}, \quad \gamma=2, \ldots, \hat{N}_{A}^{e}-1 \tag{6.6}
\end{equation*}
$$

And the discrete equation of the last of Eqs. (6.1) at a discrete point $\delta$ can be expressed as

$$
\begin{equation*}
\frac{G^{e}}{\left(l^{e}\right)^{2}}\left[\frac{d J_{(\delta)}^{e}}{d \zeta} \sum_{l=1}^{\bar{N}_{T}^{e}} D_{\delta l}^{e \zeta}+J_{(\delta)}^{e} \sum_{l=1}^{\bar{N}_{T}^{e}} D_{\delta l}^{e \zeta^{2}}\right] \tilde{\theta}_{\bar{z} l}^{e}=-m_{\bar{z} \delta}^{(s) e}, \quad \delta=2, \ldots, \hat{N}_{T}^{e}-1 \tag{6.7}
\end{equation*}
$$

In Eqs. (6.4) to (6.7), the derivatives of section constants, $m_{\bar{y}}^{e}$ and $m_{\bar{x}}^{e}$ at the related discrete points can also be calculated by the DQ. It is especially useful if the distribution function of a section constant, $m_{\bar{x}}^{e}$ or $m_{\bar{y}}^{e}$ is not continuously differentiable up to the order of its derivative. The values of section
constants, $m_{\bar{x}}^{e}$ and $m_{\bar{y}}^{e}$ at the two element boundary nodes and certain interior discrete points are used to define the DQ discretizations of the derivatives of these quantities. Let $\bar{\phi}(\zeta)$ denote the distribution of these quantities. Then the DQ discretization for the $m$ th order derivative of $\bar{\phi}$ at a discrete point $\alpha$ is expressed by

$$
\begin{equation*}
\frac{d^{m} \bar{\phi}_{\alpha}^{e}}{d \zeta^{m}}=\sum_{\bar{i}=1}^{\tilde{N}_{D}^{e}} \bar{D}_{\alpha \bar{i}}^{e \zeta^{m}} \bar{\Phi}_{\bar{i}}^{e} \tag{6.8}
\end{equation*}
$$

where $\bar{D}_{\alpha \bar{i}}^{e \bar{\zeta}^{m}}$ are weighting coefficients and $\tilde{N}_{D}^{e}$ is the number of points for defining the DQ discretization. Let $\tilde{N}_{A}^{e}, \tilde{N}_{I 1}^{e}, \tilde{N}_{I 2}^{e}, \tilde{N}_{J}^{e}$ and $\tilde{N}_{b 1}^{e}$ denote the numbers of nodes for defining the discretizations of the derivatives of $A^{e}, I_{\bar{x} \bar{x}}^{e}$, $I_{\bar{y} \bar{y}}^{e}, J^{e}, m_{\bar{x}}^{e}$ and $m_{\bar{y}}^{e}$, respectively. Then the derivatives at the related discrete points can be expressed by the following DQ discretization equations

$$
\begin{gather*}
\frac{d A_{\gamma}^{e}}{d \zeta}=\sum_{\bar{k}=1}^{\tilde{N}_{A}^{e}} \bar{D}_{\gamma \bar{k}}^{\zeta} A_{\bar{k}}^{e}, \quad \frac{d I_{\bar{x} \bar{x} \alpha}^{e}}{d \zeta}=\sum_{\bar{i}=1}^{\tilde{N}_{I 1}^{e}} \bar{D}_{\alpha \bar{i}}^{\zeta} I_{\bar{x} \bar{x} \bar{i}}^{e}, \\
\frac{d^{2} I_{\bar{x} \bar{x} \alpha}^{e}}{d \zeta^{2}}=\sum_{\bar{i}=1}^{\tilde{N}_{I 1}^{e}} \bar{D}_{\alpha \bar{i}}^{\zeta^{2}} I_{\bar{x} \bar{x} \bar{i}}^{e}, \quad \frac{d I_{\bar{y} \bar{y} \beta}^{e}}{d \zeta}=\sum_{\bar{j}=1}^{\tilde{N}_{I 2}^{e}} \bar{D}_{\beta \bar{j}}^{\zeta} I_{\bar{y} \bar{y} \bar{y}}^{e}, \\
\frac{d^{2} I_{\bar{y} \bar{y} \beta}^{e}}{d \zeta^{2}}=\sum_{\bar{j}=1}^{\tilde{N}_{I 2}^{e}} \bar{D}_{\beta \bar{j}}^{\zeta^{2}} I_{\bar{y} \bar{y} \bar{j}}^{e}, \quad \frac{d J_{\delta}^{e}}{d \zeta}=\sum_{\bar{l}=1}^{\tilde{N}_{I 3}^{e}} \bar{D}_{\delta \bar{l}}^{\zeta} J_{\bar{l}}^{e}, \\
\frac{d m_{\bar{x} \beta}^{e}}{d \zeta}=\sum_{t=1}^{\tilde{N}_{b 1}^{e}} \bar{D}_{\beta \bar{t}}^{\zeta} m_{\bar{x} \bar{t}}^{e}, \quad \frac{d m_{\bar{y} \alpha}^{e}}{d \zeta}=\sum_{t=1}^{\tilde{N}_{b 1}^{e}} \bar{D}_{\alpha \bar{t}}^{\zeta} m_{\bar{y} \bar{t}}^{e} \tag{6.9}
\end{gather*}
$$

Using Eqs. (6.4) to (6.7), the discrete local element equilibrium equation represented by Eq. (5.4) can be constructed. In the discrete local element equilibrium equation, the local element stiffness coefficient matrix $\left[\bar{\kappa}^{e}\right]$ is a $\left(\hat{N}_{B_{u}}^{e}+\hat{N}_{B_{v}}^{e}+\hat{N}_{A}^{e}+\hat{N}_{T}^{e}-8\right) \times\left(\bar{N}_{B_{u}}^{e}+\bar{N}_{B_{v}}^{e}+\bar{N}_{A}^{e}+\bar{N}_{T}^{e}\right)$ matrix with the values of elements in the matrix depending on geometrical constants, material constants and weighting coefficients. The local element displacement vector $\left\{\bar{\delta}^{e}\right\}$ is a $\left(\bar{N}_{B_{u}}^{e}+\bar{N}_{B_{v}}^{e}+\bar{N}_{A}^{e}+\bar{N}_{T}^{e}\right) \times 1$ vector expressed as

$$
\begin{array}{r}
\left\{\bar{\delta}^{e}\right\}=\left\lfloor\begin{array}{cccccccc}
\bar{u}_{S 1}^{e} & \bar{v}_{S 1}^{e} & \bar{w}_{1}^{e} & \bar{\theta}_{\bar{x} S 2}^{e} & \bar{\theta}_{\overline{\bar{y}} S 2}^{e} & \bar{\theta}_{\bar{z} 1}^{e} & \ldots & \bar{u}_{S\left(\bar{N}_{B_{u}}^{e}-1\right)}^{e} \\
\bar{v}_{S\left(\bar{N}_{B_{v}}^{e}-1\right)}^{e} & \bar{w}_{\bar{N}_{A}^{e}}^{e} & \bar{\theta}_{\bar{x} S \bar{N}_{B_{v}}^{e}}^{e} & \bar{\theta}_{\bar{y} S \bar{N}_{B_{u}}^{e}}^{e} & \bar{\theta}_{\bar{z} \bar{N}_{T}^{e}}^{e}
\end{array}\right]^{T}
\end{array}
$$

The local element distributed force vector $\left\{\bar{r}^{e}\right\}$ is a $\left(\hat{N}_{B_{u}}^{e}+\hat{N}_{B_{v}}^{e}+\hat{N}_{A}^{e}+\hat{N}_{T}^{e}-\right.$ 8) $\times 1$ vector expressed as

$$
\begin{align*}
&\left\{\bar{r}^{e}\right\}=\left\lfloor\begin{array}{lllll}
-p_{2}^{e} & \bar{q}_{\bar{x} 2}^{e} & \bar{q}_{\bar{y} 2}^{e} & -m_{\bar{z} 2}^{(s) e} & \ldots
\end{array}-p_{\hat{N}_{A}^{e}-1}^{e}\right. \\
& \bar{q}_{\bar{x}\left(\hat{N}_{B_{u}}^{e}-1\right)}^{e} \bar{q}_{\bar{y}\left(\hat{N}_{B_{v}}^{e}-1\right)}^{e}  \tag{6.11}\\
& \hline
\end{align*}
$$

In Eq. (6.10), we see that each of the two element boundary nodes has six degrees of freedom. In Eq. (6.11), we see that the maximum number of discrete element equilibrium equations defined at an interior discrete point is four. It should also be noted that $\left\{\bar{\delta}^{e}\right\}$ twelve more elements than $\{\bar{r}\}$. In Eq. (6.10), $\bar{\theta}_{\bar{x} S i}^{e}$ and $\bar{\theta}_{\bar{y} S i}^{e}$ Represent the rotation angles $-\frac{d \bar{v}_{S}^{e}}{d \bar{z}^{e}}=-\frac{1}{l e} \frac{d \bar{v}_{S}^{e}}{d \zeta}$ and $\frac{d \bar{u}_{S}^{e}}{d \bar{z}^{e}}=\frac{1}{l e} \frac{d \bar{u}_{S}^{e}}{d \zeta}$, respectively, at node $i$. In Eq. (6.11), $\bar{q}_{\bar{x} i}^{e}, \bar{q}_{\bar{y} i}^{e}$ and $m_{\bar{z} i}^{(s) e}$ represent $q_{\bar{x}}^{e}-\frac{1}{l e} \frac{d m_{\bar{y}}^{e}}{d \zeta}$, $q_{\bar{y}}^{e}+\frac{1}{l^{e}} \frac{d m_{\overline{\bar{x}}}^{e}}{d \bar{\zeta}}$ and $m_{\bar{z}}^{(s) e}$, respectively, at node $i$. If no axially distributed force is applied, interior discrete points can be neglected and only two discrete points of the two element boundary nodes are necessary which are used to define natural transition conditions or natural boundary conditions involving axial forces. Then no discrete axial equilibrium equation needs to be included in the discrete local element equilibrium equation (5.4). If the element is axially rigid, $\bar{w}_{i}^{e}$ in $\left\{\bar{\delta}^{e}\right\}$ and the related columns in $\left[\bar{\kappa}^{e}\right]$ can also be eliminated. Similarly, if no laterally distributed force in a certain direction is applied the discrete flexural equilibrium equations in that direction can be neglected. If the element is flexurally rigid in a certain direction the lateral displacements and their gradients in $\left\{\bar{\delta}^{e}\right\}$ and the related columns in $\left[\bar{\kappa}^{e}\right]$ can also be eliminated. Furthermore, if no distributed torque is applied the discrete torsional equilibrium equations can be neglected. If the element is torsional rigid, the angles of twist and the angles of twist per unit length in $\left\{\bar{\delta}^{e}\right\}$ and the related columns in $\left[\bar{\kappa}^{e}\right]$ can be eliminated.

### 6.2.2 Coordinate Transformations

All elements connected to a joint must have the same position, which is the joint node, to define the global displacements at that position and express the displacements of the element boundary nodes as the global displacements of that position. Thus the coordinate transformations have to be carried out. The local displacements $\bar{U}(\bar{x}, \bar{y}, \bar{z}), \bar{V}(\bar{x}, \bar{y}, \bar{z})$ and $\bar{W}(\bar{x}, \bar{y}, \bar{z})$ of a point $(\bar{x}, \bar{y}, \bar{z})$ on the cross section can be related to the local displacements of the centroid $\bar{u}(\bar{z}), \bar{v}(\bar{z})$, the average axial displacement $\bar{w}(\bar{z})$ and the local angle of twist $\bar{\theta}_{\bar{z}}(\bar{z})$ through the following equations

$$
\begin{gather*}
\bar{U}(\bar{x}, \bar{y}, \bar{z})=\bar{u}(\bar{z})-\bar{y} \bar{\theta}_{\bar{z}}(\bar{z}), \quad \bar{V}(\bar{x}, \bar{y}, \bar{z})=\bar{v}(\bar{z})+\bar{x} \bar{\theta}_{\bar{z}}(\bar{z}), \\
\bar{W}(\bar{x}, \bar{y}, \bar{z})=\bar{w}(\bar{z})-\bar{x} \bar{u}_{, \bar{z}}(\bar{z})-\bar{y} \bar{v}_{, \bar{z}}(\bar{z}) \tag{6.12}
\end{gather*}
$$

If the joint is rigid and has a finite size, the relations between the local displacements of the shear center and the local displacements of a point $R$ which is the joint node used to define the transition conditions are necessary to be constructed. If the rigid joint does not have a finite size, the transition conditions can also be defined at a point which is not the shear center. Let $O$ be a certain point on the cross section. Assuming that the deformation of torsion is negligible as compared to the deformation of bending, the relations between the local displacements $\bar{u}_{S}(\bar{z}), \bar{v}_{S}(\bar{z}), \bar{w}(\bar{z}), \bar{\theta}_{\bar{x} S}, \bar{\theta}_{\bar{y} S}$ and $\theta_{\bar{z}}$, and the
displacements $\bar{u}_{O}, \bar{v}_{O}, \bar{w}_{O}, \bar{\theta}_{\bar{x} O}, \bar{\theta}_{\bar{y} O}$ and $\bar{\theta}_{\bar{z} O}$ of point $O$ can be obtained by using Eqn. (6.12)

$$
\begin{equation*}
\left\{\bar{d}_{O}\right\}=\left[t_{S O}\right]\left\{\bar{d}_{S}\right\} \tag{6.13}
\end{equation*}
$$

where

$$
\left\{\bar{d}_{O}\right\}=\left\lfloor\begin{array}{lllll}
\bar{u}_{O} & \bar{v}_{O} & \bar{w}_{O} & \bar{\theta}_{\bar{x} O} & \bar{\theta}_{\bar{y} O} \tag{6.14}
\end{array} \bar{\theta}_{\bar{z} O}\right\rfloor^{T}
$$

is the local displacement vector of point O ,

$$
\left\{\bar{d}_{S}\right\}=\left\lfloor\begin{array}{llllll}
\bar{u}_{S} & \bar{v}_{S} & \bar{w} & \bar{\theta}_{\bar{x} S} & \bar{\theta}_{\bar{y} S} & \bar{\theta}_{\bar{z}} \tag{6.15}
\end{array}\right\rfloor^{T}
$$

and

$$
\left[t_{S O}\right]=\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & -\bar{y}_{S O}  \tag{6.16}\\
0 & 1 & 0 & 0 & 0 & \bar{x}_{S O} \\
0 & 0 & 1 & \bar{y}_{O} & -\bar{x}_{O} & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

The relations between the local displacements of point $O$ and the local displacements $\bar{u}_{R}, \bar{v}_{R}, \bar{w}_{R}, \bar{\theta}_{\bar{x} R}, \bar{\theta}_{\bar{y} R}$ and $\bar{\theta}_{\bar{z} R}$ of point $R$ can also be defined by using the concept of kinematics of rigid body motion. Then the local displacements of $O$ can be expressed by the local displacements of $R$ through the following matrix equation

$$
\begin{equation*}
\left\{\bar{d}_{O}\right\}=\left[t_{t}\right]\left\{\bar{d}_{R}\right\} \tag{6.17}
\end{equation*}
$$

where

$$
\begin{align*}
\left\{\bar{d}_{R}\right\} & =\left\lfloor\begin{array}{llcccc}
\bar{u}_{R} & \bar{v}_{R} & \bar{w}_{R} & \bar{\theta}_{\bar{x} R} & \bar{\theta}_{\bar{y} R} & \bar{\theta}_{\bar{z} R}
\end{array}\right]^{T}  \tag{6.18}\\
{\left[t_{R O}\right] } & =\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & -\bar{z}_{O R} & \bar{y}_{O R} \\
0 & 1 & 0 & \bar{z}_{O R} & 0 & -\bar{x}_{O R} \\
0 & 0 & 1 & -\bar{y}_{O R} & \bar{x}_{O R} & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right] \tag{6.19}
\end{align*}
$$

Using Eqs. (6.13) and (6.17), the local displacements of $S$ can be related to the local displacements of $R$ through the following matrix equation

$$
\begin{equation*}
\left\{\bar{d}_{S}\right\}=\left[t_{t}\right]\left\{\bar{d}_{R}\right\} \tag{6.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[t_{t}\right]=\left[t_{S O}\right]^{-1}\left[t_{R O}\right] \tag{6.21}
\end{equation*}
$$

is the translational transformation matrix. In $\left[t_{S O}\right]$ and $\left[t_{R O}\right]$, the relations $\bar{x}_{S O}=\bar{x}_{O}-\bar{x}_{S}, \bar{y}_{S O}=\bar{y}_{O}-\bar{y}_{S}, \bar{x}_{O R}=\bar{x}_{R}-\bar{x}_{O}, \bar{y}_{O R}=\bar{y}_{R}-\bar{y}_{O}$, and $\bar{z}_{O R}=\bar{z}_{R}-\bar{z}_{O}$ are used.

In the overall algebraic system, displacement components at joints must be in directions of global coordinates while the displacement components at
the interior nodes can be in the directions of global or local coordinates. In the present numerical simulation, only the displacement components at joints are transformed to express them as the global joint displacements. Therefore the local element displacement vector $\left\{\bar{\delta}^{e}\right\}$ have to be transformed to obtain a local-global element displacement vector. The transformation of a vector can be accomplished through the use of the rotational transformation matrix represented by Eq. (5.9). The relations between the global displacements and the local displacements of the joint node $R$ can be expressed by the following equation

$$
\begin{equation*}
\left[t_{R}\right]\left\{d_{R}\right\}=\left\{\bar{d}_{R}\right\} \tag{6.22}
\end{equation*}
$$

where

$$
\left[t_{R}\right]=\left[\begin{array}{lll}
{\left[t_{r}^{e}\right]} &  \tag{6.23}\\
& {\left[t_{r}^{e}\right]}
\end{array}\right]
$$

is the joint transformation matrix with $\left[t_{r}^{e}\right]$ the rotational transformation matrix defined by Eq. (5.9), and

$$
\left\{d_{R}\right\}=\left\lfloor\begin{array}{llllll}
u_{R} & v_{R} & w_{R} & \theta_{x R} & \theta_{y R} & \theta_{z R} \tag{6.24}
\end{array}\right\rfloor^{T}
$$

the global displacement vector of the joint node $R$. Using Eqs. (6.20) and (6.22), the transformation relation between the local displacement vector of the shear center and the global displacement vector of the joint node $R$ can be expressed by the following equation

$$
\begin{equation*}
\left\{\bar{d}_{S}\right\}=\left[t^{e}\right]\left\{d_{R}\right\} \tag{6.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[t^{e}\right]=\left[t_{t}\right]\left[t_{R}\right] \tag{6.26}
\end{equation*}
$$

A transformation relation between the element displacement vector in global coordinate system and the element displacement vector in local coordinate system can be obtained through the use of $\left[t^{e}\right]$

$$
\begin{equation*}
\left[T^{e}\right]\left\{\delta^{e}\right\}=\left\{\bar{\delta}^{e}\right\} \tag{6.27}
\end{equation*}
$$

where $\left\{\bar{\delta}^{e}\right\}$ is the local element displacement vector expressed by Eq. (6.10),

$$
\begin{align*}
& \left\{\delta^{e}\right\}=\left\lfloor\begin{array}{llllllll}
u_{R 1}^{e} & v_{R 1}^{e} & w_{R 1}^{e} & \theta_{x R 1}^{e} & \theta_{y R 1}^{e} & \theta_{z R 1}^{e} & \ldots
\end{array}\right. \\
& u_{R N^{e}}^{e} \quad v_{R N^{e}}^{e} \quad w_{R N^{e}}^{e} \quad \theta_{x R N^{e}}^{e} \quad \theta_{y R N^{e}}^{e} \quad \theta_{z R N^{e}}^{e} ل^{T} \tag{6.28}
\end{align*}
$$

the local-global element displacement vector, and

$$
\left[T^{e}\right]=\left[\begin{array}{lllllll}
{\left[t^{e}\right]} & & & & & &  \tag{6.29}\\
& 1 & & & & & \\
& & 1 & & & & \\
& & & \cdot & & & \\
& & & \cdot & & & \\
& & & & & & \\
& & & & & \\
& & & & & & \\
& & & & & 1 & \\
& & & & & & \\
& & \\
\left.e^{e}\right]
\end{array}\right]
$$

the element transformation matrix. Employing Eq. (6.27) in Eq. (5.4), the discrete local-global element equilibrium equation represented by Eq. 5.14 can be obtained.

### 6.2.3 Discrete Element Internal Forces

The internal forces of a discrete element at an arbitrary point can be calculated. Figure 6.4 shows the internal forces at the two element boundary nodes and an interior point. Denote $\bar{F}_{\bar{z}}^{e}$ the axial force in the element. $\bar{F}_{\bar{z}}^{e}$ is expressed as $\bar{F}_{\bar{z}}^{e}=(E A)^{e} \frac{d \bar{w}^{e}}{d \bar{z}^{e}}$. Using the EDQ discretization, the axial force at an arbitrary point $\gamma$ can be obtained:

$$
\begin{equation*}
\bar{F}_{\bar{z} \gamma}^{e}=\frac{E^{e} A_{(\gamma)}^{e}}{l^{e}} \sum_{k=1}^{\bar{N}_{A}^{e}} D_{\gamma k}^{e \zeta} \tilde{w}_{k}^{e}=\frac{E^{e} A_{(\gamma)}^{e}}{l^{e}}\left\lfloor D_{\bar{w} \gamma}^{e \zeta}\right\rfloor\left\{\bar{\delta}^{e}\right\} \tag{6.30}
\end{equation*}
$$

where

$$
\left\lfloor D_{\bar{w}_{\gamma}}^{e \zeta}\right\rfloor=\left\lfloor\begin{array}{llllllll}
0 & 0 & D_{\gamma 1}^{e \zeta} & \ldots & D_{\gamma \bar{N}_{A}^{e}}^{e \zeta} & 0 & 0 & 0 \tag{6.31}
\end{array}\right\rfloor
$$

Employing Eq. (6.28) in Eq. (6.31), $\bar{F}_{\bar{z} \gamma}^{e}$ can be related to the local-global element displacement vector, which is written as:

$$
\begin{equation*}
\bar{F}_{\bar{z} \gamma}^{e}=\frac{E^{e} A_{(\gamma)}^{e}}{l^{e}}\left\lfloor D_{\bar{w} \gamma}^{e \zeta}\right\rfloor\left[T^{e}\right]\left\{\delta^{e}\right\} \tag{6.32}
\end{equation*}
$$

The distributions of bending moments in the element are

$$
\bar{M}_{\bar{x}}^{e}=-E^{e} I_{\bar{y} \bar{y}}^{e} \frac{d^{2} \bar{v}_{S}^{e}}{d\left(\bar{z}^{e}\right)^{2}}, \quad \bar{M}_{\bar{y}}^{e}=E^{e} I_{\bar{x} \bar{x}}^{e} \frac{d^{2} \bar{u}_{S}^{e}}{d\left(\bar{z}^{e}\right)^{2}}
$$

Using the EDQ discretization, bending moments $\bar{M}_{\bar{x}}^{e}$ at point $\beta$ and $\bar{M}_{\bar{y}}^{e}$ at point $\alpha$ can be obtained:


Fig. 6.4. Internal forces at the two element boundary sections and an interior cross section

$$
\begin{gather*}
\bar{M}_{\bar{x} \beta}^{e}=-\frac{E^{e} I_{\bar{y} \bar{y}(\beta)}^{e}}{\left(l^{e}\right)^{2}} \sum_{j=1}^{\bar{N}_{B v}^{e}} D_{\beta j}^{e \zeta^{2}} \tilde{v}_{S j}^{e}=-\frac{E^{e} I_{\bar{y} \bar{y}(\beta)}^{e}}{\left(l^{e}\right)^{2}}\left\lfloor D_{\bar{v} \beta}^{e \zeta^{2}}\right\rfloor\left\{\bar{\delta}^{e}\right\}, \\
\bar{M}_{\bar{y}(\alpha)}^{e}=\frac{E^{e} I_{\bar{x} \bar{x}(\alpha)}^{e}}{\left(l^{e}\right)^{2}} \sum_{i=1}^{\bar{N}_{B_{u}}^{e}} D_{\alpha i}^{e \zeta^{2}} \tilde{u}_{S i}^{e}=\frac{E^{e} I_{\bar{x} \bar{x}(\alpha)}^{e}}{\left(l^{e}\right)^{2}}\left\lfloor D_{\bar{u} \alpha}^{e \zeta^{2}}\right\rfloor\left\{\bar{\delta}^{e}\right\} \tag{6.33}
\end{gather*}
$$

where

$$
\begin{align*}
& \left\lfloor D_{\bar{u} \alpha}^{e \zeta^{2}}\right\rfloor=\left\lfloor\begin{array}{lllllll}
D_{\alpha 1}^{e \zeta^{2}} & 0 & 0 & \ldots & 0 & l^{e} D_{\alpha \bar{N}_{B_{u}}^{e}}^{e \zeta^{2}} & 0
\end{array}\right\rfloor, \\
& \left\lfloor D_{\bar{v} \beta}^{e \zeta^{2}}\right\rfloor=\left\lfloor\begin{array}{llllll}
0 & D_{\beta 1}^{e \zeta^{2}} & 0 & \ldots & -l^{e} D_{\beta \bar{N}_{B_{v}}^{e}}^{e \zeta^{2}} & 0
\end{array}\right\rfloor \tag{6.34}
\end{align*}
$$

Employing Eq. (6.27) in Eqs. (6.33), $\bar{M}_{x \beta}^{e}$ and $\bar{M}_{y \alpha}^{e}$ can be related to the local-global element displacement vector, which are written as:

$$
\begin{equation*}
\bar{M}_{\bar{x} \beta}^{e}=-\frac{E^{e} I_{\bar{y} \bar{y}(\beta)}^{e}}{\left(l^{e}\right)^{2}}\left\lfloor D_{\bar{v} \beta}^{e \zeta^{2}}\right\rfloor\left[T^{e}\right]\left\{\delta^{e}\right\}, \quad \bar{M}_{\bar{y} \alpha}^{e}=\frac{E^{e} I_{\bar{x} \bar{x}(\alpha)}^{e}}{\left(l^{e}\right)^{2}}\left\lfloor D_{\bar{u} \alpha}^{e \zeta^{2}}\right\rfloor\left[T^{e}\right]\left\{\delta^{e}\right\} \tag{6.35}
\end{equation*}
$$

The distributions of internal shear forces in the element are

$$
\bar{Q}_{\bar{x}}^{e}=-E^{e} \frac{d}{d \bar{z}^{e}}\left[I_{\bar{x} \bar{x}}^{e} \frac{d^{2} \bar{u}_{S}^{e}}{d\left(\bar{z}^{e}\right)^{2}}\right], \quad \bar{Q}_{\bar{y}}^{e}=-E^{e} \frac{d}{d \bar{z}^{e}}\left[I_{\bar{y} \bar{y}}^{e} \frac{d^{2} \bar{v}_{S}^{e}}{d\left(\bar{z}^{e}\right)^{2}}\right]
$$

Using the EDQ discretization, shear forces $\bar{Q}_{\bar{x}}^{e}$ at point $\alpha$ and $\bar{Q}_{\bar{y}}^{e}$ at point $\beta$ can be obtained:

$$
\begin{align*}
\bar{Q}_{\bar{x} \alpha}^{e} & =-\frac{E^{e}}{\left(l^{e}\right)^{3}}\left[\frac{d I_{\bar{x} \bar{x}(\alpha)}^{e}}{d \zeta} \sum_{i=1}^{\bar{N}_{B_{u}}^{e}} D_{\alpha i}^{e \zeta^{2}}+I_{\bar{x} \bar{x}(\alpha)}^{e} \sum_{i=1}^{\bar{N}_{B_{u}}^{e}} D_{\alpha i}^{e \zeta^{3}}\right] \tilde{u}_{S i}^{e} \\
& =-\frac{E^{e}}{\left(l^{e}\right)^{3}}\left[\frac{d I_{\bar{x} \bar{x}(\alpha)}^{e}}{d \zeta}\left\lfloor D_{\bar{u} \alpha}^{e \zeta^{2}}\right\rfloor+I_{\bar{x} \bar{x}(\alpha)}^{e}\left\lfloor D_{\bar{u} \alpha}^{e \zeta^{3}}\right\rfloor\right]\left\{\bar{\delta}^{e}\right\} \\
\bar{Q}_{\bar{y} \beta}^{e} & =-\frac{E^{e}}{\left(l^{e}\right)^{3}}\left[\frac{d I_{\bar{y} \bar{y}(\beta)}^{e}}{d \zeta} \sum_{j=1}^{\bar{N}_{B_{v}}^{e}} D_{\beta i}^{e \zeta^{2}}+I_{\bar{y} \bar{y}(\beta)}^{e} \sum_{j=1}^{\bar{N}_{B_{v}}^{e}} D_{\beta j}^{e \zeta^{3}}\right] \tilde{v}_{S j}^{e} \\
& =-\frac{E^{e}}{\left(l^{e}\right)^{3}}\left[\frac{d I_{\bar{y} \bar{y}(\beta)}^{e}}{d \zeta}\left\lfloor D_{\bar{v} \beta}^{e \zeta^{2}}\right\rfloor+I_{\bar{y} \bar{y}(\beta)}^{e}\left\lfloor D_{\bar{v} \beta}^{e \zeta^{3}}\right\rfloor\right]\left\{\bar{\delta}^{e}\right\} \tag{6.36}
\end{align*}
$$

where

$$
\begin{align*}
\left\lfloor D_{\bar{u} \alpha}^{e \zeta^{3}}\right\rfloor & =\left\lfloor\begin{array}{lllllll}
D_{\alpha 1}^{\zeta^{3}} & 0 & 0 & \ldots & 0 & l^{e} D_{\alpha \bar{N}_{B_{u}}^{e}}^{e \zeta^{3}} & 0
\end{array}\right\rfloor \\
\left\lfloor D_{\bar{v} \beta}^{e \zeta^{3}}\right\rfloor & =\left[\begin{array}{llllll}
0 & D_{\beta 1}^{\zeta^{3}} & 0 & \ldots & -l^{e} D_{\beta \bar{N}_{B_{v}}^{e}}^{e \zeta^{3}} & 0
\end{array}\right] \tag{6.37}
\end{align*}
$$

Employing Eq. (6.27) in Eqs. (6.37), $\bar{Q}_{\bar{x} \alpha}^{e}$ and $\bar{Q}_{\bar{y} \beta}^{e}$ can be related to the local-global element displacement vector, which are written as

$$
\begin{gather*}
\bar{Q}_{\bar{x} \alpha}^{e}=-\frac{E^{e}}{\left(l^{e}\right)^{3}}\left[\frac{d I_{\bar{x} \bar{x}(\alpha)}^{e}}{d \zeta}\left\lfloor D_{\bar{u} \alpha}^{e \zeta^{2}}\right\rfloor+I_{\bar{x} \bar{x}(\alpha)}^{e}\left\lfloor D_{\bar{u} \alpha}^{e \zeta^{3}}\right\rfloor\right]\left[T^{e}\right]\left\{\delta^{e}\right\}, \\
\bar{Q}_{\bar{y} \beta}^{e}=-\frac{E^{e}}{\left(l^{e}\right)^{3}}\left[\frac{d I_{\bar{y} \bar{y}(\beta)}^{e}}{d \zeta}\left\lfloor D_{\bar{v} \beta}^{e \zeta^{2}}\right\rfloor+I_{\bar{y} \bar{y}(\beta)}^{e}\left\lfloor D_{\bar{v} \beta}^{e \zeta^{3}}\right\rfloor\right]\left[T^{e}\right]\left\{\delta^{e}\right\} \tag{6.38}
\end{gather*}
$$

The distribution of Saint Venant torsion moment $\bar{M}_{\bar{z}}^{s t, e}$ in the element is $\bar{M}_{\bar{z}}^{s t, e}=(G J)^{e} \frac{d \bar{\theta}_{\bar{z}}^{e}}{d \bar{z}^{e}}$. Using the EDQ discretization, $\bar{M}_{\bar{z}}^{s t, e}$ at point $\delta$ can be obtained

$$
\begin{equation*}
\bar{M}_{\bar{z} \delta}^{s t, e}=\frac{G^{e} J_{(\delta)}^{e}}{l^{e}} \sum_{l=1}^{\bar{N}_{T}^{e}} D_{\delta l}^{e \zeta} \tilde{\theta}_{\bar{z} l}^{e}=\frac{G^{e} J_{(\delta)}^{e}}{l^{e}}\left\lfloor D_{\bar{\theta}_{\bar{z}} \delta}^{e \zeta}\right\rfloor\left\{\bar{\delta}^{e}\right\} \tag{6.39}
\end{equation*}
$$

where

$$
\left\lfloor D_{\bar{\theta}_{\bar{z}} \delta}^{e \zeta}\right\rfloor=\left\lfloor\begin{array}{llllllllll}
0 & 0 & 0 & 0 & 0 & D_{\alpha 1}^{e \zeta} & \ldots & 0 & 0 & D_{\alpha \overline{N_{T}^{e}}}^{e \zeta} \tag{6.40}
\end{array}\right.
$$

### 6.3 Discrete Condition Equations of Joints

The DQEM requires that all condition equations at joints are satisfied. The condition equations include compatibility conditions, conformability conditions, and equilibriums of external and internal forces at joints. The condition equations have to be expressed as discrete forms using EDQ.

### 6.3.1 Discrete Joint Compatibility Conditions

Let $M^{j}$ denote the number of elements connected to joint $j$. Also let $I^{m^{j}}$ denote the element node number of the $m^{j}$ th element connected to the joint. Then $I^{m^{j}}$ is equal to 1 or the other element boundary node $N^{m^{j}}$ of the $m^{j}$ th element. Then the compatibility conditions, which are kinematic transition conditions, of joint $j$ can be expressed as follows:

$$
\begin{equation*}
\left\{d_{I^{1}}^{1^{j}}\right\}=\left\{d_{I^{2 j}}^{2^{j}}\right\}=\cdots\left\{d_{I^{m^{j}}}^{m^{j}}\right\}=\cdots\left\{d_{I^{M^{j}}}^{M^{j}}\right\}=\left\{d^{j}\right\} \tag{6.41}
\end{equation*}
$$

where $\left\{d_{I^{m}{ }^{m}}^{m^{j}}\right\}$ and $\left\{d^{j}\right\}$ represent the globally nodal displacement vector of node $I^{m^{j}}$ of the $m^{j}$ th element and the global joint displacement vector of joint $j$, respectively.

### 6.3.2 Discrete Joint Equilibrium Conditions

For the DQEM frame analysis model, the equilibrium conditions of external and internal forces at joints also have to be satisfied. Each equilibrium condition is either a natural transition condition or a natural boundary condition. Let $\bar{V}_{\bar{x}}^{m^{j}}=\bar{Q}_{\bar{x}}^{m^{j}}-m_{\bar{y}}^{m^{j}}$ and $\bar{V}_{\bar{y}}^{m^{j}}=\bar{Q}_{\bar{y}}^{m^{j}}+m_{\bar{x}}^{m^{j}}$ denote the two lateral forces,
$\bar{F}_{\bar{z}}^{m^{j}}$ denote the axial force, $\bar{M}_{\bar{x}}^{m^{j}}$ and $\bar{M}_{\bar{y}}^{m^{j}}$ denote the two bending moments, and $\tilde{M}_{\bar{z}}^{m^{j}}$ denote the twisting moment, of the $m^{j}$ th element at joint $j$. Also let $P_{x}^{j}, P_{y}^{j}$ and $P_{z}^{j}$ denote the three concentrated forces, and $M_{x}^{j}, M_{y}^{j}$ and $M_{z}^{j}$ denote the three concentrated moments, applied at the joint. Using the inverse transformation of Eq. (5.8) the force vectors formed by the nodal forces at joint $j$ for all elements connected to the joint can be transformed into the global coordinate system. Let $\left\{V^{m^{j}}\right\}=\left\lfloor V_{x}^{m^{j}} V_{y}^{m^{j}} F_{z}^{m^{j}} M_{x}^{m^{j}} M_{y}^{m^{j}} M_{z}^{m^{j}}\right\rfloor^{T}$ denote the globally nodal force vector. Then the equilibrium conditions of joint $j$ can be expressed as the following matrix equation:

$$
\begin{equation*}
\sum_{m^{j}=1}^{M^{j}} \nu^{m^{j}}\left\{V^{m^{j}}\right\}=\left\{P^{j}\right\} \tag{6.42}
\end{equation*}
$$

where $\left\{P^{j}\right\}=\left\lfloor P_{x}^{j} P_{y}^{j} P_{z}^{j} M_{x}^{j} M_{y}^{j} M_{z}^{j}\right\rfloor^{T}$ and the value of $\nu^{m^{j}}$ is expressed by Eq. (5.21). The globally nodal force vector can be related to locally internal force vector by the following equation

$$
\begin{equation*}
\left\{V^{m^{j}}\right\}=\left[t^{m^{j}}\right]^{T}\left(\left\{\bar{Q}^{m^{j}}\right\}-\left\{\bar{P}^{m^{j}}\right\}\right) \tag{6.43}
\end{equation*}
$$

where $\left\{\bar{Q}^{m^{j}}\right\}=\left\lfloor\bar{Q}_{\bar{x}}^{m^{j}} \bar{Q}_{\bar{y}}^{m^{j}} \bar{F}_{\bar{z}}^{m^{j}} \bar{M}_{\bar{x}}^{m^{j}} \bar{M}_{\bar{y}}^{m^{j}} \bar{M}_{\bar{z}}^{m^{j}}\right\rfloor^{T}$ is the locally element internal force vector at the joint, and $\left\{\bar{P}^{m^{j}}\right\}=\left\lfloor m_{\bar{y}}^{m^{j}}-m_{\bar{x}}^{m^{j}} 00000\right]^{T}$. Using Eqs. (6.32), (6.35), (6.38) and (6.43), Eq. (42) can be written as

$$
\begin{equation*}
\sum_{m^{j}=1}^{M^{j}} \nu^{m^{j}}\left[t^{m^{j}}\right]^{T}\left(\left[S^{m^{j}}\right]\left[T^{m^{j}}\right]\left\{\delta^{m^{j}}\right\}-\left\{\bar{P}^{m^{j}}\right\}\right)=\left\{P^{j}\right\} \tag{6.44}
\end{equation*}
$$

where $\left[S^{m^{j}}\right]$ is a matrix having six rows expressed by

$$
\begin{gather*}
\left\lfloor S_{1}^{m^{j}}\right\rfloor=-\frac{E^{m^{j}}}{\left(l^{m^{j}}\right)^{3}}\left(\frac{d I_{\bar{x} \bar{x} I^{m^{j}}}^{m^{j}}}{d \zeta}\left\lfloor D_{\bar{u} I^{m j}}^{m^{j} \zeta^{2}}\right\rfloor+I_{\bar{x} \bar{x} I^{m j}}^{m^{j}}\left\lfloor D_{\bar{u} I^{m j}}^{m^{j} \zeta^{3}}\right\rfloor\right), \\
\left\lfloor S_{2}^{m^{j}}\right\rfloor=-\frac{E^{m^{j}}}{\left(l^{m^{j}}\right)^{3}}\left(\frac{d I_{\bar{y} \bar{y} I^{m j}}^{m^{j}}}{d \zeta}\left\lfloor D_{\bar{v} I^{m j}}^{m^{j} \zeta^{2}}\right\rfloor+I_{\bar{y} \bar{y} I^{m j}}^{m^{j}}\left\lfloor D_{\bar{v} I^{m j}}^{m^{j} \zeta^{3}}\right\rfloor\right), \\
\left\lfloor S_{3}^{m^{j}}\right\rfloor=\frac{E^{m^{j}} A_{I^{m j}}^{m^{j}}}{l^{m^{j}}}\left\lfloor D_{\bar{w} I^{m j}}^{m^{j} \zeta}\right\rfloor, \quad\left\lfloor S_{4}^{m^{j}}\right\rfloor=-\frac{E^{m^{j}} I_{\bar{y} \bar{y} I^{m j}}^{m^{j}}}{\left(l^{m^{j}}\right)^{2}}\left\lfloor D_{\bar{v} I^{m j}}^{m^{j} \zeta^{2}}\right\rfloor, \\
\left\lfloor S_{5}^{m^{j}}\right\rfloor=\frac{E^{m^{j}} I_{\bar{x} \bar{x} I^{m j}}^{m^{j}}}{\left(l^{m j}\right)^{2}}\left\lfloor D_{\bar{u} I^{m j}}^{m^{j} \zeta^{2}}\right\rfloor, \quad\left\lfloor S_{6}^{m^{j}}\right\rfloor=\frac{G^{m^{j}} J_{I^{m} j}^{m^{j}}}{l^{m^{j}}}\left\lfloor D_{\bar{\theta}_{\bar{z}} I^{m^{j}} m^{j}}\right\rfloor \tag{6.45}
\end{gather*}
$$

and

$$
\left\{\bar{P}^{j}\right\}=\left\lfloor m_{\bar{y} I^{m}} \quad-m_{\bar{x} I^{m}} \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad\right\rfloor^{T}
$$

### 6.3.3 Prescribed Joint Displacement or Rotation

A joint might have one or more prescribed displacement components. Let $\left\{\hat{d}_{p}^{j}\right\}$ and $\left\{d_{p}^{j}\right\}$ denote the vector formed by the prescribed displacement components and the vector formed by the corresponding displacement components of the joint, respectively. The condition equations of prescribed displacements can be obtained from the following vector equation: $\left\{d_{p}^{j}\right\}=\left\{\hat{d}_{p}^{j}\right\}$.

### 6.3.4 Inclined Roller

There are six kinematic condition equations. Among the six condition equations of the inclined roller, the three translational condition equations need to be transformed while the three rotational conditions are the same as those of a joint. The transformation procedure has been stated in Chapter 4 regarding the analysis of truss structures. For this frame analysis model, the kinematic condition equations can be expressed by the following matrix equation

$$
\begin{equation*}
\left[\dot{\tilde{t}}_{r}\right]\left\{d^{j}\right\}=\left\{\tilde{d}^{j}\right\} \tag{6.46}
\end{equation*}
$$

where

$$
\left[\dot{\tilde{t}}_{r}\right]=\left[\begin{array}{c}
{\left[\tilde{t}_{r}\right][0]}  \tag{6.47}\\
{[0][I]}
\end{array}\right]
$$

is the transformation matrix, $[0]$ is a $3 \times 3$ zero matrix, $[I]$ is a $3 \times 3$ unit matrix, and $\left\{\tilde{d}^{j}\right\}=\left\lfloor\tilde{u} \tilde{v} \tilde{w}^{\prime} \bar{\theta}_{x} \bar{\theta}_{y} \bar{\theta}_{z}\right\rfloor^{T}$ is the prescribed displacement vector with the three translational components in $\tilde{x}, \tilde{y}$ and $\tilde{z}$ coordinate directions, and the three rotational components in $x, y$ and $z$ coordinate directions.

There are five natural conditions which can be represented by the following equation

$$
\begin{equation*}
\left[\ddot{t}_{r}\right] \sum_{m^{j}=1}^{M^{j}} \nu^{m^{j}}\left\{V^{m^{j}}\right\}=\left\{\tilde{P}^{j}\right\} \tag{6.48}
\end{equation*}
$$

where

$$
\left[\begin{array}{c}
\ddot{\tilde{t}}_{r}
\end{array}\right]=\left[\begin{array}{cc}
{\left[\tilde{t}_{r 12}\right]} & {[0]}  \tag{6.49}\\
{[0]^{T}} & {[I]}
\end{array}\right]
$$

is a $5 \times 5$ transformation matrix with $\left[\tilde{t}_{r 12}\right]^{T}$ the $2 \times 3$ matrix used in Eqs. (5.26) and (5.27), [0] a $2 \times 3$ zero matrix and $[I]$ a $3 \times 3$ unit matrix, and $\left\{\tilde{P}^{j}\right\}=\left\lfloor\tilde{P}_{\tilde{x}}^{j} \tilde{P}_{\tilde{y}}^{j} \bar{M}_{x} \bar{M}_{y} \bar{M}_{z}\right\rfloor^{T}$. The five natural conditions can be expressed by the element nodal displacement vectors at the joint on the inclined surface

$$
\begin{equation*}
\left[\ddot{\tilde{t}_{r}}\right] \sum_{m^{j}=1}^{M^{j}} \nu^{m^{j}}\left[t^{m^{j}}\right]^{T}\left(\left[S^{m^{j}}\right]\left[T^{m^{j}}\right]\left\{\delta^{m^{j}}\right\}-\left\{\bar{P}^{m^{j}}\right\}\right)=\left\{\tilde{P}^{j}\right\} \tag{6.50}
\end{equation*}
$$

### 6.4 Assemblage

With the discrete joint compatibility conditions in mind, then by assembling all discrete local-global element equilibrium equations represented by Eq. (5.14) for elements having interior discrete points, joint equilibrium condition equations (6.44) and (6.50), for the general joints and inclined rollers, respectively, and the prescribed joint displacement conditions, the overall algebraic system represented by Eq. (3.18) can be obtained. Like FEM, the assemblage is based on an element by element procedure. The discrete local-global element equilibrium equations (5.14) for element having interior discrete points, and discrete element boundary forces existing in Eqs. (6.44) and (6.50) defined at the two element boundary nodes and expressed by displacements, for all elements, are directly assembled to the overall discrete equation system.

Another approach can be used to assemble all discrete fundamental relations. This approach includes the twelve discrete equations for defining the internal element boundary forces in the local element stiffness equation to form another matrix equation. In this new matrix equation, each of the first six component equations represents one equation for defining an internal force corresponding to each individual degree of freedom assigned to node 1 while each of the last six component equations represents one equation for defining an internal force corresponding to each individual degree of freedom assigned to the other element boundary node. The component equations of the discrete local element equilibrium equation (5.14), for an element having interior discrete points, are placed at the remaining rows. This matrix equation is represented by Eq. (5.29). In Eq. (5.29), $\left[\hat{\kappa}^{e}\right]$ is a $\left(\bar{N}_{B_{u}}^{e}+\bar{N}_{B_{v}}^{e}+\bar{N}_{T}^{e}+\bar{N}_{A}^{e}\right) \times\left(\bar{N}_{B_{u}}^{e}+\bar{N}_{B_{v}}^{e}+\bar{N}_{T}^{e}+\bar{N}_{A}^{e}\right)$ matrix with the first and last six rows filled by coefficients for calculating the twelve element boundary forces,

$$
\left.\begin{array}{rl}
\left\{\hat{r}^{e}\right\}=\lfloor & -\left(\bar{V}_{\overline{\overline{1} 1}}^{e}+m_{\bar{y} 1}\right) \quad-\left(\bar{V}_{\bar{y} 1}^{e}-m_{\bar{x} 1}\right)
\end{array} \bar{F}_{\bar{z} 1}^{e} \quad-\bar{M}_{\bar{x} 1}^{e} \quad-\bar{M}_{\bar{y} 1}^{e}\right)
$$

is the local element load vector. Using the element transformation matrix $\left[T^{e}\right]$ represented by Eq. (6.29) in Eq. (5.29), the local-global element stiffness equation can be obtained. The transformed local-global element load vector, $\left\{\tilde{r}^{e}\right\}$, represented by Eq. (5.33) are defined on the local-global coordinate system. Then, the overall algebraic equation system represented by Eq. (3.18) can be obtained by assembling the transformed local-global element stiffness equation, represented by Eq. (5.29), for all elements and by considering the joint equilibrium equations, (6.42) and (6.48) for the general joints and inclined rollers, respectively.

### 6.5 Problems

For the analyses, the axial discretization adopts a two-noded element represented by a Lagrange DQ model. The first problem solved involves the analysis of a two-dimensional frame structure subjected to uniformly distributed and concentrated loads, and a support settlement. The structure is shown in Fig. 6.5 in which joint $A$ is a roller support. In the DQEM analysis, 10 elements are used to represent the 10 beam members which form the frame structure. Elements 3 and 4 which are subjected to uniformly distributed lateral loads are three-noded elements with the interior middle node having one degree of freedom representing the locally lateral displacement. These two elements use the $C^{1}-C^{0}-C^{1}$ EDQ model generated by using the equivalent Lagrange DQ models with equally spaced nodes and with the two auxiliary nodes inside the physical EDQ model. A discrete lateral equilibrium equation is defined at this node. The other eight elements are two-noded elements adopting the Hermite EDQ model. In carrying out the element basis discretization, the order of EDQ discretization adopted is based on the external cause applied on the element. Consequently, different elements might adopt different orders of EDQ approximation. By using this adaptive DQEM discretization, exact results can be obtained. Certain numerical results are listed in Table 6.1.

The second problem solved involves a 3-D frame structure subjected to distributed loads which is shown in Fig. 6.6. All three members are circular bars. Three elements are used to model the three members with each element boundary node having three translational degrees of freedom and three rotational degrees of freedom. Element $A B$ has five equally spaced nodes


Fig. 6.5. A two-dimensional frame structure subjected to uniformly distributed and concentrated loads, and a support settlement

Table 6.1. The results of a two-dimensional frame structure subjected to uniformly distributed and concentrated loads, and a support settlement

| Location |  | C | E |
| :--- | :--- | :--- | :--- |
| Displ. (mm) | u | $-.464238 \times 10^{-3}$ | $-.467829 \times 10^{-3}$ |
|  | (Exact sol.) | $\left(-.464238 \times 10^{-3}\right)$ | $\left(-.467829 \times 10^{-3}\right)$ |
|  | v | $.226480 \times 10^{-3}$ | $-.240607 \times 10^{-3}$ |
|  | (Exact sol.) | $\left(.226480 \times 10^{-3}\right)$ | $\left(-.240607 \times 10^{-3}\right)$ |
| Location |  | I | G |
| Moment (N.m) | $\bar{M}_{\bar{y}}$ | $.109176 \times 10^{4}$ | $.453136 \times 10^{3}$ |
|  | $($ Exact sol.) | $\left(.109176 \times 10^{4}\right)$ | $\left(.453136 \times 10^{3}\right)$ |
| Shear (N) | $\bar{Q}_{\bar{x}}$ | $.234755 \times 10^{3}$ | $.120953 \times 10^{3}$ |
|  | $($ Exact sol.) | $\left(.234755 \times 10^{3}\right)$ | $\left(.120953 \times 10^{3}\right)$ |



Fig. 6.6. A $3-D$ frame structure subjected to distributed loads
while in addition to the two element boundary nodes element $B C$ has one center node. Each interior node has one degree of freedom used to represent the displacement in $z$ direction and define a discrete flexural equilibrium equation in that direction. These two elements uses the $C^{1}-C^{0}-C^{1} \mathrm{EDQ}$ model generated by using the equivalent Lagrange DQ models with equally spaced nodes and with the two auxiliary nodes inside the physical EDQ model.

Table 6.2. The results of a 3-D frame structure subjected to distributed loads

| Location |  | B | Exact sol. |
| :--- | :--- | :--- | :--- |
| Displ. (mm) | $u$ | $-.923014 \times 10^{-5}$ | $-.923014 \times 10^{-5}$ |
|  | $v$ | $-.630199 \times 10^{-6}$ | $-.630199 \times 10^{-6}$ |
|  | $w$ | $-.459265 \times 10^{-4}$ | $-.459265 \times 10^{-4}$ |
| Rot. angle (rad) | $\theta_{x}$ | $-.906850 \times 10^{-7}$ | $-.906850 \times 10^{-7}$ |
|  | $\theta_{y}$ | $-.504007 \times 10^{-7}$ | $-.504007 \times 10^{-7}$ |
|  | $\theta_{z}$ | $-.973273 \times 10^{-8}$ | $-.973273 \times 10^{-8}$ |
| Location |  | D | Exact sol. |
| Moment ( $\mathrm{N} \cdot \mathrm{m})$ | $\bar{M}_{\bar{x}}$ | $.911577 \times 10^{1}$ | $.911577 \times 10^{1}$ |
|  | $\bar{M}_{\bar{y}}$ | $.434781 \times 10^{0}$ | $.434781 \times 10^{0}$ |
|  | $\bar{M}_{\bar{z}}$ | $-.194655 \times 10^{0}$ | $-.194655 \times 10^{0}$ |

Element $B D$ has no interior node and adopts the Hermite EDQ model with two grid nodes. No discrete equilibrium equation needs to be defined in this element. The EDQ discretization also adopts the optimum approach with which the order of EDQ discretization is dependent on the external cause applied. Considering, for example, the member AB which is subjected to a quadratically distributed force in $z$ direction, the orders of EDQ approximations for the flexural deflections in $z$ and $y$ directions are six and three, respectively. By using this DQEM discretization, exact results can be obtained. Certain numerical data are listed in Table 6.2.

## DQEM Analysis of Vibration of Frames Considering Warping Torsion

This DQEM vibration analysis model considers the warping torsion of frame members. The element basis discretization uses various EDQ models which can automatically set compatibility and conformability conditions at the joints. The discrete local element eigenvalue equations and element boundary forces at the two element boundary nodes can be transformed using various transformation matrices. Only modal displacements at the two element boundary nodes are transformed into the global coordinate system. The equilibriums of dynamic forces at joints are considered in constructing the overall eigenvalue equation. The discrete local element eigenvalue equations are defined on the local coordinates. All discrete equations are directly assembled into the overall eigenvalue equation.

### 7.1 Fundamental Relations

Assume that the material is isotropic and homogeneous. A representative cross section and the local coordinates are shown in Fig. 6.1. For the static deflection analysis model introduced in Chapter 6 , the effect of warping torsion is neglected. In the vibration analysis model, the effect of warping torsion is considered [103]. Let $\hat{\omega}(\bar{x}, \bar{y})$ denote the warping function defined on the cross section. The warping function can be defined by using Saint Venant's torsion theory. If the beam is thin-walled, the Leibnitz sectorial formula can also be used to define the warping function. Let $I_{\hat{\omega}}$ denote the first moment of sectorial area. Also let $\bar{\omega}$ denote the normalized warping function. Then $\bar{\omega}$ can be calculated by the following equation using the cross section area $A$ and $\hat{\omega}$ : $\bar{\omega}=\hat{\omega}-I_{\hat{\omega}} / A$.

Let $I_{\bar{\omega} \bar{x}}, I_{\bar{\omega} \bar{x}}, J$ and $I_{\bar{\omega} \bar{\omega}}$ denote the two warping cross products, Saint Venant's torsional constant and warping torsional constant with respect to the centroid of the cross section, respectively. These section constants can be defined by the following relations:

$$
\begin{gather*}
I_{\bar{\omega} \bar{x}}=\iint_{A} \bar{\omega} \bar{x} d \bar{x} d \bar{y}, \quad I_{\bar{\omega} \bar{y}}=\iint_{A} \bar{\omega} \bar{y} d \bar{x} d \bar{y} \\
J=\iint_{A}\left[\left(\frac{\partial \bar{\omega}}{\partial \bar{x}}-\bar{y}\right)^{2}+\left(\frac{\partial \bar{\omega}}{\partial \bar{y}}+\bar{x}\right)^{2}\right] d \bar{x} d \bar{y}, \quad I_{\bar{\omega} \bar{\omega}}=\iint_{A} \bar{\omega}^{2} d \bar{x} d \bar{y} \tag{7.1}
\end{gather*}
$$

The coordinates, $\left(\bar{x}_{S}, \bar{y}_{S}\right)$ of the shear center can be defined by the following relations

$$
\begin{equation*}
\bar{x}_{S}=-\frac{I_{\bar{\omega} \bar{y}}}{I_{y y}}, \quad \bar{y}_{S}=\frac{I_{\bar{\omega} \bar{x}}}{I_{x x}} \tag{7.2}
\end{equation*}
$$

The polar moment of inertia $I_{s}$ and warping torsional constant $I_{\bar{\omega} \bar{\omega}}^{(s)}$ with respect to the shear center can be defined by the following relations

$$
\begin{equation*}
I_{s}=I_{x x}+I_{y y}+A\left(x_{S}^{2}+y_{S}^{2}\right), \quad I_{\bar{\omega} \bar{\omega}}^{(s)}=I_{\bar{\omega} \bar{\omega}}-\bar{y}_{S}^{2} I_{\bar{x} \bar{x}}-\bar{x}_{S}^{2} I_{\bar{y} \bar{y}} \tag{7.3}
\end{equation*}
$$

Let $\bar{U}_{S}$ and $\bar{V}_{S}$ denote the two lateral modal displacements of the shear center, $\bar{W}$ denote the average axial modal displacement and $\bar{\Theta}_{\bar{z}}$ denote the modal angle of twist of the cross section, with respect to the local coordinate system. Also let $\omega$ denote the natural frequency. For a nonprismatic beam of length $l$, the dynamic equilibrium equations considering elastic restoring forces and inertia forces can be expressed by the following differential eigenvalue equations:

$$
\begin{gather*}
E \frac{d^{2}}{d \bar{z}^{2}}\left(I_{\bar{x} \bar{x}} \frac{d^{2} \bar{U}_{S}}{d \bar{z}^{2}}\right)-\rho A \omega^{2} \bar{U}_{S}+\rho \omega^{2} \frac{d}{d \bar{z}}\left(I_{\bar{x} \bar{x}} \frac{d \bar{U}_{S}}{d \bar{z}}\right)-\bar{y}_{S} \rho A \omega^{2} \bar{\Theta}_{\bar{z}}=0 \\
E \frac{d^{2}}{d \bar{z}^{2}}\left(I_{\bar{y} \bar{y}} \frac{d^{2} \bar{V}_{S}}{d \bar{z}^{2}}\right)-\rho A \omega^{2} \bar{V}_{S}+\rho \omega^{2} \frac{d}{d \bar{z}}\left(I_{\bar{y} \bar{y}} \frac{d \bar{V}_{S}}{d \bar{z}}\right)+\bar{x}_{S} \rho A \omega^{2} \bar{\Theta}_{\bar{z}}=0 \\
-E \frac{d}{d \bar{z}}\left(A \frac{d \bar{W}}{d \bar{z}}\right)-\rho \omega^{2} A \bar{W}=0 \\
-\bar{y}_{S} \rho A \omega^{2} \bar{U}_{S}+E \frac{d^{2}}{d \bar{z}^{2}}\left(I_{\bar{\omega} \bar{\omega}}^{(s)} \frac{d^{2} \bar{\Theta}_{\bar{z}}}{d \bar{z}^{2}}\right)+\bar{x}_{S} \rho A \omega^{2} \bar{V}_{S}-G \frac{d}{d \bar{z}}\left(J \frac{d \bar{\Theta}_{\bar{z}}}{d \bar{z}}\right) \\
-\rho \omega^{2} I_{s} \bar{\Theta}_{\bar{z}}+\rho \omega^{2} \frac{d}{d \bar{z}}\left(I_{\bar{\omega} \bar{\omega}}^{(s)} \frac{d^{3} \bar{\Theta}_{\bar{z}}}{d \bar{z}}\right)=0 \tag{7.4}
\end{gather*}
$$

Assume that no rigid body is attached to the ends, the natural boundary conditions are:

$$
\begin{aligned}
& E I_{\bar{x} \bar{x}} \frac{d^{2} \bar{U}_{S}}{d \bar{z}^{2}}=0, \quad E \frac{d}{d \bar{z}}\left(I_{\bar{x} \bar{x}} \frac{d^{2} \bar{U}_{S}}{d \bar{z}^{2}}\right)+\rho I_{\bar{x} \bar{x}} \omega^{2} \frac{\bar{U}_{S}}{d \bar{z}}=0, \quad E I_{\bar{y} \bar{y}} \frac{d^{2} \bar{V}_{S}}{d \bar{z}^{2}}=0 \\
& E \frac{d}{d \bar{z}}\left(I_{\bar{y} \bar{y}} \frac{d^{2} \bar{V}_{S}}{d \bar{z}^{2}}\right)+\rho I_{\bar{y} \bar{y}} \omega^{2} \frac{d \bar{V}_{S}}{d \bar{z}}=0, \quad E A \frac{d \bar{W}}{d \bar{z}}=0, \quad E I_{\bar{\omega} \bar{\omega}}^{(s)} \frac{d^{2} \bar{\Theta}_{\bar{z}}}{d \bar{z}^{2}}=0
\end{aligned}
$$

$$
\begin{equation*}
-E \frac{d}{d \bar{z}}\left(I_{\bar{\omega} \bar{\omega}}^{(s)} \frac{d^{2} \bar{\Theta}_{\bar{z}}}{d \bar{z}^{2}}\right)+G J \frac{d \bar{\Theta}_{\bar{z}}}{d \bar{z}}-\rho I_{\bar{\omega}}^{(s)} \omega^{2} \frac{d \bar{\Theta}_{\bar{z}}}{d \bar{z}}=0 \tag{7.5}
\end{equation*}
$$

The kinematic boundary conditions are:

$$
\begin{gather*}
\frac{d \bar{U}_{S}}{d \bar{z}}=\hat{\Theta}_{\bar{y} S}, \quad \bar{U}_{S}=\hat{U}_{S}, \quad-\frac{d \bar{V}_{S}}{d \bar{z}}=\hat{\Theta}_{\bar{x} S}, \quad \bar{V}_{S}=\hat{V}_{S}, \quad \bar{W}=\hat{W} \\
\frac{d \bar{\Theta}_{\bar{z}}}{d \bar{z}}=\hat{\beta}_{\bar{z}}, \quad \bar{\Theta}_{\bar{z}}=\hat{\Theta}_{\bar{z}} \tag{7.6}
\end{gather*}
$$

on the kinematic boundary, where $\hat{\Theta}_{\bar{y} S}, \hat{U}_{S}, \hat{\Theta}_{\bar{x} S}, \hat{V}_{S}, \hat{W}, \hat{\beta}_{\bar{z}}$ and $\hat{\Theta}_{\bar{z}}$ are prescribed values.

### 7.2 Discrete Element Equations

### 7.2.1 Discrete Element Eigenvalue Equations

The element degrees of freedom for defining the axial, flexural and torsional discretizations must equal the corresponding element basis discrete fundamental relations for constructing the overall discrete equation system. In addition to the degrees of freedom for representing modal displacement parameters, the degrees of freedom for representing derivatives of a local component of modal displacement with respect to $\bar{z}^{e}$ at an element boundary node can also be assigned to that element boundary node. The selection of derivatives can be flexible. In order to automatically set the kinematic transition conditions and kinematic boundary conditions by only using the degrees of freedom assigned to the element boundary nodes, the degrees of freedom representing the two first order derivatives of flexural deflections must be assigned to the element boundary nodes. In the present DQEM frame vibration analysis model, only the degrees of freedom which are necessary for automatically setting the kinematic transition conditions and kinematic boundary conditions are assigned to the element boundary nodes.

Since the highest order of the spacial derivatives of axial modal displacement existing in the third one of Eqs. (7.4) is two, without using a specific technique to calculate the respective two equivalent nodal inertia forces at the two element boundary nodes, and include them into the related natural transition conditions or natural boundary conditions, the order of approximate axial modal displacement must at least be two and the element must at least have one discrete point for defining the discrete element eigenvalue equations of axial vibration. The DQEM linear element is equivalent to the FEM linear element. Since the highest order of the spacial derivatives of the two lateral modal displacements and the modal angle of twist is four, without using a specific technique to calculate the respective four equivalent nodal inertia forces at the two element boundary nodes, and include them into the related natural transition conditions or natural boundary conditions, the orders of
approximate lateral modal displacements and modal angle of twist must at least be four and each of the related three differential eigenvalue equations needs at least one discrete point for defining one of its discrete element eigenvalue equation. The DQEM cubic element is equivalent to the FEM Hermite cubic element. The discrete points for defining the discrete element eigenvalue equations can be either in the interior of the element or on the element boundary.

For the present DQEM vibration analysis model of frame structures, only interior discrete points are used to define the discrete element eigenvalue equations. Figure 7.1 shows the element with the two element boundary nodes and four representative interior nodes with the assigned modal displacement parameters, $\bar{U}_{S}, \bar{V}_{S}, \bar{W}$ and $\bar{\Theta}_{\bar{z}}$, used to define various EDQ discretizations at the discrete points.

Figure 7.2 shows the element with each of the four interior nodes a representative node for defining the element basis EDQ discretization of a derivative of a modal displacement among $\bar{U}_{S}, \bar{V}_{S}, \bar{W}$ and $\bar{\Theta}_{\bar{z}}$. Let the origin of the local coordinate system be located at node 1 and the range of the natural coordinate $\zeta$ be $0 . \leq \zeta \leq 1$. Using EDQ, the discrete equation of the first of


Fig. 7.1. The two element boundary nodes and four representative interior nodes with the assigned modal deformation parameters used to define various EDQ discretizations at the discrete points


Fig. 7.2. Representative interior discrete points at which various discrete element eigenvalue equations are defined

Eqs. (7.4) at a discrete point $\alpha$ in element $e$ can be expressed as

$$
\begin{align*}
& \frac{E^{e}}{\left(l^{e}\right)^{4}}\left[\frac{d^{2} I_{\bar{x} \bar{x}(\alpha)}^{e}}{d \zeta^{2}} \sum_{i=1}^{\bar{N}_{B_{u}}^{e}} D_{\alpha i}^{e \zeta^{2}}+2 \frac{d I_{\bar{x} \bar{x}(\alpha)}^{e}}{d \zeta} \sum_{i=1}^{\bar{N}_{B_{u}}^{e}} D_{\alpha i}^{e \zeta^{3}}+I_{\bar{x} \bar{x}(\alpha)}^{e} \sum_{i=1}^{\bar{N}_{B_{u}}^{e}} D_{\alpha i}^{e \zeta^{4}}\right] \tilde{U}_{S i}^{e} \\
& -\rho^{e} \omega^{2}\left\{\left[A_{(\alpha)}^{e} \delta_{\alpha i}-\frac{1}{\left(l^{e}\right)^{2}}\left(\frac{d I_{\bar{x} \bar{x}(\alpha)}^{e}}{d \zeta} \sum_{i=1}^{\bar{N}_{B_{u}}^{e}} D_{\alpha i}^{e \zeta}+I_{\bar{x} \bar{x}(\alpha)}^{e} \sum_{i=1}^{\bar{N}_{B_{u}}^{e}} D_{\alpha i}^{e \zeta^{2}}\right)\right] \tilde{U}_{S i}^{e}\right. \\
& \left.+\bar{y}_{S(\alpha)}^{e} A_{(\alpha)}^{e} \delta_{\alpha l} \tilde{\Theta}_{\bar{z} l}^{e}\right\}=0, \quad \alpha=2, \ldots, \hat{N}_{B_{u}}^{e}-1 \tag{7.7}
\end{align*}
$$

The discrete equation of the second of Eqs. (7.4) at a discrete point $\beta$ can be similarly expressed as

$$
\begin{align*}
& \frac{E^{e}}{\left(l^{e}\right)^{4}}\left[\frac{d^{2} I_{\bar{y} \bar{y}(\beta)}^{e}}{d \zeta^{2}} \sum_{j=1}^{\bar{N}_{B_{v}}^{e}} D_{\beta j}^{e \zeta^{2}}+2 \frac{d I_{\bar{y} \bar{y}(\beta)}^{e}}{d \zeta} \sum_{j=1}^{\bar{N}_{B_{v}}^{e}} D_{\beta j}^{e \zeta^{3}}+I_{\bar{y} \bar{y}(\beta)}^{e} \sum_{j=1}^{\bar{N}_{B_{v}}^{e}} D_{\beta j}^{e \zeta^{4}}\right] \tilde{V}_{S j}^{e} \\
& -\rho^{e} \omega^{2}\left\{\left[A_{(\beta)}^{e} \delta_{\beta j}-\frac{1}{\left(l^{e}\right)^{2}}\left(\frac{d I_{\bar{y} \bar{y}(\beta)}^{e}}{d \zeta} \sum_{j=1}^{\bar{N}_{B_{v}}^{e}} D_{\beta j}^{e \zeta}+I_{\bar{y} \bar{y}(\beta)}^{e} \sum_{j=1}^{\bar{N}_{B_{v}}^{e}} D_{\beta j}^{e \zeta^{2}}\right)\right] \tilde{V}_{S j}^{e}\right. \\
& \left.-x_{S(\beta)}^{e} A_{(\beta)} \delta_{\beta l} \tilde{\Theta}_{\bar{z} l}^{e}\right\}=0, \quad \beta=2, \ldots, \hat{N}_{B_{v}}^{e}-1 \tag{7.8}
\end{align*}
$$

The discrete equation of the third of Eqs. (7.4) at a discrete point $\gamma$ can be expressed as

$$
\begin{align*}
& -\frac{E^{e}}{\left(l^{e}\right)^{2}}\left(\frac{d A_{(\gamma)}^{e}}{d \zeta} \sum_{k=1}^{\bar{N}_{A}^{e}} D_{\gamma k}^{e \zeta}+A_{(\gamma)}^{e} \sum_{k=1}^{\bar{N}_{A}^{e}} D_{\gamma k}^{e \zeta^{2}}\right) \tilde{W}_{k}^{e}-\rho^{e} \omega^{2} A_{(\gamma)}^{e} \delta_{\gamma k} \tilde{W}_{k}^{e} \\
& =0, \quad \gamma=2, \ldots, \hat{N}_{A}^{e}-1 \tag{7.9}
\end{align*}
$$

The discrete equation of the fourth of Eqs. (7.4) at a discrete point $\delta$ can be expressed as

$$
\begin{align*}
& {\left[\frac{E^{e}}{\left(l^{e}\right)^{4}}\left(\frac{d^{2} I_{\bar{\omega} \bar{\omega}(\delta)}^{(s) e}}{d \zeta^{2}} \sum_{l=1}^{\bar{N}_{T}^{e}} D_{\delta l}^{e \zeta^{2}}+2 \frac{d I_{\bar{\omega}(\delta)}^{(s) e}}{d \zeta} \sum_{l=1}^{\bar{N}_{T}^{e}} D_{\delta l}^{e \zeta^{3}}+I_{\bar{\omega} \bar{\omega}(\delta)}^{(s) e} \sum_{l=1}^{\bar{N}_{T}^{e}} D_{\delta l}^{e \zeta^{4}}\right)\right.} \\
& \left.-\frac{G^{e}}{\left(l^{e}\right)^{2}}\left(\frac{d J_{(\delta)}^{e}}{d \zeta} \sum_{l=1}^{\bar{N}_{T}^{e}} D_{\delta l}^{e \zeta}+J_{(\delta)}^{e} \sum_{l=1}^{\bar{N}_{T}^{e}} D_{\delta l}^{e \zeta^{2}}\right)\right] \tilde{\Theta}_{\bar{z} l}^{e}+\rho^{e} \omega^{2}\left\{-\bar{y}_{S(\delta)}^{e} A_{(\delta)} \delta_{(\delta) i} \tilde{U}_{S i}^{e}\right. \\
& +\bar{x}_{S(\delta)}^{e} A_{(\delta)} \delta_{\delta j} \tilde{V}_{S j}^{e}-\left[I_{p(\delta)}^{e} \delta_{\delta l}+\frac{1}{(l e)^{2}}\left(\frac{d I_{\bar{\omega} \bar{\omega}(\delta)}^{(s) e}}{d \zeta} \sum_{l=1}^{\bar{N}_{T}^{e}} D_{\delta l}^{e \zeta}\right.\right. \\
& \left.\left.\left.+I_{\bar{\omega} \bar{\omega}(\delta)}^{(s) e} \sum_{l=1}^{\bar{N}_{T}^{e}} D_{\delta l}^{e \zeta^{2}}\right)\right] \tilde{\Theta}_{\bar{z} l}^{e}\right\}=0, \quad \delta=2, \ldots, \hat{N}_{T}^{e}-1 \tag{7.10}
\end{align*}
$$

In Eqs. (7.7) to (7.10), the derivatives of section constants at the related discrete points can also be calculated by the DQ. The formulas for the computation are listed in Eqs. (6.9) except for the computation of the derivatives of $I_{\bar{\omega} \bar{\omega}}^{(s) e}$. Let $\tilde{N}_{I 3}^{e}$ denote the number of nodes for defining the discretization of the derivatives of $I_{\bar{\omega} \bar{\omega}}^{(s) e}$. Then the derivatives at the related discrete points can be expressed by the following DQ discretization equations

$$
\begin{equation*}
\frac{d I_{\bar{\omega} \bar{\omega} \delta}^{(s) e}}{d \zeta}=\sum_{\bar{l}=1}^{\tilde{N}_{I 3}^{e}} \bar{D}_{\delta \bar{l}}^{e \zeta} I_{\bar{\omega} \bar{\omega} \bar{l}}^{(s) e}, \quad \frac{d^{2} I_{\bar{\omega} \bar{\omega} \delta}^{(s) e}}{d \zeta^{2}}=\sum_{\bar{l}=1}^{\tilde{N}_{I 3}^{e}} \bar{D}_{\delta \bar{l}}^{e \zeta^{2}} I_{\bar{\omega} \bar{\omega} \bar{l}}^{(s) e} \tag{7.11}
\end{equation*}
$$

Using Eqs. (7.7) to (7.10), the following discrete local element eigenvalue equation can be constructed

$$
\begin{equation*}
\left(\left[\bar{\kappa}^{e}\right]-\omega^{2}\left[\bar{m}^{e}\right]\right)\left\{\bar{\vartheta}^{e}\right\}=\{0\} \tag{7.12}
\end{equation*}
$$

where $\left[\bar{\kappa}^{e}\right]$ is the local element stiffness coefficient matrix, $\left[\bar{m}^{e}\right]$ is the local element mass coefficient matrix

$$
\begin{array}{r}
\left\{\bar{\vartheta}^{e}\right\}= \\
\left.\qquad \begin{array}{lllllllllll}
\bar{U}_{S 1}^{e} & \bar{V}_{S 1}^{e} & \bar{W}_{1}^{e} & \bar{\Theta}_{\bar{x} S 1}^{e} & \bar{\Theta}_{\bar{y} S 1}^{e} & \bar{\Theta}_{\bar{z} 1}^{e} & \bar{\beta}_{\bar{z} 1}^{e} & 0 & \ldots & 0 & \bar{U}_{S N_{B u}}^{e} \\
\bar{V}_{S N_{B_{v}}^{e}}^{e} & \bar{W}_{N_{A}}^{e} & \bar{\Theta}_{\bar{x} S N_{B_{v}}^{e}}^{e} & \bar{\Theta}_{\bar{y} S N_{B_{u}}^{e}}^{e} & \bar{\Theta}_{\bar{z} N_{T}^{e}}^{e} & \bar{\beta}_{\bar{z} N_{T}^{e}}^{e}
\end{array}\right]^{T} \tag{7.13}
\end{array}
$$

the local element modal displacement vector. In the above equation, $\bar{\Theta}_{\bar{x} S}^{e}, \bar{\Theta}_{\overline{\bar{U}} S}^{e}$ and $\bar{\beta}_{\bar{z}}^{e}$ represent the modal rotation angles $-\frac{d \bar{V}_{S}^{e}}{d \bar{z}}=-\frac{1}{l^{e}} \frac{d \bar{V}_{S}^{e}}{d \zeta}, \frac{d \bar{U}_{S}^{e}}{d \bar{z}}=\frac{1}{l^{e}} \frac{d \bar{U}_{S}^{e}}{d \zeta}$ and the modal angle of twist per unit length $\frac{d \bar{\Theta}_{\bar{z}}^{e}}{d \bar{z}}=\frac{1}{l e} \frac{d \bar{\Theta}_{\bar{z}}^{e}}{d \zeta}$, respectively. If the element is axially rigid, $\bar{W}_{i}^{e}$ in $\left\{\bar{\vartheta}^{e}\right\}$ and the related columns in $\left[\bar{\kappa}^{e}\right]$ can also be eliminated. If the element is flexurally rigid in a specific direction, the lateral modal displacements and their derivatives in $\left\{\bar{\vartheta}^{e}\right\}$ and the related columns in [ $\bar{\kappa}^{e}$ ] can also be eliminated. Furthermore, if the element is torsional rigid, the modal angles of twist and the modal angles of twist per unit length in $\left\{\bar{\vartheta}^{e}\right\}$ and the related columns in $\left[\bar{\kappa}^{e}\right]$ can be eliminated. It should be noted that the local element mass coefficient matrix has to be similarly treated.

### 7.2.2 Coordinate Transformations

In order to solve frame problems, the discrete element fundamental relations of all discrete elements are assembled into the overall discrete eigenvalue system. All elements connected to a joint must have the same position, which is the joint node, to define the global modal displacements at that position and express the modal displacements of the element boundary nodes as the global modal displacements of that position. Thus the coordinate transformations have to be carried out. Consider a point $O$ on the cross section. Since the cross section is rigid in its own plane, the local modal displacements at $O$ can be related to the local modal displacements at the shear center $S$

$$
\begin{equation*}
\left\{\bar{\varphi}_{O}\right\}=\left[\bar{t}_{S O}\right]\{\bar{\varphi}\} \tag{7.14}
\end{equation*}
$$

where

$$
\left\{\bar{\varphi}_{O}\right\}=\left\lfloor\begin{array}{lllllll}
\bar{U}_{O} & \bar{V}_{O} & \bar{W}_{O} & \bar{\Theta}_{\bar{x} O} & \bar{\Theta}_{\bar{y} O} & \bar{\Theta}_{\bar{z} O} & \bar{\beta}_{\bar{z} O} \tag{7.15}
\end{array}\right\rfloor^{T}
$$

is the local modal displacement vector of point $O$, and

$$
\{\bar{\varphi}\}=\left\lfloor\begin{array}{lllllll}
\bar{U}_{S} & \bar{V}_{S} & \bar{W} & \bar{\Theta}_{\bar{x} S} & \bar{\Theta}_{\bar{y} S} & \bar{\Theta}_{\bar{z}} & \bar{\beta}_{\bar{z}} \tag{7.16}
\end{array}\right]^{T}
$$

and

$$
\left[\bar{t}_{S O}\right]=\left[\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & -\bar{y}_{S O} & 0  \tag{7.17}\\
0 & 1 & 0 & 0 & 0 & \bar{x}_{S O} & 0 \\
0 & 0 & 1 & \bar{y}_{O} & -\bar{x}_{O} & 0 & \tilde{\omega}_{O} \\
0 & 0 & 0 & 1 & 0 & 0 & -\bar{y}_{S O} \\
0 & 0 & 0 & 0 & 1 & 0 & \bar{x}_{S O} \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

with $\tilde{\omega}_{O}=\bar{\omega}\left(\bar{x}_{O}, \bar{y}_{O}\right)-\bar{x}_{O} \bar{y}_{S}+\bar{y}_{O} \bar{x}_{S}$. If the rigid joint has a finite size, $O$ will be at the intersection of the beam and the rigid joint. Then the relations between the local modal displacements of $O$ and the local modal displacements of a point $R$ on the rigid joint have to be constructed. $R$ is the joint node used to define the transition conditions. If the rigid joint does not have a finite size, $O$ coincides with $R$. Let $\bar{x}_{R}, \bar{y}_{R}$ and $\bar{z}_{R}$ denote the coordinates of $R$. The relations between the local modal displacements of point $O$ and the local modal displacements $\bar{U}_{R}, \bar{V}_{R}, \bar{W}_{R}, \bar{\Theta}_{\bar{x} R}, \bar{\Theta}_{\bar{y} R}, \bar{\Theta}_{\bar{z} R}$ and $\bar{\beta}_{\bar{z} R}$ of point $R$ are defined by

$$
\begin{equation*}
\left\{\bar{\varphi}_{A}\right\}=\left[\bar{t}_{R O}\right]\left\{\bar{\varphi}_{R}\right\} \tag{7.18}
\end{equation*}
$$

where

$$
\left\{\bar{\varphi}_{R}\right\}=\left\lfloor\begin{array}{ccccccc}
\bar{U}_{R} & \bar{V}_{R} & \bar{W}_{R} & \bar{\Theta}_{\bar{x} R} & \bar{\Theta}_{\bar{y} R} & \bar{\Theta}_{\bar{z} R} & \bar{\beta}_{\bar{z} R} \tag{7.19}
\end{array}\right\rfloor^{T}
$$

and

$$
\left[\bar{t}_{R O}\right]=\left[\begin{array}{ccccccc}
1 & 0 & 0 & 0 & -\bar{z}_{O R} & \bar{y}_{O R} & 0  \tag{7.20}\\
0 & 1 & 0 & \bar{z}_{O R} & 0 & -\bar{x}_{O R} & 0 \\
0 & 0 & 1 & -\bar{y}_{O R} & \bar{x}_{O R} & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

Using Eqs. (7.14) and (7.19), the local modal displacements of $S$ can be related to the local modal displacements of $R$ through the following matrix equation

$$
\begin{equation*}
\{\bar{\varphi}\}=\left[\bar{t}_{t}\right]\left\{\bar{\varphi}_{R}\right\} \tag{7.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[\bar{t}_{t}\right]=\left[\bar{t}_{S O}\right]^{-1}\left[\bar{t}_{R O}\right] \tag{7.22}
\end{equation*}
$$

is the translational transformation matrix.
In the overall discrete eigenvalue system, modal displacement components at joints are in directions of global coordinates, while the modal displacement components at the interior nodes can be in the directions of global or local coordinates. In the present numerical simulation, only the modal displacement components at joints are transformed to express them as the global joint modal displacements. Therefore the local element modal displacement vector $\left\{\bar{\vartheta}^{e}\right\}$ have to be transformed to obtain a local-global element modal displacement vector. The modal angle of twist per unit length of the beam, $\bar{\beta}_{\bar{z}}$, can also be expressed by the global components of the modal angle of twist per unit length, $\beta_{x}, \beta_{y}$ and $\beta_{z}$, through the following transformation equation

$$
\begin{equation*}
\left\lfloor t_{r 3}^{e}\right\rfloor\{\beta\}=\bar{\beta}_{\bar{z}} \tag{7.23}
\end{equation*}
$$

where $\left\lfloor t_{r 3}^{e}\right\rfloor$ is a row vector defined by the third row of the rotational transformation matrix $\left[t_{r}^{e}\right]$ expressed by Eq. (5.9) and $\{\beta\}=\left\lfloor\beta_{x} \beta_{y} \beta_{z}\right\rfloor^{T}$. Then the relations between the global modal displacements and the local modal displacements of the joint node $R$ can be expressed by the following equation

$$
\begin{equation*}
\left[\bar{t}_{R}\right]\left\{\varphi_{R}\right\}=\left\{\bar{\varphi}_{R}\right\} \tag{7.24}
\end{equation*}
$$

where

$$
\left[\bar{t}_{R}\right]=\left[\begin{array}{lll}
{\left[t_{r}^{e}\right]} & &  \tag{7.25}\\
& {\left[t_{r}^{e}\right]} & \\
& & \left\lfloor t_{r 3}^{e}\right\rfloor
\end{array}\right]
$$

is the joint transformation matrix, and

$$
\left\{\varphi_{R}\right\}=\left\lfloor\begin{array}{lllllllll}
U_{R} & V_{R} & W_{R} & \Theta_{x R} & \Theta_{y R} & \Theta_{z R} & \beta_{x} & \beta_{y} & \beta_{z} \tag{7.26}
\end{array}\right\rfloor^{T}
$$

is the global modal displacement vector of joint node $R$. Using Eqs. (7.21) and (7.24), the transformation relation between the local modal displacement vector of $S$ and the global modal displacement vector of the joint node $R$ can be expressed by the following equation

$$
\begin{equation*}
\{\bar{\varphi}\}=\left[\bar{t}^{e}\right]\left\{\varphi_{R}\right\} \tag{7.27}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[\bar{t}^{e}\right]=\left[\bar{t}_{t}\right]\left[\bar{t}_{R}\right] \tag{7.28}
\end{equation*}
$$

A transformation relation between the element modal displacement vector in global coordinate system and the element modal displacement vector in local coordinate system can be obtained through the use of $\left[\bar{t}^{e}\right]$

$$
\begin{equation*}
\left[\bar{T}^{e}\right]\left\{\vartheta^{e}\right\}=\left\{\bar{\vartheta}^{e}\right\} \tag{7.29}
\end{equation*}
$$

where $\left\{\bar{\vartheta}^{e}\right\}$ is the local element modal displacement vector,

$$
\begin{array}{r}
\left\{\vartheta^{e}\right\}=\left\lfloor U_{R 1}^{e} V_{R 1}^{e} W_{R 1}^{e} \Theta_{x R 1}^{e} \Theta_{y R 1}^{e} \Theta_{z R 1}^{e} \beta_{x R 1}^{e} \beta_{y R 1}^{e} \beta_{z R 1}^{e} \ldots U_{R N}^{e}\right. \\
\left.V_{R N^{e}}^{e} W_{R N^{e}}^{e} \Theta_{x R N^{e}}^{e} \Theta_{y R N^{e}}^{e} \Theta_{z R N^{e}}^{e} \beta_{x R N^{e}}^{e} \beta_{y R N^{e}}^{e} \beta_{z R N^{e}}^{e}\right\rfloor^{T} \tag{7.30}
\end{array}
$$

the local-global element modal displacement vector, and [ $\bar{T}^{e}$ ] the element transformation matrix. $\left[\bar{T}^{e}\right]$ can be expressed by using $\left[\bar{t}^{e}\right]$ to replace $\left[t^{e}\right]$ in Eq. (6.30). Employing Eq. (7.29) in Eq. (7.12), the following matrix equation can be obtained

$$
\begin{equation*}
\left(\left[\bar{\kappa}^{e}\right]-\omega^{2}\left[\bar{m}^{e}\right]\right)\left[\bar{T}^{e}\right]\left\{\vartheta^{e}\right\}=\{0\} \tag{7.31}
\end{equation*}
$$

The above equation can be rewritten as

$$
\begin{equation*}
\left(\left[\kappa^{e}\right]-\omega^{2}\left[m^{e}\right]\right)\left\{\vartheta^{e}\right\}=\{0\} \tag{7.32}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[\kappa^{e}\right]=\left[\bar{\kappa}^{e}\right]\left[\bar{T}^{e}\right] ; \operatorname{and}\left[m^{e}\right]=\left[\bar{m}^{e}\right]\left[\bar{T}^{e}\right] \tag{7.33}
\end{equation*}
$$

are transformed local-global element stiffness coefficient matrix, and localglobal element mass coefficient matrix, respectively. Equation (7.32) is the discrete local-global element eigenvalue equation in which the local-global element modal displacement vector is defined on both of local and global coordinate systems.

### 7.2.3 Discrete Element Boundary Forces

Figure 7.3 shows the internal forces at the two element boundary nodes and an interior point. For calculating the internal forces of a discrete element at a specific point, certain local derivatives of modal displacements at that point must be discretized. The discrete equations can be expressed by the localglobal element modal displacement vector. Using the mapping technique, the $m$ th order derivative of $\bar{U}_{S}$ with respect to $\bar{z}^{e}$ at point $\alpha$ can be expressed as

$$
\begin{equation*}
\frac{d^{m} \bar{U}_{S \alpha}^{e}}{d\left(\bar{z}^{e}\right)^{m}}=\frac{1}{\left(l^{e}\right)^{m}}\left\lfloor D_{\bar{u} \alpha}^{e \zeta^{m}}\right\rfloor\left\{\bar{\vartheta}^{e}\right\} \tag{7.34}
\end{equation*}
$$



Fig. 7.3. Internal forces at the two element boundary nodes and an interior point
where $\left\lfloor D_{\bar{u} \alpha}^{e \zeta^{m}}\right\rfloor=\left\lfloor D_{\alpha 1}^{e \zeta^{m}} 00 \ldots 0 l^{e} D_{\alpha \bar{N}_{B_{u}}^{e}}^{e \zeta^{m}} 00\right\rfloor$. The introduction of Eq. (7.29) into Eq. (7.34) leads to the following equation

$$
\begin{equation*}
\frac{d^{m} \bar{U}_{S \alpha}^{e}}{d\left(\bar{z}^{e}\right)^{m}}=\frac{1}{\left(l^{e}\right)^{m}}\left\lfloor D_{\bar{u} \alpha}^{e \zeta^{m}}\right\rfloor\left[\bar{T}^{e}\right]\left\{\vartheta^{e}\right\} \tag{7.35}
\end{equation*}
$$

The $m$ th order derivatives of $\bar{V}{ }_{S}^{e}, \bar{W}^{e}$ and $\bar{\Theta}_{\bar{z}}^{e}$ with respect to $\bar{z}^{e}$ at discrete points $\beta, \gamma$ and $\delta$ can be similarly obtained

$$
\begin{align*}
& \frac{d^{m} \bar{V}_{S \beta}^{e}}{d\left(\bar{z}^{e}\right)^{m}}=\frac{1}{\left(l^{e}\right)^{m}}\left\lfloor D_{\bar{v} \beta}^{e \zeta^{m}}\right\rfloor\left[\bar{T}^{e}\right]\left\{\vartheta^{e}\right\}  \tag{7.36}\\
& \frac{d^{m} \bar{W}_{\gamma}^{e}}{d\left(\bar{z}^{e}\right)^{m}}=\frac{1}{\left(l^{e}\right)^{m}}\left\lfloor D_{\bar{w} \gamma}^{e \zeta^{m}}\right\rfloor\left[\bar{T}^{e}\right]\left\{\vartheta^{e}\right\}  \tag{7.37}\\
& \frac{d^{m} \bar{\Theta}_{\bar{z} \delta}^{e}}{d\left(\bar{z}^{e}\right)^{m}}=\frac{1}{\left(l^{e}\right)^{m}}\left\lfloor D_{\bar{\theta}_{\bar{z} \delta}^{e} \zeta^{m}}^{e}\right\rfloor\left[T^{e}\right]\left\{\vartheta^{e}\right\} \tag{7.38}
\end{align*}
$$

where

$$
\begin{array}{r}
\left\lfloor D_{\bar{v} \beta}^{e \zeta^{m}}\right\rfloor=\left\lfloor\begin{array}{lllllllll}
0 & D_{\beta 1}^{e \zeta^{m}} & 0 & \ldots & -l^{e} D_{\alpha \bar{N}_{B_{v}}^{e}}^{e \zeta^{m}} & 0 & 0 & 0
\end{array}\right\rfloor \\
\left\lfloor D_{\bar{w} \gamma}^{e\left\langle\xi^{m}\right.}\right\rfloor=\left[\begin{array}{lllllllll}
0 & 0 & D_{\gamma 1}^{e \zeta^{m}} & \ldots & D_{\gamma \bar{N}_{A}^{e}}^{e \zeta^{m}} & 0 & 0 & 0 & 0
\end{array}\right\rfloor \\
\left\lfloor D_{\bar{\theta}_{\bar{z}} \delta}^{e \zeta^{m}}\right\rfloor=\left\lfloor\begin{array}{llllllllll}
0 & 0 & 0 & 0 & 0 & D_{\delta 1}^{e \zeta^{m}} & \ldots & 0 & 0 & D_{\delta\left(\bar{N}_{T}^{e}-1\right)}^{e \zeta^{m}} \\
l^{e} & \left.D_{\delta \bar{N}_{T}^{e}}^{e \zeta^{m}}\right\rfloor
\end{array}\right. \tag{7.41}
\end{array}
$$

The internal forces at a discrete point can be calculated by using the local-global element modal displacement vector. Following the procedures for calculating the internal forces used in the static deflection analysis model, the axial force at the element boundary node $I^{e}$ without considering a body attached to the node can be expressed by

$$
\begin{equation*}
\bar{F}_{\bar{z} I^{e}}^{e}=E^{e} A_{I^{e}}^{e} \frac{d \bar{W}_{I^{e}}^{e}}{d \bar{z}^{e}}=\frac{E^{e} A_{I^{e}}^{e}}{\left(l^{e}\right)}\left\lfloor D_{\bar{w} I^{e}}^{e \zeta}\right\rfloor\left[\bar{T}^{e}\right]\left\{\vartheta^{e}\right\} \tag{7.42}
\end{equation*}
$$

The bending moment $\bar{M}_{\bar{x} I^{e}}^{e}$ at the element boundary node $I^{e}$ can be expressed by

$$
\begin{equation*}
\bar{M}_{\bar{x} I^{e}}^{e}=-E^{e} I_{\bar{y} \bar{y} I^{e}}^{e} \frac{d^{2} \bar{V}_{S I^{e}}^{e}}{d\left(\bar{z}^{e}\right)^{2}}=-\frac{E^{e} I_{\bar{y} \bar{y} I^{e}}^{e}}{\left(l^{e}\right)^{2}}\left\lfloor D_{\overline{\bar{v}} I^{e}}^{e \zeta^{2}}\right\rfloor\left[\bar{T}^{e}\right]\left\{\vartheta^{e}\right\} \tag{7.43}
\end{equation*}
$$

Then bending moment $\bar{M} \bar{y}_{\bar{y} I^{e}}^{e}$ at the element boundary node $I^{e}$ can be expressed by

$$
\begin{equation*}
\bar{M}_{\bar{y} I^{e}}^{e}=E^{e} I_{\bar{x} \bar{x} I^{e}}^{e} \frac{d^{2} \bar{U}_{S I^{e}}^{e}}{d\left(\bar{z}^{e}\right)^{2}}=\frac{E^{e} I_{\bar{x} \bar{x} I^{e}}^{e}}{\left(l^{e}\right)^{2}}\left\lfloor D_{\bar{u} I^{e}}^{e \zeta^{2}}\right\rfloor\left[\bar{T}^{e}\right]\left\{\vartheta^{e}\right\} \tag{7.44}
\end{equation*}
$$

The lateral forces $\bar{V}_{\bar{x} I^{e}}^{e}$ at an element boundary node $I^{e}$ can be expressed by

$$
\begin{align*}
\bar{V}_{\bar{x} I^{e}}^{e}= & -E^{e} \frac{d}{d \bar{z}^{e}}\left[I_{\bar{x} \bar{x} I^{e}}^{e} \frac{d^{2} \bar{U}_{S I^{e}}^{e}}{d\left(\bar{z}^{e}\right)^{2}}\right]-\rho^{e} I_{\bar{x} \bar{x} I^{e}}^{e} \omega^{2} \frac{\partial \bar{U}_{S I^{e}}^{e}}{\partial \bar{z}^{e}} \\
= & \left.-\frac{E^{e}}{\left(l^{e}\right)^{3}}\left(\frac{d I_{\bar{x} \bar{x} I^{e}}^{e}}{d \zeta}\left\lfloor D_{\bar{u} I^{e}}^{e \zeta^{2}}\right\rfloor+I_{\bar{x} \bar{x} I^{e}}^{e} L_{I^{e}}^{e} D_{\bar{u} I^{e}}^{e \zeta^{3}}\right\rfloor\right)\left[\bar{T}^{e}\right]\left\{\vartheta^{e}\right\} \\
& -\frac{\rho^{e} I_{\bar{x} \bar{x} I^{e}}^{e}}{l^{e}}\left\lfloor D_{\bar{u} I^{e}}^{e \zeta}\right\rfloor\left[\bar{T}^{e}\right]\left\{\vartheta^{e}\right\} \tag{7.45}
\end{align*}
$$

The lateral forces $\bar{V}_{\bar{y} I^{e}}^{e}$ at an element boundary node $I^{e}$ can be expressed by

$$
\begin{align*}
\bar{V}_{\bar{y} I^{e}}^{e}= & -E^{e} \frac{d}{d \bar{z}}\left(I_{\bar{y} \bar{y} I^{e}}^{e} \frac{d^{2} \bar{V}_{S I^{e}}^{e}}{d\left(\bar{z}^{e}\right)^{2}}\right)-\rho^{e} I_{\bar{y} \bar{y} I^{e}}^{e} \omega^{2} \frac{\partial \bar{V}_{S I^{e}}^{e}}{\partial \bar{z}^{e}} \\
= & -\frac{E^{e}}{\left(l^{e}\right)^{3}}\left(\frac{d I_{\bar{y} \bar{y} I^{e}}^{e}}{d \zeta}\left\lfloor D_{\overline{\bar{v}} I^{e}}^{e \zeta^{2}}\right\rfloor+I_{\bar{y} \bar{y} I^{e}}^{e}\left\lfloor D_{\bar{v} I^{e}}^{e \zeta^{3}}\right\rfloor\right)\left[\bar{T}^{e}\right]\left\{\delta^{e}\right\} \\
& -\frac{\rho^{e} I_{\bar{y} \bar{y} I^{e}}^{e}}{l^{e}}\left\lfloor D_{\overline{\bar{v}} I^{e}}^{e \zeta}\right\rfloor\left[\bar{T}^{e}\right]\left\{\vartheta^{e}\right\} \tag{7.46}
\end{align*}
$$

The bimoment $\bar{M}{\overline{\bar{\omega}} I^{e}}_{e}^{e}$ at the element boundary node $I^{e}$ can be expressed by

$$
\begin{equation*}
\bar{M}_{\bar{\omega} I^{e}}^{e}=E^{e} I_{\bar{\omega} \bar{\omega} I^{e}}^{(s) e} \frac{d^{2} \bar{\Theta}_{\overline{\bar{Z}}}^{e}}{e} \frac{E^{e} I_{\bar{\omega} \bar{\omega} I^{e}}^{(s) e}}{\left(l^{e}\right)^{2}}\left\lfloor D_{\overline{\theta_{\bar{z}} I^{e}}}^{e \zeta^{2}}\right\rfloor\left[\bar{T}^{e}\right]\left\{\vartheta^{e}\right\} \tag{7.47}
\end{equation*}
$$

The warping torsion moment $\bar{M}_{\bar{z} I^{e}}^{\omega, e}$ at the element boundary node $I^{e}$ can be expressed by

$$
\begin{align*}
\bar{M}_{\bar{z} \bar{I}^{e}}^{\omega, e}= & -E^{e} \frac{d}{d \bar{z}^{e}}\left(I_{\bar{\omega} \bar{\omega} I^{e}}^{(s) e} \frac{d^{2} \bar{\Theta}_{\bar{z} I^{e}}^{e}}{d\left(\bar{z}^{e}\right)^{2}}\right)-\rho^{e} I_{\bar{\omega} \bar{\omega} I^{e}}^{(s) e} \omega^{2} \frac{\partial \bar{\Theta}_{\overline{\bar{z}}}{ }^{e}}{\partial \bar{z}^{e}} \\
= & -\frac{E^{e}}{\left(l^{e}\right)^{3}}\left(\frac{d I_{\bar{\omega} \bar{\omega} I^{e}}^{(s) e}}{d \zeta}\left\lfloor D_{\bar{\theta}_{\bar{z}} I^{e}}^{e \zeta^{2}}\right\rfloor+I_{\bar{\omega} \bar{\omega} I^{e}}^{(s) e}\left\lfloor D_{\bar{\theta}_{\bar{z}} I^{e}}^{e \zeta^{3}}\right\rfloor\right)\left[\bar{T}^{e}\right]\left\{\vartheta^{e}\right\} \\
& -\frac{\rho^{e} I_{\bar{\omega} \bar{\omega} I^{e}}^{(s) e}}{e^{e}}\left\lfloorD _ { \overline { \theta _ { \overline { z } } I ^ { e } } } ^ { e \zeta } \left\lfloor\left[\bar{T}^{e}\right]\left\{\vartheta^{e}\right\}\right.\right. \tag{7.48}
\end{align*}
$$

The Saint Venant torsion moment $\bar{M}_{\bar{z} I^{e}}^{s t, e}$ at the element boundary node $I^{e}$ can be expressed by

$$
\begin{equation*}
\bar{M}_{\bar{z} I^{e}}^{s t, e}=G^{e} J_{I^{e}}^{e} \frac{d \bar{\Theta}_{\overline{\bar{z}} I^{e}}^{e}}{d \bar{z}^{e}}=\frac{G^{e} J_{I^{e}}^{e}}{l^{e}}\left\lfloor D_{\bar{\theta}_{\bar{z}} I^{e}}^{e \zeta}\right\rfloor\left[T^{e}\right]\left\{\vartheta^{e}\right\} \tag{7.49}
\end{equation*}
$$

The total torque $\bar{M}_{\bar{z} I^{e}}^{e}$ at the element boundary node $I^{e}$ can be expressed by

$$
\begin{equation*}
\bar{M}_{\bar{z} I^{e}}^{e}=\bar{M}_{\bar{z} I^{e}}^{\bar{\omega}, e}+\bar{M}_{\bar{z} I e^{e}}^{s t, e} \tag{7.50}
\end{equation*}
$$

### 7.3 Discrete Condition Equations of Joints

The DQEM requires that all condition equations at joints are satisfied. The condition equations have to be expressed as discrete forms. The compatibility conditions, which are kinematic transition conditions, of joint $j$ can be expressed by using the modal displacement vectors in Eq. (6.41). The natural transition conditions involve the equilibriums of forces at joints.

### 7.3.1 Discrete Dynamic Equilibrium Equations of Joints

For the DQEM model, the dynamic equilibrium conditions of elastic restoring and inertia forces at joints also have to be satisfied. Let $\bar{V}_{\bar{x}}^{m^{j}}$ and $\bar{V}_{\bar{y}}^{m^{j}}$, denote the two lateral forces, $\bar{F}_{\bar{z}}^{m^{j}}$ denote the axial force, $\bar{M}_{\bar{x}}^{m^{j}}$ and $\bar{M}_{\bar{y}}^{m^{j}}$ denote the two bending moments, $\bar{M}_{\bar{\omega}}{ }^{j}$ denote the bimoment, and $\bar{M}_{\bar{z}}{ }^{m^{j}}$ denote the total torque, of the $m^{j}$ th element at joint $j$. Consider that a mass $\tilde{M}^{j}$ with a finite volume is attached to the joint, and let $\hat{P}_{x}^{j}, \hat{P}_{y}^{j}$ and $\hat{P}_{z}^{j}$ denote the three translational inertia forces, and $\hat{M}_{x}^{j}, \hat{M}_{y}^{j}$ and $\hat{M}_{z}^{j}$ denote the three inertia moments of the mass. Using the inverse transformation of Eq. (5.9), the force vectors formed by the nodal forces at joint $j$ for all elements connected to the joint can be transformed into the global coordinate system. Let $\left\{V^{m^{j}}\right\}=\left\lfloor V_{x}^{m^{j}} V_{y}^{m^{j}} F_{z}^{m^{j}} M_{x}^{m^{j}} M_{y}^{m^{j}} M_{z}^{m^{j}} M_{\bar{\omega}}^{m^{j}}\right\rfloor^{T}$ denote the globally nodal force vector of the $m^{j}$ th element at joint $j$. Then the dynamic equilibrium conditions of joint $j$ can be expressed as the following matrix equation:

$$
\begin{equation*}
\sum_{m^{j}=1}^{M^{j}} \nu^{m^{j}}\left\{V^{m^{j}}\right\}=\left\{\hat{P}^{j}\right\} \tag{7.51}
\end{equation*}
$$

where

$$
\left\{\hat{P}^{j}\right\}=\left\lfloor\begin{array}{lllllllll}
\hat{P}_{x}^{j} & \hat{P}_{y}^{j} & \hat{P}_{z}^{j} & \hat{M}_{x}^{j} & \hat{M}_{y}^{j} & \hat{M}_{z}^{j} & 0 & 0 & 0 \tag{7.52}
\end{array}\right\rfloor^{T}
$$

is the joint inertia force vector and the value of $\nu^{m^{j}}$ is expressed by Eq. (5.21). The globally nodal force vector of the $m^{j}$ th element at joint $j$ can be related to the locally nodal force vector by the following equation

$$
\begin{equation*}
\left\{V^{m^{j}}\right\}=\left[\bar{t}^{m^{j}}\right]^{T}\left\{\bar{Q}^{m^{j}}\right\} \tag{7.53}
\end{equation*}
$$

where

$$
\left\{\bar{Q}^{m^{j}}\right\}=\left\lfloor\begin{array}{lllllll}
\bar{V}_{\bar{x}}^{m^{j}} & \bar{V}_{\bar{y}}^{m^{j}} & \bar{F}_{\bar{z}}^{m^{j}} & \bar{M}_{\bar{x}}^{m^{j}} & \bar{M}_{\bar{y}}^{m^{j}} & \bar{M}_{\bar{z}}^{m^{j}} & \bar{M}_{\bar{\omega}}^{m^{j}} \tag{7.54}
\end{array}\right\rfloor^{T}
$$

is the locally element nodal force vector of the element at the joint, and $\left[t^{m^{j}}\right]$ is the joint transformation matrix.

Let $\left(x_{C}, y_{C}, z_{C}\right)$ denote the global coordinates of the center $C$ of a rigid body with the mass $\tilde{M}^{j}$. The mass is rigidly connected to the joint node $R$. Also let $u_{i R}^{j}$ and $\theta_{j R}^{j}$ denote the translational displacements and deflection slopes, respectively, of the joint node $R$. The translational inertia forces can be expressed by $\check{P}_{i}^{j}=-\tilde{M}^{j} \frac{\partial^{2}}{\partial t^{2}}\left(u_{i R}^{j}+\epsilon_{i j k} \theta_{j R}^{j} x_{k R C}\right)$, where $\epsilon_{i j k}$ is the permutation symbol and $x_{k R C}=x_{k C}-x_{k R}$. Considering the harmonic motion, the components of translational inertia forces of the vibration can be expressed by

$$
\hat{P}_{x R}^{j}=\tilde{M}^{j} \omega^{2}\left(U_{R}^{j}+z_{R C} \Theta_{y R}^{j}-y_{R C} \Theta_{z R}^{j}\right)
$$

$$
\begin{align*}
& \hat{P}_{y R}^{j}=\tilde{M}^{j} \omega^{2}\left(V_{R}^{j}+x_{R C} \Theta_{z R}^{j}-z_{R C} \Theta_{x R}^{j}\right), \\
& \hat{P}_{z R}^{j}=\tilde{M}^{j} \omega^{2}\left(W_{R}^{j}+y_{R C} \Theta_{x R}^{j}-x_{R C} \Theta_{y R}^{j}\right) \tag{7.55}
\end{align*}
$$

Let $H_{i C}^{j}$ denote the angular momentum of the mass $\tilde{M}^{j}$ with respect to $C$. Also let $\hat{I}_{\hat{i} \hat{j}}^{j}$ denote the inertia tensor of the mass $\tilde{M}^{j}$ with respect to the coordinate system $(\hat{x}, \hat{y}, \hat{z})$ which has the origin located at $C$ and the coordinate axes $\hat{x}$, $\hat{y}$ and $\hat{z}$ oriented in $x, y$ and $z$ directions, respectively. The inertia moments can be expressed by $\check{M}_{i R}^{j}=-\frac{\partial H_{i C}^{j}}{\partial t}+\tilde{M}^{j} \epsilon_{i j k} x_{j R C}\left(\frac{\partial^{2} x_{k R}}{\partial t^{2}}+\epsilon_{k l m} \frac{\partial^{2} \theta_{l R}^{j}}{\partial t^{2}} x_{m R C}\right)$. Considering the harmonic motion, the components of inertia moments of the vibration can be expressed by

$$
\begin{align*}
\hat{M}_{x R}^{j}= & \omega^{2}\left\{\tilde{I}_{\hat{x} \hat{x}} \Theta_{x R}^{j}-\tilde{I}_{\hat{x} \hat{y}}^{j} \Theta_{y R}^{j}-\tilde{I}_{\hat{x} \hat{z}}^{j} \Theta_{z R}^{j}+\tilde{M}^{j}\left[y_{R C} W_{R}^{j}-z_{R C} V_{R}^{j}\right.\right. \\
& \left.\left.+\left(z_{R C}^{2}+y_{R C}^{2}\right) \Theta_{x R}^{j}-y_{R C} x_{R C} \Theta_{y R}^{j}-z_{R C} x_{R C} \Theta_{z R}^{j}\right]\right\} \\
\hat{M}_{y R}^{j}= & \omega^{2}\left\{-\tilde{I}_{\hat{x} \hat{y}} \Theta_{x R}^{j}+\tilde{I}_{\hat{y} \hat{y}}^{j} \Theta_{y R}^{j}-\tilde{I}_{\hat{y} \hat{z}}^{j} \Theta_{z R}^{j}+\tilde{M}^{j}\left[z_{R C} U_{R}^{j}-x_{R C} W_{R}^{j}\right.\right. \\
& \left.\left.-x_{R C} y_{R C} \Theta_{x R}^{j}+\left(x_{R C}^{2}+z_{R C}^{2}\right) \Theta_{y R}^{j}-z_{R C} y_{R C} \Theta_{z R}^{j}\right]\right\}, \\
\hat{M}_{z R}^{j}= & \omega^{2}\left\{-\tilde{I}_{\hat{x} \hat{z}} \Theta_{x R}^{j}-\tilde{I}_{\hat{y} \hat{z}}^{j} \Theta_{y R}^{j}+\tilde{I}_{\hat{z} \hat{z}}^{j} \Theta_{z R}^{j}+\tilde{M}^{j}\left[x_{R C} V_{R}^{j}-y_{R C} U_{R}^{j}\right.\right. \\
& \left.\left.-x_{R C} z_{R C} \Theta_{x R}^{j}-y_{R C} z_{R C} \Theta_{y R}^{j}+\left(x_{R C}^{2}+y_{R C}^{2}\right) \Theta_{z R}^{j}\right]\right\} \tag{7.56}
\end{align*}
$$

Using Eqs. (7.42) to (7.50), and Eqs. (7.52) to (7.56), Eq. (7.51) can be rewritten as

$$
\begin{gather*}
\sum_{m^{j}=1}^{M^{j}} \nu^{m^{j}}\left(\left[\bar{t}^{m^{j}}\right]^{T}\left[\bar{S}^{m^{j}}\right]-\rho^{m^{j}} \omega^{2}\left[\bar{t}_{126}^{m^{j}}\right]\left[\hat{S}^{m^{j}}\right]\right)\left[\bar{T}^{m^{j}}\right]\left\{\vartheta^{m^{j}}\right\} \\
-\omega^{2}\left[\hat{M}^{j}\right]\left\{\varphi_{R}^{j}\right\}=0 \tag{7.57}
\end{gather*}
$$

where $\left[\bar{S}^{m^{j}}\right]$ is a matrix having seven rows with the first five rows same as those listed in Eq. (6.46) and the last two rows expressed by

$$
\begin{align*}
& \left\lfloor S_{6}^{m^{j}}\right\rfloor=-\frac{E^{m^{j}}}{\left(l^{m^{j}}\right)^{3}}\left(\frac{d I_{\bar{\omega} \bar{\omega} I^{m j}}^{(s) m^{j}}}{d \zeta}\left\lfloor D_{\bar{\theta}_{\bar{z}} I^{m j}}^{m^{j} \zeta^{2}}\right\rfloor+I_{\bar{\omega} \bar{\omega} I^{m^{j}}}^{(s) m^{j}}\left\lfloor D_{\bar{\theta}_{\bar{z}} I^{m j}}^{m^{j} \zeta^{3}}\right\rfloor\right) \\
& +\frac{G^{m^{j}} J_{I^{m j}}^{m^{j}}}{l^{m^{j}}}\left\lfloor D_{\bar{\theta}_{\bar{z}} I^{m j}}^{m^{j} \zeta}\right\rfloor, \quad\left\lfloor S_{7}^{m^{j}}\right\rfloor=\frac{E^{m^{j}} I_{\bar{\omega} \bar{\omega} I^{m j}}^{(s) m^{j}}}{\left(l^{m^{j}}\right)^{2}}\left\lfloor D_{\bar{\theta}_{\bar{z}} I^{m} \zeta^{j}}^{m^{2}}\right\rfloor \tag{7.58}
\end{align*}
$$

$\left[\hat{S}^{m^{j}}\right]$ is a matrix having three rows expressed by

$$
\begin{gather*}
\left\lfloor\hat{S}_{1}^{m^{j}}\right\rfloor=\frac{I_{\bar{x} \bar{x} I^{m j}}^{m^{j}}}{l^{m^{j}}}\left\lfloor D_{\bar{u} I^{m}}^{m^{j}} \zeta, \quad\left\lfloor\hat{S}_{2}^{m^{j}}\right\rfloor=\frac{I_{\bar{y} \bar{y} I^{m^{j}}}^{m^{j}}}{l^{m^{j}}}\left\lfloor D_{\bar{v} I^{m j}}^{m^{j} \zeta}\right\rfloor\right. \\
\left\lfloor\hat{S}_{3}^{m^{j}}\right\rfloor=-\frac{I_{\bar{\omega} \bar{\omega} I^{m}}^{(s) m^{j}}}{l^{m^{j}}}\left\lfloor D_{\bar{\theta}_{\bar{z}} I^{m j}}^{m^{j}}\right\rfloor \tag{7.59}
\end{gather*}
$$

and $\left[\bar{t}_{126}^{j}\right]$ is a matrix having three rows and is expressed by

$$
\left[\bar{t}_{126}^{m^{j}}\right\rfloor=\left[\begin{array}{c}
\left\lfloor\bar{t}_{1}^{m^{j}}\right\rfloor  \tag{7.60}\\
\left\lfloor\bar{t}_{2}^{m^{j}}\right\rfloor \\
\left\lfloor\bar{t}_{6}^{m^{j}}\right\rfloor
\end{array}\right]
$$

with $\left\lfloor\bar{t}_{1}^{m^{j}}\right\rfloor,\left\lfloor\bar{t}_{2}^{m^{j}}\right\rfloor$ and $\left\lfloor\bar{t}_{6}^{m^{j}}\right\rfloor$ row vectors representing the first, second and sixth rows, respectively, of $\left[\bar{t}^{m^{j}}\right],\left\{\varphi_{R}^{j}\right\}$ the global modal displacement vector of the joint node $R$ of joint $j$, and $\left[\hat{M}^{j}\right]$ a matrix having seven rows expressed by

$$
\begin{align*}
& \left\lfloor\hat{M}_{1}^{j}\right\rfloor=\left\lfloor\begin{array}{lllllllll}
-\tilde{M}^{j} & 0 & 0 & 0 & -z_{R C} \tilde{M}^{j} & y_{R C} & \tilde{M}^{j} & 0 & 0 \\
0
\end{array}\right\rfloor, \\
& \left\lfloor\hat{M}_{2}^{j}\right\rfloor=\left\lfloor\begin{array}{llllllll}
0 & -\tilde{M}^{j} & 0 & z_{R C} \tilde{M}^{j} & 0 & -x_{R C} & \tilde{M}^{j} & 0 \\
0 & 0 & 0
\end{array}\right\rfloor, \\
& \left\lfloor\hat{M}_{3}^{j}\right\rfloor=\left\lfloor\begin{array}{lllllllll}
0 & 0 & -\tilde{M}^{j} & -y_{R C} & \tilde{M}^{j} & x_{R C} & \tilde{M}^{j} & 0 & 0 \\
0 & 0 & 0
\end{array}\right\rfloor, \\
& \left\lfloor\hat{M}_{4}^{j}\right\rfloor=\left\lfloor\begin{array}{llll}
0 & z_{R C} \tilde{M}^{j} & -y_{R C} \tilde{M}^{j} & -\tilde{I}_{\hat{x} \hat{x}}^{j} \\
-\left(y_{R C}^{2}+z_{R C}^{2}\right) \tilde{M}^{j}
\end{array}\right. \\
& \left.\tilde{I}_{\hat{x} \hat{y}}^{j}+y_{R C} x_{R C} \tilde{M}^{j} \tilde{I}_{\hat{x} \tilde{z}}^{j}+z_{R C} x_{R C} \tilde{M}^{j} 0000\right] \text {, } \\
& \left\lfloor\hat{M}_{5}^{j}\right\rfloor=\left\lfloor-z_{R C} \tilde{M}^{j} \quad 0 \quad x_{R C} \tilde{M}^{j} \quad \tilde{I}_{\hat{x} \hat{y}}^{j}+x_{R C} y_{R C} \tilde{M}^{j}\right. \\
& \left.-\tilde{I}_{\hat{y} \hat{y}}^{j}-\left(x_{R C}^{2}+z_{R C}^{2}\right) \tilde{M}^{j} \tilde{I}_{\hat{y} \hat{z}}^{j}+z_{R C} y_{R C} \tilde{M}^{j} 0001\right], \\
& \left\lfloor\hat{M}_{6}^{j}\right\rfloor=\left\lfloor\begin{array}{llll}
y_{R C} \tilde{M}^{j} & -x_{R C} \tilde{M}^{j} & 0 & \tilde{I}_{\hat{x} \hat{z}}^{j}+x_{R C} z_{R C} \tilde{M}^{j} \quad \tilde{I}_{\hat{x} \hat{y}}^{j}+y_{R C} z_{R C} \tilde{M}^{j}
\end{array}\right. \\
& \left.-\tilde{I}_{\hat{x} \hat{z}}^{j}-\left(x_{R C}^{2}+y_{R C}^{2}\right) \tilde{M}^{j} 0000\right] \\
& \left\lfloor\hat{M}_{7}^{j}\right\rfloor=\left\lfloor\begin{array}{llllllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \\
\hline
\end{array}\right. \tag{7.61}
\end{align*}
$$

### 7.3.2 Inclined Roller

There are nine kinematic condition equations. Among the nine condition equations of the inclined roller, the three translational condition equations need to be transformed while the six rotational conditions are the same as those of a joint. The procedure of transformation has been stated in Chapter 4 regarding the analysis of truss structures. For this frame analysis model, the kinematic condition equations can be expressed by the following matrix equation

$$
\begin{equation*}
\left[\dot{\tilde{t}}_{r}\right]\left\{d^{j}\right\}=\left\{\tilde{d}^{j}\right\} \tag{7.62}
\end{equation*}
$$

where

$$
\left[\dot{\tilde{t}}_{r}\right]=\left[\begin{array}{c}
{\left[\dot{\tilde{t}}_{r}\right][0]}  \tag{7.63}\\
{[0]^{T}[I]}
\end{array}\right]
$$

is the transformation matrix, $[0]$ is a $3 \times 6$ zero matrix, $[I]$ is a $6 \times 6$ unit matrix, and $\left\{\tilde{d}^{j}\right\}=\left\lfloor\tilde{U} \tilde{V} \tilde{W} \bar{\Theta}_{x} \bar{\Theta}_{y} \bar{\Theta}_{z} \bar{\beta}_{x} \bar{\beta}_{y} \bar{\beta}_{z}\right\rfloor^{T}$ is the prescribed displacement vector with the three translational components in $\tilde{x}, \tilde{y}$ and $\tilde{z}$ coordinate directions, and the six rotational components in $x, y$ and $z$ coordinate directions.

There are eight natural conditions which can be represented by the following equation

$$
\begin{equation*}
\left[\ddot{t}_{r}\right] \sum_{m^{j}=1}^{M^{j}} \nu^{m^{j}}\left\{V^{m^{j}}\right\}=\left\{\hat{P}^{j}\right\} \tag{7.64}
\end{equation*}
$$

where

$$
\left[\begin{array}{c}
\ddot{t}_{r}  \tag{7.65}\\
]
\end{array}\right]=\left[\begin{array}{cc}
{\left[\tilde{t}_{r 12}\right]} & {[0]} \\
{[0]^{T}} & {[I]}
\end{array}\right]
$$

is a $8 \times 8$ transformation matrix with $\left[\tilde{t}_{r 12}\right]^{T}$ the $2 \times 3$ matrix used in Eqs. (5.27) and (5.28), $[0]$ a $2 \times 6$ zero matrix and $[I]$ a $6 \times 6$ unit matrix, and $\left\{\hat{P}^{j}\right\}=$ $\left\lfloor\hat{P}_{\tilde{x}}^{j} \hat{P}_{\tilde{y}}^{j} \hat{M}_{x} \hat{M}_{y} \hat{M}_{z} 0000\right\rfloor^{T}$. The eight natural conditions can be expressed by the element nodal displacement vectors at the joint on the inclined surface

$$
\begin{gather*}
{\left[\ddot{t}_{r}\right] \sum_{m^{j}=1}^{M^{j}} \nu^{m^{j}}\left(\left[\bar{t}^{m^{j}}\right]^{T}\left[\bar{S}^{m^{j}}\right]-\rho^{m^{j}} \omega^{2}\left[\bar{t}_{126}^{m^{j}}\right]\left[\hat{S}^{m^{j}}\right]\right)\left[\bar{T}^{m^{j}}\right]\left\{\vartheta^{m^{j}}\right\}} \\
-\omega^{2}\left[\hat{M}^{j}\right]\left\{\varphi_{R}^{j}\right\}=0 \tag{7.66}
\end{gather*}
$$

### 7.4 Assemblage

With the discrete joint compatibility conditions in mind, then by assembling all discrete local-global element eigenvalue equations represented by Eq. (7.32) for all elements, dynamic equilibrium condition equations (7.57) and (7.66),
for the general joints and inclined rollers, respectively, and the prescribed joint displacement conditions, the overall eigenvalue equation system represented by Eq. (3.32) can be obtained. Like FEM, the assemblage is based on an element by element procedure. The discrete local-global element eigenvalue equation (7.32) for all elements, and discrete element boundary forces existing in Eqs. (7.57) and (7.66) defined at the two element boundary nodes and expressed by modal displacement parameters, are directly assembled to the overall eigenvalue equation system.

Another approach can be used to assemble all discrete fundamental relations. This approach includes the fourteen discrete equations for defining the element boundary forces in the local element eigenvalue equation to form another matrix equation. In this new matrix equation, each of the first seven component equations represents one equation for defining a boundary force corresponding to each individual degree of freedom assigned to node 1 while each of the last seven component equations represents one equation for defining a boundary force corresponding to each individual degree of freedom assigned to the other element boundary node. The component equations of the local element eigenvalue equation (7.12) are placed at the remaining rows. This matrix equation is expressed as

$$
\begin{equation*}
\left(\left[\hat{k}^{e}\right]-\omega^{2}\left[\hat{m}^{e}\right]\right)\left\{\bar{\vartheta}^{e}\right\}=\left\{\hat{\gamma}^{e}\right\} \tag{7.67}
\end{equation*}
$$

where the first and last seven rows of $\left[\hat{k}^{e}\right]$ and $\left[\hat{m}^{e}\right]$ are coefficients for calculating the fourteen element boundary forces caused by modal displacements and local element mass matrix, respectively, and

$$
\begin{gather*}
\left.\left\{\hat{\gamma}^{e}\right\}=\begin{array}{ccccccccc}
-\bar{V}_{\bar{x} 1}^{e} & -\bar{V}_{\bar{y} 1}^{e} & -\bar{F}_{\bar{z} 1}^{e}-\bar{M}_{\bar{x} 1}^{e}-\bar{M}_{\bar{y} 1}^{e}-\bar{M}_{\bar{z} 1}^{e}-\bar{M}_{\bar{\omega} 1}^{e} & 0 & \ldots & 0 & \bar{V}_{\bar{x} N^{e}}^{e} \\
\bar{V}_{\bar{y} N^{e}}^{e} & \bar{F}_{\bar{z} N^{e}}^{e} & \bar{M}_{\bar{x} N^{e}}^{e} & \bar{M}_{\bar{y} N^{e}}^{e} & \bar{M}_{\bar{z} N^{e}}^{e} & \bar{M}_{\bar{\omega} N^{e}}^{e}
\end{array}\right]^{T}
\end{gather*}
$$

is a force vector in which the first and last seven elements are element boundary forces, caused by modal displacements, at the two element boundary nodes, while all other elements equal zero. Using the element transformation matrix $\left[T^{e}\right]$ to Eq. (7.67), the following matrix equation can be obtained

$$
\begin{equation*}
\left(\left[\tilde{k}^{e}\right]-\omega^{2}\left[\tilde{m}^{e}\right]\right)\left\{\vartheta^{e}\right\}=\left\{\tilde{\gamma}^{e}\right\} \tag{7.69}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[\tilde{k}^{e}\right]=\left[T^{e}\right]^{T}\left[\hat{k}^{e}\right]\left[T^{e}\right] \tag{7.70}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{\tilde{\gamma}^{e}\right\}=\left[T^{e}\right]^{T}\left\{\hat{\gamma}^{e}\right\} \tag{7.71}
\end{equation*}
$$

In Eq. (7.69) both of $\left\{\vartheta^{e}\right\}$ and $\left\{\tilde{\gamma}^{e}\right\}$ are defined on the local-global coordinate system. Then, the overall eigenvalue equation system represented by Eq. (3.32) can be obtained by assembling the transformed local-global element eigenvalue equation (7.69) for all elements and by considering the joint equilibrium equations, (7.51) and (7.64) for the general joints and inclined rollers, respectively.

### 7.5 Problems

In all problems analyzed, the rotary inertia of the beam member is neglected.
For the first two sample problems solved, DOF per element is the same for all elements. The DOF of flexural deformation, $\bar{N}_{B_{u}}^{e}$, and the DOF of axial deformation, $N_{A}^{e}$, are the same. Defining $\Delta \zeta=1 . /\left(\bar{N}_{B_{u}}^{e}-1\right)$, the interior discrete points for defining the element-based discrete eigenvalue equations of flexural vibration are located at $\zeta=(p-1) \Delta \zeta, p=3, \ldots, \bar{N}_{B_{u}}^{e}-2$ while the interior discrete points for defining the element-based discrete eigenvalue equations are located at $\zeta=(p-1) \Delta \zeta, p=2, \ldots, \bar{N}_{B_{u}}^{e}-1$.

The first problem solved involves the lateral vibration of a fixed-roller supported ASTM Standard Strong steel pipe having a concentrated mass at the mid-span. The nominal diameter of the pipe is 10 in with the outside diameter 10.75 in and inside diameter 10.02 in . The area of cross section is $11.9 \mathrm{in}^{2}$, while the moment of inertia of the cross section is $161 \mathrm{in}^{4}$. The length of the pipe is 40 ft . The weight of the concentrated mass and the weight of the pipe per feet are 1000 lb and 40.48 lb , respectively. The Young's modulus of the pipe is $E=2.9 \times 10^{7} \mathrm{psi}$. In carrying out the DQEM analysis, two elements were used to model the pipe with the mid-span being the interelement boundary. The rotary inertia of the concentrated mass is neglected. The convergence can be assured by the increase of DOF per element. In this analysis, Hermite EDQ model with equally spaced nodes was used to define the element basis discretization. Numerical results of the first five natural frequencies are summarized and listed in Table 7.1.

Table 7.1. Natural frequencies of a fixed-roller supported beam having a concentrated mass at mid-span (cycles/sec)

| DOF per $\omega_{1}$ <br> element | $\omega_{2}$ | $\omega_{3}$ | $\omega_{4}$ |
| :--- | :--- | :--- | :--- |$\omega_{5}$

The second problem solved involves the in-plane vibration of a 2-D frame shown in Fig. 7.4. The frame is composed of three members represented by three elements using the Lagrange DQ model with equally spaced nodes to discretize the axial vibration and the $C^{1}-C^{0}-C^{1}$ EDQ model generated by using the equivalent Lagrange DQ model with the two auxiliary nodes inside the physical EDQ model to discretize the flexural vibration. The results


Fig. 7.4. A rigid frame

Table 7.2. Natural frequencies of a rigid frame (cycles/sec)

| Order of $\omega_{1}$ <br> appr. | $\omega_{2}$ |
| :--- | :--- |
| 4 | $.3804234 \times 10^{2} .1637141 \times 10^{3} .3021523 \times 10^{3} .3310787 \times 10^{3} .1718983 \times 10^{4}$ |
| 6 | $.3538218 \times 10^{2} .1383518 \times 10^{3} .2551181 \times 10^{3} .3680264 \times 10^{3} .5911810 \times 10^{3}$ |
| 8 | $.3501835 \times 10^{2} .1365928 \times 10^{3} .2609614 \times 10^{3} .3626262 \times 10^{3} .8123097 \times 10^{3}$ |
| 10 | $.3468862 \times 10^{2} .1349798 \times 10^{3} .2636522 \times 10^{3} .3613131 \times 10^{3} .7282262 \times 10^{3}$ |
| 12 | $.3445046 \times 10^{2} .1340322 \times 10^{3} .2652008 \times 10^{3} .3607489 \times 10^{3} .7352545 \times 10^{3}$ |
| 14 | $.3426740 \times 10^{2} .1333968 \times 10^{3} .2661616 \times 10^{3} .3604070 \times 10^{3} .7352840 \times 10^{3}$ |

can converge by gradually increasing the order of approximation. Numerical results of the first five natural frequencies are summarized and listed in Table 7.2.

The last problem solved involves the in-plane vibration of a frame having an inclined roller, which is shown in Fig. 7.5. In this analysis, Chebyshev DQ model is used to define the axial discretization while the Chebyshev $C^{1}-C^{0}-$ $C^{1}$ EDQ model is used to define the flexural discretization. Numerical results of the first five natural frequencies are summarized and listed in Table 7.3.


Fig. 7.5. A frame having an inclined roller

Table 7.3. Natural frequencies of a frame having an inclined roller (cycles/sec)

| Order of $\omega_{1}$ <br> appr. | $\omega_{2}$ | $\omega_{3}$ | $\omega_{4}$ |
| :--- | :--- | :--- | :--- |
| 5 | $.5475179 \times 10^{1} .9100309 \times 10^{1} .2007844 \times 10^{2} .2402838 \times 10^{2} .3027174 \times 10^{2}$ |  |  |
| 7 | $.5038403 \times 10^{1} .7486477 \times 10^{1} .1580610 \times 10^{2} .2505351 \times 10^{2} .2951792 \times 10^{2}$ |  |  |
| 9 | $.4933217 \times 10^{1} .7477772 \times 10^{1} .1560026 \times 10^{2} .2486025 \times 10^{2} .2924089 \times 10^{2}$ |  |  |
| 11 | $.4868941 \times 10^{1} .7447270 \times 10^{1} .1529314 \times 10^{2} .2484656 \times 10^{2} .2924195 \times 10^{2}$ |  |  |
| 13 | $.4830217 \times 10^{1} .7429235 \times 10^{1} .1511627 \times 10^{2} .2483721 \times 10^{2} .2924107 \times 10^{2}$ |  |  |
| 15 | $.4805049 \times 10^{1} .7417450 \times 10^{1} .1500265 \times 10^{2} .2483068 \times 10^{2} .2924067 \times 10^{2}$ |  |  |

## 8

## DQEM Analysis of Timoshenko Beam Structures

The Timoshenko beam theory is suitable for modelling moderately thick beam members in solving structural mechanics problems. Static deflection and vibration analysis models using DQEM are developed. The related numerical procedures are stated.

### 8.1 Static Deflection of Timoshenko Beam

### 8.1.1 Fundamental Relations

The equations of nonprismatic Timoshenko beam theory are first summarized. Consider that the beam resting on a Winkler elastic foundation, shown in Fig. 8.1, is shear deformable. The two displacement parameters employed are the transverse displacement $w$ and the bending rotation $\psi$. Assume that the beam is homogeneous and isotropic. The differential equilibrium equations


Fig. 8.1. A nonprismatic Timoshenko beam resting on a Winkler elastic foundation
of shear deformable Timoshenko beam resting on an elastic foundation are expressed by [95]

$$
\begin{equation*}
G \frac{d}{d x}\left[k_{s} A\left(\frac{d w}{d x}+\psi\right)\right]+k w=-p \tag{8.1}
\end{equation*}
$$

and

$$
\begin{equation*}
E \frac{d}{d x}\left(I \frac{d \psi}{d x}\right)-k_{s} G A\left(\frac{d w}{d x}+\psi\right)=0 \tag{8.2}
\end{equation*}
$$

where $k$ is the foundation constant, $I$ is moment of inertia of the cross-sectional area and $k_{s}$ is shear correction coefficient. The stress resultants of bending moment and shear force are

$$
\begin{equation*}
M=E I \frac{d \psi}{d x} \tag{8.3}
\end{equation*}
$$

and

$$
\begin{equation*}
V=k_{s} G A\left(\psi+\frac{d w}{d x}\right), \tag{8.4}
\end{equation*}
$$

respectively. The kinematic boundary conditions are

$$
\begin{equation*}
w=\bar{w} \tag{8.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi=\bar{\psi} \tag{8.6}
\end{equation*}
$$

where $\bar{w}$ and $\bar{\psi}$ are prescribed transverse displacement and bending rotation, respectively. Let $\bar{V}$ and $\bar{M}$ denote the transverse force and moment, respectively, applied on the natural boundary. The natural boundary conditions can be expressed by

$$
\begin{equation*}
k_{s} G A\left(\psi+\frac{d w}{d x}\right)=\bar{V} \tag{8.7}
\end{equation*}
$$

and

$$
\begin{equation*}
E I \frac{d \psi}{d x}=\bar{M} \tag{8.8}
\end{equation*}
$$

### 8.1.2 DQEM Formulation

The DQ which uses the function variable at element nodes to define the DQ discretization is adopted for the formulation. For analyzing the nonprismatic shear deformable beam problems, two-node element can be used for elements having no distributed external load. But the number of element node must be at least three for elements having distributed external cause. Assume that shear correction coefficient, shear modulus and Young's modulus are constant in an element. Then by using Eq. (3.6) and DQ, Eqs. (8.7) and (8.8) can be discretized which show to have the following forms:

$$
\begin{align*}
& \left\{\frac{k_{s}^{e} G^{e}}{\left(l^{e}\right)^{2}}\left[\sum_{\bar{\beta}=1}^{N^{e}} D_{(\alpha) \bar{\beta}}^{e \xi} A_{\bar{\beta}}^{e} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi}+A_{(\alpha)}^{e} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi^{2}}\right]+k_{(\alpha)}^{e} \delta_{\alpha \beta}\right\} w_{\beta}^{e} \\
& +\frac{k_{s}^{e} G^{e} A_{(\alpha)}^{e}}{l^{e}} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi} \psi_{\beta}^{e}+\frac{k_{s}^{e} G^{e}}{l^{e}} \sum_{\bar{\beta}=1}^{N^{e}} D_{(\alpha) \bar{\beta}}^{e \xi} A_{\bar{\beta}}^{e} \psi_{\alpha}^{e}=0, \\
& \alpha=2,3, \ldots, N^{e}-1  \tag{8.9}\\
& -\frac{k_{s}^{e} G^{e} A_{(\alpha)}^{e}}{l^{e}} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi} w_{\beta}^{e}-k_{s}^{e} G^{e} A_{(\alpha)}^{e} \psi_{\alpha}^{e}+\frac{E^{e}}{\left(l^{e}\right)^{2}}\left[\sum_{\bar{\beta}=1}^{N^{e}} D_{(\alpha) \bar{\beta}}^{e \xi} I I_{\bar{\beta}}^{e} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi}\right. \\
& \left.+I_{(\alpha)}^{e} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi^{2}}\right] \psi_{\beta}^{e}=0, \quad \alpha=2,3, \ldots, N^{e}-1 \tag{8.10}
\end{align*}
$$

The bending moment and shear force at an element node $\alpha$ in the element can be obtained by using Eqs. (8.3) and (8.4)

$$
\begin{gather*}
M_{\alpha}^{e}=\frac{E^{e} I_{(\alpha)}^{e}}{l^{e}} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi} \psi_{\beta}^{e}  \tag{8.11}\\
V_{\alpha}^{e}=k_{s}^{e} G^{e} A_{(\alpha)}^{e}\left(\psi_{\alpha}^{e}+\frac{1}{l^{e}} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi} w_{\beta}^{e}\right) \tag{8.12}
\end{gather*}
$$

kinematic transition conditions are continuities of transverse displacement and bending rotation. Let $x=x^{i, i+1}$ denote the inter-element boundary of two adjacent elements $i$ and $i+1$. The discrete kinematic transition conditions are

$$
\begin{equation*}
w_{N^{i}}^{i}=w_{1}^{i+1} \tag{8.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{N^{i}}^{i}=\psi_{1}^{i+1} \tag{8.14}
\end{equation*}
$$

Natural transition conditions are equilibriums of discrete element boundary forces and external loads at the inter-element boundary of two adjacent elements $i$ and $i+1$. Figure 8.2 shows the forces on the inter-element boundary in which $M^{i, i+1}, P^{i, i+1}$ and $\bar{k}^{i, i+1}$ are moment, transversely applied load and constant of the concentrated spring located at the inter-element boundary. The equilibrium of lateral forces is expressed by

$$
\begin{align*}
& k_{s}^{i} G^{i} A_{N^{i}}^{i}\left(\psi_{N^{i}}^{i}+\frac{d w_{N^{i}}^{i}}{d x}\right)-k_{s}^{i+1} G^{i+1} A_{1}^{i+1}\left(\psi_{1}^{i+1}+\frac{d w_{1}^{i+1}}{d x}\right) \\
- & \bar{k}^{i, i+1} w^{i, i+1}=P^{i, i+1} \tag{8.15}
\end{align*}
$$



Fig. 8.2. Forces on the inter-element boundary

The introduction of mapping transformation and DQ discretization into the above equation leads to

$$
\begin{align*}
& k_{s}^{i} G^{i} A_{N^{i}}^{i}\left(\psi_{N^{i}}^{i}+\frac{1}{l^{i}} \sum_{\alpha=1}^{N^{i}} D_{N^{i} \alpha}^{i \xi} w_{\alpha}^{i}\right)-k_{s}^{i+1} G^{i+1} A_{1}^{i+1}\left(\psi_{1}^{i+1}\right. \\
& \left.+\frac{1}{l^{i+1}} \sum_{\beta=1}^{N^{i+1}} D_{1 \beta}^{(i+1) \xi} w_{\beta}^{i+1}\right)-\bar{k}^{i, i+1} w_{N^{i}}^{i, i+1}=P^{i, i+1} \tag{8.16}
\end{align*}
$$

The equilibrium of moments is expressed by

$$
\begin{equation*}
-E^{i} I_{N^{i}}^{i} \frac{d \psi_{N^{i}}^{i}}{d x^{i}}+E^{i+1} I_{1}^{i+1} \frac{d \psi_{1}^{i+1}}{d x^{i+1}}=M^{i, i+1} \tag{8.17}
\end{equation*}
$$

The above equation can be similarly discretized

$$
\begin{equation*}
-\frac{E^{i} I_{N^{i}}^{i}}{l^{i}} \sum_{\alpha=1}^{N^{i}} D_{N^{i} \alpha}^{i \xi} \psi_{\alpha}^{i}+\frac{E^{i+1} I_{1}^{i+1}}{l^{i+1}} \sum_{\beta=1}^{N^{i+1}} D_{1 \beta}^{(i+1) \xi} \psi_{\beta}^{i+1}=M^{i, i+1} \tag{8.18}
\end{equation*}
$$

For the pin connected inter-element boundary, Eqs. (8.14) and (8.18) are replaced by the following two equations

$$
\begin{equation*}
\frac{E^{i} I_{N^{i}}^{i}}{l^{i}} \sum_{\beta=1}^{N^{i}} D_{N^{i} \beta}^{i \xi} \psi_{\beta}^{i}=0 \tag{8.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{E^{i+1} I_{1}^{i+1}}{l^{i+1}} \sum_{\beta=1}^{N^{i+1}} D_{1 \beta}^{(i+1) \xi} \psi_{\beta}^{i+1}=0 \tag{8.20}
\end{equation*}
$$

If forced displacements are imposed on an inter-element boundary, the discrete natural transition conditions (8.16) and (8.18) are replaced by the condition
equations of forced displacement $w_{N^{i}}^{i}=\bar{w}^{i, i+1}$ and displacement gradient $\frac{1}{l^{i}} \sum_{\beta=1}^{N^{i}} D_{N^{i} \beta}^{i \xi} w_{\beta}^{i}=\frac{d \bar{w}^{i, i+1}}{d x}$ where $\bar{w}^{i, i+1}$ and $\frac{d \bar{w}^{i, i+1}}{d x}$ are prescribed values.

Letting element $m$ be an element having one or more nodes on the kinematic boundary, the kinematic boundary conditions (8.13) and (8.14) can be rewritten as

$$
\begin{equation*}
w_{I^{m}}^{m}=\bar{w}_{I^{m}}^{m}, \quad I^{m}=1 \quad \text { or } \quad N^{m} \tag{8.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{I^{m}}^{m}=\bar{\psi}_{I^{m}}^{m}, \quad I^{m}=1 \quad \text { or } \quad N^{m} \tag{8.22}
\end{equation*}
$$

Also letting element $n$ be an element having one or more nodes on the natural boundary, the discrete natural boundary conditions can be defined using Eqs. (8.7) and (8.8)

$$
\begin{array}{r}
k_{s}^{n} G^{n} A_{I^{n}}^{n}\left(\psi_{I^{n}}^{n}+\frac{1}{l^{n}} \sum_{\beta=1}^{N^{n}} D_{I^{n} \beta}^{n \xi} w_{\beta}^{n}\right)=\nu^{n} \bar{V}, \quad I^{n}=1 \quad \text { or } \quad N^{n} \\
\frac{E^{n} I_{I^{n}}^{n}}{l^{n}} \sum_{\beta=1}^{N^{n}} D_{I^{n} \beta}^{n \xi} \psi_{\beta}^{n}=-\nu^{n} \bar{M}, \quad I^{n}=1 \quad \text { or } \quad N^{n} \tag{8.24}
\end{array}
$$

where $\nu^{n}$ is a sign indicator equal to 1 for the right boundary and -1 for the left boundary.

### 8.1.3 Assemblage

With the kinematic transition conditions (8.13) and (8.14) defined at the inter-element boundary in mind, upon assembling the discrete element equilibrium equations (8.9) and (8.10) for elements having more than two nodes, discrete natural boundary conditions (8.15) and (8.16) for all inter-element boundaries, and discrete natural boundary conditions (8.23) and (8.24) for boundary elements with natural boundary, an overall linear algebraic system can be obtained. It is the overall stiffness equation which is represented by Eq. (3.18). The overall stiffness equation can be solved by Considering the kinematic boundary conditions (8.21) and (8.22) for boundary elements with kinematic boundary.

Like FEM, the assemblage is based on an element by element procedure. When assembling the discrete equations of element $e$, the discrete element equilibrium equations (8.9) and (8.10), and the four discrete element boundary forces, expressed by displacement parameters, at the two element boundary nodes are directly assembled to the overall discrete equation system. Consequently, an element basis explicit matrix equation, containing discrete element equilibrium equations and discrete element boundary forces placed at the first and last two rows, is not necessary to be formed in the assembling process. This element basis explicit matrix equation is an element stiffness equation
which can be expressed by Eq. (3.20) in which $\left[k^{e}\right]$ is a $2 N^{e} \times 2 N^{e}$ element stiffness matrix,

$$
\left\{\delta^{e}\right\}=\left\lfloor\begin{array}{lllll}
w_{1}^{e} & \psi_{1}^{e} & \ldots & w_{N^{e}}^{e} & \psi_{N^{e}}^{e} \tag{8.25}
\end{array}\right]^{T}
$$

is the element displacement vector, and $\left\{r^{e}\right\}$ is the element load vector. The element load vector can be expressed by

$$
\begin{aligned}
\left\{r^{e}\right\}= & \left\lfloor\begin{array}{lllllllll}
-V_{1}^{e}-\bar{R}^{e-1, e} & M_{1}^{e} & -p_{2}^{e} & 0 & \ldots & -p_{N^{e}-1}^{e} & 0 & V_{N^{e}}^{e} & -M_{N^{e}}^{e}
\end{array}\right]^{T}, \text { for } \\
& \text { an interior element with } \bar{R}^{e-1, e}=\bar{k}^{e-1, e} w^{e-1, e} \text { the spring force, } \\
= & \left\lfloor\begin{array}{llllllllll}
-V_{1}^{1}-\bar{R}^{1} & M_{1}^{1} & -p_{2}^{1} & 0 & \ldots & -p_{N^{1}-1}^{1} & 0 & V_{N^{1}}^{1} & -M_{N^{1}}^{1}
\end{array}\right\rfloor^{T},
\end{aligned}
$$

for the first or left boundary element,

$$
=\left\lfloor-V_{1}^{s}-\bar{R}^{s} \quad M_{1}^{s}-p_{2}^{s} 00 \ldots-p_{N^{s}-1}^{s} 0 V_{N^{s}}^{s}-\bar{R}^{s}-M_{N^{s}}^{s}\right\rfloor^{T} \text {, for }
$$

the last or right boundary element

As the element stiffness equation contains discrete resultant forces and spring forces at the two element boundary nodes, equilibriums of resultant forces, spring forces and external forces at the inter-element boundary of two adjacent elements and the natural boundary are exactly satisfied in the assembling process. Consequently, the DQEM is different from FEM which needs to form the element stiffness equation, and which neglects the exact equilibriums.

### 8.1.4 Problems

A cantilever Timoshenko beam composed of two prismatic elements resting on a Winkler foundation and subjected to a concentrated tip load was solved. The structure is shown in Fig. 8.3. The values of Young's modulus, shear modulus, shear correction coefficient and foundation constant are: $E=2.66666667 \mathrm{~Pa}$,


Fig. 8.3. A cantilever Timoshenko beam composed of two prismatic elements resting on a Winkler foundation
$G=1 P a, k_{s}=.66666667$ and $k=1 N / m$. In the analysis, Chebyshev DQ model is adopted for the element basis discretization. Chebyshev polynomials are used to implicitly calculate the weighting coefficients. In an element, the position of DQ nodes are defined by the roots of Chebyshev polynomials. Numerical results obtained are summarized and listed in Table 8.1. It shows that the results can converge by either increasing the order of approximation or the number of elements used to model the beam structure.

Table 8.1. Results of the beam composed of two prismatic elements resting on an elastic foundation and subjected to a concentrated tip load

| Nodes per <br> element grid | Number of <br> elements | Displacement <br> at $B(m m)$ | Bending moment <br> at $A(N \cdot m)$ | Shear force <br> at $A(N)$ |
| :--- | :--- | :--- | :--- | :--- |
| 3 | 2 | $.1000193 \times 10^{1}$ | $.8326154 \times 10^{-2}$ | $-.2630099 \times 10^{0}$ |
|  | 4 | $.8962702 \times 10^{1}$ | $.7011425 \times 10^{-2}$ | $-.5999550 \times 10^{-1}$ |
| 5 | 6 | $.8838056 \times 10^{1}$ | $.5646578 \times 10^{-2}$ | $-.3119224 \times 10^{-1}$ |
| 5 | 2 | $.7898007 \times 10^{1}$ | $.2872152 \times 10^{-2}$ | $-.2738131 \times 10^{-1}$ |
|  | 4 | $.8669395 \times 10^{1}$ | $.4164640 \times 10^{-2}$ | $-.1506932 \times 10^{-1}$ |
| 7 | 6 | $.8745051 \times 10^{1}$ | $.4201717 \times 10^{-2}$ | $-.1400644 \times 10^{-1}$ |
|  | 2 | $.8745051 \times 10^{1}$ | $.4137852 \times 10^{-2}$ | $-.1330204 \times 10^{-1}$ |
|  | 4 | $.8772212 \times 10^{1}$ | $.4205389 \times 10^{-2}$ | $-.1372138 \times 10^{-1}$ |
| 9 | 6 | $.8772605 \times 10^{1}$ | $.4206730 \times 10^{-2}$ | $-.1372650 \times 10^{-1}$ |
|  | 2 | $.8772902 \times 10^{1}$ | $.4207227 \times 10^{-2}$ | $-.1369951 \times 10^{-1}$ |
|  | 4 | $.8772644 \times 10^{1}$ | $.4206849 \times 10^{-2}$ | $-.1372682 \times 10^{-1}$ |
|  | 6 | $.8772642 \times 10^{1}$ | $.4206852 \times 10^{-2}$ | $-.1372692 \times 10^{-1}$ |

Another problem solved involves the static deflection of a nonprismatic cantilever Timoshenko beam resting on a Winkler foundation. The beam is subjected to a concentrated tip load and shown in Fig. 8.4. With the fixed end $A$ being the origin of the coordinate system, the variation of depth is $d(z)=d_{0}\left(1-z / L+z^{2} / 2 L^{2}\right)$ with $d_{0}=.2 m$ and $L=1 \mathrm{~m}$. The values of Young's modulus, shear modulus, shear correction coefficient and foundation constant are: $E=2.6 P a, G=1 P a, k_{s}=.85$ and $k=1 \mathrm{~N} / \mathrm{m}$. In carrying out the DQEM analysis, Lagrange DQ model is used for the element basis discretization. Elements and nodes in an element are equally spaced. The DQEM results are summarized and listed in Table 8.2. It also shows excellent convergence.


Fig. 8.4. A nonprismatic cantilever Timoshenko beam resting on a Winkler foundation

Table 8.2. Results of a nonprismatic beam resting on an elastic foundation and subjected to a concentrated tip load

| Nodes per <br> element grid | Number of elements | Displacement <br> at $B(m m)$ | Bending moment <br> at $A(N \cdot m)$ | Shear force <br> at $A(N)$ |
| :--- | :--- | :--- | :--- | :--- |
| 3 | 2 | $.15669494 \times 10^{2}$ | $.25558355 \times 10^{-1}$ | $-.42480499 \times 10^{0}$ |
|  | 4 | $.13490726 \times 10^{2}$ | $.12921292 \times 10^{-1}$ | $-.45070993 \times 10^{-1}$ |
| 5 | 6 | $.12972890 \times 10^{2}$ | $.73025184 \times 10^{-2}$ | $-.13758632 \times 10^{-1}$ |
|  | 2 | $.96386025 \times 10^{1}$ | $.19531531 \times 10^{-1}$ | $-.17100329 \times 10^{-1}$ |
|  | 4 | $.11430845 \times 10^{2}$ | $.34378907 \times 10^{-2}$ | $-.76044995 \times 10^{-2}$ |
| 7 | 6 | $.12115994 \times 10^{2}$ | $.34054717 \times 10^{-2}$ | $-.47640084 \times 10^{-2}$ |
|  | 2 | $.11223759 \times 10^{2}$ | $.18152135 \times 10^{-2}$ | $-.69916636 \times 10^{-2}$ |
|  | 4 | $.12337228 \times 10^{2}$ | $.33698395 \times 10^{-2}$ | $-.41576248 \times 10^{-2}$ |
| 9 | 6 | $.12426370 \times 10^{2}$ | $.33836369 \times 10^{-2}$ | $-.39137329 \times 10^{-2}$ |
|  | 2 | $.1222707 \times 10^{2}$ | $.31169229 \times 10^{-2}$ | $-.44340489 \times 10^{-2}$ |
|  | 4 | $.12435530 \times 10^{2}$ | $.33842902 \times 10^{-2}$ | $-.38963901 \times 10^{-2}$ |
|  | 6 | $.12440173 \times 10^{2}$ | $.33849592 \times 10^{-2}$ | $-.38848593 \times 10^{-2}$ |

### 8.2 Free Vibration of Timoshenko Beam

By using the modal displacement parameters $W$ and $\Psi$ to replace $w$ and $\psi$, respectively, $\rho A \omega^{2} W$ to replace the distributed external load $p$, and considering the effect of rotary inertia, the static equilibrium equations (8.1) and (8.2) can be converted into the following differential eigenvalue equations of dynamic equilibrium

$$
\begin{equation*}
\frac{d}{d x}\left[k_{s} G A\left(\frac{d W}{d x}+\Psi\right)\right]+k W+\rho A \omega^{2} W=0 \tag{8.27}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d}{d x}\left(E I \frac{d \Psi}{d x}\right)-k_{s} G A\left(\frac{d W}{d x}+\Psi\right)+\rho I \omega^{2} \Psi=0 \tag{8.28}
\end{equation*}
$$

Assume that a body having the mass $\tilde{M}^{n}$ and moment of inertia $\tilde{I}^{n}$ is attached to the natural boundary. Then by using the inertia force $-\nu^{n} \tilde{M}^{n} \omega^{2} W$ to replace $\bar{V}$ in Eq. (8.7), and the inertia moment $\nu^{n} \tilde{I} \omega^{2} \Psi$ to replace $\bar{M}$ in Eq. (8.8), the corresponding natural boundary conditions can be expressed by

$$
\begin{equation*}
k_{s} G A\left(\Psi+\frac{d W}{d x}\right)-\nu^{n} \bar{k}^{n} W+\nu^{n} \tilde{M}^{n} \omega^{2} W=0 \tag{8.29}
\end{equation*}
$$

and

$$
\begin{equation*}
E I \frac{d \Psi}{d x}-\nu^{n} \tilde{I}^{n} \Psi=0 \tag{8.30}
\end{equation*}
$$

where $\nu^{n}$ is the sign indicator equal to 1 for the right boundary and -1 for the left boundary.

### 8.2.1 DQEM Formulation

Assume that the mass density $\rho$ is constant in an element. Equations (8.27) and (8.28) at a node $\alpha$ in an element $e$ can be discretized

$$
\begin{align*}
& \left\{\frac{k_{s}^{e} G^{e}}{\left(l^{e}\right)^{2}}\left[\sum_{\bar{\beta}=1}^{N^{e}} D_{(\alpha) \bar{\beta}}^{e \xi} A_{\bar{\beta}}^{e} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi}+A_{(\alpha)}^{e} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi^{2}}\right]+k_{(\alpha)}^{e} \delta_{\alpha \beta}\right\} W_{\beta}^{e} \\
+ & \frac{k_{s}^{e} G^{e} A_{(\alpha)}^{e}}{l^{e}} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi} \Psi_{\beta}^{e}+\frac{k_{s}^{e} G^{e}}{l^{e}} \sum_{\bar{\beta}=1}^{N^{e}} D_{(\alpha) \bar{\beta}}^{e \xi} A_{\bar{\beta}}^{e} \Psi_{\alpha}^{e}+\rho^{e} A_{(\alpha)}^{e} \omega^{2} W_{\alpha} \\
= & 0, \quad \alpha=2,3, \ldots, N^{e}-1  \tag{8.31}\\
- & \frac{k_{s}^{e} G^{e} A_{(\alpha)}^{e}}{l^{e}} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi} W_{\beta}^{e}-k_{s}^{e} G^{e} A_{(\alpha)}^{e} \Psi_{\alpha}^{e}+\frac{E^{e}}{\left(l^{e}\right)^{2}}\left[\sum_{\bar{\beta}=1}^{N^{e}} D_{(\alpha) \bar{\beta}}^{e \xi} I_{\bar{\beta}}^{e} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi}\right. \\
+ & \left.I_{(\alpha)}^{e} \sum_{\beta=1}^{N^{e}} D_{\alpha \beta}^{e \xi^{2}}\right] \Psi_{\beta}^{e}+\rho^{e} I_{(\alpha)}^{e} \omega^{2} \Psi_{\alpha}=0, \quad \alpha=2,3, \ldots, N^{e}-1 \tag{8.32}
\end{align*}
$$

Assume that a body having the mass $\tilde{M}^{i, i+1}$ and moment of inertia $\tilde{I}^{i, i+1}$ is attached to the inter-element boundary of two adjacent element $i$ and $i+1$. By using the inertia force $-\tilde{M}^{i, i+1} \omega^{2} W_{N^{i}}^{i, i+1}$ to replace $P^{i, i+1}$ in Eq. (8.16), the following discrete dynamic equilibrium equation of lateral forces at the inter-element boundary can be obtained

$$
k_{s}^{i} G^{i} A_{N^{i}}^{i}\left(\Psi_{N^{i}}^{i}+\frac{1}{l^{i}} \sum_{\alpha=1}^{N^{i}} D_{N^{i} \alpha}^{i \xi} W_{\alpha}^{i}\right)
$$

$$
\begin{align*}
& -k_{s}^{i+1} G^{i+1} A_{1}^{i+1}\left(\Psi_{1}^{i+1}+\frac{1}{l^{i+1}} \sum_{\beta=1}^{N^{i+1}} D_{1 \beta}^{(i+1) \xi} W_{\beta}^{i+1}\right) \\
& -\bar{k}^{i, i+1} W_{N^{i}}^{i}+\tilde{M}^{i, i+1} \omega^{2} W_{N^{i}}^{i}=0 \tag{8.33}
\end{align*}
$$

Also by using the inertia moment $\tilde{I}^{i, i+1} \omega^{2} \Psi_{N^{i}}^{i}$ to replace $M^{i, i+1}$ in Eq. (8.18), the following discrete dynamic equilibrium equation of moments can be obtained

$$
\begin{align*}
& -\frac{E^{i} I_{N^{i}}^{i}}{l^{i}} \sum_{\alpha=1}^{N^{i}} D_{N^{i} \alpha}^{i \xi} \Psi_{\alpha}^{i}-\frac{E^{i+1} I_{1}^{i+1}}{l^{i+1}} \sum_{\beta=1}^{N^{i+1}} D_{1 \beta}^{(i+1) \xi} \Psi_{\beta}^{i+1}-\tilde{I}^{i, i+1} \omega^{2} W^{i, i+1} \\
& =0 \tag{8.34}
\end{align*}
$$

Using Eqs. (8.33) and (8.34), the following discrete natural boundary conditions can be obtained

$$
\begin{align*}
& k_{s}^{n} G^{n} A_{I^{n}}^{n}\left(\Psi_{I^{n}}^{n}+\frac{1}{l^{n}} \sum_{\beta=1}^{N^{n}} D_{I^{n} \beta}^{n \xi} W_{\beta}^{n}\right)-\nu^{n} \bar{k}^{n} W_{I^{n}}^{n}+\nu^{n} \tilde{M}^{n} \omega^{2} W_{I^{n}}^{n}=0 \\
& I^{n}=1 \quad \text { or } \quad N^{n}  \tag{8.35}\\
& \frac{E^{n} I_{I^{n}}^{n}}{l^{n}} \sum_{\beta=1}^{N^{n}} D_{I^{n}}^{n \xi} \Psi_{\beta}^{n}-\nu^{n} \tilde{I}^{n} \omega^{2} \Psi_{I^{n}}^{n}=0, \quad I^{n}=1 \quad \text { or } \quad N^{n} \tag{8.36}
\end{align*}
$$

### 8.2.2 Assemblage

With the kinematic transition conditions (8.13) and (8.14) in mind, upon assembling the discrete element eigenvalue equations (8.31) and (8.32) for elements having more than two nodes, discrete natural transition conditions (8.33) and (8.34), and discrete natural boundary conditions (8.35) and (8.36), an overall discrete eigenvalue equation system of nonprismatic Timoshenko beam problems can be obtained. The overall eigenvalue equation considering the discrete kinematic boundary conditions is represented by Eq. (3.32). If the rotary inertia is neglected, modal displacement parameters $\Psi_{\alpha}$ s at all element interior nodes can be eliminated before solving the eigenvalue system. If no mass is attached to an inter-element boundary or natural boundary, the modal displacement parameters associated with it can also be eliminated. Considering the nonexistence of inertia forces for some component equations existing in the overall discrete eigenvalue equation system, the procedures stated in Subsection 3.2.3 for reducing the solution system and efficiently solving the eigenvalue problem can be used to calculate the eigenpairs of a Timoshenko beam structure resting on a Winkler foundation.

### 8.2.3 Problems

The free vibration of a uniform cantilever Timoshenko beam was solved. The non-dimensional rotary inertia parameter of the beam defined as $r=\gamma / L$ with $\gamma$ being the radius of gyration of the cross section is selected to be 0.05 , while the non-dimensional shear flexibility parameter defined as $s=\left(E I / k_{s} A G L^{2}\right)^{1 / 2}$ is selected to be 0.1. A representative beam has the following material and geometrical properties: rectangular cross section with the depth of the cross section $h=.17320508 m$, the width $b=.57735027 m$, the beam length $L=1 \mathrm{~m}$, the shear correction coefficient $k_{s}=.66666667$, mass density $\rho=.66666667 \times 10^{-4} \mathrm{~kg} / \mathrm{m}^{3}$, Young's modulus $E=2.66666667$ $P a$ and shear modulus $G=1 P a$. Let $b_{i}$ denote the analytical solutions of the natural frequencies of Euler-Bernoulli beam. Numerical results and analytical solutions of the ratios of the first three natural frequencies of the Timoshenko beam to $b_{i}$ are summarized and listed in Table 8.3 [104]. It shows that the results can converge fast to analytical solutions by either increasing the number of nodes per element or the number of elements.

Table 8.3. The first three natural frequencies of a prismatic cantilever Timoshenko beam considering the effect of rotary inertia

| Nodes per <br> element | Number of <br> elements | $\omega_{1} / b_{1}$ | $\omega_{2} / b_{2}$ | $\omega_{3} / b_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| 3 | 4 | 1.303559 | 1.182778 | 1.060439 |
|  | 6 | 1.130902 | 1.002834 | .8846225 |
| 5 | 2 | .9544300 | .7495082 | .6532353 |
|  | 4 | .9711311 | .8370633 | .7052438 |
|  | 6 | .9720688 | .8431605 | .7195133 |
| 7 | 2 | .9723885 | .8475282 | .7305820 |
|  | 4 | .9716780 | .8447689 | .7237495 |
|  | 6 | .9723245 | .8447462 | .7234423 |
| 9 | 2 | .9720762 | .8446972 | .7231421 |
|  | 4 | .9731479 | .8447698 | .7234108 |
|  | 6 | .9710939 | .8446963 | .7234039 |
| Analytical sol. |  | .9723 | .8447 | .7234 |

Free vibration of the cantilever beam composed of two prismatic elements and shown in Fig. 8.3 was solved. It was first analyzed without resting the composed beam on an Winkler foundation. The effect of rotary inertia is considered. Two elements adopting Chebyshev DQ model to define the element basis discretization are used to model the structure. Numerical results of the first four natural frequencies are summarized and listed in Table 8.4. It also

Table 8.4. The first four natural frequencies of a shear deformable cantilever beam composed of two prismatic elements considering the effect of rotary inertia (cycles/sec)

| Nodes per <br> element | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ | $\omega_{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| 3 | $.5863078 \times 10^{1}$ | $.3798482 \times 10^{2}$ | $.1599888 \times 10^{3}$ | $.2037513 \times 10^{3}$ |
| 5 | $.2768917 \times 10^{1}$ | $.1584239 \times 10^{2}$ | $.4127034 \times 10^{2}$ | $.6109054 \times 10^{2}$ |
| 7 | $.2813875 \times 10^{1}$ | $.1749714 \times 10^{2}$ | $.4578586 \times 10^{2}$ | $.7700861 \times 10^{2}$ |
| 9 | $.2813415 \times 10^{1}$ | $.1745975 \times 10^{2}$ | $.4547572 \times 10^{2}$ | $.7405805 \times 10^{2}$ |
| 11 | $.2813242 \times 10^{1}$ | $.1746005 \times 10^{2}$ | $.4548344 \times 10^{2}$ | $.7418299 \times 10^{2}$ |

shows that the convergence properties are excellent. The problem was reanalyzed by resting the composed beam on an Winkler foundation with the foundation constant $k=1 \mathrm{~N} / \mathrm{m}$. Numerical results obtained by using the same DQEM modelling as the previous analysis are summarized and listed in Table 8.5. It shows the same convergence tendency. It also shows that the values of natural frequencies of lower modes increase more than the higher modes by resting the composed beam on an Winkler foundation.

Table 8.5. The first four natural frequencies of a shear deformable cantilever beam composed of two prismatic elements resting on a Winkler foundation and considering the effect of rotary inertia (cycles/sec)

| Nodes per <br> element | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ | $\omega_{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| 3 | $.3627203 \times 10^{2}$ | $.5688747 \times 10^{2}$ | $.1310366 \times 10^{3}$ | $.2529273 \times 10^{3}$ |
| 5 | $.3591770 \times 10^{2}$ | $.4057903 \times 10^{2}$ | $.5616760 \times 10^{2}$ | $.7204069 \times 10^{2}$ |
| 7 | $.3590355 \times 10^{2}$ | $.4129053 \times 10^{2}$ | $.5948750 \times 10^{2}$ | $.8575786 \times 10^{2}$ |
| 9 | $.3590296 \times 10^{2}$ | $.4127607 \times 10^{2}$ | $.4547572 \times 10^{2}$ | $.8323640 \times 10^{2}$ |

The last problem solved involves the free vibration of a nonprismatic cantilever beam resting on a Winkler foundation which is shown in Fig. 8.4. In the analysis, the effect of rotary inertia is considered. The same DQEM modelling as that is used for the static deflection analysis was adopted. Numerical results of the first three natural frequencies are summarized and listed in Table 8.6. It also shows that DQEM has excellent convergence properties.

Table 8.6. The first three natural frequencies of a shear deformable nonprismatic cantilever beam resting on an elastic foundation and considering the effect of rotary inertia (cycles/sec)

| Nodes per <br> element | Number of <br> elements | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| 3 | 2 | $.4443144 \times 10^{2}$ | $.5689754 \times 10^{2}$ | $.2001291 \times 10^{3}$ |
|  | 4 | $.4448764 \times 10^{2}$ | $.4971019 \times 10^{2}$ | $.7629094 \times 10^{2}$ |
|  | 6 | $.4393554 \times 10^{2}$ | $.4877331 \times 10^{2}$ | $.6706347 \times 10^{2}$ |
| 5 | 2 | $.4273247 \times 10^{2}$ | $.4749201 \times 10^{2}$ | $.5705289 \times 10^{2}$ |
|  | 4 | $.4321339 \times 10^{2}$ | $.4817797 \times 10^{2}$ | $.5842086 \times 10^{2}$ |
|  | 6 | $.4324357 \times 10^{2}$ | $.4823142 \times 10^{2}$ | $.5910570 \times 10^{2}$ |
| 7 | 2 | $.4327764 \times 10^{2}$ | $.4835176 \times 10^{2}$ | $.5925708 \times 10^{2}$ |
|  | 4 | $.4325222 \times 10^{2}$ | $.4824901 \times 10^{2}$ | $.5931240 \times 10^{2}$ |
| 9 | 6 | $.4325158 \times 10^{2}$ | $.4824598 \times 10^{2}$ | $.5930851 \times 10^{2}$ |
|  | 2 | $.4325257 \times 10^{2}$ | $.4825859 \times 10^{2}$ | $.5929692 \times 10^{2}$ |
|  | 4 | $.4325147 \times 10^{2}$ | $.4824596 \times 10^{2}$ | $.5930803 \times 10^{2}$ |
|  | 6 | $.4325126 \times 10^{2}$ | $.4824601 \times 10^{2}$ | $.5930836 \times 10^{2}$ |

## 9

## DQEM Analysis of Curved Beam Structures

DQEM is effective for solving out-of-plane deflection and in-plane deflection of curved beam structures. The developed DQEM algorithms neglect the effect of transverse shear deformation. The EDQ is used to the DQEM element discretization.

### 9.1 Out-of-Plane Deflection Analysis

### 9.1.1 Fundamental Relations

The fundamental equations of the deflection of out-of-plane nonprismatic curved beam structures are first summarized [105]. Consider the out-of-plane deflection of a circular beam shown in Fig. 9.1, the coordinate system $O x y z$ is a Cartesian one with the origin $O$ at the centroid of the cross section, the $x$ - and $y$-axes coinciding with the principal axes of the cross section and the $z$-axis coinciding with the tangent to the center line at $O$. In Fig. 9.1, $v$ is the displacement of centroid $O$ in the direction of $y$-axis, $\beta$ the angle of twist of the cross section about the $z$-axis, $M_{x}$ the moment about the $x$-axis, $M_{z}$ the


Fig. 9.1. Coordinates of the curved beam
moment about the $z$-axis, $V$ the shear force in the direction of the $y$-axis and $\phi$ the angle measured from the reference end. Let $E I$ and $G J$ be the flexural and torsional rigidities, respectively. The moments $M_{x}$ and $M_{z}$, and shear force $V$ for the nonprismatic curved beam can be expressed as

$$
\begin{gather*}
V=\frac{1}{R^{2}}\left\{\frac{d}{d \phi}\left[E I\left(\beta-\frac{1}{R} \frac{d^{2} v}{d \phi^{2}}\right)\right]+G J\left(\frac{d \beta}{d \phi}+\frac{1}{R} \frac{d v}{d \phi}\right)\right\}, \\
M_{x}=\frac{E I}{R}\left(\beta-\frac{1}{R} \frac{d^{2} v}{d \phi^{2}}\right), \quad M_{z}=\frac{G J}{R}\left(\frac{d \beta}{d \phi}+\frac{1}{R} \frac{d v}{d \phi}\right) \tag{9.1}
\end{gather*}
$$

Let $p(\phi)$ denote the distributed load in the $y$-direction per unit angle. Also let $m_{z}(\phi)$ denote the distributed torque per unit angle. The equilibrium equations of the curved beam are expressed as

$$
\begin{gather*}
\frac{1}{R^{3}} \frac{d}{d \phi}\left\{\frac{d}{d \phi}\left[E I\left(\beta-\frac{1}{R} \frac{d^{2} v}{d \phi^{2}}\right)\right]+G J\left(\frac{d \beta}{d \phi}+\frac{1}{R} \frac{d v}{d \phi}\right)\right\}=-p \\
\frac{1}{R^{2}} \frac{d}{d \phi}\left[G J\left(\frac{d \beta}{d \phi}+\frac{1}{R} \frac{d v}{d \phi}\right)\right]-\frac{E I}{R^{2}}\left(\beta-\frac{1}{R} \frac{d^{2} v}{d \phi^{2}}\right)=-m_{z} \tag{9.2}
\end{gather*}
$$

The kinematic boundary conditions at the kinematic boundary are

$$
\begin{equation*}
v=\bar{v}, \quad \beta=\bar{\beta} \tag{9.3}
\end{equation*}
$$

where $\bar{v}$ and $\bar{\beta}$ are prescribed values. The natural boundary conditions at the natural boundary are

$$
\begin{gather*}
\frac{1}{R^{2}}\left[-\frac{E I}{R} \frac{d^{3} v}{d \phi^{3}}-\frac{1}{R} \frac{d(E I)}{d \phi} \frac{d^{2} v}{d \phi^{2}}+\frac{G J}{R} \frac{d v}{d \phi}+(E I+G J) \frac{d \beta}{d \phi}+\frac{d(E I)}{d \phi} \beta\right]=\bar{V} \\
\frac{E I}{R}\left(\beta-\frac{1}{R} \frac{d^{2} v}{d \phi^{2}}\right)=\bar{M}_{x}, \quad \frac{G J}{R}\left(\frac{d \beta}{d \phi}+\frac{1}{R} \frac{d v}{d \phi}\right)=\bar{M}_{z} \tag{9.4}
\end{gather*}
$$

where $\bar{M}_{x}, \bar{M}_{z}$ and $\bar{V}$ are prescribed values.

### 9.1.2 DQEM Formulation

Since the second of Eqs. (9.2) is a second order differential equation, without using a certain technique to calculate the two equivalent nodal loads for the distributed torque of a two-node linear element and include them into the natural transition conditions or natural boundary conditions, the order of approximate angle of twist must at least be two, and the element needs at least one discrete point for defining the discrete element torsional equilibrium equation. The DQEM linear element is equivalent to the FEM linear element. Since the first of Eqs.(9.2) is a fourth order differential equation, without using a certain technique to calculate the four nodal loads for the distributed
loads of a two-node cubic element and include them into the natural transition conditions or natural boundary conditions, the order of approximate lateral displacement must at least be four and the element needs at least one discrete point for defining one discrete element lateral equilibrium equation. The DQEM cubic element is equivalent to the FEM cubic Hermite element. Discrete points for defining discrete element equilibrium equations can be either in the interior of the element or on the element boundary.

In the present analysis model, only interior discrete points are used to define the discrete element equilibrium equations. In the numerical simulation, the nodes used to define the flexural discretizations and the nodes used to define the torsional discretization can be different. In addition to the DOF assigned to interior nodes, three DOF of the lateral displacement $v$, rotation about the $x$-axis and the angle of twist are assigned to each of the two element boundary nodes. Consequently, the second and last columns of the weighting coefficient matrices for the flexural discretization defined by using the natural coordinate, $\xi$, must be modified by multiplying each element in the two columns by $-R \Phi^{e}$ with $\Phi^{e}$ the range of open angle of the element. Let $N_{B}^{e}$ and $N_{T}^{e}$ denote the numbers of nodes for defining the flexural discretization and the torsional discretization, respectively, $\bar{N}_{B}^{e}$ and $\bar{N}_{T}^{e}$ denote the corresponding element degrees of freedom. Also let $\hat{N}_{B}^{e}$ denote the number of the corresponding interior discrete points for defining the $v$-related discrete element equilibrium equations plus the two element boundary nodes, and $D_{B \alpha r}^{e \xi^{m}}$ denote the corresponding weighting coefficients for the $m$ th order derivative with respect to $\xi$. And the number of the corresponding interior discrete points for defining the $\beta$-related discrete element equilibrium equations plus the two element boundary nodes is denoted by $\hat{N}_{T}^{e}$ with the corresponding weighting coefficients for the $m$ th order derivative with respect to $\xi$ being denoted by $D_{T \beta s}^{e \xi^{m}}$. Then the numbers of discrete points need to be used to discretize the element lateral and torsional equilibrium equations are $\hat{N}_{B}^{e}-2$ and $\bar{N}_{T}^{e}-2$, respectively. Let $\bar{\vartheta}_{i}(\xi)$ denote the interpolation functions. $\beta^{e}(\xi)$ in an element can be expressed as $\beta^{e}(\xi)=\bar{\vartheta}_{i}(\xi) \tilde{\beta}_{i}^{e}$. The introduction of mapping and EDQ into the first of Eqs. (9.2) leads to the following discrete element equilibrium equation at a discrete point $\alpha$ in the element $e$

$$
\begin{aligned}
& -\frac{1}{R^{3}}\left\{\frac{(E I)_{(\alpha)}^{e}}{R\left(\Phi^{e}\right)^{4}} \sum_{r=1}^{\bar{N}_{B}^{e}} D_{B \alpha r}^{e \xi^{4}}+\frac{2}{R\left(\Phi^{e}\right)^{3}} \frac{d(E I)_{(\alpha)}^{e}}{d \phi^{e}} \sum_{r=1}^{\bar{N}_{B}^{e}} D_{B \alpha r}^{e \xi^{3}}\right. \\
& \left.+\frac{1}{R\left(\Phi^{e}\right)^{2}}\left[\frac{d^{2}(E I)_{(\alpha)}^{e}}{d\left(\phi^{e}\right)^{2}}-(G J)_{(\alpha)}^{e}\right] \sum_{r=1}^{\bar{N}_{B}^{e}} D_{B \alpha r}^{e \xi^{2}}-\frac{1}{R \Phi^{e}} \frac{d(G J)_{(\alpha)}^{e}}{d \phi^{e}} \sum_{r=1}^{\bar{N}_{B}^{e}} D_{B \alpha r}^{e \xi}\right\} \tilde{v}_{r}^{e} \\
& +\frac{1}{R^{3}}\left\{\frac{(E I+G J)_{(\alpha)}^{e}}{\left(\bar{N}^{e}\right)^{2}} \sum_{s=1}^{\bar{N}_{T}^{e}} D_{T \alpha s}^{e \xi^{2}}+\frac{1}{\Phi^{e}}\left[2 \frac{d(E I)_{(\alpha)}^{e}}{d \phi^{e}}+\frac{d(G J)_{(\alpha)}^{e}}{d \phi^{e}}\right] \sum_{s=1}^{\bar{N}_{T}^{e}} D_{T \alpha s}^{e \xi}\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.+\bar{\vartheta}_{s}\left(\xi_{\alpha}\right) \frac{d^{2}(E I)_{(s)}^{e}}{d\left(\phi^{e}\right)^{2}}\right\} \tilde{\beta}_{s}^{e}=-p_{\alpha}^{e}, \quad \alpha=2, \ldots, \hat{N}_{B}^{e}-1 \tag{9.5}
\end{equation*}
$$

If the discrete point $\alpha$ is a node for discretizing the angle of twist $\beta, \bar{\vartheta}_{s}\left(\xi_{\alpha}\right)$ represents the Kronecker delta $\delta_{\alpha s}$. Similarly, the discrete element equilibrium equation of the second of Eqs. (9.2) at a discrete point $\beta$ in the element $e$ is expressed as

$$
\begin{align*}
& \frac{1}{R^{2}}\left[\frac{(E I+G J)_{(\beta)}^{e}}{\left(\Phi^{e}\right)^{2}} \sum_{r=1}^{\bar{N}_{B}^{e}} D_{B \beta r}^{e \xi^{2}}+\frac{1}{R \Phi^{e}} \frac{d(G J)_{(\beta)}^{e}}{d \phi^{e}} \sum_{r=1}^{\bar{N}_{B}^{e}} D_{B \beta r}^{e \xi}\right] \tilde{v}_{r}^{e} \\
& +\frac{1}{R^{2}}\left[\frac{(G J)_{(\beta)}^{e}}{\left(\Phi^{e}\right)^{2}} \sum_{s=1}^{\bar{N}_{T}^{e}} D_{T \beta s}^{e \xi^{2}}+\frac{1}{\Phi^{e}} \frac{d(G J)_{(\beta)}^{e}}{d \phi^{e}} \sum_{s=1}^{\bar{N}_{T}^{e}} D_{T \beta s}^{e \xi}-\bar{\vartheta}_{s}\left(\xi_{\beta}\right) \frac{(E I)_{(s)}^{e}}{R^{2}}\right] \tilde{\beta}_{s}^{e} \\
& =-m_{z \beta}^{e}, \quad \beta=2, \ldots, \hat{N}_{T}^{e}-1 \tag{9.6}
\end{align*}
$$

In Eqs. (9.5) and (9.6), if $\alpha$ and $\beta$ are not coincident, the matrices of $v$ related weighting coefficients $D_{B \alpha r}^{e \xi^{m}}$ and $D_{B \beta r}^{e \xi^{m}}$ are different and they need to be calculated, separately. The same calculations are also necessary for the weighting coefficients $D_{T \alpha r}^{e \xi^{m}}$ and $D_{T \beta r}^{e \xi^{m}}$.

The moments and shear force at a discrete point $\gamma$ in an element can be expressed by

$$
\begin{align*}
V_{\gamma}^{e}= & -\frac{1}{R^{3} \Phi^{e}}\left[\frac{(E I)_{(\gamma)}^{e}}{\left(\Phi^{e}\right)^{2}} \sum_{r=1}^{\bar{N}_{B}^{e}} D_{B \gamma r}^{e \xi^{3}}+\frac{1}{\Phi^{e}} \frac{d(E I)_{(\gamma)}^{e}}{d \phi^{e}} \sum_{r=1}^{\bar{N}_{B}^{e}} D_{B \gamma r}^{e \xi^{2}}\right. \\
& \left.-(G J)_{(\gamma)}^{e} \sum_{r=1}^{\bar{N}_{B}^{e}} D_{B \gamma r}^{e \xi}\right] \tilde{v}_{r}^{e}+\frac{1}{R^{2}}\left[\frac{(E I+G J)_{(\gamma)}^{e}}{\Phi^{e}} \sum_{s=1}^{\bar{N}_{T}^{e}} D_{T \gamma s}^{e \xi}\right. \\
& \left.+\bar{\vartheta}_{s}\left(\xi_{\gamma}\right) \frac{d(E I)_{(s)}^{e}}{d \phi^{e}}\right] \tilde{\beta}_{s}^{e}, \\
M_{x \gamma}^{e}= & \frac{(E I)_{(\gamma)}^{e}}{R}\left[\bar{\vartheta}_{r}\left(\xi_{\gamma}\right) \tilde{\beta}_{r}^{e}-\frac{1}{R\left(\Phi^{e}\right)^{2}} \sum_{r=1}^{\bar{N}_{B}^{e}} D_{B \gamma r}^{e \xi^{2}} \tilde{v}_{r}^{e}\right] \\
M_{z \gamma}^{e}= & \frac{(G J)_{(\gamma)}^{e}}{R \Phi^{e}}\left[\sum_{s=1}^{\bar{N}_{T}^{e}} D_{T \gamma s}^{e \xi} \tilde{\beta}_{s}^{e}+\frac{1}{R} \sum_{r=1}^{\bar{N}_{B}^{e}} D_{B \gamma r}^{e \xi} \tilde{v}_{r}^{e}\right] \tag{9.7}
\end{align*}
$$

The transition conditions of two adjacent elements are kinematic transition conditions and natural transition conditions. Kinematic transition conditions are continuities of transverse displacements, first derivatives of transverse displacements and angles of twist of cross section. The discrete kinematic transition conditions at the inter-element boundary $(i, i+1)$ of two adjacent elements $i$ and $i+1$ are expressed as

$$
\begin{equation*}
\tilde{v}_{\bar{N}_{B}^{i}-1}^{i}-\tilde{v}_{1}^{i+1}=0, \quad \tilde{v}_{\bar{N}_{B}^{i}}^{i}-\tilde{v}_{2}^{i+1}=0, \quad \tilde{\beta}_{\bar{N}_{T}^{i}}^{i}-\tilde{\beta}_{1}^{i+1}=0 \tag{9.8}
\end{equation*}
$$

These conditions are automatically satisfied when assembling discrete fundamental equations. The natural transition conditions are equilibriums of forces on the inter-element boundary. Let $P^{i, i+1}, M_{x}^{i, i+1}$ and $M_{z}^{i, i+1}$ denote the concentrated force in the $y$ direction and moments directed toward $x$ and $z$, respectively, applied on the inter-element boundary of element $i$ and element $i+1$. Then, the equilibrium of lateral forces on the inter-element boundary can be defined

$$
\begin{equation*}
V_{\hat{N}_{B}^{i}}^{i}-V_{1}^{i+1}=P^{i, i+1} \tag{9.9}
\end{equation*}
$$

The substitution of the first of Eqs. (9.7) into the above equilibrium equation leads to the following explicit discrete equation

$$
\begin{align*}
& \frac{1}{R^{3}}\left[-\frac{(E I)_{\hat{N}_{B}^{i}}^{i}}{\left(\Phi^{i}\right)^{3}} \sum_{\alpha=1}^{\bar{N}_{B}^{i}} D_{B \hat{N}_{B}^{i} \alpha}^{i \xi^{3}}-\frac{1}{\left(\Phi^{i}\right)^{2}} \frac{d(E I)_{\hat{N}_{B}^{i}}^{i}}{d \phi^{i}} \sum_{\alpha=1}^{\bar{N}_{B}^{i}} D_{B \hat{N}_{B}^{i} \alpha}^{i \xi^{2}}+\frac{(G J)_{\hat{N}_{B}^{i}}^{i}}{\Phi^{i}}\right. \\
& \left.\times \sum_{\alpha=1}^{\bar{N}_{B}^{i}} D_{B \hat{N}_{B}^{i} \alpha}^{i \xi}\right] \tilde{v}_{\alpha}^{i}+\frac{1}{R^{2}}\left[\frac{(E I+G J)_{\hat{N}_{T}^{i}}^{i}}{\Phi^{i}} \sum_{\beta=1}^{i} D_{T \hat{N}_{T}^{i} \beta}^{i \xi}+\delta_{\bar{N}_{T}^{i} \beta} \frac{d(E I)_{\hat{N}_{T}^{i}}^{i}}{d \phi^{i}}\right] \tilde{\beta}_{\beta}^{i} \\
& +\frac{1}{R^{3}}\left[\frac{(E I)_{1}^{i+1}}{\left(\Phi^{i+1}\right)^{3}} \sum_{\alpha=1}^{\bar{N}_{B}^{i+1}} D_{B 1 \alpha}^{(i+1) \xi^{3}}+\frac{1}{\left(\Phi^{i+1}\right)^{2}} \frac{d(E I)_{1}^{i+1}}{d \phi^{i+1}} \sum_{\alpha=1}^{i+1} D_{B 1 \alpha}^{(i+1) \xi^{2}}\right. \\
& \left.-\frac{(G J)_{1}^{i+1}}{\Phi^{i}} \sum_{\alpha=1}^{i+1} D_{B 1 \alpha}^{(i+1) \xi}\right] \tilde{v}_{\alpha}^{i+1}-\frac{1}{R^{2}}\left[\frac{(E I+G J)_{1}^{i+1}}{\Phi^{i+1}} \sum_{T=1}^{i+1} D_{T 1 \beta}^{(i+1) \xi}\right. \\
& \left.+\delta_{1 \beta}^{i+1} \frac{d(E I)_{1}^{i+1}}{d \phi^{i+1}}\right] \tilde{\beta}_{\beta}^{i+1}=P^{i, i+1} \tag{9.10}
\end{align*}
$$

The equilibrium of moments about the $x$-axis on the inter-element boundary can also be defined

$$
\begin{equation*}
M_{x \hat{N}_{B}^{i}}^{i}-M_{x 1}^{i+1}=M_{x}^{i, i+1} \tag{9.11}
\end{equation*}
$$

The substitution of the second of Eqs. (9.7) into the above equilibrium equation leads to the following explicit discrete equation

$$
\begin{align*}
& -\frac{(E I)_{\hat{N}_{B}^{i}}^{i} \bar{N}_{B}^{i}}{\left(R \Phi^{i}\right)^{2}} \sum_{\alpha=1}^{i \xi_{B}^{2}} D_{B \hat{N}_{B}^{i} \alpha}^{i} \tilde{v}_{\alpha}^{i}+\frac{(E I)_{\hat{N}_{T}^{i}}^{i} \tilde{\beta}_{\bar{N}_{T}^{i}}^{i}+\frac{(E I)_{1}^{i+1}}{\left(R \Phi^{i+1}\right)^{2}} \sum_{\alpha=1}^{\bar{N}_{B}^{i+1}} D_{B 1 \alpha}^{(i+1) \xi^{2}} \tilde{v}_{\alpha}^{i+1}}{R} \\
& -\frac{(E I)_{1}^{i+1}}{R} \tilde{\beta}_{1}^{i+1}=M_{x}^{i, i+1} \tag{9.12}
\end{align*}
$$

The equilibrium of torques on the inter-element boundary can also be defined

$$
\begin{equation*}
M_{z \hat{N}_{T}^{i}}^{i}-M_{z 1}^{i+1}=M_{z}^{i, i+1} \tag{9.13}
\end{equation*}
$$

The substitution of the third of Eqs. (9.7) into the above equilibrium equation leads to the following explicit discrete equation

$$
\begin{align*}
& \frac{(G J)_{\hat{N}_{T}^{i}}^{i}}{R \Phi^{i}}\left[\frac{1}{R} \sum_{\alpha=1}^{\bar{N}_{B}^{i}} D_{B \hat{N}_{B}^{i} \alpha}^{i \xi} \tilde{v}_{\alpha}^{i}+\sum_{\beta=1}^{\bar{N}_{T}^{i}} D_{T \hat{N}_{T}^{i} \beta}^{i \xi} \tilde{\beta}_{\beta}^{i}\right] \\
& -\frac{(G J)_{1}^{i+1}}{R \Phi^{i+1}}\left[\frac{1}{R} \sum_{\alpha=1}^{\bar{N}_{B}^{i+1}} D_{B 1 \alpha}^{(i+1) \xi} \tilde{v}_{\alpha}^{i+1}+\sum_{\beta=1}^{\bar{N}_{T}^{i+1}} D_{T 1 \beta}^{(i+1) \xi} \tilde{\beta}_{\beta}^{i+1}\right]=M_{z}^{i, i+1} \tag{9.14}
\end{align*}
$$

Letting element $m$ be an element consisting of the kinematic boundary, and $\underline{I}^{m}$ and $\bar{I}^{m}$ equal to 1 for the kinematic boundary with the node number of the node at the kinematic boundary equal to 1 , and $\bar{N}_{B}^{m}-1$ and $\bar{N}_{T}^{m}$, respectively, for the kinematic boundary with the node number of the node at the kinematic boundary equal to $N^{m}$, the kinematic boundary conditions can be rewritten as

$$
\begin{equation*}
\tilde{v}_{\underline{\mathrm{I}}^{m}}^{m}=\bar{v}_{\underline{\mathrm{I}}^{m}}^{m}, \quad \tilde{v}_{\underline{\mathrm{I}}^{m}+1}^{m}=\bar{v}_{\underline{\mathrm{I}}^{m}+1}^{m}, \quad \tilde{\beta}_{\bar{I}^{m}}^{m}=\bar{\beta}_{\overline{\mathrm{I}}^{m}}^{m} \tag{9.15}
\end{equation*}
$$

where $\bar{v}_{\underline{I}^{m}}^{m}, \bar{v}_{\underline{I}^{m}+1}^{m}$ and $\bar{\beta}_{\bar{I}^{m}}^{m}$ are prescribed transverse displacement, bending rotation and angle of twist, respectively. Let element $n$ be an element having one or more nodes on the natural boundary with $\bar{V}^{n}$ the concentrated forces in $y$ direction, $\bar{M}_{x}^{n}$ and $\bar{M}_{z}^{n}$ the moments directed toward the coordinate directions $x$ and $z$, respectively, applied on the natural boundary, and $\breve{I}^{n}, \underline{I}^{n}$ and $\bar{I}^{n}$ equal to 1 for the natural boundary with the node number of the node at the natural boundary equal to 1 , and $\hat{N}_{v}^{n}, \bar{N}_{v}^{n}-1$ and $\hat{N}_{\beta}^{n}$, respectively, for the natural boundary with the node number of the node at the natural boundary equal to $N^{n}$. Also let $\nu^{n}$ denote an indicator defined by the node number of element $n . \nu^{n}$ is defined as: $\nu^{n}=-1$, if the node number of the node at the natural boundary equal to $1 ; \nu^{n}=+1$, if the node number of the node equal to $N^{n}$. Then the discrete natural boundary conditions can be obtained from Eqs. (9.10), (9.12) and (9.14)

$$
\begin{align*}
& \frac{1}{R^{3}}\left[-\frac{(E I)_{\underline{I}^{n}}^{n}}{\left(\Phi^{n}\right)^{3}} \sum_{\beta=1}^{\bar{N}_{B}^{n}} D_{B \underline{I}^{n}{ }_{\beta}}^{n \xi^{3}}-\frac{1}{\left(\Phi^{n}\right)^{2}} \frac{d(E I)_{\underline{I}^{n}}^{n}}{d \phi^{n}} \sum_{\beta=1}^{\bar{N}_{B}^{n}} D_{B \underline{I}^{n}{ }_{\beta}}^{n \xi^{2}}+\frac{(G J)_{\underline{I}^{n}}^{n}}{\Phi^{n}} \sum_{\beta=1}^{\bar{N}_{B}^{n}} D_{B \underline{I}^{n} \beta}^{n \xi}\right] \\
& \tilde{v}_{\beta}^{n}+\frac{1}{R^{2}}\left[\frac{(E I+G J)_{\underline{I}^{n}}^{n}}{\Phi^{n}} \sum_{\beta=1}^{\bar{N}_{T}^{n}} D_{T \underline{I}^{n} \beta}^{n \xi}+\frac{d(E I)_{\underline{I}^{n}}^{n}}{d \phi^{n}}\right] \tilde{\beta}_{\beta}^{n}=\nu^{n} \bar{V}_{I^{n}}^{n} \\
&-\frac{(E I)_{\underline{I}^{n}}^{n}}{R^{2}\left(\Phi^{n}\right)} \sum_{\beta=1}^{\bar{N}_{B}^{n}} D_{B \underline{I}^{n}}^{n \xi^{2}} \tilde{v}_{\beta}^{n}+\frac{1}{R}(E I)_{\underline{I}^{n}}^{n} \tilde{\Omega}_{I^{n}}^{n}=\nu^{n} \bar{M}_{x}^{n} \\
& \frac{(G J)_{\bar{I}^{n}}^{n}}{R \Phi^{n}}\left[\frac{1}{R} \sum_{\beta=1}^{\bar{N}_{B}^{n}} D_{B \bar{I}^{n} \beta}^{n \xi} \tilde{v}_{\beta}^{n}+\sum_{\beta=1}^{\bar{N}_{T}^{n}} D_{T \bar{I}^{n} \beta}^{n \xi} \tilde{\beta}_{\beta}^{n}\right]=\nu^{n} \bar{M}_{z}^{n} \tag{9.16}
\end{align*}
$$

### 9.1.3 Assemblage

With the kinematic transition conditions in mind, upon assembling the discrete element equilibrium equations (9.5) and (9.6) for elements having more than two nodes, discrete natural transition conditions, and discrete natural boundary conditions, an overall discrete equilibrium/transition/boundary equation can be obtained. It is the overall stiffness equation represented by Eq. (3.18). Consider the kinematic boundary conditions and solve the overall discrete equilibrium/transition/boundary equation, transverse displacements and bending rotations at all nodes can be obtained.

Like FEM, the assemblage is based on an element by element procedure. When assembling the discrete equations of element $e$, the discrete element equilibrium equations (9.5) and (9.6), and the six discrete element boundary forces of moments and shear forces, expressed by displacements, at the two element boundary nodes are directly assembled to the overall discrete equation system. Consequently, an element basis explicit matrix equation, containing the discrete element equilibrium equations and the discrete element boundary forces placed at the first and last three rows, is not necessary to be formed in the assemblage process. This element basis explicit matrix equation is an element stiffness equation which can be expressed by Eq. (3.20) with $\left[k^{e}\right]$ a $\left(\bar{N}_{B}^{e}+\bar{N}_{T}^{e}\right) \times\left(\bar{N}_{B}^{e}+\bar{N}_{T}^{e}\right)$ element stiffness matrix,

$$
\left\{\delta^{e}\right\}=\left\lfloor\begin{array}{lllllll}
\tilde{v}_{1}^{e} & \tilde{v}_{2}^{e} & \tilde{\beta}_{1}^{e} & \ldots & \tilde{v}_{\bar{N}_{B}^{e}-1}^{e} & \tilde{v}_{\bar{N}_{B}^{e}}^{e} & \tilde{\beta}_{\bar{N}_{T}^{e}}^{e} \tag{9.17}
\end{array}\right]^{T}
$$

is the element displacement vector, and

$$
\left\{\begin{array}{lcccccl}
\left\{r^{e}\right\}=\left\lfloor-V_{1}^{e}\right. & -M_{x 1}^{e} & -M_{z 1}^{e} & -p_{1}^{e} & -m_{z 1}^{e} & \ldots & \\
& -p_{\hat{N}_{B}^{e}-1}^{e} & -m_{z\left(\hat{N}_{T}^{e}-1\right)}^{e} & V_{\hat{N}_{B}^{e}}^{e} & M_{x \hat{N}_{B}^{e}}^{e} & M_{z \hat{N}_{T}^{e}}^{e} \tag{9.18}
\end{array}\right]^{T}
$$

is the element load vector. In Eq. (9.17), $\tilde{v}_{1}^{e}$ and $\tilde{v}_{\bar{N}_{B}^{e}-1}^{e}{ }^{e}$ represent the lateral displacements at first and last element nodes, respectively, $\tilde{v}_{2}^{e}$ and $\tilde{v}_{\tilde{N}_{B}^{e}}^{e}$ represent the deflection slope, $-\frac{1}{R} \frac{d v^{e}}{d \phi_{\tilde{e}}}=-\frac{1}{R \Phi^{e}} \frac{d v^{e}}{d \xi}$, or $\theta_{x}^{e}$, at the first and last element nodes, respectively, and $\tilde{\beta}_{1}^{e}$ and $\tilde{\beta}_{\tilde{N}_{T}^{e}}^{e}$ represent the angle of twist at the first and last element nodes, respectively. As the element stiffness equation contains discrete resultant forces at the two element boundary nodes, equilibriums of resultant forces and external forces at the inter-element boundary of two adjacent elements and the natural boundary are exactly satisfied in the assemblage process. Consequently, the DQEM model is different from the FEM model which needs to form the element stiffness equation, and which neglects the exact equilibriums.

### 9.1.4 Problems

In solving the problems, the elements are equally spaced. The DOF of flexural deformation, $\bar{N}_{B}^{e}$, and the DOF of torsional deformation, $\bar{N}_{T}^{e}$, are the
same. Defining $\Delta \xi=1 . /\left(\bar{N}_{B}^{e}-1\right)$, the interior discrete points for defining the element-based transverse equilibrium equations are located at $\xi=(p-1) \Delta \xi$, $p=3, \ldots, \bar{N}_{B}^{e}-2$ while the interior discrete points for defining the elementbased torsional equilibrium equations are located at $\xi=(p-1) \Delta \xi, p=$ $2, \ldots, \bar{N}_{B}^{e}-1$. Only one DOF representing the lateral displacement and one DOF representing the angle of twist are assigned to an interior node. Explicit Lagrange DQ weighting coefficients are used for the torsional discretization. They are also used to generate the $C^{1}-C^{0}-C^{1}$ EDQ model with the node points of the equivalent Lagrange DQ model equally spaced and having two auxiliary node points. The resulting weighting coefficients are used for the flexural discretization.

The first problem solved involves a clamped prismatic circular bow girder made of reinforced concrete with the Young's modulus $E=3 \times 10^{6} \mathrm{psi}$ and subjected to a uniformly distributed load of 0.25 tons $/ \mathrm{ft}$ [106]. The cross section of the curved beam is a rectangle having the width 20 in and the depth 12 in . The value of radius $R$ equals 10 ft while the range of the open angle between the two ends is $120^{\circ}$. The ratio of the torsional stiffness to the flexural stiffness is 0.5 . The analyses by both the $p$ refinement procedure of increasing the number of DOF per element and the $h$ refinement procedure of increasing the number of elements are carried out, separately. Numerical results of displacement parameters and stress resultants at some positions are summarized and listed in Table 9.1. They are compared with exact solutions [107]. It shows that the results converge fast to exact solutions by either increasing the DOF per element or the number of elements. It also shows that

Table 9.1. Results of a clamped prismatic circular bow girder subjected to a uniformly distributed load

| DOF per <br> element | No. of <br> elements | Displacement <br> at $\phi=60^{\circ}($ in $)$ | Angle of twist <br> at $\phi=60^{\circ}($ rad $)$ | Bending moment <br> at $\phi=60^{\circ}(f t-t o n s)$ |
| :--- | :--- | :--- | :--- | :--- |
| 10 | 2 | $.2557343 \times 10^{-1}$ | $.4168421 \times 10^{-3}$ | $.3892901 \times 10^{1}$ |
|  | 4 | $.2481342 \times 10^{-1}$ | $.3868535 \times 10^{-3}$ | $.3759391 \times 10^{1}$ |
| 14 | 6 | $.2456347 \times 10^{-1}$ | $.3561457 \times 10^{-3}$ | $.3659023 \times 10^{1}$ |
|  | 2 | $.2420569 \times 10^{-1}$ | $.3544746 \times 10^{-3}$ | $.3639998 \times 10^{1}$ |
|  | 4 | $.2417680 \times 10^{-1}$ | $.3482164 \times 10^{-3}$ | $.3625651 \times 10^{1}$ |
| 18 | 6 | $.2416554 \times 10^{-1}$ | $.3469548 \times 10^{-3}$ | $.3628673 \times 10^{1}$ |
|  | 2 | $.2416061 \times 10^{-1}$ | $.3463458 \times 10^{-3}$ | $.3629501 \times 10^{1}$ |
| 22 | 6 | $.2415964 \times 10^{-1}$ | $.3468756 \times 10^{-3}$ | $.3629923 \times 10^{1}$ |
|  | 2 | $.2415543 \times 10^{-1}$ | $.3468755 \times 10^{-3}$ | $.3629821 \times 10^{1}$ |
|  | 4 | $.2415467 \times 10^{-1}$ | $.3468737 \times 10^{-3}$ | $.3629938 \times 10^{1}$ |
| Exact sol. | 6 | $.2415424 \times 10^{-1}$ | $.3468676 \times 10^{-3}$ | $.3629956 \times 10^{1}$ |

the solution procedure of increasing the DOF per element is more efficient than the solution procedure of increasing the number of elements. Let $e_{r}$ denote the convergence indicator which is the relative error of the angle of twist at $\phi=60^{\circ}$, obtained by the DQEM, with respect to the exact solution.

The convergence rates can be seen in Fig. 9.2 which shows that the two refinement procedures possess high convergence rates. It also shows that the convergence rate of the $p$ refinement procedure is higher than that of the $h$ refinement procedure.


Fig. 9.2. Convergence of the angle of tist at $\phi=60^{\circ}$

The second problem solved involves a clamped nonprismatic curved box beam composed of three segments with the Young's modulus $E=3 \times 10^{6}$ psi and subjected to a uniformly distributed load of 0.25 tons $/ f t$. The structure is shown in Fig. 9.3.

The value of radius $R$ equals 10 ft . Each segment has the open angle of $40^{\circ}$. The middle segment is a prismatic thin-walled square box with the side length 24 in and the wall thickness 1 in . The two side segments also have the thinwalled square cross section with the wall thickness 1 in . They are nonprismatic segments with the side length increasing linearly from 24 in at the intersection to 48 in at the support end. In carrying out the numerical computations, three elements are used to model the structure with each element representing a segment. Results listed in Table 9.2 show that the convergence is assured by


Fig. 9.3. A nonprismatic circular beam girder subjected to a uniformly distributed load

Table 9.2. Results of a nonprismatic circular beam girder subjected to a uniformly distributed load

| DOF per <br> element | No. of <br> elements | Displacement <br> at $\phi=60^{\circ}($ in $)$ | Angle of twist <br> at $\phi=60^{\circ}(\mathrm{rad})$ | Bending moment <br> at $\phi=60^{\circ}(f t-$ tons $)$ |
| :--- | :--- | :--- | :--- | :--- |
| 10 | 3 | $.4357344 \times 10^{1}$ | $-.2568429 \times 10^{1}$ | $-.1389251 \times 10^{1}$ |
| 14 | 3 | $.4249578 \times 10^{1}$ | $-.2344485 \times 10^{1}$ | $-.1363998 \times 10^{1}$ |
| 18 | 3 | $.4236414 \times 10^{1}$ | $-.2223731 \times 10^{1}$ | $-.1369501 \times 10^{1}$ |
| 22 | 3 | $.4238689 \times 10^{1}$ | $-.2224340 \times 10^{1}$ | $-.1362911 \times 10^{1}$ |
| 26 | 3 | $.4238711 \times 10^{1}$ | $-.2224421 \times 10^{1}$ | $-.1362751 \times 10^{1}$ |
| 30 | 3 | $.4238715 \times 10^{1}$ | $-.2224428 \times 10^{1}$ | $-.1362749 \times 10^{1}$ |



Fig. 9.4. Distribution of lateral displacement
the increase of the number of DOF per element. The distributions of converged lateral displacement and stress resultants are shown in Figs. 9.4 to 9.7.

### 9.2 In-Plane Deflection Analysis

The results are difficult to converge by using some FEM models to analyze the in-plane deflection of curved beam structures, due to the locking. Many


Fig. 9.5. Distribution of bending moment


Fig. 9.6. Distribution of torque


Fig. 9.7. Distribution of lateral shear
techniques including the reduced integration, partial approximation, mixed formulation,..., etc. have been used to overcome the locking problem and solve the curved beams [108]. DQEM analysis model for solving this type of structural problems is introduced.

### 9.2.1 Fundamental Relations

Consider that an isotropic and homogeneous curved beam, shown in Fig. 9.8, with Young's modulus, $E$, cross-section area, $A$, and moment of inertia of cross-section, $I$. Let $r$ and $\phi$ denote the coordinate variables of radius and angle with the horizontal axis, respectively. Also let $w$ and $v$ denote the radial displacement and tangential displacement, respectively.


Fig. 9.8. Coordinates of an arbitrarily curved beam

Refer to Fig. 9.9 and let $p_{r}, p_{t}$ and $t$ denote the distribution of radial force, tangential force and moment, respectively. Also let $F, M$ and $V$ denote the axial force, bending moment and shear force, respectively. These stress resultants are expressed as [109]

$$
F=\frac{E A}{r}\left[\left(\frac{d v}{d \phi}+w\right)+\frac{I}{r^{2} A}\left(\frac{d^{2} w}{d \phi^{2}}+w\right)\right]
$$

$$
M=-\frac{E I}{r^{2}}\left(\frac{d^{2} w}{d \phi^{2}}+w\right)
$$



Fig. 9.9. Stress resultants and external loads

$$
\begin{align*}
V & =\frac{1}{r} \frac{d M}{d \phi}-t \\
& =-E I\left[\frac{1}{r^{3}}\left(\frac{d^{3} w}{d \phi^{3}}+\frac{d w}{d \phi}\right)-\frac{2}{r^{4}} \frac{d r}{d \phi}\left(\frac{d^{2} w}{d \phi^{2}}+w\right)\right] \tag{9.19}
\end{align*}
$$

Assume that $E A$ and $E I$ are constant in a DQEM element. The equilibrium equation in the tangential direction at any point in a DQEM element is expressed as

$$
\frac{1}{r}\left(\frac{d F}{d \phi}+V\right)=-p_{t}
$$

or

$$
\begin{align*}
& -\frac{E I}{r^{5}} \frac{d r}{d \phi} \frac{d^{2} w}{d \phi^{2}}+\frac{E A}{r^{2}} \frac{d w}{d \phi}-\left(\frac{E A}{r^{3}}+\frac{E I}{r^{5}}\right) \frac{d r}{d \phi} w+\frac{E A}{r^{2}} \frac{d^{2} v}{d \phi^{2}}-\frac{E A}{r^{3}} \frac{d r}{d \phi} \frac{d v}{d \phi} \\
& =-p_{t} \tag{9.20}
\end{align*}
$$

The equilibrium equation in the radial direction is expressed as

$$
\frac{1}{r}\left(\frac{d v}{d \phi}-F\right)=-p_{r}
$$

or

$$
\begin{align*}
& -\frac{E I}{r^{4}} \frac{d^{4} w}{d \phi^{4}}+\frac{5 E I}{r^{5}} \frac{d r}{d \phi} \frac{d^{3} w}{d \phi^{3}}+E I\left[\frac{2}{r^{5}} \frac{d^{2} r}{d \phi^{2}}-\frac{8}{r^{6}}\left(\frac{d r}{d \phi}\right)^{2}-\frac{1}{r^{4}}\right] \frac{d^{2} w}{d \phi^{2}} \\
& +\frac{5 E I}{r^{5}} \frac{d r}{d \phi} \frac{d w}{d \phi}+\left\{E I\left[\frac{2}{r^{5}} \frac{d^{2} r}{d \phi^{2}}-\frac{8}{r^{6}}\left(\frac{d r}{d \phi}\right)^{2}-\frac{1}{r^{4}}\right]-\frac{E A}{r^{2}}\right\} w-\frac{E A}{r^{2}} \frac{d v}{d \phi} \\
& =-p_{r} \tag{9.21}
\end{align*}
$$

The kinematic boundary conditions are expressed as

$$
\begin{equation*}
w=\bar{w}, \quad \frac{1}{r} \frac{d w}{d \phi}=\frac{1}{r} \frac{d \bar{w}}{d \phi}, \quad v=\bar{v} \tag{9.22}
\end{equation*}
$$

In the above equations, $\frac{1}{r}\left(\frac{d \bar{w}}{d \phi}-v\right)$ represents the rotation of cross section. Assume that $\bar{F}, \bar{M}$ and $\bar{V}$ are prescribed tangential force, moment and radial force, respectively. The natural boundary conditions are expressed as

$$
\begin{gather*}
\frac{E A}{r}\left[\left(\frac{d v}{d \phi}+w\right)+\frac{I}{r^{2} A}\left(\frac{d^{2} w}{d \phi^{2}}+w\right)\right]=\bar{F}, \quad-\frac{E I}{r^{2}}\left(\frac{d^{2} w}{d \phi^{2}}+w\right)=\bar{M} \\
-E I\left[\frac{1}{r^{3}}\left(\frac{d^{3} w}{d \phi^{3}}+\frac{d w}{d \phi}\right)-\frac{2}{r^{4}} \frac{d r}{d \phi}\left(\frac{d^{2} w}{d \phi^{2}}+w\right)\right]=\bar{V} \tag{9.23}
\end{gather*}
$$

### 9.2.2 DQEM Formulation

Since the orders of $w$ and $v$ related differentiations existing in the fundamental relations are four and two, respectively, the orders of the corresponding approximate displacement components can be three and one, respectively, for an element without distributed load. However, the orders of the corresponding approximate displacement components must at least be four and two, respectively, and each of the two equilibrium equations needs at least one discrete point for defining one discrete element equilibrium equation. The discrete points for defining discrete equilibrium equations can be either in the interior of the element or on the element boundary.

In the present DQEM curved beam analysis model, only the degrees of freedom representing $w, \frac{d w}{r d \phi}$ and $v$, which are necessary for automatically setting the kinematic transition conditions and kinematic boundary conditions are assigned to the element boundary nodes. Consequently, the second and last columns of the weighting coefficient matrices for the flexural discretization defined by using the natural coordinate, $\xi$, must be modified by multiplying each element in the two columns by $r \Phi^{e}$. Only interior discrete points are used to define the discrete element equilibrium equations. Let $N_{w}^{e}$ denote the number of nodes for defining the $w$ related discretization, $\bar{N}_{w}^{e}$ denote the number of the corresponding element DOF, $\tilde{w}_{i}^{e}$ denote the $w$ related element basis discrete displacement parameters, and $D_{w \alpha i}^{e \xi^{q}}$ denote the corresponding $q$ th order weighting coefficients. Also let $N_{v}^{e}$ denote the number of nodes for defining the $v$ related discretization, $\bar{N}_{v}^{e}$ denote the number of the corresponding element DOF, $\tilde{v}_{i}^{e}$ denote the $v$ related element basis discrete displacement parameters, and $D_{v \alpha i}^{e \xi^{q}}$ denote the corresponding weighting coefficients. When defining the discrete fundamental relations, the number of discrete points at which the $w$ related discrete element equilibrium equations in the radial direction are defined is $\bar{N}_{w}^{e}-4$, while the number of discrete points at which the $v$ related discrete element equilibrium equations in the tangential direction are defined is $\bar{N}_{v}^{e}-2$. The DOF assigned to an interior node for defining the $w$ or $v$ related discretization can be flexible. If only the DOF representing $v$ is assigned to the interior nodes for defining the $v$ related discretization and the Lagrange interpolation functions are used to calculate the weighting coefficients, Lagrange DQ model is adopted. If only the DOF representing $w$ and $\frac{d w}{d \phi}$ are assigned to the interior nodes for defining the $w$ related discretization and Hermite interpolation functions are used to calculate the weighting coefficients, Hermite EDQ model is adopted.

When discretizing the fundamental relations, if a discrete point at which a discrete fundamental relation needs to be defined is not an element node, the interpolation is necessary for expressing $w$ existing in the fundamental relation. Let $\vartheta_{i}(\xi)$ denote the interpolation functions. Then, $w^{e}(\xi)$ in an element can be expressed as $w^{e}(\xi)=\vartheta_{i}(\xi) \tilde{w}_{i}^{e}$. If both of $p_{t}$ and $p_{r}$ are not zero, each of Eqs. (20) and (21) needs at least one interior discrete point for defining the discrete element equilibrium equations. Let $\hat{N}_{w}^{e}$ and $\hat{N}_{v}^{e}$ denote the numbers
of the corresponding interior discrete points for defining the discrete element equilibrium equations related to $w$ and $v$, respectively, plus the two element nodes. Then the following two relations hold: $\hat{N}_{w}^{e}=\bar{N}_{w}^{e}-2$ and $\hat{N}_{v}^{e}=\bar{N}_{v}^{e}$. The introduction of mapping into Eq. (9.20) and the use of EDQ discretization at an interior discrete point $\alpha$ in an element $e$ lead to the following discrete equation

$$
\begin{align*}
& \left\{-\frac{(E I)^{e}}{\left(r_{(\alpha)}^{e}\right)^{5}\left(\Phi^{e}\right)^{2}} \frac{d r_{(\alpha)}^{e}}{d \phi} \sum_{i=1}^{\bar{N}_{w}^{e}} D_{w \alpha i}^{e \xi^{2}}+\frac{(E A)^{e}}{\left(r_{(\alpha)}^{e}\right)^{2} \Phi^{e}} \sum_{i=1}^{\bar{N}_{w}^{e}} D_{w \alpha i}^{e \xi}-\left[\frac{(E A)^{e}}{\left(r_{(\alpha)}^{e}\right)^{3}}+\frac{(E I)^{e}}{\left(r_{(\alpha)}^{e}\right)^{5}}\right]\right. \\
& \left.\times \frac{d r_{(\alpha)}^{e}}{d \phi} \vartheta_{i}\left(\xi_{\alpha}\right)\right\} \tilde{w}_{i}^{e}+\left[\frac{(E A)^{e}}{\left(r_{(\alpha)}^{e}\right)^{2}\left(\Phi^{e}\right)^{2}} \sum_{j=1}^{\bar{N}_{v}^{e}} D_{v \alpha j}^{e \xi^{2}}-\frac{(E A)^{e}}{\left(r_{(\alpha)}^{e}\right)^{3} \Phi^{e}} \frac{d r_{(\alpha)}^{e}}{d \phi} \sum_{j=1}^{\bar{N}_{v}^{e}} D_{v \alpha j}^{e \xi}\right] \tilde{v}_{j}^{e} \\
& =-p_{t \alpha}^{e}, \quad \alpha=2, \ldots, \hat{N}_{v}^{e}-1 \tag{9.24}
\end{align*}
$$

If the discrete point $\alpha$ is a node for discretizing $w, \vartheta_{i}\left(\xi_{\alpha}\right)$ represents the Kronecker delta $\delta_{\alpha i}$. Similarly, the introduction of mapping into Eq. (9.20) and the use of EDQ discretization at a discrete point $\beta$ lead to the following discrete equation

$$
\begin{align*}
& \left\{-\frac{(E I)^{e}}{\left(r_{(\beta)}^{e}\right)^{4}\left(\Phi^{e}\right)^{4}} \sum_{i=1}^{\bar{N}_{w}^{e}} D_{w \beta i}^{e \xi^{4}}+\frac{5(E I)^{e}}{\left(r_{(\beta)}^{e}\right)^{5}\left(\Phi^{e}\right)^{3}} \frac{d r_{(\beta)}^{e}}{d \phi} \sum_{i=1}^{\bar{N}_{w}^{e}} D_{w \beta i}^{e \xi^{3}}\right. \\
& +\frac{(E I)^{e}}{\left(r_{(\beta)}^{e}\right)^{4}\left(\Phi^{e}\right)^{2}}\left[\frac{2}{r_{(\beta)}^{e}} \frac{d^{2} r_{(\beta)}^{e}}{d \phi^{2}}-\frac{8}{\left(r_{(\beta)}^{e}\right)^{2}}\left(\frac{d r_{(\beta)}^{e}}{d \phi}\right)^{2}-1\right] \sum_{i=1}^{\bar{N}_{w}^{e}} D_{w \beta i}^{e \xi^{2}} \\
& +\frac{5(E I)^{e}}{\left(r_{(\beta)}^{e}\right)^{5} \Phi^{e}} \frac{d r_{(\beta)}^{e}}{d \phi} \sum_{i=1}^{\bar{N}_{w}^{e}} D_{w \beta i}^{e \xi}+\left[\frac{(E I)^{e}}{\left(r_{(\beta)}^{e}\right)^{4}}\left(\frac{2}{r_{(\beta)}^{e}} \frac{d^{2} r_{(\beta)}^{e}}{d \phi^{2}}-\frac{8}{\left(r_{(\beta)}^{e}\right)^{2}}\left(\frac{d r_{(\beta)}^{e}}{d \phi}\right)^{2}-1\right)\right. \\
& \left.\left.-\frac{(E A)^{e}}{\left(r_{(\beta)}^{e}\right)^{2}}\right] \vartheta_{i}\left(\xi_{\beta}\right)\right\} \tilde{w}_{i}^{e}-\frac{(E A)^{e}}{\left(r_{(\beta)}^{e}\right)^{2} \Phi^{e}} \sum_{j=1}^{\bar{N}_{v}^{e}} D_{v \beta j}^{e \xi} \tilde{v}_{j}^{e}=-p_{r \beta}^{e}, \\
& \beta=2, \ldots, \hat{N}_{w}^{e}-1 \tag{9.25}
\end{align*}
$$

The stress resultants $F_{\alpha}^{e}, M_{\alpha}^{e}$ and $V_{\alpha}^{e}$ at a discrete point $\alpha$ of an element $e$ can be expressed by

$$
\begin{aligned}
F_{\alpha}^{e}= & {\left[\frac{(E I)^{e}}{\left(r_{(\alpha)}^{e}\right)^{3}\left(\Phi^{e}\right)^{2}} \sum_{i=1}^{\bar{N}_{w}^{e}} D_{w \alpha i}^{e \xi^{2}}+\left(\frac{(E A)^{e}}{r_{(\alpha)}^{e}}+\frac{(E I)^{e}}{\left(r_{(\alpha)}^{e}\right)^{3}}\right) \vartheta_{i}\left(\xi_{\alpha}\right)\right] \tilde{w}_{i}^{e} } \\
& +\frac{(E A)^{e}}{r_{(\alpha)}^{e} \Phi^{e}} \sum_{j=1}^{\bar{N}_{v}^{e}} D_{v \alpha j}^{e \xi} \tilde{v}_{j}^{e} \\
& M_{\alpha}^{e}=-\frac{(E I)^{e}}{\left(r_{(\alpha)}^{e}\right)^{2}}\left[\frac{1}{\left(\Phi^{e}\right)^{2}} \sum_{i=1}^{\bar{N}_{w}^{e}} D_{w \alpha i}^{e \xi^{2}}+\vartheta_{i}\left(\xi_{\alpha}\right)\right] \tilde{w}_{i}^{e}
\end{aligned}
$$

$$
\begin{align*}
V_{\alpha}^{e}= & \frac{(E I)^{e}}{\left(r_{(\alpha)}^{e}\right)^{3}}\left[-\frac{1}{\left(\Phi^{e}\right)^{3}} \sum_{i=1}^{\bar{N}_{w}^{e}} D_{w \alpha i}^{e \xi^{3}}+\frac{2}{r_{(\alpha)}^{e}\left(\Phi^{e}\right)^{2}} \frac{d r_{(\alpha)}^{e}}{d \phi} \sum_{i=1}^{\bar{N}_{w}^{e}} D_{w \alpha i}^{e \xi^{2}}\right. \\
& \left.-\frac{1}{\Phi^{e}} \sum_{i=1}^{\bar{N}_{w}^{e}} D_{w \alpha i}^{e \xi}+\frac{2}{r_{\alpha}^{e}} \frac{d r_{(\alpha)}^{e}}{d \phi} \vartheta_{i}\left(\xi_{\alpha}\right)\right] \tilde{w}_{i}^{e} \tag{9.26}
\end{align*}
$$



Fig. 9.10. Forces at the inter-element of two adjacent elements $i$ and $i+1$

The compatibility and conformability conditions at the inter-element boundary of two adjacent elements are automatically satisfied. The equilibrium conditions of stress resultants and external forces at the inter-element boundary or natural boundary also need to be satisfied. Each equilibrium condition is either a natural transition condition or a natural boundary condition. Assume that $P_{r}^{i, i+1}, P_{t}^{i, i+1}$ and $T^{i, i+1}$ shown in Fig. 9.10 are external radial force, tangential force and moment, respectively, applied on the inter-element boundary $i, i+1$. The equilibrium condition of moments is expressed as

$$
\begin{equation*}
M_{1}^{i+1}-M_{\hat{N}_{w}^{i}}^{i}=T^{i, i+1} \tag{9.27}
\end{equation*}
$$

Introducing the second of Eqs. (9.26) into the above equation, the following explicit discrete equilibrium condition of moments can be obtained:

$$
\begin{align*}
& \frac{(E I)^{i}}{\left(r_{\hat{N}_{w}^{i}}^{i}\right)^{2}}\left[\frac{1}{\left(\Phi^{i}\right)^{2}} \sum_{i=1}^{\bar{N}_{w}^{i}} D_{w \hat{N}_{w}^{i} i}^{i \xi^{2}}+\delta_{\left(\bar{N}_{w}^{i}-1\right) i}\right] \tilde{w}_{i}^{i} \\
& -\frac{(E I)^{i+1}}{\left(r_{1}^{i+1}\right)^{2}}\left[\frac{1}{\left(\Phi^{i+1}\right)^{2}} \sum_{i=1}^{\bar{N}_{w}^{i+1}} D_{w 1 i}^{(i+1) \xi^{2}}+\delta_{1 i}\right] \tilde{w}_{i}^{i+1}=T^{i, i+1} \tag{9.28}
\end{align*}
$$

where $\delta_{1 i}$ and $\delta_{\left(\bar{N}_{w}^{i}-1\right) i}$ are first and $\left(\bar{N}_{w}^{i}-1\right)$ th rows of Kronecker delta $\delta_{\alpha i}$. The equilibrium condition of forces in the radial direction is expressed as

$$
\begin{equation*}
V_{\hat{N}_{w}^{i}}^{i}-V_{1}^{i+1}=P_{r}^{i, i+1} \tag{9.29}
\end{equation*}
$$

The introduction of the third of Eqs. (9.26) into the above equation leads to the following explicit discrete equation

$$
\begin{align*}
& \frac{(E I)^{i}}{\left(r_{\hat{N}_{w}^{i}}^{i}\right)^{3}}\left[-\frac{1}{\left(\Phi^{i}\right)^{3}} \sum_{i=1}^{\bar{N}_{w}^{i}} D_{w \hat{N}_{w}^{i} i}^{i \xi^{3}}+\frac{2}{r_{\hat{N}_{w}^{i}}^{i}\left(\Phi^{i}\right)^{2}} \frac{d r_{\hat{N}_{w}^{i}}^{i} \sum_{i=1}^{\bar{N}_{w}^{i}} D_{w \hat{N}_{w}^{i} i}^{i \xi^{2}}}{d \phi}{ }^{\left.-\frac{1}{\Phi^{i}} \sum_{i=1}^{\bar{N}_{w}^{i}} D_{w \hat{N}_{w}^{i} i}^{i \xi}+\frac{2}{r_{\hat{N}_{w}^{i}}^{i}} \frac{d r_{\hat{N}_{w}^{i}}^{i}}{d \phi} \delta_{\left(\bar{N}_{w}^{i}-1\right) i}\right] \tilde{w}_{i}^{i}}\right. \\
& +\frac{(E I)^{i+1}}{\left(r_{1}^{i+1}\right)^{3}}\left[\frac{1}{\left(\Phi^{i+1}\right)^{3}} \sum_{i=1}^{\bar{N}_{w}^{i+1}} D_{w 1 i}^{(i+1) \xi^{3}}-\frac{2}{r_{1}^{i+1}\left(\Phi^{i+1}\right)^{2}} \frac{d r_{1}^{i+1}}{d \phi} \sum_{i=1}^{\bar{N}_{w}^{i+1}} D_{w 1 i}^{(i+1) \xi^{2}}\right. \\
& \left.+\frac{1}{\Phi^{i+1}} \sum_{i=1}^{\bar{N}_{w}^{i+1}} D_{w 1 i}^{(i+1) \xi}-\frac{2}{r_{1}^{i+1}} \frac{d r_{1}^{i+1}}{d \phi} \delta_{1 i}\right] \tilde{w}_{i}^{i+1}=P_{r}^{i, i+1}
\end{align*}
$$

The equilibrium condition of forces in the tangential direction is expressed as

$$
\begin{equation*}
F_{\hat{N}_{v}^{i}}^{i}-F_{1}^{i+1}=P_{t}^{i, i+1} \tag{9.31}
\end{equation*}
$$

The introduction of the first of Eqs. (9.26) into the above equation leads to the following explicit discrete equation

$$
\begin{align*}
& {\left[\frac{(E I)^{i}}{\left(r_{\hat{N}_{v}^{i}}^{i}\right)^{3}\left(\Phi^{i}\right)^{2}} \sum_{i=1}^{\bar{N}_{w}^{i}} D_{w \hat{N}_{w}^{i} i}^{i \xi^{2}}+\left(\frac{(E A)^{i}}{r_{\hat{N}_{w}^{i}}^{i}}+\frac{(E I)^{i}}{\left(r_{\hat{N}_{v}^{i}}^{i}\right)^{3}}\right) \delta_{\left(\bar{N}_{w}^{i}-1\right) i}\right] \tilde{w}_{i}^{i}} \\
& +\frac{(E A)^{i}}{r_{\hat{N}_{v}^{i}}^{i} \Phi^{i}} \sum_{j=1}^{i} D_{v \hat{N}_{v}^{i} j}^{i \xi} \tilde{v}_{j}^{i}-\left[\frac{(E I)^{i+1}}{\left(r_{1}^{i+1}\right)^{3}\left(\Phi^{i+1}\right)^{2}} \sum_{i=1}^{\bar{N}_{w}^{i+1}} D_{w 1 i}^{(i+1) \xi^{2}}+\left(\frac{(E A)^{i+1}}{r_{1}^{i+1}}\right.\right. \\
& \left.\left.+\frac{(E I)^{i+1}}{\left(r_{1}^{i+1}\right)^{3}}\right) \delta_{1 i}\right] \tilde{w}_{i}^{i+1}-\frac{(E A)^{i+1}}{r_{1}^{i+1} \Phi^{i+1}} \sum_{j=1}^{\bar{N}_{v}^{i+1}} D_{v 1 j}^{(i+1) \xi} \tilde{v}_{j}^{i+1}=P_{t}^{i, i+1} \tag{9.32}
\end{align*}
$$

Letting element $m$ be an element consisting of the kinematic boundary, and $\underline{\mathrm{I}}^{m}$ and $\bar{I}^{m}$ equal to 1 for the kinematic boundary with the node number of the node at the kinematic boundary equal to 1 , and $\bar{N}_{w}^{m}-1$ and $\bar{N}_{v}^{m}$, respectively, for the kinematic boundary with the node number of the node at the kinematic boundary equal to $N^{m}$, the discrete kinematic boundary conditions are expressed by

$$
\begin{equation*}
\tilde{w}_{\underline{I}^{m}}^{m}=\bar{w}_{\underline{I}^{m}}^{m}, \quad \tilde{w}_{\underline{\mathrm{I}}^{m}+1}^{m}=\bar{\theta}_{\underline{\mathrm{I}}^{m}+1}^{m}, \quad \tilde{v}_{\bar{I}^{m}}^{m}=\bar{v}_{\bar{I}^{m}}^{m} \tag{9.33}
\end{equation*}
$$

Where $\bar{w}_{I^{m}}^{m}, \bar{w}_{I^{m}+1}^{m}$ and $\bar{v}_{I^{m}}^{m}$ are prescribed radial displacement, bending rotation and tangential displacement. Letting element $n$ be an element consisting of the natural boundary, and $\breve{I}^{n}, \underline{I}^{n}$ and $\bar{I}^{n}$ equal to 1 for the natural boundary with the node number of the node at the natural boundary equal to 1 ,
and $\hat{N}_{w}^{n}, \bar{N}_{w}^{n}-1$ and $\hat{N}_{v}^{n}$, respectively, for the natural boundary with the node number of the node at the natural boundary equal to $N^{n}$, the discrete natural boundary conditions can be obtained by discretizing Eqs. (9.23)

$$
\begin{align*}
& \left.\left\{\frac{(E I)^{n}}{\left(r_{\bar{I}^{n}}^{n}\right)^{3}\left(\Phi^{n}\right)^{2}} \sum_{i=1}^{\bar{N}_{w}^{n}} D_{w \bar{I}^{n} i}^{n \xi^{2}}+\left[\frac{(E A)^{n}}{r_{\bar{I}^{n}}^{n}}+\frac{(E I)^{n}}{\left(r_{\bar{I}^{n}}^{n}\right)^{3}}\right] \delta_{\underline{I}^{n}}\right\}\right\} \tilde{w}_{i}^{n} \\
& +\frac{(E A)^{n}}{r_{\bar{I}^{n}}^{n} \Phi^{n}} \sum_{j=1}^{\bar{N}_{v}^{n}} D_{v \bar{I}^{n}}^{n \xi} \tilde{v}_{j}^{n}=\bar{F}, \\
& \quad-\frac{(E I)^{n}}{\left(r_{I^{n}}^{n}\right)^{2}}\left[\frac{1}{\left(\Phi^{n}\right)^{2}} \sum_{i=1}^{\bar{N}_{w}^{n}} D_{w \bar{I}^{n} i}^{n \xi^{2}}+\delta_{\underline{I}^{n} i}\right] \tilde{w}_{i}^{n}=\bar{M}, \\
& \frac{(E I)^{n}}{\left(r_{I^{n}}^{n}\right)^{3}}\left[-\frac{1}{\left(\Phi^{n}\right)^{3}} \sum_{i=1}^{\bar{N}_{w}^{n}} D_{w \bar{I}^{n} i}^{n \xi^{3}}+\frac{2}{r_{\tilde{I}^{n}}^{n}\left(\Phi^{n}\right)^{2}} \frac{d r_{I^{n}}^{n}}{d \phi} \sum_{i=1}^{\bar{N}_{w}^{n}} D_{w I^{n} i}^{n \xi^{2}}\right. \\
& \left.-\frac{1}{\Phi^{n}} \sum_{i=1}^{\bar{N}_{w}^{n}} D_{w I^{n} i}^{n \xi}+\frac{2}{r_{I^{n}}^{n}} \frac{d r_{I^{n}}^{n}}{d \phi} \delta_{\underline{I}^{n} i}\right] \tilde{w}_{i}^{n}=\bar{V} \tag{9.34}
\end{align*}
$$

### 9.2.3 Assemblage

With the kinematic transition conditions in mind, then assemble the discrete element equilibrium equations (9.24) and (9.25) for elements having more than two nodes, discrete natural transition conditions (9.28), (9.30) and (9.32), and discrete natural boundary conditions (9.34), an overall discrete equilibrium/transition/boundary equation can be obtained. It is the overall stiffness equation represented by Eq. (3.18). Consider the kinematic boundary conditions and solve the overall discrete equilibrium/transition/boundary equation, tangential displacements, radial displacements and bending rotations at all nodes can be obtained. Like FEM, the assemblage is based on an element by element procedure. When assembling the discrete equations of element $e$, the discrete element equilibrium equations (9.24) and (9.25), and the six discrete element boundary forces of moments and shear forces, expressed by displacements, at the two element boundary nodes are directly assembled to the overall discrete equation system. An element basis explicit matrix equation, containing the discrete element equilibrium equations and the discrete element boundary forces placed at the first and last three rows, is not necessary to be formed in the assemblage process. This element basis explicit matrix equation is an element stiffness equation which can be expressed by Eq. (3.20) with $\left[k^{e}\right]$ a $\left(\bar{N}_{w}^{e}+\bar{N}_{v}^{e}\right) \times\left(\bar{N}_{w}^{e}+\bar{N}_{v}^{e}\right)$ element stiffness matrix,

$$
\left\{\delta^{e}\right\}=\left\lfloor\begin{array}{lllllll}
\tilde{w}_{1}^{e} & \tilde{w}_{2}^{e} & \tilde{v}_{1}^{e} & \ldots & \tilde{w}_{\bar{N}_{w}^{e}-1}^{e} & \tilde{w}_{\bar{N}_{w}^{e}}^{e} & \tilde{v}_{\bar{N}_{v}^{e}}^{e} \tag{9.35}
\end{array}\right\rfloor^{T}
$$

is the element displacement vector, and

$$
\left.\begin{array}{rl}
\left\{r^{e}\right\}= & \left\lfloor\begin{array}{lllll}
-V_{1}^{e} & -M_{1}^{e} & -F_{1}^{e} & -r_{2}^{e} p_{r 2}^{e} & -r_{2}^{e} p_{t 2}^{e}
\end{array} \quad \ldots\right. \\
& -r_{\hat{N}_{w}^{e}-1}^{e} p_{r\left(\hat{N}_{w}^{e}-1\right)}^{e}-r_{\hat{N}_{v}^{e}-1}^{e} p_{r\left(\hat{N}_{v}^{e}-1\right)}^{e} V_{\hat{N}_{w}^{e}}^{e} M_{\hat{N}_{w}^{e}}^{e} F_{\hat{N}_{v}^{e}}^{e} \tag{9.36}
\end{array}\right]^{T}
$$

is the element load vector. In Eq. (9.35), $\tilde{w}_{2}^{e}$ and $\tilde{w}_{\bar{N}_{w}^{e}}^{e}$ represent the values of $\frac{1}{r} \frac{d w^{e}}{d \phi^{e}}=\frac{1}{r \Phi^{e}} \frac{d w^{e}}{d \xi}$ at nodes 1 and $N^{e}$, respectively. As Eq. (3.20) contains discrete resultant forces at the two element boundary nodes, equilibriums of resultant forces and external forces at the inter-element boundary of two adjacent elements and the natural boundary are exactly satisfied in the assemblage process.

### 9.2.4 Problems

In solving the problem, the elements are equally spaced. The DOF of flexural deformation, $\bar{N}_{w}^{e}$, and the DOF of tangential deformation, $N_{v}^{e}$, are the same. Defining $\Delta \xi=1 . /\left(\bar{N}_{w}^{e}-1\right)$, the interior discrete points for defining the element-based radial equilibrium equations are located at $\xi=(p-1) \Delta \xi$, $p=3, \ldots, \bar{N}_{w}^{e}-2$ while the interior discrete points for defining the elementbased extensional equilibrium equations are located at $\xi=(p-1) \Delta \xi$, $p=2, \ldots, \bar{N}_{w}^{e}-1$. Only one DOF representing the radial displacement and one DOF representing the tangential displacement are assigned to an interior node. Explicit Lagrange DQ weighting coefficients are used for the $v$-related discretization. They are also used to generate the $C^{1}-C^{0}-C^{1}$ EDQ model used for the $w$-related discretization.

The problem solved involves a simply supported prismatic circular arch, subjected to a concentrated force $P$ and shown in Fig. 9.11, with the values of radius $r$, area of cross section $A$, moment of inertia of cross section $I$, Young's modulus $E$, and concentrated force $P$ equal to 1 . The range of open


Fig. 9.11. A simply supported circular arch subjected to a concentrated force

Table 9.3. Results of a simply supported curved beam

| DOF per <br> element | Number of <br> elements | $w_{B}$ | $N_{A}$ | $M_{B}$ |
| :--- | :--- | :--- | :--- | :--- |
| 10 | 2 | $-.185194870 \times 10^{-1}$ | $-.526387466 \times 10^{0}$ | $-.185164252 \times 10^{0}$ |
|  | 4 | $-.184702325 \times 10^{-1}$ | $-.508564260 \times 10^{0}$ | $-.184500372 \times 10^{0}$ |
|  | 6 | $-.183169531 \times 10^{-1}$ | $-.504656312 \times 10^{0}$ | $-.184092580 \times 10^{0}$ |
| 14 | 2 | $-.183099455 \times 10^{-1}$ | $-.500194872 \times 10^{0}$ | $-.183857117 \times 10^{0}$ |
|  | 4 | $-.183019268 \times 10^{-1}$ | $-.500005198 \times 10^{0}$ | $-.183198376 \times 10^{0}$ |
|  | 6 | $-.182851892 \times 10^{-1}$ | $-.500001875 \times 10^{0}$ | $-.182913655 \times 10^{0}$ |
| 18 | 2 | $-.182751443 \times 10^{-1}$ | $-.500002427 \times 10^{0}$ | $-.182538425 \times 10^{0}$ |
|  | 4 | $-.182654927 \times 10^{-1}$ | $-.500001253 \times 10^{0}$ | $-.182377047 \times 10^{0}$ |
|  | 6 | $-.182550496 \times 10^{-1}$ | $-.500000362 \times 10^{0}$ | $-.182373975 \times 10^{0}$ |



Fig. 9.12. Distribution of radial displacement
angle of the arch is $180^{\circ}$. The analyses by both the $p$ refinement procedure of increasing the number of DOF per element and the $h$ refinement procedure of increasing the number of elements are carried out, separately [110]. Numerical results are summarized and listed in Table 9.3. The results are compared with analytical solutions which can be obtained by using the complementary virtual work method to solve this statically indeterminate structural problem [111]. It shows that the results converge fast to the exact solutions by either increasing the DOF per element or the number of elements. It also shows that


Fig. 9.13. Distribution of tangential displacement


Fig. 9.14. Distribution of bending moment
the solution procedure of increasing the DOF per element is more efficient than the solution procedure of increasing the number of elements. The converged distributions of displacements and stress resultants are shown in Figs. 9.12 to 9.16.


Fig. 9.15. Distribution of axial


Fig. 9.16. Distribution of shear force

## 10

## Development of DQEM Irregular Elements

The DQ or EDQ discretizations are carried out on an element basis with the element regular. However the physical element might be irregular. Consequently, mapping is necessary for carrying out the DQEM analysis of problems with irregular domain configurations. Some two-dimensional irregular elements with quadrilateral or triangular shapes are summarized. The generation of mesh and design of element grid are introduced. The calculation of outward unit normal vector on the element boundary is also necessary for the DQEM analysis. The method of using shape functions for mapping associated with the tangent relation, and the method of using secant relation are introduced.

### 10.1 Irregular Elements

The element configuration would change from element to element in the mesh [20,25]. By introducing an invertible transformation between a master element $\tilde{\Omega}$ of regular shape and an arbitrary physical element $\Omega^{e}$ it should be possible to transform the partial differential operations on $\Omega^{e}$ so that they hold on $\tilde{\Omega}$ [113].

The mapping of $\tilde{\Omega}$ onto $\Omega^{e}$ is defined by the following coordinate transformations

$$
\begin{equation*}
x=x(\xi, \eta), \quad y=y(\xi, \eta) \tag{10.1}
\end{equation*}
$$

where $x$ and $y$ are physical coordinates in $\Omega^{e}$ and $\xi$ and $\eta$ are natural coordinates in $\tilde{\Omega}$. Then the transformations of the first derivatives of the variable function $\phi$ of element $e$ are

$$
\begin{equation*}
\phi_{i, x}^{e}=\xi_{, x} \phi_{i, \xi}^{e}+\eta_{, x} \phi_{i, \eta}^{e}, \quad \phi_{i, y}^{e}=\xi_{, y} \phi_{i, \xi}^{e}+\eta_{, y} \phi_{i, \eta}^{e} \tag{10.2}
\end{equation*}
$$

And the transformations of the second order derivatives of the variable function are

$$
\begin{gather*}
\phi_{i, x x}^{e}=\xi_{, x}^{2} \phi_{i, \xi \xi}^{e}+\eta_{, x}^{2} \phi_{i, \eta \eta}^{e}+2 \xi_{, x} \eta_{, x} \phi_{i, \xi \eta}^{e}+\xi_{, x x} \phi_{i, \xi}^{e}+\eta_{, x x} \phi_{i, \eta}^{e}, \\
\phi_{i, x y}^{e}=\xi_{, x} \xi_{, y} \phi_{i, \xi \xi}^{e}+\eta_{, x} \eta_{, y} \phi_{i, \eta \eta}^{e}+\left(\xi_{, x} \eta_{, y}+\xi_{, y} \eta_{, x}\right) \phi_{i, \xi \eta}^{e} \\
+2 \xi_{, x y} \phi_{i, \xi}^{e}+2 \eta_{, x y} \phi_{i, \eta}^{e} \\
\phi_{i, y y}^{e}=\xi_{, y}^{2} \phi_{i, \xi \xi}^{e}+\eta_{, y}^{2} \phi_{i, \eta \eta}^{e}+2 \xi_{, y} \eta_{, y} \phi_{i, \xi \eta}^{e}+\xi_{, y y} \phi_{i, \xi}^{e}+\eta_{, y y} \phi_{i, \eta}^{e} \tag{10.3}
\end{gather*}
$$

Suppose that the functions $x$ and $y$ are continuously differentiable with respect to $\xi$ and $\eta$. Then the infinitesimals $d \xi$ and $d \eta$ can be transformed into $d x$ and $d y$ according to the following equations

$$
\begin{equation*}
d x=x_{, \xi} d \xi+x_{, \eta} d \eta, \quad d y=y_{, \xi} d \xi+y_{, \eta} d \eta \tag{10.4}
\end{equation*}
$$

The above two equations can be expressed by the following matrix equation

$$
\left\{\begin{array}{l}
d x  \tag{10.5}\\
d y
\end{array}\right\}=\left[\begin{array}{ll}
x_{, \xi} & x_{, \eta} \\
y, \xi & y, \eta
\end{array}\right]\left\{\begin{array}{l}
d \xi \\
d \eta
\end{array}\right\}
$$

The $2 \times 2$ matrix of partial derivatives in Eq. (10.5) is the Jacobian matrix of the transformation Eq. (10.4), and is denoted $\mathbf{J}$. The determinant $|\mathbf{J}|$ of the Jacobian matrix is

$$
\begin{equation*}
|\mathbf{J}|=\operatorname{det} \mathbf{J}=x_{, \xi} y_{, \eta}-x_{, \eta} y_{, \xi} \tag{10.6}
\end{equation*}
$$

An inverse transformation of Eq. (10.5) can be constructed if $|\mathbf{J}|$ is larger than zero. This inverse transformation is expressed as

$$
\left\{\begin{array}{l}
d \xi  \tag{10.7}\\
d \eta
\end{array}\right\}=\mathbf{J}^{-1}\left\{\begin{array}{l}
d x \\
d y
\end{array}\right\}=|\mathbf{J}|^{-1}\left[\begin{array}{cc}
y_{, \eta} & -x_{, \eta} \\
-y, \xi & x_{, \xi}
\end{array}\right]\left\{\begin{array}{l}
d x \\
d y
\end{array}\right\}
$$

The infinitesimals $d x$ and $d y$ can also be transformed into $d \xi$ and $d \eta$ according to the following matrix equation

$$
\left\{\begin{array}{l}
d \xi  \tag{10.8}\\
d \eta
\end{array}\right\}=\left[\begin{array}{ll}
\xi_{, x} & \xi_{, y} \\
\eta_{, x} & \eta_{, y}
\end{array}\right]\left\{\begin{array}{l}
d x \\
d y
\end{array}\right\}
$$

Equating terms in Eqs. (10.7) and (10.8), the following relationships can be obtained

$$
\begin{align*}
& \xi_{, x}=|\mathbf{J}|^{-1} y_{, \eta}, \quad \xi_{, y}=-|\mathbf{J}|^{-1} x_{, \eta}, \\
& \eta_{, x}=-|\mathbf{J}|^{-1} y_{, \xi}, \quad \eta_{, y}=|\mathbf{J}|^{-1} x_{, \xi} \tag{10.9}
\end{align*}
$$

Using Eq. (10.9), the following two equations can be obtained

$$
\begin{equation*}
\frac{\partial}{\partial x}=|\mathbf{J}|^{-1}\left(y_{, \eta} \frac{\partial}{\partial \xi}-y_{, \xi} \frac{\partial}{\partial \eta}\right), \quad \frac{\partial}{\partial y}=|\mathbf{J}|^{-1}\left(-x_{, \eta} \frac{\partial}{\partial \xi}+x_{, \xi} \frac{\partial}{\partial \eta}\right) \tag{10.10}
\end{equation*}
$$

And the use of Eq. (10.6) leads to the following two equations

$$
|\mathbf{J}|_{, \xi}=x_{, \xi} y_{, \xi \eta}-y_{, \xi} x_{, \xi \eta}+y_{, \eta} x_{, \xi \xi}-x_{, \eta} y_{, \xi \xi},
$$

$$
\begin{equation*}
|\mathbf{J}|_{, \eta}=y_{, \eta} x_{, \xi \eta}-x_{, \eta} y_{, \xi \eta}+x_{, \xi} y_{, \eta \eta}-y_{, \xi} x_{, \eta \eta} \tag{10.11}
\end{equation*}
$$

Using Eq. (10.10), the following second derivatives of the natural coordinates with respect to physical coordinates can be obtained

$$
\begin{gather*}
\xi_{, x x}=|\mathbf{J}|^{-2}\left(y_{, \eta} y_{, \xi \eta}-y_{, \xi} y_{, \eta \eta}\right)-|\mathbf{J}|^{-3}\left(y_{, \eta}^{2}|\mathbf{J}|_{, \xi}-y_{, \xi} y_{, \eta}|\mathbf{J}|_{, \eta}\right), \\
\xi_{, x y}=|\mathbf{J}|^{-2}\left(x_{, \xi} y_{, \eta \eta}-x_{, \eta} y_{, \xi \eta}\right)+|\mathbf{J}|^{-3}\left(x_{, \eta} y_{, \eta}|\mathbf{J}|_{, \xi}-x_{, \xi} y, \eta\right. \\
\left.\xi_{, y y}=|\mathbf{J}|_{, \eta}\right), \\
\eta_{, x x}=|\mathbf{J}|^{-2}\left(x_{, \eta} x_{, \xi \eta}-x_{, \xi} x_{, \eta \eta}\right)-|\mathbf{J}|^{-3}\left(x_{, \eta}^{2}|\mathbf{J}|_{, \xi}-x_{, \xi} x_{, \eta}|\mathbf{J}|_{, \eta}\right), \\
\eta_{, x y}=|\mathbf{J}|^{-2}\left(y_{, \eta} x_{, \xi \xi}-y_{, \xi} x_{, \xi \eta}\right)-|\mathbf{J}|^{-3}\left(y_{, \xi} y{ }_{, \eta}|\mathbf{J}|_{, \xi}-y_{, \xi}^{2}|\mathbf{J}|_{, \eta}\right), \\
\left.\eta_{, y y}=\left.|\mathbf{J}|_{, \xi}\right|_{, \eta}|\mathbf{J}|_{, \xi}-x_{, \xi} y x_{, \xi}|\mathbf{J}|_{, \eta}\right), \tag{10.12}
\end{gather*}
$$

The outlined mapping transformations are generic which hold good for adopting any kinds of appropriate analytical functions. Thus various domain configurations and mapping techniques can be adopted [113]. The simulation for transformation adopting polynomials is carried out [25-27]. The transformation relations are expressed by

$$
\begin{equation*}
x_{\bar{i}}=N_{\gamma}\left(\xi_{r}\right) \tilde{x}_{\bar{i} \gamma}, \quad \gamma=1,2, \ldots, N_{c} \tag{10.13}
\end{equation*}
$$

where $\tilde{x}_{\bar{i} \gamma}$ are $x_{\bar{i}}$ and their possible partial derivatives with respective to $\xi_{r}$ at nodes used to define the transformations, $N_{\gamma}\left(\xi_{r}\right)$ are the corresponding shape functions and $N_{c}$ is the total degrees of freedom. Using Eq. (10.13), the first order partial derivatives of the physical coordinates with respect to the natural coordinates can be obtained.

$$
\begin{equation*}
x_{\bar{i}, \xi_{\bar{j}}}=N_{\gamma, \xi_{\bar{j}}}\left(\xi_{r}\right) \tilde{x}_{\bar{i} \gamma} \tag{10.14}
\end{equation*}
$$

And the second order partial derivatives of the physical coordinates with respect to the natural coordinates are

$$
\begin{equation*}
x_{\bar{i}, \xi_{j} \xi_{\bar{k}}}=N_{\gamma, \xi_{\bar{j}} \xi_{\bar{k}}}\left(\xi_{r}\right) \tilde{x}_{\bar{i} \gamma} \tag{10.15}
\end{equation*}
$$

The shape functions of serendipity $C^{0}$ triangular elements, serendipity triangular elements with incomplete first order derivatives, serendipity $C^{0}$ quadrilateral elements and serendipity Hermitian quadrilateral elements which are necessary for carrying out the mapping transformation and developing irregular DQEM elements are summarized [114-115].

### 10.1.1 Serendipity $C^{0}$ Triangular Elements

In constructing the mapping transformation, the master triangular element in the natural space may be an arbitrary linear triangle. For convenience, the rectangular unit triangle is adopted. Let the natural coordinates be $L_{1}$ and $L_{2}$. A representative serendipity rectangular unit $C^{0}$ triangular element is shown in Fig. 10.1. Assume that the physical coordinates are $n$th order on side $1-n+1$, lth order on side $n+1-n+l+1$ and $m$ th order on side $n+l+1-1$ in terms of the natural coordinates. The shape functions can be expressed by

$$
\begin{aligned}
N_{i}= & \frac{L_{1}}{2\left(1-L_{2}\right)} \Psi_{n-i+1}^{n}\left(1-L_{2}\right) \Psi_{i-1}^{n}\left(L_{2}\right) \\
& +\frac{L_{2}}{2\left(1-L_{1}\right)} \Psi_{n-i+1}^{n}\left(L_{1}\right) \Psi_{i-1}^{n}\left(1-L_{1}\right), \quad 2 \leq i \leq n,
\end{aligned}
$$

$$
\begin{aligned}
N_{i}= & \frac{L_{2}}{2\left(L_{1}+L_{2}\right)} \Psi_{l+n+1-i}^{l}\left(L_{1}+L_{2}\right) \Psi_{i-n-1}^{l}\left(1-L_{1}-L_{2}\right) \\
& +\frac{1-L_{1}-L_{2}}{2\left(1-L_{2}\right)} \Psi_{l+n+1-i}^{l}\left(L_{2}\right) \Psi_{i-n-1}^{l}\left(1-L_{2}\right), \quad n+2 \leq i \leq n+l
\end{aligned}
$$

$$
N_{i}=\frac{1-L_{1}-L_{2}}{2\left(1-L_{1}\right)} \Psi_{l+m+n+1-i}^{m}\left(1-L_{1}\right) \Psi_{i-l-n-1}^{m}\left(L_{1}\right)
$$

$$
+\frac{L_{1}}{2\left(L_{1}+L_{2}\right)} \Psi_{l+m+n+1-i}^{m}\left(1-L_{1}-L_{2}\right) \Psi_{i-l-n-1}^{m}\left(L_{1}+L_{2}\right)
$$

$$
l+n+2 \leq i \leq l+m+n
$$

$$
N_{1}=\frac{1-L_{1}-L_{2}}{2\left(1-L_{1}\right)} \Psi_{m}^{m}\left(L_{1}\right)+\frac{L_{1}}{2\left(L_{1}+L_{2}\right)} \Psi_{m}^{m}\left(L_{1}+L_{2}\right)
$$

$$
+\frac{L_{1}}{2\left(1-L_{2}\right)} \Psi_{n}^{n}\left(1-L_{2}\right)+\frac{L_{2}}{2\left(1-L_{1}\right)} \Psi_{n}^{n}\left(L_{1}\right)-\frac{L_{1}}{2}
$$

$$
N_{n+1}=\frac{L_{1}}{2\left(1-L_{2}\right)} \Psi_{n}^{n}\left(L_{2}\right)+\frac{L_{2}}{2\left(1-L_{1}\right)} \Psi_{n}^{n}\left(1-L_{1}\right)
$$

$$
+\frac{L_{2}}{2\left(L_{1}+L_{2}\right)} \Psi_{l}^{l}\left(L_{1}+L_{2}\right)+\frac{1-L_{1}-L_{2}}{2\left(1-L_{2}\right)} \Psi_{l}^{l}\left(L_{2}\right)-\frac{L_{2}}{2}
$$

$$
N_{l+n+1}=\frac{L_{2}}{2\left(L_{1}+L_{2}\right)} \Psi_{l}^{l}\left(1-L_{1}-L_{2}\right)+\frac{1-L_{1}-L_{2}}{2\left(1-L_{2}\right)} \Psi_{l}^{l}\left(1-L_{2}\right)
$$

$$
+\frac{1-L_{1}-L_{2}}{2\left(1-L_{1}\right)} \Psi_{m}^{m}\left(1-L_{1}\right)
$$

$$
\begin{equation*}
+\frac{L_{1}}{2\left(L_{1}+L_{2}\right)} \Psi_{m}^{m}\left(1-L_{1}-L_{2}\right)-\frac{1-L_{1}-L_{2}}{2} \tag{10.16}
\end{equation*}
$$



Fig. 10.1. The serendipity rectangular unit $C^{0}$ triangular element
where

$$
\begin{align*}
\Psi_{\bar{p}}^{\bar{n}}(L) & =\prod_{k=1}^{\bar{p}} \frac{\bar{n} L-k+1}{k}, & 1 \leq \bar{p} \leq \bar{n}  \tag{10.17}\\
& =1, & \bar{p}=0
\end{align*}
$$

in which $\bar{n}$ is the order of one side. Assume that the three sides have the same order $n$ and define

$$
\begin{align*}
\lambda_{p}^{n}(L) & =\prod_{k=1}^{p-1} \frac{n L-k}{p-k}, & 2 \leq p \leq n  \tag{10.18}\\
=1, & & p=1
\end{align*}
$$

Then the shape functions can be expressed by

$$
\begin{gathered}
N_{i}=\frac{n^{2} L_{1} L_{2}}{2(i-1)(n-i+1)}\left[\lambda_{n-i+1}^{n}\left(L_{1}\right) \lambda_{i-1}^{n}\left(1-L_{1}\right)\right. \\
\left.+\lambda_{n-i+1}^{n}\left(1-L_{2}\right) \lambda_{i-1}^{n}\left(L_{2}\right)\right], \quad 2 \leq i \leq n, \\
N_{i}=\frac{n^{2} L_{2}\left(1-L_{1}-L_{2}\right)}{2(i-n-1)(2 n-i+1)}\left[\lambda_{2 n-i+1}^{n}\left(L_{2}\right) \lambda_{i-n-1}^{n}\left(1-L_{2}\right)\right. \\
\left.+\lambda_{2 n-i+1}^{n}\left(L_{1}+L_{2}\right) \lambda_{i-n-1}^{n}\left(1-L_{1}-L_{2}\right)\right], \quad n+2 \leq i \leq 2 n, \\
N_{i}=\frac{n^{2} L_{1}\left(1-L_{1}-L_{2}\right)}{2(i-2 n-1)(3 n-i+1)}\left[\lambda_{3 n-i+1}^{n}\left(1-L_{1}-L_{2}\right) \lambda_{i-2 n-1}^{n}\left(L_{1}+L_{2}\right)\right. \\
\left.+\lambda_{3 n-i+1}^{n}\left(1-L_{1}\right) \lambda_{i-2 n-1}^{n}\left(L_{1}\right)\right], \quad 2 n+2 \leq i \leq 3 n, \\
N_{1}=\frac{L_{1}}{2}\left[\lambda_{n}^{n}\left(L_{1}\right)+\lambda_{n}^{n}\left(L_{1}+L_{2}\right)+\lambda_{n}^{n}\left(1-L_{2}\right)-1\right],
\end{gathered}
$$

$$
\begin{gather*}
N_{n+1}=\frac{L_{2}}{2}\left[\lambda_{n}^{n}\left(L_{2}\right)+\lambda_{n}^{n}\left(1-L_{1}\right)+\lambda_{n}^{n}\left(L_{1}+L_{2}\right)-1\right] \\
N_{2 n+1}=\frac{1-L_{1}-L_{2}}{2}\left[\lambda_{n}^{n}\left(1-L_{1}-L_{2}\right)+\lambda_{n}^{n}\left(1-L_{2}\right)+\lambda_{n}^{n}\left(1-L_{1}\right)-1\right] \tag{10.19}
\end{gather*}
$$

### 10.1.2 Serendipity Triangular Element with Incomplete First Order Derivatives

Denote $\zeta$ the natural coordinate along a straight line having $n$ nodes in the $L_{1}-L_{2}$ plane with $\zeta_{1}=0, \zeta_{n}=1$. Then by using the first order onedimensional Hermitian interpolation formula, the physical coordinate variable $x$ can be expressed by

$$
\begin{align*}
x(\zeta)= & f_{i}^{n}(\zeta) x_{i}+g_{i}^{n}(\zeta)\left[\left(L_{1(n)}-L_{1(1)}\right) x_{i, L_{1}}+\left(L_{2(n)}-L_{2(1)}\right) x_{i, L_{2}}\right] \\
& i=1,2, \ldots, n \tag{10.20}
\end{align*}
$$

where $f_{i}^{n}$ represents $H_{i}(\zeta)$ expressed by Eq. (2.77). It can also be written as

$$
\begin{align*}
& f_{i}^{n}=\left[1+\psi_{i}^{n}\left(\zeta-\zeta_{i}\right)\right]\left[\varphi_{i}^{n}(\zeta)\right]^{2}, \quad g_{i}^{n}(\zeta)=\left(\zeta-\zeta_{i}\right)\left[\varphi_{i}^{n}(\zeta)\right]^{2} \\
& \psi_{i}^{n}=-2 \prod_{k=1, k \neq i}^{n} \frac{1}{\zeta_{i}-\zeta_{k}}, \quad \varphi_{i}^{n}(\zeta)=\prod_{k=1, k \neq i}^{n} \frac{\zeta-\zeta_{k}}{\zeta_{i}-\zeta_{k}} \tag{10.21}
\end{align*}
$$

In the above equation $\varphi_{i}^{n}(\zeta)$ represents the $(n-1)$ th order Lagrange interpolation function with respect to $i, \hat{L}_{i}^{n}(\zeta)$ expressed by Eq. (2.70), and $\psi_{i}^{n}$ represents the first order derivative of the Lagrange interpolation function $\hat{L}_{i}^{n}(\zeta)$ with respect to $\zeta$ at $\zeta_{i}$ multiplied by -2 . Equation (10.20) can be used to derive shape functions of serendipity triangular elements with incomplete first order derivatives. Serendipity Hermitian triangular elements with higher order derivatives can also be used for the mapping transformation.

### 10.1.3 Serendipity $C^{0}$ Quadrilateral Elements

In constructing the mapping transformation, the master quadrilateral element in the natural space may be an arbitrary rectangle. For convenience, the unit square is adopted. A representative serendipity unit $C^{0}$ quadrilateral element is shown in Fig. 10.2. Assume that the physical coordinates are $p$ th order on side $1-p+1$, $q$ th order on side $p+1-p+q+1, r$ th order on side $p+q+1-$ $p+q+r+1$ and $s$ th order on side $p+q+r+1-1$ in terms of the natural coordinates. The shape functions can be expressed by

$$
\begin{gathered}
N_{i}=(1-\eta) \varphi_{i}^{p+1}(\xi), \quad 2 \leq i \leq p \\
N_{i}=\xi \varphi_{i-p}^{q+1}(\eta), \quad p+2 \leq i \leq p+q \\
N_{i}=\eta \varphi_{p+q+r+2-i}^{r+1}(\xi), \quad p+q+2 \leq i \leq p+q+r
\end{gathered}
$$



Fig. 10.2. The serendipity unit $C^{0}$ quadrilateral element

$$
\begin{gather*}
N_{i}=(1-\xi) \varphi_{p+q+r+s+2-i}^{s+1}(\eta), \quad p+q+r+2 \leq i \leq p+q+r+s, \\
N_{1}=(1-\eta) \varphi_{1}^{p+1}(\xi)+(1-\xi) \varphi_{1}^{s+1}(\eta)-(1-\xi)(1-\eta) \\
N_{p+1}=(1-\eta) \varphi_{p+1}^{p+1}(\xi)+\xi \varphi_{1}^{q+1}(\eta)-\xi(1-\eta) \\
N_{p+q+1}=\eta \varphi_{r+1}^{r+1}(\xi)+\xi \varphi_{q+1}^{q+1}-\xi \eta \\
N_{p+q+r+1}=\eta \varphi_{1}^{r+1}(\xi)+(1-\xi) \varphi_{s+1}^{s+1}-(1-\xi) \eta \tag{10.22}
\end{gather*}
$$

Assume that the four sides have the same order $p$. Then the shape functions can be expressed by

$$
\begin{gather*}
N_{i}=(1-\eta) \varphi_{i}^{p+1}(\xi), \quad 2 \leq i \leq p, \\
N_{i}=\xi \varphi_{i-p}^{p+1}(\eta), \quad p+2 \leq i \leq 2 p, \\
N_{i}=\eta \varphi_{3 p+2-i}^{p+1}(\xi), \quad 2 p+2 \leq i \leq 3 p, \\
N_{i}=(1-\xi) \varphi_{4 p+2-i}^{p+1}(\eta), \quad 3 p+2 \leq i \leq 4 p, \\
N_{1}=(1-\eta) \varphi_{1}^{p+1}(\xi)+(1-\xi) \varphi_{1}^{p+1}(\eta)-(1-\xi)(1-\eta), \\
N_{p+1}=(1-\eta) \varphi_{p+1}^{p+1}(\xi)+\xi \varphi_{1}^{p+1}(\eta)-\xi(1-\eta), \\
N_{2 p+1}=\eta \varphi_{p+1}^{p+1}(\xi)+\xi \varphi_{p+1}^{p+1}(\eta)-\xi \eta, \\
N_{3 p+1}=\eta \varphi_{1}^{p+1}(\xi)+(1-\xi) \varphi_{p+1}^{p+1}(\eta)-(1-\xi) \eta \tag{10.23}
\end{gather*}
$$

### 10.1.4 Serendipity Hermitian Quadrilateral Elements

Consider that the unit square in the natural space has an $m \times n$ serendipity grid. By using the two-dimensional node identification method, the following relations hold

$$
\begin{equation*}
\hat{D}_{\xi}^{s} \hat{D}_{\eta}^{t} x_{\alpha \beta}=\hat{D}_{\xi}^{s} \hat{D}_{\eta}^{t} \tilde{x}_{\alpha \beta}, \quad 0 \leq s \leq m-1,0 \leq t \leq n-1 \tag{10.24}
\end{equation*}
$$

where the following relation is used

$$
\begin{equation*}
\hat{D}_{\xi}^{s} \hat{D}_{\eta}^{t} x_{\alpha \beta}=\left.\frac{\partial^{(s+t)} x(\xi, \eta)}{\partial \xi^{s} \partial \eta^{t}}\right|_{\alpha \beta} \tag{10.25}
\end{equation*}
$$

The physical coordinate $x$ can be expressed by

$$
\begin{equation*}
x(\xi, \eta)=x_{\xi}+x_{\eta}-\bar{x} \tag{10.26}
\end{equation*}
$$

Let $a(0,0), b(1,0), c(1,1)$ and $d(0,1)$ be the four corner nodes. Then

$$
\begin{align*}
x_{\xi}=\sum_{\alpha=1}^{m} & {\left[\sum_{s=0}^{m-1} H_{\alpha}^{m-1, s}(m, \xi) \hat{D}_{\xi}^{s}\right.} \\
& \left.\times \sum_{t=0}^{n-1}\left(\left.H_{1}^{n-1, t}(2, \eta) \hat{D}_{\eta}^{t} x_{\alpha}\right|_{a b}+\left.H_{2}^{n-1, t}(2, \eta) \hat{D}_{\eta}^{t} x_{\alpha}\right|_{d c}\right)\right]  \tag{10.27}\\
x_{\eta}=\sum_{\beta=1}^{n}[ & {\left[\sum_{t=0}^{n-1} H_{\beta}^{n-1, t}(n, \eta) \hat{D}_{\eta}^{t}\right.} \\
& \left.\times \sum_{s=0}^{m-1}\left(\left.H_{1}^{m-1, s}(2, \xi) \hat{D}_{\xi}^{s} x_{\beta}\right|_{a d}+\left.H_{2}^{m-1, s}(2, \xi) \hat{D}_{\xi}^{s} x_{\beta}\right|_{b c}\right)\right] \tag{10.28}
\end{align*}
$$

and

$$
\begin{align*}
\bar{x}=\sum_{s=0}^{m-1} \sum_{t=0}^{n-1}[ & H_{1}^{m-1, s}(2, \xi) H_{1}^{n-1, t}(2, \eta) \hat{D}_{\xi}^{s} \hat{D}_{\eta}^{t} x_{a} \\
& +H_{2}^{m-1, s}(2, \xi) H_{1}^{n-1}(2, \eta) \hat{D}_{\xi}^{s} \hat{D}_{\eta}^{t} x_{b} \\
& +H_{2}^{m-1}(2, \xi) H_{2}^{n-1}(2, \eta) \hat{D}_{\xi}^{s} \hat{D}_{\eta}^{t} x_{c} \\
& \left.+H_{1}^{m-1}(2, \xi) H_{2}^{n-1}(2, \eta) \hat{D}_{\xi}^{s} \hat{D}_{\eta}^{t} x_{d}\right] \tag{10.29}
\end{align*}
$$

where $H_{\alpha}^{m-1, s}$ and $H_{\beta}^{n-1, t}$ are Hermitian polynomials expressed by Eq. (2.77).

### 10.1.5 $C^{n *}$ Elements

The $C^{n *}$ elements are also effective for defining the mapping transformation [116]. For illustration, consider the four-node twelve-DOF quadrilateral $C^{1 *}$ element. Each of the four nodes has three DOF representing $x_{i}, \frac{\partial x_{i}}{\partial \xi}$ and $\frac{\partial y_{i}}{\partial \eta}$. Considering that the natural coordinates of the four element nodes 1 , 2,3 and 4 are $\left(\xi_{1}, \eta_{1}\right)=(-1,-1),\left(\xi_{2}, \eta_{2}\right)=(1,-1),\left(\xi_{3}, \eta_{3}\right)=(1,1)$, and $\left(\xi_{4}, \eta_{4}\right)=(-1,1)$, respectively, the twelve shape functions are expressed by

$$
\begin{gathered}
N_{1}=\frac{1}{4}\left[1-\left(3 \xi / 2-\xi^{3} / 2\right)-\left(3 \eta / 2-\eta^{3} / 2\right)+\left(2 \xi \eta-\xi^{3} \eta / 2-\xi \eta^{3} / 2\right)\right] \\
N_{2}=\frac{1}{8}\left[1-\left(\xi+\xi^{2}-\xi^{3}\right)-\eta+\left(\xi \eta+\xi^{2} \eta-\xi^{3} \eta\right)\right] \\
N_{3}=\frac{1}{8}\left[1-\xi+\left(-\eta-\eta^{2}+\eta^{3}\right)+\left(\xi \eta+\xi \eta^{2}-\xi \eta^{3}\right)\right] \\
N_{4}=\frac{1}{4}\left[1+\left(3 \xi / 2-\xi^{3} / 2\right)-\left(3 \eta / 2-\eta^{3} / 2\right)-\left(2 \xi \eta-\xi^{3} \eta / 2-\xi \eta^{3} / 2\right)\right] \\
N_{5}=\frac{1}{8}\left[-1-\left(\xi-\xi^{2}-\xi^{3}\right)+\eta+\left(\xi \eta-\xi^{2} \eta-\xi^{3} \eta\right)\right] \\
N_{7}=\frac{1}{8}\left[1+\xi-\left(\eta+\eta^{2}-\eta^{3}\right)-\left(\xi \eta+\xi \eta^{2}-\xi \eta^{3}\right)\right] \\
N_{8}=\frac{1}{8}\left[-1-\left(3 \xi / 2-\xi^{3} / 2\right)+\left(3 \eta / 2-\eta^{3} / 2\right)+\left(2 \xi \eta-\xi^{3} \eta / 2-\xi \eta^{3} / 2\right)\right] \\
N_{9}=\frac{1}{8}\left[-1-\xi\left(\eta-\xi^{3}\right)-\eta-\left(\xi \eta-\xi^{2} \eta-\xi^{3} \eta\right)\right] \\
N_{10}=\frac{1}{4}\left[1-\left(\xi \eta-\xi \eta^{2}-\xi \eta^{3}\right)\right] \\
N_{11}=\frac{1}{8}\left[1-\left(\xi+\xi^{2}-\xi^{3}\right)+\eta-\left(\xi \eta+\xi^{2} \eta-\xi^{3} \eta\right)\right] \\
N_{12}=\frac{1}{8}\left[-1+\xi-\left(\eta-\eta^{2}-\eta^{3}\right)+\left(\xi \eta-\xi \eta^{2}-\xi \eta^{3}\right)\right]
\end{gathered}
$$

### 10.2 Mesh and Element Grids

Both of $h$ and $p$ DQEM procedures can be used to solve a problem and get converged results. Since the $p$ version is more efficient than the $h$ version, in the real engineering or scientific application the concept of adaptive discretization can be adopted and the number of elements used to model the analysis domain must be as small as possible $[20,25,117]$. Various techniques
can be used to generate the mesh and element grids. The mapping technique is used. The grid of an element can be flexible. Consider the quadrilateral element and let $\xi$ and $\eta$ denote the nondimensional one unit natural coordinates corresponding to the physical coordinates $x$ and $y$, respectively. Also consider the Lagrange family grid and let $N_{\xi}$ and $N_{\eta}$ denote the numbers of levels in $\xi$ and $\eta$ directions, respectively, in the master element of a physical element. For solving a problem having irregular analysis domain boundary which has a curved line or a straight line not parallel to $x$ and $y$ axes, by designing the mesh in such a way that interior elements are rectangles with the element grid lines parallel to $x$ or $y$ axes the assembled overall algebraic system will have more zero elements in the coefficient matrix. It can reduce the computer memory and CPU time required for solving the problem. Figure 10.3 shows an efficient mesh. Mapping is also not necessary for triangular elements having three linear sides. For the solution of field problems, the concept of generating efficient mesh can be similarly used to design efficient element grid of an irregular element with the inclined or curved element side attached to the analysis domain boundary. Figure 10.4 shows an efficient element grid model of an irregular element. The form of the assembled overall coefficient matrix, when assemble a discrete governing equation at an interior node, the number of data filled in is $N_{\xi}+N_{\eta^{-}}-1$ for the efficient element grid model as compared to $N_{\xi} \times N_{\eta}$ for a fully irregular element grid model. When assemble a discrete natural boundary condition if the natural boundary is a straight line parallel to one of the coordinate axes, the adoption of efficient element grid model can also reduce the number of data filled in. Considering a boundary node at the intersection of a natural boundary line parallel to the $y$ axis and an interior grid line parallel to the $x$ axis, the number of data


Fig. 10.3. The efficient mesh


Fig. 10.4. Efficient element grid model
filled in is $N_{\xi}$ for the efficient element grid model as compared to $N_{\xi}+N_{\eta}-1$ for a fully irregular element grid model. When assembling the discrete natural boundary condition at a node on an inclined or curved natural boundary line the number of data filled in is also $N_{\xi}+N_{\eta}-1$. When assembling the discrete natural transition condition the number of data filled in can also be reduced if the efficient mesh and efficient element grid model are used. It should be mentioned that the design of efficient element grid model for an element with inclined and/or curved sides attached to the analysis domain boundary might result in an extremely nonuniform distribution of element nodes. The DQEM analysis using elements having extremely nonuniform distributions of element nodes also have excellent numerical performance [27].

For two adjacent elements having different numbers of nodes on the interelement boundary, the number of kinematic transition conditions must be larger than the number of natural transition conditions. Let $n_{d}$ denote the difference between the two node numbers which equals the difference between the two numbers of transition conditions. To set up the kinematic transition conditions, the nodes on the inter-element boundary must be arranged in such a way that only $n_{d}$ nodes in one element are not coincident with the nodes in the other element. The $n_{d}$ extra nodes are used to define $n_{d}$ extra kinematic transition conditions. In defining the $n_{d}$ extra kinematic conditions, the interpolation technique must be used. In addition, the transition conditions can be easily set up by designing the grids of the two adjacent elements in such a way that both elements have the same numbers of nodes on the inter-element boundary no matter what the orders of approximations and grid configurations are. The concept of efficient element grid can be similarly used to design the grids of two adjacent elements which have this type of connection.

### 10.3 Outward Unit Normal Vector on Element Boundary

The direction cosines of the outward unit normal vector at a discrete point on the element boundary is necessary for defining the discrete natural transition conditions or natural boundary conditions at the discrete point.

### 10.3.1 Mapping for Calculating the Direction Cosines

The mapping technique can be used to calculate the direction cosines of the outward unit normal vector on the element boundary [25-27].

For illustration, consider the mapping of the bilinear element shown in Fig. 10.5. The four shape functions which define the mapping are expressed


Fig. 10.5. Mapping of the bilinear element
as

$$
\begin{align*}
\Psi_{1} & =\frac{1}{4}(1-\xi)(1-\eta), & \Psi_{2} & =\frac{1}{4}(1+\xi)(1-\eta), \\
\Psi_{3} & =\frac{1}{4}(1+\xi)(1+\eta), & \Psi_{4} & =\frac{1}{4}(1-\xi)(1+\eta) \tag{10.30}
\end{align*}
$$

Referring to Fig. 10.6, the position vector of a point on side $\eta=-1$ is

$$
\begin{align*}
\mathbf{R}(\xi) & =x \mathbf{i}+y \mathbf{j} \\
& =\frac{1}{2}\left[(1-\xi) x_{1}+(1+\xi) x_{2}\right] \mathbf{i}+\frac{1}{2}\left[(1-\xi) y_{1}+(1+\xi) y_{2}\right] \mathbf{j} \tag{10.31}
\end{align*}
$$

Then the unit tangent vector $\mathbf{t}$ can be expressed by

$$
\begin{equation*}
\mathbf{t}=\frac{\frac{d \mathbf{R}(\xi)}{d \xi}}{\left|\frac{d \mathbf{R}(\xi)}{d \xi}\right|}=\frac{\left(x_{2}-x_{1}\right) \mathbf{i}+\left(y_{2}-y_{1}\right) \mathbf{j}}{\left[\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}\right]^{\frac{1}{2}}}=\bar{\alpha} \mathbf{i}+\bar{\beta} \mathbf{j} \tag{10.32}
\end{equation*}
$$

Hence, the direction cosines of $\mathbf{t}$ are


Fig. 10.6. A bilinear element

$$
\begin{equation*}
\bar{\alpha}=\frac{x_{2}-x_{1}}{\left[\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}\right]^{\frac{1}{2}}}, \quad \bar{\beta}=\frac{y_{2}-y_{1}}{\left[\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}\right]^{\frac{1}{2}}} \tag{10.33}
\end{equation*}
$$

And the direction cosines of the outward unit normal vector $\mathbf{n}=l \mathbf{i}+m \mathbf{j}$ can be obtained

$$
\begin{equation*}
l=\bar{\alpha} \cos \frac{\pi}{2}+\bar{\beta} \sin \frac{\pi}{2}=\bar{\beta}, \quad m=-\bar{\alpha} \sin \frac{\pi}{2}+\bar{\beta} \cos \frac{\pi}{2}=-\bar{\alpha} \tag{10.34}
\end{equation*}
$$

For side $\xi=1$, the direction cosines of the unit tangent vector are found to be

$$
\begin{equation*}
\bar{\alpha}=\frac{x_{3}-x_{2}}{\left[\left(x_{3}-x_{2}\right)^{2}+\left(y_{3}-y_{2}\right)^{2}\right]^{\frac{1}{2}}}, \quad \bar{\beta}=\frac{y_{3}-y_{2}}{\left[\left(x_{3}-x_{2}\right)^{2}+\left(y_{3}-y_{2}\right)^{2}\right]^{\frac{1}{2}}} \tag{10.35}
\end{equation*}
$$

And the direction cosines of the outward unit normal vector are

$$
\begin{equation*}
l=\bar{\beta}, \quad m=-\bar{\alpha} \tag{10.36}
\end{equation*}
$$

For side $\eta=1$, the direction cosines of the unit tangent vector are found to be

$$
\begin{equation*}
\bar{\alpha}=\frac{x_{3}-x_{4}}{\left[\left(x_{3}-x_{4}\right)^{2}+\left(y_{3}-y_{4}\right)^{2}\right]^{\frac{1}{2}}}, \quad \bar{\beta}=\frac{y_{3}-y_{4}}{\left[\left(x_{3}-x_{4}\right)^{2}+\left(y_{3}-y_{4}\right)^{2}\right]^{\frac{1}{2}}} \tag{10.37}
\end{equation*}
$$

And the direction cosines of the outward unit normal vector are

$$
\begin{equation*}
l=-\bar{\beta}, \quad m=\bar{\alpha} \tag{10.38}
\end{equation*}
$$

For side $\xi=-1$, the direction cosines of the unit tangent vector are found to be

$$
\begin{equation*}
\bar{\alpha}=\frac{x_{4}-x_{1}}{\left[\left(x_{4}-x_{1}\right)^{2}+\left(y_{4}-y_{1}\right)^{2}\right]^{\frac{1}{2}}}, \quad \bar{\beta}=\frac{y_{4}-y_{1}}{\left[\left(x_{4}-x_{1}\right)^{2}+\left(y_{4}-y_{1}\right)^{2}\right]^{\frac{1}{2}}} \tag{10.39}
\end{equation*}
$$




Fig. 10.7. Mapping of the quadratic serendipity element

And the direction cosines of the outward unit normal vector are

$$
\begin{equation*}
l=-\bar{\beta}, \quad m=\bar{\alpha} \tag{10.40}
\end{equation*}
$$

Also considering the mapping of the quadratic serendipity element shown in Fig. 10.7. The eight shape functions which define the mapping are expressed as

$$
\begin{align*}
& \Psi_{1}=-\frac{1}{4}(1-\xi)(1-\eta)(1+\xi+\eta), \quad \Psi_{2}=\frac{1}{4}(1+\xi)(1-\eta)(-1+\xi-\eta) \\
& \Psi_{3}=\frac{1}{4}(1+\xi)(1+\eta)(-1+\xi+\eta), \quad \Psi_{4}=\frac{1}{4}(1-\xi)(1+\eta)(-1-\xi+\eta) \\
& \Psi_{5}=\frac{1}{2}\left(1-\xi^{2}\right)(1-\eta), \quad \Psi_{6}=\frac{1}{2}(1+\xi)\left(1-\eta^{2}\right) \\
& \Psi_{7}=\frac{1}{2}\left(1-\xi^{2}\right)(1+\eta), \quad \Psi_{8}=\frac{1}{2}(1-\xi)\left(1-\eta^{2}\right) \tag{10.41}
\end{align*}
$$

Referring to Fig. 10.8, the position vector of a point on side $\eta=-1$ is

$$
\begin{align*}
\mathbf{R}(\xi)=x \mathbf{i}+y \mathbf{j} & =\left[\frac{1}{2}\left(\xi^{2}-\xi\right) x_{1}+\frac{1}{2}\left(\xi^{2}+\xi\right) x_{2}+\left(1-\xi^{2}\right) x_{5}\right] \mathbf{i} \\
& +\left[\frac{1}{2}\left(\xi^{2}-\xi\right) y_{1}+\frac{1}{2}\left(\xi^{2}+\xi\right) y_{2}+\left(1-\xi^{2}\right) y_{5}\right] \mathbf{j} \tag{10.42}
\end{align*}
$$

Then the unit tangent vector $\mathbf{t}$ can be expressed by

$$
\begin{equation*}
\mathbf{t}=\frac{\frac{d \mathbf{R}(\xi)}{d \xi}}{\left|\frac{d \mathbf{R}(\xi)}{d \xi}\right|}=\frac{A \mathbf{i}+B \mathbf{j}}{\left(A^{2}+B^{2}\right)^{\frac{1}{2}}} \tag{10.43}
\end{equation*}
$$

where

$$
\begin{align*}
A & =\frac{1}{2}(2 \xi-1) x_{1}+\frac{1}{2}(2 \xi+1) x_{2}-2 \xi x_{5}, \\
B & =\frac{1}{2}(2 \xi-1) y_{1}+\frac{1}{2}(2 \xi+1) y_{2}-2 \xi y_{5} \tag{10.44}
\end{align*}
$$



Fig. 10.8. A quadratic serendipity element

Hence, the direction cosines of $\mathbf{t}$ are

$$
\begin{equation*}
\bar{\alpha}=\frac{A}{\left(A^{2}+B^{2}\right)^{\frac{1}{2}}}, \quad \bar{\beta}=\frac{B}{\left(A^{2}+B^{2}\right)^{\frac{1}{2}}} \tag{10.45}
\end{equation*}
$$

Then the direction cosines of the outward unit normal vector can be obtained by using $\bar{\alpha}$ and $\bar{\beta}$ in Eq. (10.25). For side $\xi=1, A$ and $B$ for defining the direction cosines of the unit tangent vector, expressed by Eqs. (10.36), are found to be

$$
\begin{align*}
A & =\frac{1}{2}(2 \eta-1) x_{2}+\frac{1}{2}(2 \eta+1) x_{3}-2 \eta x_{6}, \\
B & =\frac{1}{2}(2 \eta-1) y_{2}+\frac{1}{2}(2 \eta+1) y_{3}-2 \eta y_{6} \tag{10.46}
\end{align*}
$$

Then the direction cosines of the outward unit normal vector can be obtained by using $\bar{\alpha}$ and $\bar{\beta}$ in Eq. (10.25). For side $\eta=1, A$ and $B$ for defining the direction cosines of the unit tangent vector, expressed by Eqs. (10.37), are found to be

$$
\begin{align*}
A & =\frac{1}{2}(2 \xi-1) x_{4}+\frac{1}{2}(2 \xi+1) x_{3}-2 \xi x_{7} \\
B & =\frac{1}{2}(2 \xi-1) y_{4}+\frac{1}{2}(2 \xi+1) y_{3}-2 \xi y_{7} \tag{10.47}
\end{align*}
$$

Then the direction cosines of the outward unit normal vector can be obtained by using $\bar{\alpha}$ and $\bar{\beta}$ in Eq. (10.25). For side $\xi=-1, A$ and $B$ for defining the direction cosines of the unit tangent vector, expressed by Eqs. (10.36), are found to be

$$
\begin{align*}
A & =\frac{1}{2}(2 \eta-1) x_{1}+\frac{1}{2}(2 \eta+1) x_{4}-2 \eta x_{8}, \\
B & =\frac{1}{2}(2 \eta-1) y_{1}+\frac{1}{2}(2 \eta+1) y_{4}-2 \eta y_{8} \tag{10.48}
\end{align*}
$$

And the direction cosines of the outward unit normal vector can be obtained by using $\bar{\alpha}$ and $\bar{\beta}$ in Eq. (10.25).

### 10.3.2 Secant Relation for Calculating the Direction Cosines

The unit tangent vector at a discrete point on the element boundary is constructed by the secant approximation which uses two or three consecutive discrete points on the element boundary. Then the direction cosines of the corresponding outward unit normal vector can be obtained by using the transformation law for first-order Cartesian tensors. Consider three counterclockwise consecutive nodes $i, j$, and $k$, viewed at a point inside the element, on one side of an element. Then the unit tangent vector $\mathbf{t}_{j}$ can be approximated by

$$
\begin{equation*}
\mathbf{t}_{j}=\frac{\left(x_{k}-x_{i}\right) \mathbf{i}+\left(y_{k}-y_{i}\right) \mathbf{j}}{\left[\left(x_{k}-x_{i}\right)^{2}+\left(y_{k}-y_{i}\right)^{2}\right]^{\frac{1}{2}}}=\bar{\alpha} \mathbf{i}+\bar{\beta} \mathbf{j} \tag{10.49}
\end{equation*}
$$

If $i$ is the starting point of the element side, the unit tangent vector $\mathbf{t}_{i}$ can be expressed by

$$
\begin{equation*}
\mathbf{t}_{i}=\frac{\left(x_{j}-x_{i}\right) \mathbf{i}+\left(y_{j}-y_{i}\right) \mathbf{j}}{\left[\left(x_{j}-x_{i}\right)^{2}+\left(y_{j}-y_{i}\right)^{2}\right]^{\frac{1}{2}}}=\bar{\alpha} \mathbf{i}+\bar{\beta} \mathbf{j} \tag{10.50}
\end{equation*}
$$

And if $k$ is the end point of the element side, the unit tangent vector $\mathbf{t}_{k}$ can be expressed by

$$
\begin{equation*}
\mathbf{t}_{k}=\frac{\left(x_{k}-x_{j}\right) \mathbf{i}+\left(y_{k}-y_{j}\right) \mathbf{j}}{\left[\left(x_{k}-x_{j}\right)^{2}+\left(y_{k}-y_{j}\right)^{2}\right]^{\frac{1}{2}}}=\bar{\alpha} \mathbf{i}+\bar{\beta} \mathbf{j} \tag{10.51}
\end{equation*}
$$

Using $\bar{\alpha}$ and $\bar{\beta}$, the direction cosines of the outward unit normal vector $\mathbf{n}=$ $l \mathbf{i}+m \mathbf{j}$ can be obtained

$$
\begin{equation*}
l=\bar{\alpha} \cos \frac{\pi}{2}+\bar{\beta} \sin \frac{\pi}{2}=\bar{\beta}, \quad m=-\bar{\alpha} \sin \frac{\pi}{2}+\bar{\beta} \cos \frac{\pi}{2}=-\bar{\alpha} \tag{10.52}
\end{equation*}
$$

## 11

## DQEM Analysis of Two-Dimensional Steady-State Field Problems

Potential flows, heat conductions, electrostatic fields, and stress function and warping function formulations of the torsion of solid shafts,..., are field problems. In this chapter, numerical formulation of the DQEM analysis of twodimensional steady-state field problems is carried out. The quadrilateral and triangular element models are introduced. The assemblage of all discrete equations into the overall algebraic system is discussed. The DQEM is used to the analysis of various field problems. Both Lagrange DQ model and Chebyshev DQ model adopted for sample DQEM analyses.

### 11.1 Fundamental Relations

The governing mathematical model of steady-state field problems is a boundary value problem of partial differential equation [118-120]. For the twodimensional nonuniform problems with orthotropic media, the governing quasiharmonic equation is expressed as

$$
\begin{equation*}
\left(\tilde{k}_{x} \phi_{, x}\right)_{, x}+\left(\tilde{k}_{y} \phi_{, y}\right)_{, y}+\tilde{Q}=0 \tag{11.1}
\end{equation*}
$$

where $\phi$ is the field variable, $\tilde{k}_{x}=\delta k_{x}, \tilde{k}_{y}=\delta k_{y}, \tilde{Q}=\delta Q$ are functions of the coordinate variables $x$ and $y$ with $\delta$ the thickness of medium and variable in the 2-D space. For the 2-D steady-state heat transfer problem, $\phi$ represents the temperature, $k_{x}$ and $k_{y}$ represent thermal conductivities and $Q$ represents the heat generation rate per unit volume.

There are three possible boundary conditions: Dirichlet, Neumann and Cauchy boundary conditions for the domain $A$. Let $S_{D}, S_{N}$ and $S_{C}$ denote the Dirichlet, Neumann and Cauchy boundaries, respectively. The three boundary conditions are expressed as:

$$
\begin{equation*}
\phi=\bar{\phi}, \quad \text { on } \quad S_{D} \tag{11.2}
\end{equation*}
$$

$$
\begin{gather*}
k_{x} l \phi_{,_{x}}+k_{y} m \phi_{, y}=\bar{q}, \quad \text { on } \quad S_{N}  \tag{11.3}\\
k_{x} l \phi_{, x}+k_{y} m \phi_{, y}=c_{h}\left(\phi_{0}-\phi\right),  \tag{11.4}\\
\text { on } \quad S_{C}
\end{gather*}
$$

In the above three equations, $\bar{\phi}, \bar{q}$ and $\phi_{0}$ are prescribed field variable, field flux and ambient field variable, respectively, $l$ and $m$ are direction cosines of the outward unit normal vector on the natural boundary, and $c_{h}$ is a coefficient. Dirichlet boundary condition is a kinematic boundary condition, while Neumann and Cauchy boundary conditions are natural boundary conditions. For the 2-D steady-state heat transfer problem, $\bar{\phi}, \bar{q}, \phi_{0}$ and $c_{h}$ are prescribed temperature, boundary heat flux into the domain, ambient temperature and convective heat transfer coefficient, respectively.

Solution of the boundary value problem of the governing equation provides the following defined two components of the internal field flux

$$
\begin{equation*}
q_{x}=-k_{x} \phi_{, x}, \quad q_{y}=-k_{y} \phi_{, y} \tag{11.5}
\end{equation*}
$$

For the 2-D steady-state heat transfer problem, $q_{x}$ and $q_{y}$ are the two components of internal heat flux.

### 11.2 DQEM Formulation

Consider that the number of natural coordinates used to define the element $e$ is two. By using Eqs. (10.2) and (10.3) to transform $\phi_{, x}^{e}, \phi_{, y}^{e}, \phi_{, x x}^{e}, \phi_{, y y}^{e}$, $\tilde{k}_{x, x}^{e}$ and $\tilde{k}_{y, y}^{e}$ then substituting them into Eq. (11.1) leads to the following governing equation:

$$
\begin{align*}
& F_{1}^{e}(\xi, \eta) \phi_{, \xi \xi}^{e}+F_{2}^{e}(\xi, \eta) \phi_{, \xi \eta}^{e}+F_{3}^{e}(\xi, \eta) \phi_{, \eta \eta}^{e}+F_{4}^{e}(\xi, \eta) \phi_{, \xi}^{e}+F_{5}^{e}(\xi, \eta) \phi_{, \eta}^{e} \\
+ & \tilde{q}^{e}=0 \tag{11.6}
\end{align*}
$$

where

$$
\begin{align*}
& F_{1}^{e}(\xi, \eta)=\tilde{k}_{x}^{e} \xi_{, x}^{2}+\tilde{k}_{y}^{e} \xi_{, y}^{2}, \quad F_{2}^{e}(\xi, \eta)=2\left(\tilde{k}_{x}^{e} \xi_{, x} \eta_{, x}+\tilde{k}_{y}^{e} \xi_{, y} \eta_{, y}\right) \\
& F_{3}^{e}(\xi, \eta)=\tilde{k}_{x}^{e} \eta_{, x}^{2}+\tilde{k}_{y}^{e} \eta_{, y}^{2} \\
& F_{4}^{e}(\xi, \eta)=\tilde{k}_{x}^{e} \xi_{, x x}+\tilde{k}_{y}^{e} \xi_{, y y}+\tilde{k}_{x, \xi}^{e} \xi_{, x}^{2}+\tilde{k}_{x, \eta}^{e} \xi_{, x} \eta_{, x}+\tilde{k}_{y, \xi}^{e} \xi_{, y}^{2}+\tilde{k}_{y, \eta}^{e} \xi_{, y} \eta_{, y}, \\
& F_{5}^{e}(\xi, \eta)=\tilde{k}_{x}^{e} \eta_{, x x}+\tilde{k}_{y}^{e} \eta_{, y y}+\tilde{k}_{x, \xi}^{e} \xi_{, x} \eta_{, x}+\tilde{k}_{x, \eta}^{e} \eta_{, x}^{2}+\tilde{k}_{y, \xi}^{e} \xi_{, y} \eta_{, y}+\tilde{k}_{y, \eta}^{e} \eta_{, y}^{2} \tag{11.7}
\end{align*}
$$

Let $n$ denote the element having at least one edge on the Neumann boundary, and $c$ denote the element having at least one edge on the Cauchy boundary. The use of Eq. (10.2) in Eqs. (11.3) and (11.4) leads to the following two transformed equations

$$
\begin{equation*}
\left(k_{x}^{n} l^{n} \xi_{, x}+k_{y}^{n} m^{n} \xi_{, y}\right) \phi_{, \xi}^{n}+\left(k_{x}^{n} l^{n} \eta_{, x}+k_{y}^{n} m^{n} \eta_{, y}\right) \phi_{, \eta}^{n}=\bar{q}^{n} \tag{11.8}
\end{equation*}
$$

$$
\begin{equation*}
\left(k_{x}^{c} l^{c} \xi_{, x}+k_{y}^{c} m^{c} \xi_{, y}\right) \phi_{, \xi}^{c}+\left(k_{x}^{c} l^{c} \eta_{, x}+k_{y}^{c} m^{c} \eta_{, y}\right) \phi_{, \eta}^{c}+c_{h}^{c} \phi^{c}=c_{h}^{c} \bar{\phi}_{0}^{c} \tag{11.9}
\end{equation*}
$$

Equation (11.5) can also be transformed by using Eq. (10.2)

$$
\begin{equation*}
q_{x}^{e}=-k_{x}^{e}\left(\xi_{, x} \phi_{, \xi}^{e}+\eta_{, x} \phi_{, \eta}^{e}\right), \quad q_{y}^{e}=-k_{y}^{e}\left(\xi_{, y} \phi_{, \xi}^{e}+\eta_{, y} \phi_{, \eta}^{e}\right) \tag{11.10}
\end{equation*}
$$

The kinematic transition condition on the inter-element boundary $\partial \Omega_{D}^{r, s}$ of two adjacent elements $r$ and $s$ is the continuity of the field variable $\phi$ which is expressed as

$$
\begin{equation*}
\phi^{r}=\phi^{s} \tag{11.11}
\end{equation*}
$$

or the assumption of field variable $\phi$ which is expressed as

$$
\begin{equation*}
\phi^{r}=\phi^{s}=\bar{\phi}^{r, s} \tag{11.12}
\end{equation*}
$$

where $\bar{\phi}^{r, s}$ is the prescribed field variable. By using Eq. (11.8), the natural transition condition involving the field flux into the domain on the interelement boundary $\partial \Omega_{N}^{r, s}$ can be written as

$$
\begin{align*}
& \left(k_{x}^{r} l^{r} \xi_{, x}^{r}+k_{y}^{r} m^{r} \xi_{, y}^{r}\right) \phi_{, \xi}^{r}+\left(k_{x}^{r} l^{r} \eta_{, x}^{r}+k_{y}^{r} m^{r} \eta_{, y}^{r}\right) \phi_{, \eta}^{r} \\
+ & \left(k_{x}^{s} l^{s} \xi_{, x}^{s}+k_{y}^{s} m^{s} \xi_{, y}^{s}\right) \phi_{, \xi}^{s}+\left(k_{x}^{s} l^{s} \eta_{, x}^{s}+k_{y}^{s} m^{s} \eta_{, y}^{s}\right) \phi_{, \eta}^{s}=\tilde{q}^{r, s} \tag{11.13}
\end{align*}
$$

where $\tilde{q}^{r, s}$ is the field flux into the domain. By using Eq. (11.9), another natural transition condition on the inter-element boundary $\partial \Omega_{C}^{r, s}$ can also be defined

$$
\begin{align*}
& \left(k_{x}^{r} l^{r} \xi_{, x}^{r}+k_{y}^{r} m^{r} \xi_{, y}^{r}\right) \phi_{, \xi}^{r}+\left(k_{x}^{r} l^{r} \eta_{, x}^{r}+k_{y}^{r} m^{r} \eta_{, y}^{r}\right) \phi_{, \eta}^{r} \\
+ & \left(k_{x}^{s} l^{s} \xi_{, x}^{s}+k_{y}^{s} m^{s} \xi_{, y}^{s}\right) \phi_{, \xi}^{s}+\left(k_{x}^{s} l^{s} \eta_{, x}^{s}+k_{y}^{s} m^{s} \eta_{, y}^{s}\right) \phi_{, \eta}^{s} \\
+ & c_{h}^{r, s} \phi^{r, s}=c_{h}^{r, s} \tilde{\phi}_{0}^{r, s} \tag{11.14}
\end{align*}
$$

where $\tilde{\phi}_{0}^{r, s}$ is a prescribed field variable.

### 11.2.1 Quadrilateral Element

Using the DQ which uses the field variables at the element nodes to define the DQ discretization in Eq. (11.6) at node $(\alpha, \beta)$ leads to the following equation

$$
\begin{align*}
& F_{1}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\alpha m}^{e \xi^{2}} \phi_{m \beta}^{e}+F_{2}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\beta n}^{e \eta} D_{\alpha m}^{e \xi} \phi_{m n}^{e}+F_{3}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\beta n}^{e \eta^{2}} \phi_{\alpha n}^{e} \\
+ & F_{4}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\alpha m}^{e \xi} \phi_{m \beta}^{e}+F_{5}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\beta n}^{e \eta} \phi_{\alpha n}^{e}+\tilde{Q}_{\alpha \beta}^{e}=0 \tag{11.15}
\end{align*}
$$

where $D_{\alpha m}^{e \xi^{2}}$ and $D_{\beta n}^{e \eta^{2}}$ are weighting coefficients for the second order derivatives in $\xi$ and $\eta$ directions, respectively, and $D_{\alpha m}^{e \xi}$ and $D_{\beta n}^{e \eta}$ are corresponding weighting coefficients for the first order derivatives. The components of the internal field flux at nodes in an element $e$ can also be expressed by using the DQ and Eq. (11.10)

$$
\begin{align*}
q_{x, \alpha \beta}^{e} & =-k_{x(\alpha)(\beta)}^{e} \xi_{(\alpha)(\beta), x}^{e} D_{\alpha m}^{e \xi} \phi_{m \beta}^{e}-k_{x(\alpha)(\beta)}^{e} \eta_{(\alpha)(\beta), x}^{e} D_{\beta n}^{e \eta} \phi_{\alpha n}^{e} \\
q_{y, \alpha \beta}^{e} & =-k_{y(\alpha)(\beta)}^{e} \xi_{(\alpha)(\beta), y}^{e} D_{\alpha m}^{e \xi} \phi_{m \beta}^{e}-k_{y(\alpha)(\beta)}^{e} \eta_{(\alpha)(\beta), y}^{e} D_{\beta n}^{e \eta} \phi_{\alpha n}^{e} \tag{11.16}
\end{align*}
$$

Consider the inter-element boundary which is the $\xi=1$ side of element $r$ and the $\xi=0$ side of element $s$. Using Eq. (11.11), the discrete continuity conditions of field variable are expressed by

$$
\begin{equation*}
\phi_{N_{\xi}^{r} \beta}^{r}=\phi_{1 \beta}^{s}, \quad \beta=1,2, \ldots, N_{\eta}^{r} \tag{11.17}
\end{equation*}
$$

and the condition of prescribed field variable at a node on the inter-element boundary is

$$
\begin{equation*}
\phi_{N_{\xi}^{r} \beta}^{r}=\phi_{1 \beta}^{s}=\bar{\phi}_{\beta}^{r, s} \tag{11.18}
\end{equation*}
$$

Using the DQ in Eq. (11.13), the related natural transition condition at a node on the inter-element boundary can be obtained

$$
\begin{align*}
& \left(k_{x N_{\xi}^{r}(\beta)}^{r} l_{N_{\xi}^{r}(\beta)}^{r} \xi_{N_{\xi}^{r}(\beta), x}^{r}+k_{y N_{\xi}^{r}(\beta)}^{r} m_{N_{\xi}^{r}(\beta)}^{r} \xi_{N_{\xi}^{r}(\beta), y}^{r}\right) D_{N_{\xi}^{r} m}^{r \xi} \phi_{m \beta}^{r} \\
+ & \left(k_{x N_{\xi}^{r}(\beta)}^{r} l_{N_{\xi}^{r}(\beta)}^{r} \eta_{N_{\xi}^{r}(\beta), x}^{r}+k_{y N_{\xi}^{r}(\beta)}^{r} m_{N_{\xi}^{r}(\beta)}^{r} \eta_{N_{\xi}^{r}(\beta), y}^{r}\right) D_{\beta n}^{r \eta} \phi_{N_{\xi}^{r} n}^{r} \\
+ & \left(k_{x 1(\beta)}^{s} l_{1(\beta)}^{s} \xi_{1(\beta), x}^{s}+k_{y 1(\beta)}^{s} m_{1(\beta)}^{s} \xi_{1(\beta), y}^{s}\right) D_{1 m}^{s \xi} \phi_{m \beta}^{s} \\
+ & \left(k_{x 1(\beta)}^{s} l_{1(\beta)}^{s} \eta_{1(\beta), x}^{s}+k_{y 1(\beta)}^{s} m_{1(\beta)}^{s} \eta_{1(\beta), y}^{s}\right) D_{\beta n}^{s \eta} \phi_{1 n}^{s}=\tilde{q}_{\beta}^{r, s} \tag{11.19}
\end{align*}
$$

Using the DQ in Eq. (11.14), the related natural transition condition at a node on the inter-element boundary can also be obtained

$$
\begin{align*}
& \left(k_{x N_{\xi}^{r}(\beta)}^{r} l_{N_{\xi}^{r}(\beta)}^{r} \xi_{N_{\xi}^{r}(\beta), x}^{r}+k_{y N_{\xi}^{r}(\beta)}^{r} m_{N_{\xi}^{r}(\beta)}^{r} \xi_{N_{\xi}^{r}(\beta), y}^{r}\right) D_{N_{\xi}^{r} m}^{r \xi} \phi_{m \beta}^{r} \\
+ & \left(k_{x N_{\xi}^{r}(\beta)}^{r} l_{N_{\xi}^{r}(\beta)}^{r} \eta_{N_{\xi}^{r}(\beta), x}^{r}+k_{y N_{\xi}^{r}(\beta)}^{r} m_{N_{\xi}^{r}(\beta)}^{r} \eta_{N_{\xi}^{r}(\beta), y}^{r}\right) D_{\beta n}^{r \eta} \phi_{N_{\xi}^{r} n}^{r} \\
+ & \left(k_{x 1(\beta)}^{s} l_{1(\beta)}^{s} \xi_{1(\beta), x}^{s}+k_{y 1(\beta)}^{s} m_{1(\beta)}^{s} \xi_{1(\beta), y}^{s}\right) D_{1 m}^{s \xi} \phi_{m \beta}^{s} \\
+ & \left(k_{x 1(\beta)}^{s} l_{1(\beta)}^{s} \eta_{1(\beta), x}^{s}+k_{y 1(\beta)}^{s} m_{1(\beta)}^{s} \eta_{1(\beta), y}^{s}\right) D_{\beta n}^{s \eta} \phi_{1 n}^{s} \\
+ & c_{h(\beta)}^{r, s} \phi_{N_{\xi}^{r} \beta}^{r}=c_{h(\beta)}^{r, s} \tilde{\phi}_{0 \beta}^{r, s} \tag{11.20}
\end{align*}
$$

Letting element $n$ be an element with the $\xi=1$ side on the Neumann boundary, the discrete Neumann boundary condition at a node on the boundary can be obtained by using the DQ in Eq. (11.8)

$$
\begin{align*}
& \left(k_{x N_{\xi}^{n}(\beta)}^{n} l_{N_{\xi}^{n}(\beta)}^{n} \xi_{N_{\xi}^{n}(\beta), x}^{n}+k_{y N_{\xi}^{n}(\beta)}^{n} m_{N_{\xi}^{n}(\beta)}^{n} \xi_{N_{\xi}^{n}(\beta), y}^{n}\right) D_{N_{\xi}^{n} m}^{\xi} \phi_{m \beta}^{n} \\
+ & \left(k_{x N_{\xi}^{n}(\beta)}^{n} l_{N_{\xi}^{n}(\beta)}^{n} \eta_{N_{\xi}^{n}(\beta), x}^{n}+k_{y N_{\xi}^{n}(\beta)}^{n} m_{N_{\xi}^{n}(\beta)}^{n} \eta_{N_{\xi}^{n}(\beta), y}^{n}\right) D_{\beta n}^{\eta} \phi_{N_{\xi}^{n} n}^{n} \\
= & \bar{q}_{\beta} \tag{11.21}
\end{align*}
$$

If the side of the element is on the Cauchy boundary, the discrete Cauchy boundary conditions can be similarly obtained

$$
\begin{align*}
& \left(k_{x N_{\xi}^{c}(\beta)}^{c} l_{N_{\xi}^{c}(\beta)}^{c} \xi_{N_{\xi}^{c}(\beta), x}^{c}+k_{y N_{\xi}^{c}(\beta)}^{c} m_{N_{\xi}^{c}(\beta)}^{c} \xi_{N_{\xi}^{c}(\beta), y}^{c}\right) D_{N_{\xi}^{c} m}^{\xi} \phi_{m \beta}^{c} \\
+ & \left(k_{x N_{\xi}^{c}(\beta)}^{c} l_{N_{\xi}^{c}(\beta)}^{c} \eta_{N_{\xi}^{c}(\beta), x}^{c}+k_{y N_{\xi}^{c}(\beta)}^{c} m_{N_{\xi}^{c}(\beta)}^{c} \eta_{N_{\xi}^{c}(\beta), y}^{c}\right) D_{\beta n}^{\eta} \phi_{N_{\xi}^{c} n}^{c} \\
+ & c_{h(\beta)}^{c} \phi_{\beta}^{c}=c_{h(\beta)}^{c} \bar{\phi}_{0 \beta}^{c} \tag{11.22}
\end{align*}
$$

### 11.2.2 Triangular Element

In constructing the mapping transformation, the master triangular element in the natural space may be an arbitrary linear triangle. For convenience, the rectangular unit triangle is adopted. Let the natural coordinates be $L_{1}$ and $L_{2}$. A representative serendipity rectangular unit $C^{0}$ triangular element is shown in Fig. 10.1. Using the area coordinates $L_{1}, L_{2}$ and $L_{3}$ as coordinate variables and substituting the transformation equations for $\phi_{, x}^{e}, \phi_{, y}^{e}, \tilde{k}_{x, x}^{e}, \tilde{k}_{y, y}^{e}, \phi_{, x x}^{e}$ and $\phi_{, y y}^{e}$ into Eq. (11.1) leads to the following equation defined on $\tilde{\Omega}$

$$
\begin{align*}
& F_{1}^{e}\left(L_{1}, L_{2}\right) \phi_{,_{1} L_{1}}^{e}+F_{2}^{e}\left(L_{1}, L_{2}\right) \phi_{, L_{2} L_{2}}^{e}+F_{3}^{e}\left(L_{1}, L_{2}\right) \phi_{L_{3} L_{3}}^{e} \\
+ & F_{4}^{e}\left(L_{1}, L_{2}\right) \phi_{L_{1} L_{2}}^{e}+F_{5}^{e}\left(L_{1}, L_{2}\right) \phi_{, L_{1} L_{3}}^{e}+F_{6}^{e}\left(L_{1}, L_{2}\right) \phi_{, L_{2} L_{3}}^{e} \\
+ & F_{7}^{e}\left(L_{1}, L_{2}\right) \phi_{, L_{1}}^{e}+F_{8}^{e}\left(L_{1}, L_{2}\right) \phi_{, L_{2}}^{e}+F_{9}^{e}\left(L_{1}, L_{2}\right) \phi_{, L_{3}}^{e}+\tilde{Q}^{e}=0 \tag{11.23}
\end{align*}
$$

where

$$
\begin{align*}
F_{1}^{e}\left(L_{1}, L_{2}\right)= & \tilde{k}_{x}^{e} L_{1, x}^{2}+\tilde{k}_{y}^{e} L_{1, y}^{2}, \quad F_{2}^{e}\left(L_{1}, L_{2}\right)=\tilde{k}_{x}^{e} L_{2, x}^{2}+\tilde{k}_{y}^{e} L_{2, y}^{2}, \\
F_{3}^{e}\left(L_{1}, L_{2}\right)= & \tilde{k}_{x}^{e}\left(L_{1, x}+L_{2, x}\right)^{2}+\tilde{k}_{y}^{e}\left(L_{1, y}+L_{2, y}\right)^{2} \\
F_{4}^{e}\left(L_{1}, L_{2}\right)= & \tilde{k}_{x}^{e} L_{1, x} L_{2, x}+\tilde{k}_{y}^{e} L_{1, y} L_{2, y} \\
F_{5}^{e}\left(L_{1}, L_{2}\right)= & -2\left[\tilde{k}_{x}^{e} L_{1, x}\left(L_{1, x}+L_{2, x}\right)+\tilde{k}_{y}^{e} L_{1, y}\left(L_{1, y}+L_{2, y}\right)\right] \\
F_{6}^{e}\left(L_{1}, L_{2}\right)= & -2\left[\tilde{k}_{x}^{e} L_{2, x}\left(L_{1, x}+L_{2, x}\right)+\tilde{k}_{y}^{e} L_{2, y}\left(L_{1, y}+L_{2, y}\right)\right] \\
F_{7}^{e}\left(L_{1}, L_{2}\right)= & \tilde{k}_{x}^{e} L_{1, x x}+\tilde{k}_{y}^{e} L_{1, y y}+\tilde{k}_{x, x}^{e} L_{1, x}+\tilde{k}_{y, y}^{e} L_{1, y} \\
F_{8}^{e}\left(L_{1}, L_{2}\right)= & \tilde{k}_{x}^{e} L_{2, x x}+\tilde{k}_{y}^{e} L_{2, y y}+\tilde{k}_{x, x}^{e} L_{2, x}+\tilde{k}_{y, y}^{e} L_{2, y} \\
F_{9}^{e}\left(L_{1}, L_{2}\right)= & -\tilde{k}_{x}^{e}\left(L_{1, x x}+L_{2, x x}\right)-\tilde{k}_{y}^{e}\left(L_{1, y y}+L_{2, y y}\right) \\
& -\tilde{k}_{x, x}^{e}\left(L_{1, x}+L_{2, x}\right)-\tilde{k}_{y, y}^{e}\left(L_{1, y}+L_{2, y}\right) \tag{11.24}
\end{align*}
$$

The transformed Neumann boundary condition is

$$
\begin{align*}
& \left(k_{x}^{n} l^{n} L_{1, x}^{n}+k_{y}^{n} m^{n} L_{1, y}^{n}\right) \phi_{, L_{1}}^{n}+\left(k_{x}^{n} l^{n} L_{2, x}^{n}+k_{y}^{n} m^{n} L_{2, y}^{n}\right) \phi_{, L_{2}}^{n} \\
- & {\left[k_{x}^{n} l^{n}\left(L_{1, x}^{n}+L_{2, x}^{n}\right)+k_{y}^{n} m^{n}\left(L_{1, y}^{n}+L_{2, y}^{n}\right)\right] \phi_{, L_{3}}^{n}=\bar{q}^{n} } \tag{11.25}
\end{align*}
$$

And the transformed Cauchy boundary condition is

$$
\begin{align*}
& \left(k_{x}^{c} l^{c} L_{1, x}^{c}+k_{y}^{c} m^{c} L_{1, y}^{c}\right) \phi_{L_{1}}^{c}+\left(k_{x}^{c} l^{c} L_{2, x}^{c}+k_{y}^{c} m^{c} L_{2, y}^{c}\right) \phi_{L_{2}}^{c} \\
- & {\left[k_{x}^{c} l^{c}\left(L_{1, x}^{c}+L_{2, x}^{c}\right)+k_{y}^{c} m^{c}\left(L_{1, y}^{c}+L_{2, y}^{c}\right)\right] \phi_{, L_{3}}^{c}+c_{h}^{c} \phi^{c}=c_{h}^{c} \bar{\phi}_{0}^{c} } \tag{11.26}
\end{align*}
$$

The component equations of field flux can also be transformed

$$
\begin{align*}
& q_{x}^{e}=-k_{x}^{e}\left[L_{1, x}^{e} \phi_{, L_{1}}^{e}+L_{2, x}^{e} \phi_{, L_{2}}^{e}-\left(L_{1, x}^{e}+L_{2, x}^{e}\right) \phi_{, L_{3}}^{e}\right], \\
& q_{y}^{e}=-k_{y}^{e}\left[L_{1, y}^{e} \phi_{, L_{1}}^{e}+L_{2, y}^{e} \phi_{, L_{2}}^{e}-\left(L_{1, y}^{e}+L_{2, y}^{e}\right) \phi_{, L_{3}}^{e}\right] \tag{11.27}
\end{align*}
$$

The kinematic transition condition is the same as that of the quadrilateral element formulation. The natural transition condition on $\partial \Omega_{N}^{r, s}$ can be expressed by

$$
\begin{align*}
& \left(k_{x} l^{r} L_{1, x}^{r}+k_{y} m^{r} L_{1, y}^{r}\right) \phi_{, L_{1}}^{r}+\left(k_{x} l^{r} L_{2, x}^{r}+k_{y} m^{r} L_{2, y}^{r}\right) \phi_{, L_{2}}^{r} \\
- & {\left[k_{x} l^{r}\left(L_{1, x}^{r}+L_{2, x}^{r}\right)+k_{y} m^{r}\left(L_{1, y}^{r}+L_{2, y}^{r}\right)\right] \phi_{, L_{3}}^{r} } \\
+ & \left(k_{x} l^{s} L_{1, x}^{s}+k_{y} m^{s} L_{1, y}^{s}\right) \phi_{, L_{1}}^{s}+\left(k_{x} l^{s} L_{2, x}^{s}+k_{y} m^{s} L_{2, y}^{s}\right) \phi_{, L_{2}}^{s} \\
- & {\left[k_{x} l^{s}\left(L_{1, x}^{s}+L_{2, x}^{s}\right)+k_{y} m^{s}\left(L_{1, y}^{s}+L_{2, y}^{s}\right)\right] \phi_{, L_{3}}^{s}=\tilde{q}^{r, s} } \tag{11.28}
\end{align*}
$$

The natural transition condition on $\partial \Omega_{C}^{r, s}$ can be expressed by

$$
\begin{align*}
& \left(k_{x} l^{r} L_{1, x}^{r}+k_{y} m^{r} L_{1, y}^{r}\right) \phi_{, L_{1}}^{r}+\left(k_{x} l^{r} L_{2, x}^{r}+k_{y} m^{r} L_{2, y}^{r}\right) \phi_{, L_{2}}^{r} \\
- & {\left[k_{x} l^{r}\left(L_{1, x}^{r}+L_{2, x}^{r}\right)+k_{y} m^{r}\left(L_{1, y}^{r}+L_{2, y}^{r}\right)\right] \phi_{, L_{3}}^{r} } \\
+ & \left(k_{x} l^{s} L_{1, x}^{s}+k_{y} m^{s} L_{1, y}^{s}\right) \phi_{, L_{1}}^{s}+\left(k_{x} l^{s} L_{2, x}^{s}+k_{y} m^{s} L_{2, y}^{s}\right) \phi_{, L_{2}}^{s} \\
- & {\left[k_{x} l^{s}\left(L_{1, x}^{s}+L_{2, x}^{s}\right)+k_{y} m^{s}\left(L_{1, y}^{s}+L_{2, y}^{s}\right)\right] \phi_{, L_{3}}^{s}+c_{h}^{r, s} \phi^{r, s} } \\
= & c_{h}^{r, s} \tilde{\phi}_{0}^{r, s} \tag{11.29}
\end{align*}
$$

The Pascal triangular grid and the three-dimensional node identification method are used. It is designed by first using $n+1$ parallel lines to subdivide the domain, in each direction of area coordinates, into $n$ subregions with $n$ being the order of approximate polynomials. The parallel lines define the levels of the Pascal triangular grid with the boundary line being the level 1. The level number will increase following the increase of the value of area coordinate. The highest level is level $n+1$. Let $L$ denote the level number of a level below the highest level. Then $n+2-L$ equally spaced nodes are given to each level. Using the DQ discretization, the governing Eq. (11.23) at a node $(\alpha, \beta, \gamma)$ in the element $e$ can be discretized

$$
\begin{align*}
& F_{1}^{e}\left(L_{1 \alpha}, L_{2 \beta}\right) D_{\alpha \bar{\alpha}}^{e L_{1}^{2}} \phi_{\bar{\alpha} \beta \gamma}^{e}+F_{2}^{e}\left(L_{1 \alpha}, L_{2 \beta}\right) D_{\beta \bar{\beta}}^{e L_{2}^{2}} \phi_{\alpha \bar{\beta} \gamma}^{e} \\
+ & F_{3}^{e}\left(L_{1 \alpha}, L_{2 \beta}\right) D_{\gamma \bar{\gamma}}^{e L_{3}^{2}} \phi_{\alpha \beta \bar{\gamma}}^{e}+F_{4}^{e}\left(L_{1 \alpha}, L_{2 \beta}\right) D_{\alpha \bar{\beta}}^{e L_{1}} D_{\beta \bar{\beta}}^{e L_{2}} \phi_{\bar{\alpha} \bar{\beta} \gamma}^{e} \\
+ & F_{5}^{e}\left(L_{1 \alpha}, L_{2 \beta}\right) D_{\alpha \bar{\alpha}}^{e L_{1}} D_{\gamma \bar{\gamma}}^{e L_{3}} \phi_{\bar{\alpha} \beta \bar{\gamma}}^{e}+F_{6}^{e}\left(L_{1 \alpha}, L_{2 \beta}\right) D_{\beta \bar{\beta}}^{e L_{2}} D_{\gamma \bar{\gamma}}^{e L_{3}} \phi_{\alpha \bar{\beta} \bar{\gamma}}^{e} \\
+ & F_{7}^{e}\left(L_{1 \alpha}, L_{2 \beta}\right) D_{\alpha \bar{\alpha}}^{e L_{1}} \phi_{\bar{\alpha} \beta \gamma}^{e}+F_{8}^{e}\left(L_{1 \alpha}, L_{2 \beta}\right) D_{\beta \bar{\beta}}^{e e L_{2}} \phi_{\alpha \bar{\beta} \gamma}^{e} \\
+ & F_{9}^{e}\left(L_{1 \alpha}, L_{2 \beta}\right) D_{\gamma \bar{\gamma}}^{e L_{3}} \phi_{\alpha \beta \bar{\gamma}}^{e}+\tilde{Q}_{\alpha \beta \gamma}^{e}=0 \tag{11.30}
\end{align*}
$$

The components of the field flux at a node ( $\alpha, \beta, \gamma$ ) can also be expressed by using the DQ in Eqs. (11.27)

$$
\begin{aligned}
q_{x, \alpha \beta \gamma}^{e}= & -k_{x,(\alpha)(\beta)}^{e}\left[L_{1(\alpha)(\beta), x}^{e} D_{\alpha \bar{\alpha}}^{e L_{1}} \phi_{\bar{\alpha} \beta \gamma}^{e}+L_{2(\alpha)(\beta), x}^{e} D_{\beta \bar{\beta}}^{e} \phi_{\alpha \bar{\beta} \gamma}^{e}\right. \\
& \left.-\left(L_{1(\alpha)(\beta), x}^{e}+L_{2(\alpha)(\beta), x}^{e}\right) D_{\gamma \bar{\gamma}}^{e} \phi_{\alpha \beta \bar{\gamma}}^{e}\right]
\end{aligned}
$$

$$
\begin{align*}
q_{y, \alpha \beta \gamma}^{e}= & -k_{y,(\alpha)(\beta)}^{e}\left[L_{1(\alpha)(\beta), y}^{e} D_{\alpha \bar{\alpha}}^{e L_{1}} \phi_{\bar{\alpha} \beta \gamma}^{e}+L_{2(\alpha)(\beta), y}^{e} D_{\beta \bar{\beta}}^{e L_{2}} \phi_{\alpha \bar{\beta} \gamma}^{e}\right. \\
& \left.-\left(L_{1(\alpha)(\beta), y}^{e}+L_{2(\alpha)(\beta), y}^{e}\right) D_{\gamma \bar{\gamma}}^{e L_{3}} \phi_{\alpha \beta \bar{\gamma}}^{e}\right] \tag{11.31}
\end{align*}
$$

Using DQ in Eq. (11.28), the related natural transition condition at a node $(\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma})$ on the inter-element boundary $\partial \Omega_{N}^{r, s}$ can be obtained

$$
\begin{align*}
& \left(k_{x(\tilde{\alpha})(\tilde{\beta})}^{r} l_{(\tilde{\alpha})(\tilde{\beta})}^{r} L_{1(\tilde{\alpha})(\tilde{\beta}), x}^{r}+k_{y(\tilde{\alpha})(\tilde{\beta})}^{r} m_{(\tilde{\alpha})(\tilde{\beta})}^{r} L_{1(\tilde{\alpha})(\tilde{\beta}), y}^{r}\right) D_{\tilde{\alpha} \bar{\alpha}}^{r L_{1}} \phi_{\bar{\alpha} \tilde{\beta} \tilde{\gamma}}^{r} \\
+ & \left(k_{x(\tilde{\alpha})(\tilde{\beta})}^{r} l_{(\tilde{\alpha})(\tilde{\beta})}^{r} L_{2(\tilde{\alpha})(\tilde{\beta}), x}^{r}+k_{y(\tilde{\alpha})(\tilde{\beta})}^{r} m_{(\tilde{\alpha})(\tilde{\beta})}^{r} L_{2(\tilde{\alpha})(\tilde{\beta}), y}^{r}\right) D_{\tilde{\beta} \bar{\beta}}^{r L_{2}} \phi_{\tilde{\alpha} \bar{\beta} \tilde{\gamma}}^{r} \\
- & {\left[k_{x(\tilde{\alpha})(\tilde{\beta})}^{r} l_{(\tilde{\alpha})(\tilde{\beta})}^{r}\left(L_{1(\tilde{\alpha})(\tilde{\beta}), x}^{r}+L_{2(\tilde{\alpha})(\tilde{\beta}) x}^{r}\right)\right.} \\
& \left.+k_{y(\tilde{\alpha})(\tilde{\beta})}^{r} m_{(\tilde{\alpha})(\tilde{\beta})}^{r}\left(L_{1(\tilde{\alpha})(\tilde{\beta}), y}^{r}+L_{2(\tilde{\alpha})(\tilde{\beta}), y}^{r}\right)\right] D_{\tilde{\gamma} \bar{\gamma}}^{r L_{3}} \phi_{\tilde{\alpha} \tilde{\beta} \bar{\gamma}}^{r} \\
+ & \left(k_{x(\tilde{\alpha})(\tilde{\beta})}^{s} l_{(\tilde{\alpha})(\tilde{\beta})}^{s} L_{1(\tilde{\alpha})(\tilde{\beta}), x}^{s}+k_{y(\tilde{\alpha})(\tilde{\beta})}^{s} m_{(\tilde{\alpha})(\tilde{\beta})}^{s} L_{1(\tilde{\alpha})(\tilde{\beta}), y}^{s}\right) D_{\tilde{\alpha} \bar{\alpha}}^{s L_{1}} \phi_{\bar{\alpha} \tilde{\beta} \tilde{\gamma}}^{s} \\
+ & \left(k_{x(\tilde{\alpha})(\tilde{\beta})}^{s} l_{(\tilde{\alpha})(\tilde{\beta})}^{s} L_{2(\tilde{\alpha})(\tilde{\beta}), x}^{s}+k_{y(\tilde{\alpha})(\tilde{\beta})}^{s} m_{(\tilde{\alpha})(\tilde{\beta})}^{s} L_{2(\tilde{\alpha})(\tilde{\beta}), y}^{s}\right) D_{\tilde{\beta} \bar{\beta}}^{s L_{2}} \phi_{\tilde{\alpha} \bar{\beta} \tilde{\gamma}}^{s} \\
- & {\left[k_{x(\tilde{\alpha})(\tilde{\beta})}^{s} l_{(\tilde{\alpha})(\tilde{\beta})}^{s}\left(L_{1(\tilde{\alpha})(\tilde{\beta}), x}^{s}+L_{2(\tilde{\alpha})(\tilde{\beta}) x}^{s}\right)\right.} \\
& \left.+k_{y(\tilde{\alpha})(\tilde{\beta})}^{s} m_{(\tilde{\alpha})(\tilde{\beta})}^{s}\left(L_{1(\tilde{\alpha})(\tilde{\beta}), y}^{s}+L_{2(\tilde{\alpha})(\tilde{\beta}), y}^{s}\right)\right] D_{\tilde{\gamma} \bar{\gamma}}^{s L_{3}} \phi_{\tilde{\alpha} \tilde{\beta} \bar{\gamma}}^{s}=\tilde{q}_{\tilde{\alpha} \tilde{\beta} \tilde{\gamma}}^{r, s} \tag{11.32}
\end{align*}
$$

Using DQ in Eq. (11.29), the related natural transition condition at a node $(\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma})$ on the inter-element boundary $\partial \Omega_{N}^{r, s}$ can be obtained

$$
\begin{align*}
&\left(k_{x(\tilde{\alpha})(\tilde{\beta})}^{r} l_{(\tilde{\alpha})(\tilde{\beta})}^{r} L_{1(\tilde{\alpha})(\tilde{\beta}), x}^{r}+k_{y(\tilde{\alpha})(\tilde{\beta})}^{r} m_{(\tilde{\alpha})(\tilde{\beta})}^{r} L_{1(\tilde{\alpha})(\tilde{\beta}), y}^{r}\right) D_{\tilde{\alpha} \bar{\alpha}}^{r L_{1}} \phi_{\bar{\alpha} \tilde{\beta} \tilde{\gamma}}^{r} \\
&+\left(k_{x(\tilde{\alpha})(\tilde{\beta})}^{r} l_{(\tilde{\alpha})(\tilde{\beta})}^{r} L_{2(\tilde{\alpha})(\tilde{\beta}), x}^{r}+k_{y(\tilde{\alpha})(\tilde{\beta})}^{r} m_{(\tilde{\alpha})(\tilde{\beta})}^{r} L_{2(\tilde{\alpha})(\tilde{\beta}), y}^{r}\right) D_{\tilde{\beta} \bar{\beta}}^{r L_{2}} \phi_{\tilde{\alpha} \bar{\beta} \tilde{\gamma}}^{r} \\
&- {\left[k_{x(\tilde{\alpha})(\tilde{\beta})}^{r} l_{(\tilde{\alpha})(\tilde{\beta})}^{r}\left(L_{1(\tilde{\alpha})(\tilde{\beta}), x}^{r}+L_{2(\tilde{\alpha})(\tilde{\beta}) x}^{r}\right)\right.} \\
&\left.+k_{y(\tilde{\alpha})(\tilde{\beta})}^{r} m_{(\tilde{\alpha})(\tilde{\beta})}^{r}\left(L_{1(\tilde{\alpha})(\tilde{\beta}), y}^{r}+L_{2(\tilde{\alpha})(\tilde{\beta}), y}^{r}\right)\right] D_{\tilde{\gamma} \bar{\gamma}}^{r L_{3}} \phi_{\tilde{\alpha} \tilde{\beta} \bar{\gamma}}^{r} \\
&+\left(k_{x(\tilde{\alpha})(\tilde{\beta})}^{s} l_{(\tilde{\alpha})(\tilde{\beta})}^{s} L_{1(\tilde{\alpha})(\tilde{\beta}), x}^{s}+k_{y(\tilde{\alpha})(\tilde{\beta})}^{s} m_{(\tilde{\alpha})(\tilde{\beta})}^{s} L_{1(\tilde{\alpha})(\tilde{\beta}), y}^{s}\right) D_{\tilde{\alpha} \bar{\alpha}}^{s L_{1}} \phi_{\tilde{\alpha} \tilde{\beta} \tilde{\gamma}}^{s} \\
&+\left(k_{x(\tilde{\alpha})(\tilde{\beta})}^{s} l_{(\tilde{\alpha})(\tilde{\beta})}^{s} L_{2(\tilde{\alpha})(\tilde{\beta}), x}^{s}+k_{y(\tilde{\alpha})(\tilde{\beta})}^{s} m_{(\tilde{\alpha})(\tilde{\beta})}^{s} L_{2(\tilde{\alpha})(\tilde{\beta}), y}^{s}\right) D_{\tilde{\beta} \bar{\beta}}^{s L_{2}} \phi_{\tilde{\alpha} \bar{\beta} \tilde{\gamma}}^{s} \\
&- {\left[k_{x(\tilde{\alpha})(\tilde{\beta})}^{s} l_{(\tilde{\alpha})(\tilde{\beta})}^{s}\left(L_{1(\tilde{\alpha})(\tilde{\beta}), x}^{s}+L_{2(\tilde{\alpha})(\tilde{\beta}) x}^{s}\right)\right.} \\
&\left.+k_{y(\tilde{\alpha})(\tilde{\beta})}^{s} m_{(\tilde{\alpha})(\tilde{\beta})}^{s}\left(L_{1(\tilde{\alpha})(\tilde{\beta}), y}^{s}+L_{2(\tilde{\alpha})(\tilde{\beta}), y}^{s}\right)\right] D_{\tilde{\gamma} \bar{\gamma}}^{s L_{3} \phi_{\tilde{\alpha} \tilde{\beta} \bar{\gamma}}^{s}} \\
& \quad+c_{h(\tilde{\alpha})(\tilde{\beta})(\tilde{\gamma})}^{r,} \phi_{\tilde{\alpha} \tilde{\beta} \tilde{\gamma}}^{r, s}=c_{h(\tilde{\alpha})(\tilde{\beta})(\tilde{\gamma})}^{r, s} \tilde{\phi}_{0 \tilde{\alpha} \tilde{\beta} \tilde{\gamma}}^{r, s} \tag{11.33}
\end{align*}
$$

It should be noted that $(\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma})$ represents a common node of element $r$ and element $s$ on the inter-element boundary. Consequently, the two sets of $(\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma})$ represent the two local element nodes of element $r$ and element $s$, separately. Letting element $n$ be an element connected to the Neumann
boundary, the discrete Neumann boundary condition at a node $(\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma})$ can be obtained by using the DQ in Eq. (11.25)

$$
\begin{align*}
&\left(k_{x(\tilde{\alpha})(\tilde{\beta})}^{n} l_{(\tilde{\alpha})(\tilde{\beta})}^{n} L_{1(\tilde{\alpha})(\tilde{\beta}), x}^{n}+k_{y(\tilde{\alpha})(\tilde{\beta})}^{n} m_{(\tilde{\alpha})(\tilde{\beta})}^{n} L_{1(\tilde{\alpha})(\tilde{\beta}), y}^{n}\right) D_{\tilde{\alpha} \bar{\alpha}}^{n} L_{1} \phi_{\bar{\alpha} \tilde{\beta} \tilde{\gamma}}^{n} \\
&+\left(k_{x(\tilde{\alpha})(\tilde{\beta})}^{n} l_{(\tilde{\alpha})(\tilde{\beta})}^{n} L_{2(\tilde{\alpha})(\tilde{\beta}), x}^{n}+k_{y(\tilde{\alpha})(\tilde{\beta})}^{n} m_{(\tilde{\alpha})(\tilde{\beta})}^{n} L_{2(\tilde{\alpha})(\tilde{\beta}), y}^{n}\right) D_{\tilde{\beta} \bar{\beta}}^{n L_{2}} \phi_{\tilde{\alpha} \tilde{\beta} \tilde{\gamma}}^{n} \\
&- {\left[k_{x(\tilde{\alpha})(\tilde{\beta})}^{n} l_{(\tilde{\alpha})(\tilde{\beta})}^{n}\left(L_{1(\tilde{\alpha})(\tilde{\beta}), x}^{n}+L_{2(\tilde{\alpha})(\tilde{\beta}) x}^{n}\right)\right.} \\
&\left.\quad+k_{y(\tilde{\alpha})(\tilde{\beta})}^{n} m_{(\tilde{\alpha})(\tilde{\beta})}^{n}\left(L_{1(\tilde{\alpha})(\tilde{\beta}), y}^{n}+L_{2(\tilde{\alpha})(\tilde{\beta}), y}^{n}\right)\right] D_{\tilde{\gamma} \bar{\gamma}}^{n L_{3}} \phi_{\tilde{\alpha} \tilde{\beta} \tilde{\gamma}}^{n}=\bar{q}_{\tilde{\alpha} \tilde{\beta} \tilde{\gamma}}^{n}(1 \tag{11.34}
\end{align*}
$$

If the element is connected to the Cauchy boundary, the discrete Cauchy boundary condition at a node ( $\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma}$ ) can also be obtained by using the DQ in Eq. (11.26)

$$
\begin{align*}
&\left(k_{x(\tilde{\alpha})(\tilde{\beta})}^{c} l_{(\tilde{\alpha})(\tilde{\beta})}^{c} L_{1(\tilde{\alpha})(\tilde{\beta}), x}^{c}+k_{y(\tilde{\alpha})(\tilde{\beta})}^{c} m_{(\tilde{\alpha})(\tilde{\beta})}^{c} L_{1(\tilde{\alpha})(\tilde{\beta}), y}^{c}\right) D_{\tilde{\alpha} \bar{\alpha}}^{n L_{1}} \phi_{\tilde{\alpha} \tilde{\beta} \tilde{\gamma}}^{c} \\
&+\left(k_{x(\tilde{\alpha})(\tilde{\beta})}^{c} l_{(\tilde{\alpha})(\tilde{\beta})}^{c} L_{2(\tilde{\alpha})(\tilde{\beta}), x}^{c}+k_{y(\tilde{\alpha})(\tilde{\beta})}^{c} m_{(\tilde{\alpha})(\tilde{\beta})}^{c} L_{2(\tilde{\alpha})(\tilde{\beta}), y}^{c}\right) D_{\tilde{\beta} \bar{\beta}}^{n L_{2}} \phi_{\tilde{\alpha} \bar{\beta} \tilde{\gamma}}^{c} \\
&- {\left[k_{x(\tilde{\alpha})(\tilde{\beta})}^{c} l_{(\tilde{\alpha})(\tilde{\beta})}^{c}\left(L_{1(\tilde{\alpha})(\tilde{\beta}), x}^{c}+L_{2(\tilde{\alpha})(\tilde{\beta}) x}^{c}\right)\right.} \\
&\left.\quad+k_{y(\tilde{\alpha})(\tilde{\beta})}^{c} m_{(\tilde{\alpha})(\tilde{\beta})}^{c}\left(L_{1(\tilde{\alpha})(\tilde{\beta}), y}^{c}+L_{2(\tilde{\alpha})(\tilde{\beta}), y}^{c}\right)\right] D_{\tilde{\gamma} \bar{\gamma}}^{n L_{3}} \phi_{\tilde{\alpha} \tilde{\beta} \bar{\gamma}}^{c} \\
&+ c_{h(\tilde{\alpha})(\tilde{\beta})(\tilde{\gamma})}^{c} \phi_{\tilde{\alpha} \tilde{\beta} \tilde{\gamma}}^{c}=c_{h(\tilde{\alpha})(\tilde{\beta})(\tilde{\gamma})}^{c} \bar{\phi}_{0 \tilde{\alpha} \tilde{\beta} \tilde{\gamma}}^{c} \tag{11.35}
\end{align*}
$$

### 11.3 Assemblage

For the assemblage of discrete equations of quadrilateral elements, by keeping the kinematic transition conditions in mind, then assemble the discrete element governing equations (11.15) for all elements, discrete natural transition conditions (11.19) and (11.20), discrete Neumann boundary conditions (11.21), and discrete Cauchy boundary conditions (11.22), an overall discrete governing/transition/boundary equation can be obtained. It is the overall field equation expresses as

$$
\begin{equation*}
[\hat{K}]\{\Phi\}=\left\{R_{Q}\right\} \tag{11.36}
\end{equation*}
$$

where $[\hat{K}]$ is the overall field stiffness matrix, $\{\Phi\}$ is the overall field variable vector, and $\left\{R_{Q}\right\}$ is the overall field load vector Considering the Dirichlet boundary conditions and solving the overall field equation system, field variables at all nodes can be obtained. Like FEM, the assemblage is based on an element by element procedure. In assembling the discrete equations of element $e$, the discrete element governing equations (11.15), and the discrete element boundary field fluxes, expressed by field variables, at the nodes on element boundary edges are directly assembled to the overall discrete equation system. An element basis explicit matrix equation, containing the discrete element
governing equations and the discrete element boundary field fluxes placed at the rows with the assigned DOF related to the corresponding discrete element boundary field fluxes, is not necessary to be formed in the assemblage process. This element basis explicit matrix equation is an element field equation which can be expressed by

$$
\begin{equation*}
\left[\hat{k}^{e}\right]\left\{\phi^{e}\right\}=\left\{r_{Q}^{e}\right\} \tag{11.37}
\end{equation*}
$$

where $\left[\hat{k}^{e}\right]$ is a $\left(N_{\xi}^{e} \times N_{\eta}^{e}\right) \times\left(N_{\xi}^{e} \times N_{\eta}^{e}\right)$ element field stiffness matrix,

$$
\left\{\phi^{e}\right\}=\left\lfloor\begin{array}{lllllll}
\phi_{1}^{e} & \phi_{2}^{e} & \phi_{3}^{e} & \phi_{4}^{e} & \cdot & \ldots & \cdot \tag{11.38}
\end{array}\right\rfloor^{T}
$$

is the element field variable vector, and $\left\{r_{Q}^{e}\right\}$ is the element field load vector containing $\tilde{Q}_{\alpha}^{e}$ at the related internal nodes, and discrete internal element boundary field fluxes. As Eq. (11.37) contains discrete internal element boundary field fluxes at nodes on the four element boundary edges, equilibriums of internal field fluxes and external field fluxes into the medium at nodes on the inter-element boundary of two adjacent elements and the natural boundary are exactly satisfied in the assemblage process. Consequently, the DQEM is different from FEM which needs to explicitly form the element field equation, and which neglects the exactness of Eqs. (11.19) to (11.22).

### 11.4 Overall Algebraic System

In this section, the design and construction of the overall discrete fundamental equation system is introduced [25-27]. For the DQEM field problem analysis model, the total degrees of freedom must equal the number of discrete constraint equations. The governing equation at a node is a governing equation constraint condition. An interior node can define only one discrete governing equation. The discrete Dirichlet and natural boundary conditions are defined on the Dirichlet and natural boundaries, respectively. A node on the analysis domain boundary ( ADB ) but not an element corner node can define one boundary condition and one governing equation. At a node on the inter-element boundary, if the node is not an element corner node, in addition to the continuity of field variable one discrete constraint equation of prescribed field variable or natural transition condition and up to two discrete constraint governing equations attached to the two adjacent elements can be defined. An element corner node might be able to define even more constraint equations.

Consider that discrete governing equations are only defined at interior nodes. For an element corner node in the analysis domain which is the common node of $N_{N}$ natural inter-element boundaries (IEB) and $N_{K}$ kinematic interelement boundaries, let $N_{T}$ denote the number of all constraint conditions. Then, for $N_{K} \neq 0, N_{T}=N_{N}+1$; for $N_{K}=0$ and $\Phi$ not prescribed at the node, $N_{T}=N_{N}$; for $N_{K}=0$ and $\Phi$ prescribed, $N_{T}=N_{N}+1$. The equation of setting $\Phi$ as a prescribed value is also a kinematic constraint condition. Figure 11.1 is a typical element corner node in the analysis domain.


Fig. 11.1. Typical element corner node in the analysis domain

For an element corner node on the analysis domain boundary with two element-based segments of the analysis domain boundary being connected to it, if the two segments are natural boundaries, $N_{T}$ for various connections are: for $N_{K} \neq 0, N_{T}=N_{N}+3$; for $N_{K}=0$ and $\Phi$ not prescribed at the node, $N_{T}=N_{N}+2$; for $N_{K}=0$ and $\Phi$ prescribed, $N_{T}=N_{N}+3$. For this type of element corner node, if only two elements are connected to the node with the inter-element boundary perpendicular to the analysis domain boundary which is a straight line within the two connected elements, then only one natural boundary condition can be applied. If one of the analysis domain boundary segment is natural boundary while the other one is Dirichlet boundary, $N_{T}$ for various connections are: for $N_{K} \neq 0, N_{T}=N_{N}+2$; for $N_{K}=0, N_{T}=N_{N}+2$. And if both of the two analysis domain boundary segments are Dirichlet boundaries, $N_{T}$ for various connections are: for $N_{K} \neq 0, N_{T}=N_{N}+1$; for $N_{K}=0, N_{T}=N_{N}+1$. A representative of this type of element corner node is shown in Fig. 11.2 which is the type 1 element corner node on the analysis domain boundary.

For an element corner node on the analysis domain boundary with one element-based segment of the analysis domain boundary connected to it, if the segment is natural boundary, $N_{T}$ for various connections are: for $N_{K} \neq 0$, $N_{T}=N_{N}+2$; for $N_{K}=0$ and $\Phi$ not prescribed at the node, $N_{T}=N_{N}+1$; for $N_{K}=0$ and $\Phi$ prescribed, $N_{T}=N_{N}+2$. If the analysis domain boundary segment is Dirichlet boundary, $N_{T}$ for various connections are: for $N_{K} \neq 0$,


Fig. 11.2. Type 1 element corner node on the analysis domain boundary


Fig. 11.3. Type 2 element corner node on the analysis domain boundary
$N_{T}=N_{N}+1$; for $N_{K}=0, N_{T}=N_{N}+1$. A representative of this type of element corner node is shown in Fig. 11.3 which is the type 2 element corner node on the analysis domain boundary.

Consider that only the values of field variable at nodes are used to define the DQ discretization. Then in order to satisfy all constraint conditions at an element corner node, at the assemblage stage, one degree of freedom might not enough. However, we can use more than one constraint condition at that corner node by neglecting certain constraint conditions at interior nodes or at node on the inter-element boundary and other than corner nodes, and giving their degrees of freedom to the inclusion of extra constraint conditions other than the first one.

For the DQEM field problem analysis model, the $N_{T}$ constraint conditions can partially or fully be satisfied. We can also neglect all of the $N_{T}$ constraint conditions and give the degree of freedom of that node to the discrete governing equation at that node. The discrete governing equation at the element corner node can be defined as the average of the discrete governing equations of all elements connected to that node.

The various techniques for selecting and implementing the constraint conditions at element corner nodes are flexible. Different approaches lead to different programming efforts. The overall algebraic system obtained by assembling all discrete constraint conditions is the discrete governing/transition/boundary equation system.

The EDQ can adopt the degrees of freedom used to represent the derivatives or partial derivatives of the field variable. In conjunction with the use of the EDQ with which the discretization can be defined at discrete points which are not nodes, the DQEM can also assign the degrees of freedom of the partial derivatives of the field variable to the element boundary nodes.

For analyzing the two-dimensional field problems in order to automatically set the kinematic transition conditions by only using certain degrees of freedom assigned to the element boundary nodes, the degrees of freedom representing the field variable must be assigned to the element boundary nodes. The degrees of freedom representing the partial derivatives of the field variable can also be assigned to the nodes of all neighbor elements on the inter-element boundary and the compatibility conditions of higher order partial derivatives
can also be considered. However, if certain external cause such as the fluid flow, conduction heat flux, etc. is applied no compatibility condition of partial derivatives can be considered. The discrete governing equations can be defined on the inter-element boundaries as the average discrete governing equations of multiple elements. They can also be defined on the element boundaries without adopting the average treatment. Thus, elements having no interior node can also be used to the DQEM analysis. For analyzing beam or plate problems in order to automatically set the kinematic transition conditions by only using certain degrees of freedom assigned to the element boundary nodes, the degrees of freedom representing the lateral displacement and first order derivative or partial derivatives of the lateral displacement must be assigned to the element boundary nodes. The degrees of freedom representing higher order derivatives or partial derivatives of the displacement can also be assigned to the nodes of all neighbor elements on the inter-element boundary and the compatibility conditions of the higher order derivatives or partial derivatives can also be considered. However, if the moment is applied the highest order of derivative or partial derivative that the compatibility condition can be considered is one. On the other hand, if the lateral force is applied on the inter-element boundary the highest order of derivative or partial derivative that the compatibility condition can be considered is two. The concept can also be used to treat the boundary conditions. It should be noted that if the highest order of derivative or partial derivative assigned to the element boundary nodes is larger than one, the EDQ has to be used.

The philosophy inherent in the outlined techniques for defining discrete connection conditions on the inter-element boundaries, the discrete boundary conditions on the boundary and the discrete constraint conditions at the element corner nodes also holds good for other scientific or engineering problems.

### 11.5 Problems

### 11.5.1 Problem 11.1

The steady-state heat conduction of an isotropic medium having a square region $R=\{0 \leq x, y \leq \pi\}$ was solved. For solving the field problem of heat conduction, the field variable $\phi$ used in the formulation of general field problems represents the temperature $T, k_{x}$ and $k_{y}$ represent thermal conductivities, $Q$ represents the heat generation rate per unit volume, $\bar{q}$ and $\tilde{q}$ represent the conduction heat fluxes into the medium on the Neumann boundary and inter-element boundary of two adjacent elements, respectively, the natural boundary condition and inter-element boundary condition involving the transfer coefficient $c_{h}$ represent the convective heat transfer, $q_{x}$ and $q_{y}$ in Eq. (11.5) represent the two components of internal heat flux. The values of $Q, k_{x}$, $k_{y}$ and $c_{h}$ for this heat conduction problem solved are all equal to 1 . Dirichlet conditions are applied on the four sides with $\bar{T}(0, y)=\bar{T}(\pi, y)=\bar{T}(x, \pi)=0$


Fig. 11.4. 4-element mesh for the square region
and $\bar{T}(x, 0)=\sin x$. In order to demonstrate the generality of the DQEM discrete element analysis technique, four bilinear elements are used to model the problem domain though it can be solved by using only one element to represent the whole domain. The mesh is shown in Fig. 11.4. All four elements have the same type of element grid. The Lagrange DQ model and equally spaced node points in both $\xi$ and $\eta$ directions are adopted for defining the element grid. One constraint condition at $D$ is applied in the analysis. Three different types of constraint are adopted for the numerical tests to study the convergence. Type 1 constraint is the natural transition condition on $D F$. Type 2 constraint is the natural transition condition on $D A$. And type 3 constraint is the discrete governing equation at $D$. Numerical results of temperatures and heat fluxes at different points are listed in Table 11.1. Analytical solutions are also included for comparison [121-122]. It shows that the results converge fast by gradually increasing the node points in an element for all of the three different types of constraint. The convergence characters of the three different types of constraint make no significant difference. The results converge up to six digit accuracy by increasing the element node points up to $5 \times 5$. The convergence test is also carried out by increasing the number of $3 \times 3$ grid elements. One constraint condition for each element corner node in the domain is applied. It is the discrete governing equation at the corner node. Figures 11.5 and 11.6 show the $3 \times 3$ grid 16 -element mesh and $3 \times 3$ grid 36 -element mesh, respectively. The numerical results are listed in Table 11.2. They also converge well by gradually increasing the number of elements.

Table 11.1. Convergence by increasing the number of nodes per element for the steady-state heat conduction analysis in a square region

| Element <br> grid | Constraint <br> type | $T_{, C}$ | $q_{x, A}$ | $q_{y, B}$ |
| :--- | :--- | :--- | :--- | :--- |
| $3 \times 3$ | 1 | $.389560 \times 10^{0}$ | $-.205404 \times 10^{0}$ | $.433558 \times 10^{-1}$ |
|  | 2 | $.389375 \times 10^{0}$ | $-.199279 \times 10^{0}$ | $.369948 \times 10^{-1}$ |
|  | 3 | $.389515 \times 10^{0}$ | $-.198798 \times 10^{0}$ | $.418028 \times 10^{-1}$ |
| $5 \times 5$ | 1 | $.419921 \times 10^{0}$ | $-.197209 \times 10^{0}$ | $.624946 \times 10^{-1}$ |
|  | 2 | $.419921 \times 10^{0}$ | $-.197167 \times 10^{0}$ | $.624467 \times 10^{-1}$ |
|  | 3 | $.419922 \times 10^{0}$ | $-.196848 \times 10^{0}$ | $.620789 \times 10^{-1}$ |
| $7 \times 7$ | 1 | $.418209 \times 10^{0}$ | $-.199277 \times 10^{0}$ | $.612420 \times 10^{-1}$ |
|  | 2 | $.418209 \times 10^{0}$ | $-.199277 \times 10^{0}$ | $.612422 \times 10^{-1}$ |
|  | 3 | $.418209 \times 10^{0}$ | $-.199277 \times 10^{0}$ | $.612412 \times 10^{-1}$ |
| $9 \times 9$ | 1 | $.418229 \times 10^{0}$ | $-.199268 \times 10^{0}$ | $.612283 \times 10^{-1}$ |
|  | 2 | $.418229 \times 10^{0}$ | $-.199268 \times 10^{0}$ | $.612283 \times 10^{-1}$ |
|  | 3 | $.418229 \times 10^{0}$ | $-.199268 \times 10^{0}$ | $.612283 \times 10^{-1}$ |
| Analytical sol. |  | $.418229 \times 10^{0}$ | $-.199268 \times 10^{0}$ | $.612281 \times 10^{-1}$ |



Fig. 11.5. 16-element mesh for the square region

### 11.5.2 Problem 11.2

A two-dimensional potential flow problem was analyzed. The governing mathematical model of the incompressible inviscid fluid flow is a boundary value problem of partial differential equation. For the velocity potential formulation, the condition of irrotationality and the continuity equation of the twodimensional incompressible potential flow lead to the Laplace equation. There only two boundaries $S_{D}$ and $S_{N}$ exist for this flow problem.


Fig. 11.6. 36-element mesh for the square region

Table 11.2. Convergence by increasing the number of elements for the steady-state heat conduction analysis in a square region

| Element <br> grid | Number of <br> elements | $T_{, C}$ | $q_{x, A}$ | $q_{y, B}$ |
| :--- | :--- | :--- | :--- | :--- |
| $3 \times 3$ | 3 | $.389515 \times 10^{0}$ | $-.198798 \times 10^{0}$ | $.418028 \times 10^{-1}$ |
| $3 \times 3$ | 16 | $.421206 \times 10^{0}$ | $-.200779 \times 10^{0}$ | $.574711 \times 10^{-1}$ |
| $3 \times 3$ | 36 | $.197862 \times 10^{0}$ | $-.201226 \times 10^{0}$ | $.599995 \times 10^{-1}$ |
| Analytical sol. |  | $.418229 \times 10^{0}$ | $-.199268 \times 10^{0}$ | $.612281 \times 10^{-1}$ |



Fig. 11.7. Potential flow past a cylinder in a rectangular channel

For solving the field problem of potential flow, the field variable $\phi$ used in the formulation of general field problems represents the velocity potential $\Phi, k_{x}$ and $k_{y}$ equal $1, Q$ vanishes, $\delta \bar{q}$ and $\delta \tilde{q}$ represent the rates of fluid flow, per unit length along the boundary, out of the Neumann boundary and inter-element boundary of two adjacent elements, respectively, of the analysis


Fig. 11.8. Mesh for analyzing the problem of flow past a cylinder
domain, and the two components of field flux in Eq. (11.5) represent the two components of velocity, $v_{x}=-q_{x}$ and $v_{y}=-q_{y}$.

The problem solved concerns the flow past a cylinder in a rectangular channel with a uniform inlet flow. The problem is shown in Fig. 11.7. By using centerline symmetry and midstream antisymmetry, one fourth of the domain shown in Fig. 11.8 is used for the analysis. The boundary of the analysis domain consists of four Neumann boundaries and one Dirichlet boundary. The Neumann boundary conditions involve zero normal velocity $\bar{v}=\Phi_{, n}=0$ along $A B, B C$ and $D E$, and a uniform inflow $\bar{v}=-1$ along $A E$. The antisymmetry on $C D$ leads to $v_{y}=0$. Thus $\Phi$ is constant along $C D$, and is set to be zero in the analysis. The mesh which is formed by two quadratic serendipity elements, one bilinear element and two regular elements with element sides parallel to the physical coordinate axes is shown in Fig. 11.8. On $A B$, for all nodes except $A$ and $B$ one Neumann condition per node is applied. The applied Neumann condition at $G$ is defined on element 1 . On $B C$, for all nodes except $C$ one Neumann condition per node is applied. The applied Neumann condition at $I$ is defined on element 3 . On $C D$, one Dirichlet condition is applied to each node. On $D E$, for all nodes except $D$ and $E$ one Neumann condition per node is applied. On $A E$, one Neumann condition is applied to each node. One constraint condition at $J$ is considered in the analysis. The DQ and element grid models are the same as those used for the analysis of Problem 11.1. Numerical tests adopting four different types of constraint, separately, are carried out. Type 1 constraint is the natural transition condition on $J H$. Type 2 constraint is the natural transition condition on $J F$. Type 3 constraint is the natural transition condition on $J G$. And type 4 constraint is the averaged discrete governing equation at $J$. All five elements have the same type of element grid. Equally spaced nodes in both $\xi$ and $\eta$ directions are adopted for defining the element grid. The $p$ refinement procedure is used to analyze the problem. Numerical results are summarized and listed in Table 11.3. It shows that the velocity potentials and velocities at certain nodes

Table 11.3. Convergence by increasing the number of element nodes for the potential flow analysis

| Element <br> grid | Constraint <br> type | $\Phi_{, A}$ | $v_{x, C}$ | $v_{y, D}$ |
| :--- | :--- | :--- | :--- | :--- |
| $3 \times 3$ | 1 | $-.105347 \times 10^{2}$ | $.317507 \times 10^{1}$ | $.211672 \times 10^{1}$ |
|  | 2 | $-.105142 \times 10^{2}$ | $.316755 \times 10^{1}$ | $.210847 \times 10^{1}$ |
|  | 3 | $-.105226 \times 10^{2}$ | $.317063 \times 10^{1}$ | $.211185 \times 10^{1}$ |
|  | 4 | $-.105431 \times 10^{2}$ | $.317814 \times 10^{1}$ | $.212009 \times 10^{1}$ |
| $5 \times 5$ | 1 | $-.986284 \times 10^{1}$ | $.251048 \times 10^{1}$ | $.172663 \times 10^{1}$ |
|  | 2 | $-.986281 \times 10^{1}$ | $.251087 \times 10^{1}$ | $.172633 \times 10^{1}$ |
|  | 3 | $-.986282 \times 10^{1}$ | $.251086 \times 10^{1}$ | $.172633 \times 10^{1}$ |
|  | 4 | $-.986274 \times 10^{1}$ | $.251093 \times 10^{1}$ | $.172631 \times 10^{1}$ |
| $7 \times 7$ | 1 | $-.100184 \times 10^{2}$ | $.261774 \times 10^{1}$ | $.178964 \times 10^{1}$ |
|  | 2 | $-.100183 \times 10^{2}$ | $.261775 \times 10^{1}$ | $.178965 \times 10^{1}$ |
|  | 3 | $-.100183 \times 10^{2}$ | $.261774 \times 10^{1}$ | $.178964 \times 10^{1}$ |
|  | 4 | $-.100184 \times 10^{2}$ | $.261774 \times 10^{1}$ | $.178964 \times 10^{1}$ |
| $9 \times 9$ | 1 | $-.998552 \times 10^{1}$ | $.261106 \times 10^{1}$ | $.177848 \times 10^{1}$ |
|  | 2 | $-.998552 \times 10^{1}$ | $.261106 \times 10^{1}$ | $.177848 \times 10^{1}$ |
|  | 3 | $-.998552 \times 10^{1}$ | $.261106 \times 10^{1}$ | $.177848 \times 10^{1}$ |
|  | 4 | $-.998552 \times 10^{1}$ | $.261106 \times 10^{1}$ | $.177848 \times 10^{1}$ |
| $11 \times 11$ | 1 | $-.999217 \times 10^{1}$ | $.262216 \times 10^{1}$ | $.178065 \times 10^{1}$ |
|  | 2 | $-.999217 \times 10^{1}$ | $.262216 \times 10^{1}$ | $.178065 \times 10^{1}$ |
|  | 3 | $-.999217 \times 10^{1}$ | $.262216 \times 10^{1}$ | $.178065 \times 10^{1}$ |
|  | 4 | $-.999217 \times 10^{1}$ | $.262216 \times 10^{1}$ | $.178065 \times 10^{1}$ |
| $13 \times 13$ | 1 | $-.999053 \times 10^{1}$ | $.262727 \times 10^{1}$ | $.178007 \times 10^{1}$ |
|  | 2 | $-.999053 \times 10^{1}$ | $.191643 \times 10^{1}$ | $.178007 \times 10^{1}$ |
|  | 3 | $-.999053 \times 10^{1}$ | $.262727 \times 10^{1}$ | $.178007 \times 10^{1}$ |
|  | 4 | $-.999053 \times 10^{1}$ | $.191642 \times 10^{1}$ | $.178007 \times 10^{1}$ |

converge fast by gradually increasing the number of nodes of an element, for all of the four different types of constraint. The convergence characters of the four different types of constraint make no significant difference in the sense that numerical results of all different types of constraint are up to the fifth digit identical by only increasing the element nodes up to $5 \times 5$. It should be mentioned that this problem can also be analyzed by simply using two elements to model the analysis domain. It can even be solved by using a single pentagon element to represent the analysis domain and analyze the problem. Since the $p$ version is more efficient than the $h$ version, in the real engineering or scientific application the concept of adaptive discretization can be adopted
and the number of elements used to model the analysis domain must be as much as possible small.

### 11.5.3 Problem 11.3

The problem solved concerns the torsion of a prismatic solid bar having a rectangular cross section. The Prandtl's stress function formulation of torsion theory was used. For solving the field problem of the torsion of a prismatic solid bar by the stress function formulation, the field variable $\phi$ used in the formulation of general field problems represents the stress function $\Psi, k_{x}$ and $k_{y}$ equal $1, Q$ equals $2 G \theta$ with $G$ the shear modulus and $\theta$ the angle of twist per unit length, $q_{x}$ in Eq. (11.5) represents the component of shear stress in the $y$ direction, $q_{x} \equiv \tau_{z y}, q_{y}$ in Eq. (11.5) represents the negative value of the component of shear stress in the $x$ direction, $q_{y} \equiv-\tau_{z x}$. Equation (11.3) with $\bar{q}=0$ represents that the normal shear on the analysis domain boundary vanishes, and Eq. (11.13) with $\tilde{q}^{r, s}=0$ represents that the normal shears on the inter-element boundary of two adjacent elements $r$ and $s$ are in equilibrium. There only the boundary condition, $\Psi=0$ on $S_{D}$, exists for this problem.

This problem can be solved by using only one rectangular element to represent the problem domain. However, a mesh shown in Fig. 11.9 and having four elements is used for analyzing the problem by adopting the $p$ refinement procedure. Two of the four elements are extremely distorted. All four elements have the same type of element grid. Equally spaced discrete points in both $\xi$ and $\eta$ directions are adopted for defining the element grid. One constraint condition at the element corner node with the four elements being connected to it is applied. Three different types of constraint are adopted for the numerical tests to study the convergence. The type 1 constraint is the equilibrium of shear stresses on $O D$. The type 2 constraint is the equilibrium of shear stresses


Fig. 11.9. Extremely distorted mesh for the rectangular cross section
on $O E$. The type 3 constraint is the discrete governing equation at $O$. Numerical results are summarized and listed in Table 11.4. They are compared with the results of analytical solution [95]. It shows excellent convergence though extremely distorted elements are used.

Table 11.4. Convergence by increasing the number of element nodes for the torsion analysis of a prismatic solid bar using extremely distorted elements

| Element <br> grid | Constraint <br> type | $\Psi_{, A}$ | $\tau_{z y, B}$ |
| :--- | :--- | :--- | :--- |
| $3 \times 3$ | 1 | $.846407 \times 10^{1}$ | $.564271 \times 10^{1}$ |
|  | 2 | $.735872 \times 10^{1}$ | $.600386 \times 10^{1}$ |
| $5 \times 5$ | 3 | $.755576 \times 10^{1}$ | $.593948 \times 10^{1}$ |
|  | 1 | $.803784 \times 10^{1}$ | $.561706 \times 10^{1}$ |
|  | 2 | $.799405 \times 10^{1}$ | $.563183 \times 10^{1}$ |
| $7 \times 7$ | 3 | $.797751 \times 10^{1}$ | $.563741 \times 10^{1}$ |
|  | 1 | $.816400 \times 10^{1}$ | $.559335 \times 10^{1}$ |
|  | 2 | $.815705 \times 10^{1}$ | $.559573 \times 10^{1}$ |
|  | 3 | $.815529 \times 10^{1}$ | $.559633 \times 10^{1}$ |
| $9 \times 9$ | 1 | $.818002 \times 10^{1}$ | $.558581 \times 10^{1}$ |
|  | 2 | $.817804 \times 10^{1}$ | $.558649 \times 10^{1}$ |
| $11 \times 11$ | 3 | $.817730 \times 10^{1}$ | $.558674 \times 10^{1}$ |
|  | 1 | $.818786 \times 10^{1}$ | $.558345 \times 10^{1}$ |
|  | 2 | $.818710 \times 10^{1}$ | $.558372 \times 10^{1}$ |
| $13 \times 13$ | 3 | $.818677 \times 10^{1}$ | $.558383 \times 10^{1}$ |
|  | 1 | $.819188 \times 10^{1}$ | $.558253 \times 10^{1}$ |
|  | 2 | $.819152 \times 10^{1}$ | $.558265 \times 10^{1}$ |
|  | 3 | $.819136 \times 10^{1}$ | $.558271 \times 10^{1}$ |
| $15 \times 15$ | 1 | $.819418 \times 10^{1}$ | $.558212 \times 10^{1}$ |
|  | 2 | $.819400 \times 10^{1}$ | $.558219 \times 10^{1}$ |
|  | 3 | $.819391 \times 10^{1}$ | $.558222 \times 10^{1}$ |
| Analytical sol. |  | $.819877 \times 10^{1}$ | $.558036 \times 10^{1}$ |

### 11.5.4 Problem 11.4

The problem solved involves the DQEM analysis of the steady-state heat conduction in a rectangular region with a quarter circular cut. The medium is isotropic with the thermal conductivity equal to 1 . The problem is shown in Fig. 11.10. The geometrical parameters are: $a=6, b=8, c=4$ and $d=5$.


Fig. 11.10. Heat conduction in a rectangular medium with a quarter circular cut

The boundary of the domain consists of four Neumann boundaries and one Dirichlet boundary. The Neumann boundary conditions involve the conduction heat flux into the domain. $\bar{q}$ equals zero along $A B, B C, D E$ and $E F$, and $\bar{q}$ equals 5 along $A F$. The temperature is prescribed and zero along $C D$. And there is no heat generation rate. Two elements are used to model the domain. On $A B$, for all node points except $A$ and $B$, one Neumann condition per node is applied. On $B C$, for all node points except $C$, one Neumann condition per node is applied. The applied Neumann condition at $B$ is attached to element 2. On $C D$, each discrete point is set to have one Dirichlet condition. On $D E$, for all node points except $D$, one Neumann condition per node is applied. On $E F$, for all node points except $E$ and $F$, one Neumann condition per node is applied. On $E B$, for all node points except $E$ and $B$, one natural transition condition per node is applied. On $A F$, each node point is set to have one Neumann condition. The mapping technique is used to generate the grid points in an element and calculate the direction cosines at a node point on the inter-element boundary or natural boundary. Shape functions, expressed by Eq. (10.30), of the $C^{1 *}$ element which is a four-node twelve-DOF element, are used for the mapping transformations to approximately describe the shape of curved elements. Lagrange DQ model with equally spaced grid is used for the element basis discretization. Numerical results obtained by the DQEM are summarized and listed in Table 11.5. It shows that the heat fluxes at certain node points converge fast following the increase of node points in an element. It also shows that the value of heat flux in $x$ direction is rather large at $C$.

### 11.5.5 Problem 11.5

The problem solved involves the DQEM analysis of the two-dimensional heat conduction of a medium shown in Fig. 11.11 [123]. There are two subdomains having different materials and uniformly distributed heat generation rates. The shape of each subdomain is represented by the quadratic serendipity shape functions. The problem has both the Neumann and Dirichlet boundaries. There is also a constant heat flux into the medium on the

Table 11.5. Convergence of heat conduction in a rectangular medium with a quarter circular cut

| Element grid | $q_{x, C}$ | $q_{x, G}$ | $q_{x, D}$ |
| :--- | :--- | :--- | :--- |
| $7 \times 7$ | $.13092 \times 10^{2}$ | $.96325 \times 10^{1}$ | $.89480 \times 10^{1}$ |
| $9 \times 9$ | $.13057 \times 10^{2}$ | $.95730 \times 10^{1}$ | $.88924 \times 10^{1}$ |
| $11 \times 11$ | $.13113 \times 10^{2}$ | $.95850 \times 10^{1}$ | $.89034 \times 10^{1}$ |
| $13 \times 13$ | $.13134 \times 10^{2}$ | $.95820 \times 10^{1}$ | $.89004 \times 10^{1}$ |



Fig. 11.11. Heat conduction in an irregular orthotropic medium composed of two irregular subdomains
inter-subdomain boundary. At a corner node, one discrete condition equation is considered. At the intersection of the Neumann boundary and the inter-subdomain boundary, the discrete Neumann condition defined on the left subdomain is considered. At $D$ and $F$, the considered conditions are Dirichlet conditions. At $A$ and $C$, the considered Dirichlet condition is $\bar{T}=0$. Chebyshev DQ model with the Chebyshev grid defined by using the roots of Chebyshev polynomials are used to carry out the element basis DQ discretization. Numerical results of temperature $T_{, E}$ at $E$, and heat fluxes $q_{y, B_{l}}$ and $q_{y, B_{r}}$ in the left subdomain and right subdomain, respectively, at $B$ are summarized and listed in Table 11.6. It also shows good convergence.

### 11.5.6 Problem 11.6

A problem involves the DQEM solution of heat conduction in a half circular region with the radius equal to 3 was solved. The medium is also isotropic with the thermal conductivity equal to 1 . The half circle is expressed by $\partial \Omega_{N}=\left\{x^{2}+y^{2}=9, \quad y \geq 0\right\}$ which is a Neumann boundary with $\bar{q}=-1 / 9$, while the boundary segment $\partial \Omega_{D}=\{-3 \leq x \leq 3, \quad y=0\}$ is a Dirichlet boundary having a prescribed temperature $\bar{T}=5 / 3$. There is no heat

Table 11.6. Convergence of heat conduction in an orthotropic medium

| Grid (a subd.) | $T_{, E}$ | $q_{y, B_{l}}$ | $q_{y, B_{r}}$ |
| :--- | :--- | :--- | :--- |
| $5 \times 5$ | $.466232 \times 10^{1}$ | $-.840864 \times 10^{1}$ | $-.126130 \times 10^{2}$ |
| $7 \times 7$ | $.453529 \times 10^{1}$ | $-.957623 \times 10^{1}$ | $-.143643 \times 10^{2}$ |
| $9 \times 9$ | $.458084 \times 10^{1}$ | $-.104391 \times 10^{2}$ | $-.156586 \times 10^{2}$ |
| $11 \times 11$ | $.460776 \times 10^{1}$ | $-.110384 \times 10^{2}$ | $-.165576 \times 10^{2}$ |
| $13 \times 13$ | $.463075 \times 10^{1}$ | $-.114903 \times 10^{2}$ | $-.172355 \times 10^{2}$ |
| $15 \times 15$ | $.464870 \times 10^{1}$ | $-.118507 \times 10^{2}$ | $-.177760 \times 10^{2}$ |

Table 11.7. Convergence of the analysis of 2-D heat conduction in a half circular isotropic medium by using a curved triangular element

| Order of Pascal <br> triangular grid | $T_{, A}$ | $T_{, B}$ | $T_{, C}$ | $T_{, D}$ |
| :--- | :--- | :--- | :--- | :--- |
| 4 | $.155564 \times 10^{1}$ | $.144620 \times 10^{1}$ | $.133926 \times 10^{1}$ | $.124040 \times 10^{1}$ |
| 6 | $.151935 \times 10^{1}$ | $.137616 \times 10^{1}$ | $.124376 \times 10^{1}$ | $.113206 \times 10^{1}$ |
| 8 | $.151461 \times 10^{1}$ | $.137071 \times 10^{1}$ | $.124666 \times 10^{1}$ | $.115677 \times 10^{1}$ |

generation rate. The domain is modelled by a twelve-node $C^{0}$ triangular element with node 1 , node 2 and node 3 located at $(-3,0),(3,0)$ and $(0,3)$, respectively. Numerical results of temperatures at four points $A(0, .6), B(0,1.2)$, $C(0,1.8)$ and $D(0,2.4)$ are listed in Table 11.7. It also shows that the results converge well by gradually increasing the order of the Pascal triangular grid.

## DQEM Analysis of Two-Dimensional Elasticity Problems

Two-dimensional elasticity problems with orthotropic materials are considered. Numerical formulation DQEM analysis using quadrilateral element is introduced. The assemblage of all discrete equations into the overall algebraic system is discussed. Both Lagrange DQ model and Chebyshev DQ model adopted for sample DQEM analyses.

### 12.1 Fundamental Relations

Let $u$ and $v$ denote the two displacement components in $x$ and $y$ directions, respectively, and $\epsilon_{x x}, \epsilon_{y y}$ and $\gamma_{x y}$ denote the three strain components. Then, the following relations hold good: $\epsilon_{x x}=u_{, x}, \epsilon_{y y}=v_{, y}$ and $\gamma_{x y}=u_{, y}+v_{, x}$. Consider orthotropic material and let $\bar{Q}_{11}, \bar{Q}_{12}, \bar{Q}_{16}, \bar{Q}_{22}, \bar{Q}_{26}$ and $\bar{Q}_{66}$ denote the reduced stiffnesses, and $N_{x x}, N_{y y}$ and $N_{x y}$ denote the stress resultants. These stress resultants can be related to strains and expressed as [124]

$$
\left\{\begin{array}{l}
N_{x x}  \tag{12.1}\\
N_{y y} \\
N_{x y}
\end{array}\right\}=\left[\begin{array}{ccc}
\bar{B}_{11} & \bar{B}_{12} & \bar{B}_{16} \\
\bar{B}_{12} & \bar{B}_{22} & \bar{B}_{26} \\
\bar{B}_{16} & \bar{B}_{26} & \bar{B}_{66}
\end{array}\right]\left\{\begin{array}{c}
u_{, x} \\
v_{, y} \\
u_{, y}+v_{, x}
\end{array}\right\}
$$

where $\bar{B}_{i j}=\int_{-h / 2}^{h / 2} \bar{Q}_{i j} d z$ with $h$ being the thickness of the elastic medium. If the averaging approach is adopted, the effective stiffnesses $\tilde{Q}_{i j}$ are used to calculate $\bar{B}_{i j}, \bar{B}_{i j}=t \tilde{Q}_{i j}$. The reduced stiffnesses are obtained by the elastic stiffnesses $Q_{i j}$ through coordinate transformation. Let $E_{1}, E_{2}, \nu_{12}, \nu_{21}$ and $G_{13}$ be the elastic constants, the following relations hold good: $\nu_{12} / E_{1}=\nu_{21} / E_{2}$, $Q_{11}=E_{1} /\left(1-\nu_{12} \nu_{21}\right), Q_{22}=E_{2} /\left(1-\nu_{12} \nu_{21}\right), Q_{12}=\nu_{12} E_{2} /\left(1-\nu_{12} \nu_{21}\right)$, $Q_{66}=G_{13}$.

By introducing the strain-displacement relations and Eq. (12.1) into the equilibrium equations expressed by stress resultants, the equilibrium equations expressed by displacements can be obtained

$$
\begin{align*}
& \left(\bar{B}_{11, x}+\bar{B}_{16, y}\right) u_{, x}+\left(\bar{B}_{16, x}+\bar{B}_{66, y}\right) u_{, y}+\bar{B}_{11} u_{, x x}+\bar{B}_{66} u_{, y y} \\
+ & 2 \bar{B}_{16} u_{, x y}+\left(\bar{B}_{16, x}+\bar{B}_{66, y}\right) v_{, x}+\left(\bar{B}_{12, x}\right. \\
+ & \left.\bar{B}_{26, y}\right) v_{, y}+\bar{B}_{16} v_{, x x}+\bar{B}_{26} v_{, y y}+\left(\bar{B}_{12}+\bar{B}_{66}\right) v_{, x y}+h \rho b_{x}=0 \\
& \left(\bar{B}_{16, x}+\bar{B}_{12, y}\right) u_{, x}+\left(\bar{B}_{66, x}+\bar{B}_{26, y}\right) u_{, y}+\bar{B}_{16} u_{, x x}+\bar{B}_{26} u_{, y y} \\
+ & \left(\bar{B}_{12}+\bar{B}_{66}\right) u_{, x y}+\left(\bar{B}_{66, x}+\bar{B}_{26, y}\right) v_{, x}+\left(\bar{B}_{26, x}+\bar{B}_{22, y}\right) v_{, y} \\
+ & \bar{B}_{66} v_{, x x}+\bar{B}_{22} v_{, y y}+2 \bar{B}_{26} v_{, x y}+h \rho b_{y}=0 \tag{12.2}
\end{align*}
$$

In the above two equations, $\rho b_{x}$ and $\rho b_{y}$ are the two body forces in the $x$ and the $y$ directions, respectively. The kinematic boundary conditions can be expressed as

$$
\begin{equation*}
u=\bar{u}, \quad v=\bar{v} \tag{12.3}
\end{equation*}
$$

where $\bar{u}$ and $\bar{v}$ are prescribed values. Let $l$ and $m$ denote the direction cosines of the outward unit normal vector on the natural boundary. Also let $\bar{t}_{x}$ and $\bar{t}_{y}$ denote the prescribed traction forces applied on the natural boundary. The natural boundary conditions can be expressed as

$$
\begin{align*}
& l\left[\bar{B}_{11} u_{, x}+\bar{B}_{12} v_{, y}+\bar{B}_{16}\left(u_{, y}+v_{, x}\right)\right] \\
+ & m\left[\bar{B}_{16} u_{, x}+\bar{B}_{26} v_{, y}+\bar{B}_{66}\left(u_{, y}+v_{, x}\right)\right]=\bar{t}_{x} \\
& l\left[\bar{B}_{16} u_{, x}+\bar{B}_{26} v_{, y}+\bar{B}_{66}\left(u_{, y}+v_{, x}\right)\right] \\
+ & m\left[\bar{B}_{12} u_{, x}+\bar{B}_{22} v_{, y}+\bar{B}_{26}\left(u_{, y}+v_{, x}\right)\right]=\bar{t}_{y} \tag{12.4}
\end{align*}
$$

### 12.2 DQEM Formulation

### 12.2.1 Irregular Element

Consider the quadrilateral element. The substitution of mapping transformation relations (10.2) and (10.3) into Eqs. (12.2) leads to the following two equilibrium equations defined on the master element [125]

$$
\begin{align*}
& E_{1}^{e}(\xi, \eta) u_{, \xi \xi}^{e}+E_{2}^{e}(\xi, \eta) u_{, \xi \eta}^{e}+E_{3}^{e}(\xi, \eta) u_{, \eta \eta}^{e}+E_{4}^{e}(\xi, \eta) u_{, \xi}^{e} \\
+ & E_{5}^{e}(\xi, \eta) u_{, \eta}^{e}+F_{1}^{e}(\xi, \eta) v_{, \xi \xi}^{e}+F_{2}^{e}(\xi, \eta) v_{, \xi \eta}^{e}+F_{3}^{e}(\xi, \eta) v_{, \eta \eta}^{e} \\
+ & F_{4}^{e}(\xi, \eta) v_{, \xi}^{e}+F_{5}^{e}(\xi, \eta) v_{, \eta}^{e}=-h^{e} \rho^{e} b_{x}^{e}, \\
& \bar{E}_{1}^{e}(\xi, \eta) u_{, \xi \xi}^{e}+\bar{E}_{2}^{e}(\xi, \eta) u_{, \xi \eta}^{e}+\bar{E}_{3}^{e}(\xi, \eta) u_{, \eta \eta}^{e}+\bar{E}_{4}^{e}(\xi, \eta) u_{, \xi}^{e} \\
+ & \bar{E}_{5}^{e}(\xi, \eta) u_{, \eta}^{e}+\bar{F}_{1}^{e}(\xi, \eta) v_{, \xi \xi}^{e}+\bar{F}_{2}^{e}(\xi, \eta) v_{, \xi \eta}^{e}+\bar{F}_{3}^{e}(\xi, \eta) v_{, \eta \eta}^{e} \\
+ & \bar{F}_{4}^{e}(\xi, \eta) v_{, \xi}^{e}+\bar{F}_{5}^{e}(\xi, \eta) v_{, \eta}^{e}=-h^{e} \rho^{e} b_{y}^{e} \tag{12.5}
\end{align*}
$$

where

$$
\begin{align*}
& E_{1}^{e}(\xi, \eta)=\bar{B}_{11}^{e} \xi_{, x}^{2}+\bar{B}_{66}^{e} \xi_{, y}^{2}+2 \bar{B}_{16}^{e} \xi_{, x} \xi_{, y}, \\
& E_{2}^{e}(\xi, \eta)=2\left[\bar{B}_{11}^{e} \xi_{, x} \eta_{, x}+\bar{B}_{66}^{e} \xi_{, y} \eta_{, y}+\bar{B}_{16}^{e}\left(\xi_{, x} \eta_{, y}+\xi_{, y} \eta_{, x}\right)\right], \\
& E_{3}^{e}(\xi, \eta)=\bar{B}_{11}^{e} \eta_{, x}^{2}+\bar{B}_{66}^{e} \eta_{, y}^{2}+2 \bar{B}_{16}^{e} \eta_{, x} \eta_{, y}, \\
& E_{4}^{e}(\xi, \eta)=\bar{B}_{11}^{e} \xi_{, x x}+2 \bar{B}_{16}^{e} \xi_{, x y}+\bar{B}_{66}^{e} \xi_{, y y}+\left(\bar{B}_{11, x}^{e}+\bar{B}_{16, y}^{e}\right) \xi_{, x} \\
& +\left(\bar{B}_{16, x}^{e}+\bar{B}_{66, y}^{e}\right) \xi_{, y}, \\
& E_{5}^{e}(\xi, \eta)=\bar{B}_{11}^{e} \eta_{, x x}+2 \bar{B}_{16}^{e} \eta_{, x y}+\bar{B}_{66}^{e} \eta_{, y y}+\left(\bar{B}_{11, x}^{e}+\bar{B}_{16, y}^{e}\right) \eta_{, x} \\
& +\left(\bar{B}_{16, x}^{e}+\bar{B}_{66, y}^{e}\right) \eta_{, y}, \\
& F_{1}^{e}(\xi, \eta)=\bar{B}_{16}^{e} \xi_{, x}^{2}+\bar{B}_{26}^{e} \xi_{, y}^{2}+\left(\bar{B}_{12}^{e}+\bar{B}_{66}^{e}\right) \xi_{, x} \xi_{, y}, \\
& F_{2}^{e}(\xi, \eta)=2 \bar{B}_{16}^{e} \xi_{, x} \eta_{, x}+2 \bar{B}_{26}^{e} \xi_{, y} \eta_{, y}+\left(\bar{B}_{12}^{e}+\bar{B}_{66}^{e}\right)\left(\xi_{, x} \eta_{, y}+\xi_{, y} \eta_{, x}\right), \\
& F_{3}^{e}(\xi, \eta)=\bar{B}_{16}^{e} \eta_{, x}^{2}+\bar{B}_{26}^{e} \eta_{, y}^{2}+\left(\bar{B}_{12}^{e}+\bar{B}_{66}^{e}\right) \eta_{, x} \eta_{, y}, \\
& F_{4}^{e}(\xi, \eta)=\bar{B}_{16}^{e} \xi_{, x x}+\left(\bar{B}_{12}^{e}+\bar{B}_{66}^{e}\right) \xi_{, x y}+\bar{B}_{26}^{e} \xi_{, y y}+\left(\bar{B}_{16, x}^{e}+\bar{B}_{66, y}^{e}\right) \xi_{, x} \\
& +\left(\bar{B}_{12, x}^{e}+\bar{B}_{26, y}^{e}\right) \xi_{, y}, \\
& F_{5}^{e}(\xi, \eta)=\bar{B}_{16}^{e} \eta_{, x x}+\left(\bar{B}_{12}^{e}+\bar{B}_{66}^{e}\right) \eta_{, x y}+\bar{B}_{26}^{e} \eta_{, y y}+\left(\bar{B}_{16, x}^{e}+\bar{B}_{66, y}^{e}\right) \eta_{, x} \\
& +\left(\bar{B}_{12, x}^{e}+\bar{B}_{26, y}^{e}\right) \eta_{, y} \text {, } \\
& \bar{E}_{1}^{e}(\xi, \eta)=\bar{B}_{16}^{e} \xi_{, x}^{2}+\bar{B}_{26}^{e} \xi_{, y}^{2}+\left(\bar{B}_{12}^{e}+\bar{B}_{66}^{e}\right) \xi_{, x} \xi_{, y}, \\
& \bar{E}_{2}^{e}(\xi, \eta)=2 \bar{B}_{16}^{e} \xi_{, x} \eta_{, x}+2 \bar{B}_{26}^{e} \xi_{, y} \eta_{, y}+\left(\bar{B}_{12}^{e}+\bar{B}_{66}^{e}\right)\left(\xi_{, x} \eta_{, y}+\xi_{, y} \eta_{, x}\right), \\
& \bar{E}_{3}^{e}(\xi, \eta)=\bar{B}_{16}^{e} \eta_{, x}^{2}+\bar{B}_{26}^{e} \eta_{, y}^{2}+\left(\bar{B}_{12}^{e}+\bar{B}_{66}^{e}\right) \eta_{, x} \eta_{, y}, \\
& \bar{E}_{4}^{e}(\xi, \eta)=\bar{B}_{16}^{e} \xi_{, x x}+\left(\bar{B}_{12}^{e}+\bar{B}_{66}^{e}\right) \xi_{, x y}+\bar{B}_{26}^{e} \xi_{, y y}+\left(\bar{B}_{16, x}^{e}+\bar{B}_{12, y}^{e}\right) \xi_{, x} \\
& +\left(\bar{B}_{66, x}^{e}+\bar{B}_{26, y}^{e}\right) \xi_{, y}, \\
& \bar{E}_{5}^{e}(\xi, \eta)=\bar{B}_{16}^{e} \eta_{, x x}+\left(\bar{B}_{12}^{e}+\bar{B}_{66}^{e}\right) \eta_{, x y}+\bar{B}_{26}^{e} \eta_{, y y}+\left(\bar{B}_{16, x}^{e}+\bar{B}_{12, y}^{e}\right) \eta_{, x} \\
& +\left(\bar{B}_{66, x}^{e}+\bar{B}_{26, y}^{e}\right) \eta_{, y}, \\
& \bar{F}_{1}^{e}(\xi, \eta)=\bar{B}_{66}^{e} \xi_{, x}^{2}+\bar{B}_{22}^{e} \xi_{, y}^{2}+2 \bar{B}_{26}^{e} \xi_{, x} \xi_{, y}, \\
& \bar{F}_{2}^{e}(\xi, \eta)=2\left[\bar{B}_{66}^{e} \xi_{, x} \eta_{, x}+\bar{B}_{22}^{e} \xi_{, y} \eta_{, y}+\bar{B}_{26}^{e}\left(\xi_{, x} \eta_{, y}+\xi_{, y} \eta_{, x}\right)\right], \\
& \bar{F}_{3}^{e}(\xi, \eta)=\bar{B}_{66}^{e} \eta_{, x}^{2}+\bar{B}_{22}^{e} \eta_{, y}^{2}+2 \bar{B}_{26}^{e} \eta_{, x} \eta_{, y}, \\
& \bar{F}_{4}^{e}(\xi, \eta)=\bar{B}_{66}^{e} \xi_{, x x}+2 \bar{B}_{26}^{e} \xi_{, x y}+\bar{B}_{22}^{e} \xi_{, y y}+\left(\bar{B}_{66, x}^{e}+\bar{B}_{26, y}^{e}\right) \xi_{, x} \\
& +\left(\bar{B}_{26, x}^{e}+\bar{B}_{22, y}^{e}\right) \xi_{, y}, \\
& \bar{F}_{5}^{e}(\xi, \eta)=\bar{B}_{66}^{e} \eta_{, x x}+2 \bar{B}_{26}^{e} \eta_{, x y}+\bar{B}_{22}^{e} \eta_{, y y}+\left(\bar{B}_{66, x}^{e}+\bar{B}_{26, y}^{e}\right) \eta_{, x} \\
& +\left(\bar{B}_{26, x}^{e}+\bar{B}_{22, y}^{e}\right) \eta_{, y} \tag{12.6}
\end{align*}
$$

Equation (12.1) can also be transformed by using Eqs. (10.2). The stress resultants in the element defined by the natural coordinates are expressed by

$$
N_{x x}^{e}=I_{1}^{e}(\xi, \eta) u_{, \xi}^{e}+I_{2}^{e}(\xi, \eta) u_{, \eta}^{e}+J_{1}^{e}(\xi, \eta) v_{, \xi}^{e}+J_{2}^{e}(\xi, \eta) v_{, \eta}^{e},
$$

$$
\begin{gather*}
N_{y y}^{e}=\bar{I}_{1}^{e}(\xi, \eta) u_{, \xi}^{e}+\bar{I}_{2}^{e}(\xi, \eta) u_{, \eta}^{e}+\bar{J}_{1}^{e}(\xi, \eta) v_{, \xi}^{e}+\bar{J}_{2}^{e}(\xi, \eta) v_{, \eta}^{e}, \\
N_{x y}^{e}=\tilde{I}_{1}^{e}(\xi, \eta) u_{, \xi}^{e}+\tilde{I}_{2}^{e}(\xi, \eta) u_{, \eta}^{e}+\tilde{J}_{1}^{e}(\xi, \eta) v_{, \xi}^{e}+\tilde{J}_{2}^{e}(\xi, \eta) v_{, \eta}^{e} \tag{12.7}
\end{gather*}
$$

where

$$
\begin{array}{cc}
I_{1}^{e}(\xi, \eta)=\xi_{, x} \bar{B}_{11}^{e}+\xi_{, y} \bar{B}_{16}^{e}, & I_{2}^{e}(\xi, \eta)=\eta_{, x} \bar{B}_{11}^{e}+\eta_{, y} \bar{B}_{16}^{e}, \\
J_{1}^{e}(\xi, \eta)=\xi_{, x} \bar{B}_{16}^{e}+\xi_{, y} \bar{B}_{12}^{e}, & J_{2}^{e}(\xi, \eta)=\eta_{, x} \bar{B}_{16}^{e}+\eta_{, y} \bar{B}_{12}^{e}, \\
\bar{I}_{1}^{e}(\xi, \eta)=\xi_{, x} \bar{B}_{12}^{e}+\xi_{y, y} \bar{B}_{26}^{e}, & \bar{I}_{2}^{e}(\xi, \eta)=\eta_{, x} \bar{B}_{12}^{e}+\eta_{, y} \bar{B}_{26}^{e}, \\
\bar{J}_{1}^{e}(\xi, \eta)=\xi_{, x} \bar{B}_{26}^{e}+\xi_{, y} \bar{B}_{22}^{e}, & \bar{J}_{2}^{e}(\xi, \eta)=\eta_{, x} \bar{B}_{26}^{e}+\eta_{, y} \bar{B}_{22}^{e}, \\
\tilde{I}_{1}^{e}(\xi, \eta)=\xi_{, x} \bar{B}_{16}^{e}+\xi_{, y} \bar{B}_{66}^{e}, & \tilde{I}_{2}^{e}(\xi, \eta)=\eta_{, x} \bar{B}_{16}^{e}+\eta_{, y} \bar{B}_{66}^{e}, \\
\tilde{J}_{1}^{e}(\xi, \eta)=\xi_{, x} \bar{B}_{66}^{e}+\xi_{, y} \bar{B}_{26}^{e}, & \tilde{J}_{2}^{e}(\xi, \eta)=\eta_{, x} \bar{B}_{66}^{e}+\eta_{, y} \bar{B}_{26}^{e} \tag{12.8}
\end{array}
$$

The substitution of Eqs. (10.2) into Eqs. (12.4) leads to the following transformed natural boundary conditions

$$
\begin{gather*}
G_{1}^{e}(\xi, \eta) u_{, \xi}^{e}+G_{2}^{e}(\xi, \eta) u_{, \eta}^{e}+H_{1}^{e}(\xi, \eta) v_{, \xi}^{e}+H_{2}^{e}(\xi, \eta) v_{, \eta}^{e}+\tilde{m}^{e} \frac{\partial^{2} u^{e}}{\partial t^{2}}=\bar{t}_{x}^{e} \\
\bar{G}_{1}^{e}(\xi, \eta) u_{, \xi}^{e}+\bar{G}_{2}^{e}(\xi, \eta) u_{, \eta}^{e}+\bar{H}_{1}^{e}(\xi, \eta) v_{, \xi}^{e}+\bar{H}_{2}^{e}(\xi, \eta) v_{, \eta}^{e}+\tilde{m}^{e} \frac{\partial^{2} v^{e}}{\partial t^{2}}=\bar{t}_{y}^{e} \tag{12.9}
\end{gather*}
$$

where

$$
\begin{align*}
& G_{1}^{e}(\xi, \eta)=l^{e}\left(\xi_{, x} \bar{B}_{11}^{e}+\xi_{, y} \bar{B}_{16}^{e}\right)+m^{e}\left(\xi_{, x} \bar{B}_{16}^{e}+\xi_{, y} \bar{B}_{66}^{e}\right), \\
& G_{2}^{e}(\xi, \eta)=l^{e}\left(\eta_{, x} \bar{B}_{11}^{e}+\eta_{, y} \bar{B}_{16}^{e}\right)+m^{e}\left(\eta_{, x} \bar{B}_{16}^{e}+\eta_{, y} \bar{B}_{66}^{e}\right), \\
& H_{1}^{e}(\xi, \eta)=l^{e}\left(\xi_{, x} \bar{B}_{16}^{e}+\xi_{, y} \bar{B}_{12}^{e}\right)+m^{e}\left(\xi_{, x} \bar{B}_{66}^{e}+\xi_{, y} \bar{B}_{26}^{e}\right), \\
& H_{2}^{e}(\xi, \eta)=l^{e}\left(\eta_{, x} \bar{B}_{16}^{e}+\eta_{, y} \bar{B}_{12}^{e}\right)+m^{e}\left(\eta_{, x} \bar{B}_{66}^{e}+\eta_{, y} \bar{B}_{26}^{e}\right), \\
& \bar{G}_{1}^{e}(\xi, \eta)=l^{e}\left(\xi_{, x} \bar{B}_{16}^{e}+\xi_{, y} \bar{B}_{66}^{e}\right)+m^{e}\left(\xi_{, x} \bar{B}_{12}^{e}+\xi_{, y} \bar{B}_{26}^{e}\right), \\
& \bar{G}_{2}^{e}(\xi, \eta)=l^{e}\left(\eta_{, x} \bar{B}_{16}^{e}+\eta_{, y} \bar{B}_{66}^{e}\right)+m^{e}\left(\eta_{, x} \bar{B}_{12}^{e}+\eta_{, y} \bar{B}_{26}^{e}\right), \\
& \bar{H}_{1}^{e}(\xi, \eta)=l^{e}\left(\xi_{, x} \bar{B}_{66}^{e}+\xi_{, y} \bar{B}_{26}^{e}\right)+m^{e}\left(\xi_{, x} \bar{B}_{26}^{e}+\xi_{, y} \bar{B}_{22}^{e}\right), \\
& \bar{H}_{2}^{e}(\xi, \eta)=l^{e}\left(\eta_{, x} \bar{B}_{66}^{e}+\eta_{, y} \bar{B}_{26}^{e}\right)+m^{e}\left(\eta_{, x} \bar{B}_{26}^{e}+\eta_{, y} \bar{B}_{22}^{e}\right) \tag{12.10}
\end{align*}
$$

The kinematic transition conditions on the inter-element boundary $\partial \Omega^{r, s}$ of two adjacent elements $r$ and $s$ are the continuities of displacements which are expressed as

$$
\begin{equation*}
u_{i}^{r}=u_{i}^{s}, \quad \text { on } \quad \partial \Omega^{r, s} \tag{12.11}
\end{equation*}
$$

If displacements on the inter-element boundary are assumed, the following relation holds

$$
\begin{equation*}
u_{i}^{r}=u_{i}^{s}=\bar{u}_{i}^{r, s} \quad \text { on } \quad \partial \Omega^{r, s} \tag{12.12}
\end{equation*}
$$

where $\bar{u}_{i}^{r, s}$ are prescribed displacements. By using Eqs. (12.9), the natural transition conditions which are equilibrium conditions on the inter-element boundary can also be written as

$$
\begin{align*}
& G_{1}^{r}\left(\xi^{r}, \eta^{r}\right) u_{, \xi^{r}}^{r}+G_{2}^{r}\left(\xi^{r}, \eta^{r}\right) u_{, \eta^{r}}^{r}+H_{1}^{r}\left(\xi^{r}, \eta^{r}\right) v_{, \xi^{r}}^{r}+H_{2}^{r}\left(\xi^{r}, \eta^{r}\right) v_{, \eta^{r}}^{r} \\
+ & G_{1}^{s}\left(\xi^{s}, \eta^{s}\right) u_{, \xi^{s}}^{s}+G_{2}^{s}\left(\xi^{s}, \eta^{s}\right) u_{, \eta^{s}}^{s}+H_{1}^{s}\left(\xi^{s}, \eta^{s}\right) v_{, \xi^{s}}^{s}+H_{2}^{s}\left(\xi^{s}, \eta^{s}\right) v_{, \eta^{s}}^{s}=\tilde{t}_{x}^{r, s}, \\
& \quad \bar{G}_{1}^{r}\left(\xi^{r}, \eta^{r}\right) u_{, \xi^{r}}^{r}+\bar{G}_{2}^{r}\left(\xi^{r}, \eta^{r}\right) u_{, \eta^{r}}^{r}+\bar{H}_{1}^{r}\left(\xi^{r}, \eta^{r}\right) v_{, \xi^{r}}^{r}+\bar{H}_{2}^{r}\left(\xi^{r}, \eta^{r}\right) v_{, \eta^{r}}^{r} \\
+ & +\bar{G}_{1}^{s}\left(\xi^{s}, \eta^{s}\right) u_{, \xi^{s}}^{s}+\bar{G}_{2}^{s}\left(\xi^{s}, \eta^{s}\right) u_{, \eta^{s}}^{s}+\bar{H}_{1}^{s}\left(\xi^{s}, \eta^{s}\right) v_{, \xi^{s}}^{s}+\bar{H}_{2}^{s}\left(\xi^{s}, \eta^{s}\right) v_{, \eta^{s}}^{s} \\
= & \tilde{t}_{y}^{r, s} \text { on } \partial \Omega^{r, s} \tag{12.13}
\end{align*}
$$

where $\tilde{t}_{i}^{r, s}$ are distributed line forces applied on the inter-element boundary.

### 12.2.2 Element Basis DQ Discretization

Considering a quadrilateral element and using DQ, the equilibrium conditions (12.5) at a node $(\alpha, \beta)$ in an element $e$ can be discretized

$$
\begin{align*}
& {\left[E_{1}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\alpha m}^{e \xi^{2}}+E_{4}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\alpha m}^{e \xi}\right] u_{m \beta}^{e}+\left[E_{3}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\beta n}^{e \eta^{2}}\right.} \\
& \left.\quad+E_{5}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\beta n}^{e \eta}\right] u_{\alpha n}^{e}+E_{2}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\beta n}^{e \eta} D_{\alpha m}^{e \xi} u_{m n}^{e}+\left[F_{1}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\alpha m}^{e \xi^{2}}\right. \\
& \left.\quad+F_{4}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\alpha m}^{e \xi}\right] v_{m \beta}^{e}+\left[F_{3}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\beta n}^{e \eta^{2}}+F_{5}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\beta n}^{e \eta}\right] v_{\alpha n}^{e} \\
& \quad+F_{2}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\beta n}^{e \eta} D_{\alpha m}^{e \xi} v_{m n}^{e}=-\left(t \rho b_{x}\right)_{\alpha, \beta}^{e}, \\
& \\
& \\
& \\
& \left.\quad+\bar{E}_{1}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\alpha m}^{e \xi^{2}}+\bar{E}_{4}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\alpha m}^{e \xi}\right] u_{m \beta}^{e}+\left[\bar{E}_{3}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\beta n}^{e \eta^{2}}\right.  \tag{12.14}\\
& \\
& \left.\left.\left.\left.\quad+\bar{F}_{4}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\beta n}^{e \eta}\right] u_{\alpha n}^{e}+\bar{E}_{\beta}\right) D_{\alpha m}^{e \xi}\right] v_{m \beta}^{e}+\left[\xi_{\alpha}, \eta_{\beta}\right) D_{\beta n}^{e \eta} D_{\alpha m}^{e \xi} u_{m n}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\beta n}^{e \eta^{2}}+\bar{F}_{1}^{e}\left(\bar{F}_{\alpha}^{e}\left(\xi_{\alpha}, \eta_{\beta}\right) D_{\alpha m}^{e \xi^{2}}\right) D_{\beta n}^{e \eta}\right] v_{\alpha n}^{e}
\end{align*}
$$

The stress resultants at a node $(\alpha, \beta)$ in an element $e$ can also be obtained by using the DQ in Eqs. (12.9)

$$
\begin{aligned}
N_{x x \alpha \beta}^{e}= & I_{1}^{e}\left(\xi_{\alpha, \beta}, \eta_{\alpha, \beta}\right) D_{\alpha m}^{e \xi} u_{m \beta}^{e}+I_{2}^{e}\left(\xi_{\alpha, \beta}, \eta_{\alpha, \beta}\right) D_{\beta n}^{e \eta} u_{\alpha n}^{e} \\
& +J_{1}^{e}\left(\xi_{\alpha, \beta}, \eta_{\alpha, \beta}\right) D_{\alpha m}^{e \xi} v_{m \beta}^{e}+J_{2}^{e}\left(\xi_{\alpha, \beta}, \eta_{\alpha, \beta}\right) D_{\beta n}^{e \eta} v_{\alpha n}^{e} v_{, \eta}^{e}, \\
N_{y y \alpha \beta}^{e}= & \bar{I}_{1}^{e}\left(\xi_{\alpha, \beta}, \eta_{\alpha, \beta}\right) D_{\alpha m}^{e \xi} u_{m \beta}^{e}+\bar{I}_{2}^{e}\left(\xi_{\alpha, \beta}, \eta_{\alpha, \beta}\right) D_{\beta n}^{e \eta} u_{\alpha n}^{e} \\
& +\bar{J}_{1}^{e}\left(\xi_{\alpha, \beta}, \eta_{\alpha, \beta}\right) D_{\alpha m}^{e \xi} v_{m \beta}^{e}+\bar{J}_{2}^{e}\left(\xi_{\alpha, \beta}, \eta_{\alpha, \beta}\right) D_{\beta n}^{e \eta} v_{\alpha n}^{e}
\end{aligned}
$$

$$
\begin{align*}
N_{x y \alpha \beta}^{e}= & \tilde{I}_{1}^{e}\left(\xi_{\alpha, \beta}, \eta_{\alpha, \beta}\right) D_{\alpha m}^{e \xi} u_{m \beta}^{e}+\tilde{I}_{2}^{e}\left(\xi_{\alpha, \beta}, \eta_{\alpha, \beta}\right) D_{\beta n}^{e \eta} u_{\alpha n}^{e} \\
& +\tilde{J}_{1}^{e}\left(\xi_{\alpha, \beta}, \eta_{\alpha, \beta}\right) D_{\alpha m}^{e \xi} v_{m \beta}^{e}+\tilde{J}_{2}^{e}\left(\xi_{\alpha, \beta}, \eta_{\alpha, \beta}\right) D_{\beta n}^{e \eta} v_{\alpha n}^{e} \tag{12.15}
\end{align*}
$$

Consider the inter-element boundary of the $\xi=1$ side of element $r$ and the $\xi=-1$ side of element $s$. The discrete continuity equations of displacements at a node $\beta$ on the inter-element boundary can be expressed by

$$
\begin{equation*}
u_{i N_{\xi}^{r} \beta}^{r}=u_{1 \beta}^{s}, \quad u_{i N_{\xi}^{r} \beta}^{r}=u_{1 \beta}^{s}=\bar{u}_{\beta}^{r, s} \tag{12.16}
\end{equation*}
$$

Using the DQ in Eqs. (12.13), the discrete natural transition conditions at the node are expressed as

$$
\begin{align*}
& G_{1}^{r}\left(\xi_{N_{\xi}^{r} \beta}^{r}, \eta_{N_{\xi}^{r} \beta}^{r}\right) D_{N_{\xi}^{r} m}^{r \xi} u_{m \beta}^{r}+G_{2}^{r}\left(\xi_{N_{\xi}^{r} \beta}^{r}, \eta_{N_{\xi}^{r} \beta}^{r}\right) D_{\beta n}^{r \eta} u_{N_{\xi}^{r} n}^{r} \\
+ & H_{1}^{r}\left(\xi_{N_{\xi}^{r} \beta}^{r}, \eta_{N_{\xi}^{r} \beta}^{r}\right) D_{N_{\xi}^{r} m}^{r \xi} v_{m \beta}^{r}+H_{2}^{r}\left(\xi_{N_{\xi}^{r} \beta}^{r}, \eta_{N_{\xi}^{r} \beta}^{r}\right) D_{\beta n}^{r \eta} v_{N_{\xi}^{r} n}^{r} \\
+ & G_{1}^{s}\left(\xi_{1 \beta}^{s}, \eta_{1 \beta}^{s}\right) D_{1 m}^{s \xi} u_{m \beta}^{s}+G_{2}^{s}\left(\xi_{1 \beta}^{s}, \eta_{1 \beta}^{s}\right) D_{\beta n}^{s \eta} u_{1 n}^{s} \\
+ & H_{1}^{s}\left(\xi_{1 \beta}^{s}, \eta_{1 \beta}^{s}\right) D_{1 m}^{s \xi} v_{m \beta}^{s}+H_{2}^{s}\left(\xi_{1 \beta}^{s}, \eta_{1 \beta}^{s}\right) D_{\beta n}^{s \eta} v_{1 n}^{s}=\tilde{t}_{x \beta}^{r, s}, \\
& \bar{G}_{1}^{r}\left(\xi_{N_{\xi}^{r} \beta}^{r}, \eta_{N_{\xi}^{r} \beta}^{r}\right) D_{N_{\xi}^{r} m}^{r \xi} u_{m \beta}^{r}+\bar{G}_{2}^{r}\left(\xi_{N_{\xi}^{r} \beta}^{r}, \eta_{N_{\xi}^{r} \beta}^{r}\right) D_{\beta n}^{r \eta} u_{N_{\xi}^{r} n}^{r} \\
+ & \bar{H}_{1}^{r}\left(\xi_{N_{\xi}^{r} \beta}^{r}, \eta_{N_{\xi}^{r} \beta}^{r}\right) D_{N_{\xi}^{r} m}^{r \xi} v_{m \beta}^{r}+\bar{H}_{2}^{r}\left(\xi_{N_{\xi}^{r} \beta}^{r}, \eta_{N_{\xi}^{r} \beta}^{r}\right) D_{\beta n}^{r \eta} v_{N_{\xi}^{r} n}^{r} \\
+ & \bar{G}_{1}^{s}\left(\xi_{1 \beta}^{s}, \eta_{1 \beta}^{s}\right) D_{1 m}^{s \xi} u_{m \beta}^{s}+\bar{G}_{2}^{s}\left(\xi_{1 \beta}^{s}, \eta_{1 \beta}^{s}\right) D_{\beta n}^{s \eta} u_{1 n}^{s} \\
+ & \bar{H}_{1}^{s}\left(\xi_{1 \beta}^{s}, \eta_{1 \beta}^{s}\right) D_{1 m}^{s \xi} v_{m \beta}^{s}+\bar{H}_{2}^{s}\left(\xi_{1 \beta}^{s}, \eta_{1 \beta}^{s}\right) D_{\beta n}^{s \eta} v_{1 n}^{s}=\tilde{t}_{y \beta}^{r, s} \tag{12.17}
\end{align*}
$$

Letting element $n$ be an element with $\xi=1$ side aligned along the natural boundary, the discrete natural boundary conditions at the node $\beta$ can be obtained by using DQ in Eqs. (12.7)

$$
\begin{align*}
& G_{1}^{n}\left(\xi_{N_{\xi}^{n} \beta}^{n}, \eta_{N_{\xi}^{n} \beta}^{n}\right) D_{N_{\xi}^{n} m}^{n \xi} u_{m \beta}^{n}+G_{2}^{n}\left(\xi_{N_{\xi}^{n} \beta}^{n}, \eta_{N_{\xi}^{n} \beta}^{n}\right) D_{\beta n}^{n \eta} u_{N_{\xi}^{n} n}^{n} \\
+ & H_{1}^{n}\left(\xi_{N_{\xi}^{n} \beta}^{n}, \eta_{N_{\xi}^{n} \beta}^{n}\right) D_{N_{\xi}^{n} m}^{n \xi} v_{m \beta}^{n}+H_{2}^{n}\left(\xi_{N_{\xi}^{n} \beta}^{n}, \eta_{N_{\xi}^{n} \beta}^{n}\right) D_{\beta n}^{n \eta} v_{N_{\xi}^{n} n}^{n}=\bar{t}_{x \beta}^{n}, \\
& \bar{G}_{1}^{n}\left(\xi_{N_{\xi}^{n} \beta}^{n}, \eta_{N_{\xi}^{n} \beta}^{n}\right) D_{N_{\xi}^{n} m}^{n \xi} u_{m \beta}^{n}+\bar{G}_{2}^{n}\left(\xi_{N_{\xi}^{n} \beta}^{n}, \eta_{N_{\xi}^{n} \beta}^{n}\right) D_{\beta n}^{n \eta} u_{N_{\xi}^{n} n}^{n} \\
+ & \bar{H}_{1}^{n}\left(\xi_{N_{\xi}^{n} \beta}^{n}, \eta_{N_{\xi}^{n} \beta}^{n}\right) D_{N_{\xi}^{n} m}^{n \xi} v_{m \beta}^{n}+\bar{H}_{2}^{n}\left(\xi_{N_{\xi}^{n} \beta}^{n}, \eta_{N_{\xi}^{n} \beta}^{n}\right) D_{\beta n}^{n \eta} v_{N_{\xi}^{n} n}^{n}=\bar{t}_{y \beta}^{n} \tag{12.18}
\end{align*}
$$

### 12.3 Assemblage

With the kinematic transition conditions in mind, then assemble the discrete element equilibrium equations (12.14) for all elements, discrete natural transition conditions (12.17), and discrete natural boundary conditions (12.18), an
overall discrete equilibrium/transition/boundary equation represented by Eq. (3.18) can be obtained. It is the overall stiffness equation represented by Eq. (3.18). Considering the kinematic boundary conditions and solving the overall discrete equilibrium/transition/boundary equation, displacements at all nodes can be obtained. Like FEM, the assemblage is based on an element by element procedure. In assembling the discrete equations of element $e$, the discrete element equilibrium equations (12.14), and the discrete element boundary forces, expressed by displacements, at the nodes on the four element boundary edges are directly assembled to the overall discrete equation system. An element basis explicit matrix equation, containing the discrete element equilibrium equations and the discrete element boundary forces placed at the rows with the assigned DOF related to the corresponding discrete element boundary forces, is not necessary to be formed in the assemblage process. This element basis explicit matrix equation is an element stiffness equation represented by Eq. (3.20) in which $\left[k^{e}\right]$ is a $\left(2 N_{\xi}^{e} N_{\eta}^{e}\right) \times\left(2 N_{\xi}^{e} N_{\eta}^{e}\right)$ element stiffness matrix,

$$
\left\{\delta^{e}\right\}=\left\lfloor\begin{array}{lllllll}
u_{1}^{e} & v_{1}^{e} & u_{2}^{e} & v_{2}^{e} & . & \ldots & \cdot \tag{12.19}
\end{array}\right\rfloor^{T}
$$

is the element displacement vector, and $\left\{r^{e}\right\}$ is the element load vector containing the corresponding loading forces and discrete element boundary forces. As Eq. (3.20) contain discrete element boundary forces at the four element boundary edges, equilibriums of internal forces and external forces at the inter-element boundary of two adjacent elements and the natural boundary are exactly satisfied in the assemblage process. Consequently, the DQEM is different from FEM which needs to form the element stiffness equation, and which neglects the exact equilibriums.

### 12.4 Overall Algebraic System

Considering the Lagrange family grid, denote $N_{\xi}^{e}$ and $N_{\eta}^{e}$ the numbers of levels in $\xi$ and $\eta$ directions, respectively, in the master element of a physical element. The minimum value of $N_{\xi}^{e}$ and $N_{\eta}^{e}$ is 2 . The convergence character of this 4 -noded element is poor. If the element is a rectangle and the element sides are parallel to $x$ or $y$ axes, mapping results in scaling the lengths of the sides. It can reduce the arithmetic operations in calculating the element stiffness equations. For two adjacent elements having different numbers of nodes on the inter-element boundary, the number of kinematic transition conditions must be larger than the number of natural transition conditions. Let $n_{d}$ denote the difference between the two node numbers which equals the difference between the two numbers of transition conditions. To set up the kinematic transition conditions, the nodes on the inter-element boundary must be arranged in such a way that only $n_{d}$ nodes in one element are not coincident with the nodes in the other element. The $n_{d}$ extra nodes are used to define $2 n_{d}$ extra kinematic transition conditions. In defining the $2 n_{d}$ extra
kinematic conditions, the interpolation technique must be used. In addition, the transition conditions can be easily set up by designing the grids of the two adjacent elements in such a way that both elements have the same numbers of nodes on the inter-element boundary no matter what the orders of approximations and grid configurations are.

For the DQEM 2-D elasticity analysis models, the total degrees of freedom must equal the number of discrete constraint equations. The two equilibrium equations defined at a node are equilibrium constraint conditions. An interior node can define only two discrete equilibrium equations. The discrete kinematic and natural boundary conditions are defined on the kinematic and natural boundaries, respectively. A node on the analysis domain boundary (ADB) but not an element corner node can define two boundary conditions and two equilibrium equations. At a node on the inter-element boundary, if the node is not an element corner node, in addition to the continuities of displacements, two discrete constraint equations of prescribed displacements or natural transition conditions and up to four discrete constraint equilibrium equations attached to the two adjacent elements can be defined. An element corner node might be able to define even more constraint equations.

Consider that discrete element equilibrium equations are only defined at interior nodes. For an element corner node in the analysis domain which is the common node of $N_{N}$ natural inter-element boundaries (IEB) and $N_{K}$ kinematic inter-element boundaries, let $N_{T}$ denote the number of all constraint conditions. Then, for $N_{K} \neq 0, N_{T}=2 N_{N}+2$; for $N_{K}=0$ and the two displacement components $u_{i}$ not prescribed at the node, $N_{T}=2 N_{N}$; for $N_{K}=0$ and one of the two displacement components $u_{i}$ prescribed at the node, $N_{T}=2 N_{N}+1$; for $N_{K}=0$ and the two displacement components $u_{i}$ prescribed, $N_{T}=2 N_{N}+2$. The two equations of setting $u_{i}$ as prescribed values are also kinematic constraint conditions. Figure 11.1 is a typical element corner node in the analysis domain.

For an element corner node on the analysis domain boundary (ADB) with two element-based segments of the analysis domain boundary being connected to it, if the two segments are natural boundaries, $N_{T}$ for various connections are: for $N_{K} \neq 0, N_{T}=2 N_{N}+6$; for $N_{K}=0$ and the two displacement components $u_{i}$ not prescribed at the node, $N_{T}=2 N_{N}+4$; for $N_{K}=0$ and one of the two displacement components $u_{i}$ prescribed at the node, $N_{T}=2 N_{N}+$ 5 ; for $N_{K}=0$ and the two displacement components $u_{i}$ prescribed, $N_{T}=$ $2 N_{N}+6$. If one of the analysis domain boundary segment is natural boundary while the other one is kinematic boundary, $N_{T}$ for various connections are: for $N_{K} \neq 0, N_{T}=2 N_{N}+4$; for $N_{K}=0, N_{T}=2 N_{N}+4$. And if both of the two analysis domain boundary segments are kinematic boundaries, $N_{T}$ for various connections are: for $N_{K} \neq 0, N_{T}=2 N_{N}+2$; for $N_{K}=0, N_{T}=2 N_{N}+2$. A representative of this type of element corner node is shown in Fig. 11.2 which is the type 1 element corner node on the analysis domain boundary.

For an element corner node on the analysis domain boundary with one element-based segment of the analysis domain boundary connected to it, if
the segment is natural boundary, $N_{T}$ for various connections are: for $N_{K} \neq 0$, $N_{T}=2 N_{N}+4$; for $N_{K}=0$ and the two displacement components $u_{i}$ not prescribed at the node, $N_{T}=2 N_{N}+2$; for $N_{K}=0$ and one of the two displacement components $u_{i}$ prescribed at the node, $N_{T}=2 N_{N}+3$; for $N_{K}=0$ and the two displacement components $u_{i}$ prescribed, $N_{T}=2 N_{N}+4$. If the analysis domain boundary segment is kinematic boundary, $N_{T}$ for various connections are: for $N_{K} \neq 0, N_{T}=2 N_{N}+2$; for $N_{K}=0, N_{T}=2 N_{N}+2$. A representative of this type of element corner node is shown in Fig. 11.3 which is the type 2 element corner node on the analysis domain boundary.

Only the values of the two displacement components at nodes are used to define the DQ discretization. Then in order to satisfy all constraint conditions at an element corner node, at the assemblage stage, two degrees of freedom might not be enough. However, we can use more than two constraint conditions at that corner node by neglecting certain constraint conditions at interior nodes or at nodes on the inter-element boundary and other than corner nodes, and giving their degrees of freedom to the inclusion of extra constraint conditions other than the first two.

For the developed DQEM analysis models, the $N_{T}$ constraint conditions can partially or fully be satisfied. We can also neglect all of the $N_{T}$ constraint conditions and give the degrees of freedom of that node to the discrete element equilibrium equations at that node. The discrete equilibrium equations at the element corner node can be defined as the averages of the respective discrete equilibrium equations of all elements connected to that node.

The various techniques for selecting and implementing the constraint conditions at element corner nodes are flexible. Different approaches lead to different programming efforts. The overall algebraic system obtained by assembling all discrete constraint conditions is the discrete equilibrium/transition/ boundary equation system.

EDQ can also be used to the DQEM analysis. For analyzing the 2-D elasticity problems, in order to automatically set the kinematic transition conditions by only using certain degrees of freedom assigned to the element boundary nodes, the degrees of freedom representing displacements must be assigned to the element boundary nodes. The degrees of freedom representing the partial derivatives of the displacement parameters can also be assigned to the nodes of all neighbor elements on the inter-element boundary and the compatibility conditions of the higher order partial derivatives can also be considered. However, if distributed line loads are applied, no compatibility condition of partial derivatives can be considered. The discrete element equilibrium equations can be defined on the inter-element boundaries as the average discrete equilibrium equations of multiple elements. They can also be defined on the element boundaries without adopting the average treatment. Thus, elements having no interior node can also be used to the DQEM analysis. For analyzing beam or plate problems in order to automatically set the kinematic transition conditions by only using certain degrees of freedom assigned to the element boundary nodes, the degrees of freedom representing the lateral displacement
and first order derivative or partial derivatives of the lateral displacement must be assigned to the element boundary nodes. The degrees of freedom representing higher order derivatives or partial derivatives of the displacement can also be assigned to the nodes of all neighbor elements on the inter-element boundary and the compatibility conditions of the higher order derivatives or partial derivatives can also be considered. However, if the moment is applied the highest order of derivative or partial derivative that the compatibility condition can be considered is one. On the other hand, if the lateral force is applied on the inter-element boundary the highest order of derivative or partial derivative that the compatibility condition can be considered is two. The concept can also be used to treat the boundary conditions. It should be noted that if the highest order of derivative or partial derivative assigned to the element boundary nodes is larger than one, the EDQ has to be used.

The philosophy inherent in the outlined techniques for defining discrete connection conditions on the inter-element boundaries, the discrete boundary conditions on the boundary and the discrete constraint conditions at the element corner nodes also holds good for other scientific or engineering problems.

### 12.5 Problems

### 12.5.1 Problem 12.1

The problem solved involves the elastic deformation of a square plate having the E glass/epoxy material. For a $0^{0}$ ply plate with a fiber having the volume fraction 0.70 , the effective stiffnesses are: $Q_{11}=9 . \times 10^{6} \mathrm{psi}, Q_{12}=.85 \times 10^{6}$ psi, $Q_{22}=3.68 \times 10^{6}$ psi, $Q_{66}=1.74 \times 10^{6} \mathrm{psi}$ and $Q_{16}=Q_{26}=0$. They

Table 12.1. Results of the DQEM analysis of a rectangular orthotropic plate

| Algorithm | Grid | $v$ at B (in) | $v$ at C (in) |
| :---: | :---: | :---: | :---: |
| DQEM | $3 \times 3$ | . $1034483 \times 10^{-2}$ | $.5453523 \times 10^{-3}$ |
|  | $5 \times 5$ | . $9396767 \times 10^{-3}$ | . $7424176 \times 10^{-3}$ |
|  | $7 \times 7$ | . $8529769 \times 10^{-3}$ | . $6190472 \times 10^{-3}$ |
|  | $9 \times 9$ | $.8224254 \times 10^{-3}$ | . $5578523 \times 10^{-3}$ |
|  | $11 \times 11$ | . $8120461 \times 10^{-3}$ | . $5358458 \times 10^{-3}$ |
| FDM | $5 \times 5$ | . $9484796 \times 10^{-3}$ | . $5689211 \times 10^{-3}$ |
|  | $7 \times 7$ | . $8866070 \times 10^{-3}$ | . $5579871 \times 10^{-3}$ |
|  | $9 \times 9$ | $.8562929 \times 10^{-3}$ | . $5479859 \times 10^{-3}$ |
|  | $11 \times 11$ | $.8397994 \times 10^{-3}$ | . $5417193 \times 10^{-3}$ |
|  | $13 \times 13$ | . $8300573 \times 10^{-3}$ | $.5378151 \times 10^{-3}$ |
|  | $15 \times 15$ | $.8239102 \times 10^{-3}$ | $.5353501 \times 10^{-3}$ |

are constant through the thickness of the plate. The plate is uniform with the thickness being 1 in . The four boundary edges of the plate are: $x=0$, $x=10 \mathrm{ft}, y=0$ and $y=10 \mathrm{ft}$. The two $x$-edges are fixed. The edge $y=10$ $f t$ is a free edge, while the edge $y=0$ is a natural boundary edge subjected to a compressive traction force $\bar{t}_{y}=\sin (\pi x / 120) l b / f t$. The plate was solved by using one DQEM element to model the problem domain. Equally spaced Lagrange DQ is used for the analysis. Numerical results of the displacement $v$, at two different points $B(5 \mathrm{ft}, 5 \mathrm{ft})$ and $C(5 \mathrm{ft}, 10 \mathrm{ft})$, obtained by using various order of DQEM approximation are summarized and listed in Table 12.1. They are compared with the results of the traditional FDM. It also shows that the results of DQEM analysis converge fast. Especially for the vertical displacement of $B$, the convergence of FDM is very slow.

### 12.5.2 Problem 12.2

The second problem solved involves the DQEM analysis of an isotropic plate structure subjected to a uniformly distributed load which is shown in Fig. 12.1. The thickness of the plate is $t=1 \mathrm{~cm}$. The material is steel with the material constants: Young's modulus $E=210 G P a$, shear modulus $G=80 G P a$ and Poisson's ratio $\nu=.30$. Consequently, the stress resultants-strain relation coefficients $\bar{B}_{i j}$ are: $\bar{B}_{11}=\bar{B}_{22}=2.3076923 G N / m, \bar{B}_{12}=.69230769 G N / m$, $\bar{B}_{66}=.80769231 G N / m$ and $\bar{B}_{16}=\bar{B}_{26}=0$. The plate structure is modelled by one regular square element and one irregular bilinear element. In constructing the overall discrete equilibrium/transition/boundary equation system, all kinematic transition conditions and kinematic boundary conditions at the related nodes are satisfied. All discrete natural transition conditions and natural boundary conditions are satisfied except at $B$ and $E$. Since at these two nodes


Fig. 12.1. An isotropic plate structure subjected to a uniformly distributed in-plane load

Table 12.2. Results of the DQEM analysis of an isotropic 2-D elasticity problem

| DQEM grid <br> lines (an elem.) | $u_{F}(\mathrm{~mm})$ | $v_{F}(\mathrm{~mm})$ | $N_{x x G}(N / m m)$ | $N_{x y G}(N / m m)$ |
| :--- | :--- | :--- | :--- | :--- |
| $5 \times 5$ | $-.604889 \times 10^{0}$ | $-.131142 \times 10^{1}$ | $-.169673 \times 10^{3}$ | $-.498540 \times 10^{2}$ |
| $7 \times 7$ | $-.614451 \times 10^{0}$ | $-.128779 \times 10^{1}$ | $-.166769 \times 10^{3}$ | $-.499494 \times 10^{2}$ |
| $9 \times 9$ | $-.619910 \times 10^{0}$ | $-.129438 \times 10^{1}$ | $-.167796 \times 10^{3}$ | $-.502051 \times 10^{2}$ |
| $11 \times 11$ | $-.622087 \times 10^{0}$ | $-.129747 \times 10^{1}$ | $-.168548 \times 10^{3}$ | $-.504974 \times 10^{2}$ |

only one vertical natural boundary condition can be defined. Each of the two vertical natural boundary conditions at these two nodes is defined on the right element. In addition, two equilibrium equations are defined at all interior nodes. In the analysis, grid lines on the master element are equally spaced. Lagrange polynomials are used to calculate the DQ weighting coefficients. The convergence of numerical solutions can be assured by increasing the order of DQ approximation. Numerical results of displacement components at $F$ and stress resultants at $G$ are summarized and listed in Table 12.2. It shows that the results converge effectively.


Fig. 12.2. A composite plate structure with two different orthotropic plate elements

### 12.5.3 Problem 12.3

The problem solved involves the DQEM analysis of a plate structure composed of two orthotropic composite plate elements which is shown in Fig. 12.2. Each of the two plate elements is represented by an eight-node serendipity element. The plate is subjected to a uniformly distributed load, $5 \times 10^{4}$ $N / m$ upward, on the top edge of the plate. The left element is a uniform $90^{0}$ ply composite laminate of T300/5208 graphite-epoxy with the thickness $t=1 \mathrm{~cm}$, and $\bar{B}_{11}=1.54 G N / m, \bar{B}_{12}=.03291 G N / m, \bar{B}_{22}=.1097 G N / m$ and $\bar{B}_{66}=.056 G N / m$, while the right element is a uniform $90^{\circ}$ ply laminate of T300/934 graphite-epoxy with the thickness $t$ also equal to 1 cm , and $\bar{B}_{11}=1.645 G N / m G N / m, \bar{B}_{12}=.03594 G N / m, \bar{B}_{22}=.1198$ and $\bar{B}_{66}=.065 \mathrm{GN} / \mathrm{m}$. The discrete vertical natural boundary condition at $D$ is defined on the right element. Chebyshev polynomials are used to calculate the DQ weighting coefficients. In an element, the DQ nodes are defined by the roots of Chebyshev polynomials. Numerical results of vertical displacement at $D$ and vertical stress resultants at $F$ are summarized and listed in Table 12.3. The convergence of numerical results can be assured by increasing the order of Chebyshev DQ approximation.

Table 12.3. Results of the DQEM analysis of a curved orthotropic plate

| DQEM grid <br> lines (an elem.) | $v_{F}(m m)$ | $N_{y y G}(N / m m)$ |
| :--- | :--- | :--- |
| $5 \times 5$ | $.115484 \times 10^{0}$ | $.519315 \times 10^{2}$ |
| $9 \times 9$ | $.108449 \times 10^{0}$ | $.510423 \times 10^{2}$ |
| $13 \times 13$ | $.959177 \times 10^{-1}$ | $.492538 \times 10^{2}$ |

## 13

## DQEM Analysis of Kirchhoff-Love Plate Problems

DQEM analysis of Both static deflection and free vibration of Kirchhoff-Love plate structures is carried. In the DQEM discretization, EDQ model with rotational degrees of freedom assigned to nodes on element edges is used to define the discrete element model. The development of this DQEM plate analysis model adopting anisotropic plate theory.

### 13.1 Static Deflection Analysis

### 13.1.1 Fundamental Relations

Consider the composite plate problems. Let $w$ denote the lateral displacement in $z$ direction in a right-handed Cartesian rectangular coordinate system $x y z$ with $x y$ plane coincident with the neutral surface of the plate. Figure 13.1 shows the plate with the stress resultants, and external moments and transverse forces, per unit length, applied along the edges $x=0$ and $y=0$ and directed toward the related coordinate directions. By neglecting the transverse shear deformation, the relations between displacement $w$, and internal moments $m_{x}, m_{y}$ and $m_{x y}$ per unit length can be expressed by [124]

$$
\left\{\begin{array}{c}
m_{x}  \tag{13.1}\\
m_{y} \\
m_{x y}
\end{array}\right\}=-\left[\begin{array}{ccc}
\bar{D}_{11} & \bar{D}_{12} & \bar{D}_{16} \\
\bar{D}_{12} & \bar{D}_{22} & \bar{D}_{26} \\
\bar{D}_{16} & \bar{D}_{26} & \bar{D}_{66}
\end{array}\right]\left\{\begin{array}{c}
\frac{\partial^{2} w}{\partial x^{2}} \\
\frac{\partial^{2} w}{\partial y^{2}} \\
2 \frac{\partial^{2} w}{\partial x \partial y}
\end{array}\right\}
$$

where $\bar{D}_{i j}$ are plate rigidities which can be expressed by the reduced stiffnesses $\bar{Q}_{i j}$ and the thickness of the plate $\delta, \bar{D}_{i j}=\int_{\delta / 2}^{\delta / 2} \bar{Q}_{i j} z^{2} d z$. The internal shear forces $q_{x}$ and $q_{y}$ can thus expressed by

$$
\begin{equation*}
q_{x}=\frac{\partial m_{x}}{\partial x}+\frac{\partial m_{x y}}{\partial y}, \quad q_{y}=\frac{\partial m_{x y}}{\partial x}+\frac{\partial m_{y}}{\partial y} \tag{13.2}
\end{equation*}
$$



Fig. 13.1. The plate with stress resultants

Let $p(x, y)$ denote the laterally distributed load. The equilibrium equation of the plate can be expressed by

$$
\begin{align*}
& \bar{D}_{11} \frac{\partial^{4} w}{\partial x^{4}}+4 \bar{D}_{16} \frac{\partial^{4} w}{\partial x^{3} \partial y}+2\left(\bar{D}_{12}+2 \bar{D}_{66}\right) \frac{\partial^{4} w}{\partial x^{2} \partial y^{2}}+4 \bar{D}_{26} \frac{\partial^{4} w}{\partial x \partial y^{3}} \\
+ & \bar{D}_{22} \frac{\partial^{4} w}{\partial y^{4}}+\left(\frac{\partial \bar{D}_{11}}{\partial x}+\frac{\partial \bar{D}_{16}}{\partial y}\right) \frac{\partial^{3} w}{\partial x^{3}} \\
+ & 2\left[3 \frac{\partial \bar{D}_{16}}{\partial x}+\frac{\partial\left(\bar{D}_{12}+2 \bar{D}_{66}\right)}{\partial y}\right] \frac{\partial^{3} w}{\partial x^{2} \partial y} \\
+ & 2\left[\frac{\partial\left(\bar{D}_{12}+2 \bar{D}_{66}\right)}{\partial x}+3 \frac{\partial \bar{D}_{26}}{\partial y} \frac{\partial^{3} w}{\partial x \partial y^{2}}+2\left(\frac{\partial \bar{D}_{26}}{\partial x}+\frac{\partial \bar{D}_{22}}{\partial y}\right) \frac{\partial^{3} w}{\partial y^{3}}\right. \\
+ & \left(\frac{\partial^{2} \bar{D}_{11}}{\partial x^{2}}+2 \frac{\partial^{2} \bar{D}_{16}}{\partial x \partial y}+\frac{\partial^{2} \bar{D}_{12}}{\partial y^{2}}\right) \frac{\partial^{2} w}{\partial x^{2}} \\
+ & 2\left(\frac{\partial^{2} \bar{D}_{16}}{\partial x^{2}}+2 \frac{\partial^{2} \bar{D}_{66}}{\partial x \partial y}+\frac{\partial^{2} \bar{D}_{26}}{\partial y^{2}}\right) \frac{\partial^{2} w}{\partial x \partial y} \\
+ & \left(\frac{\partial^{2} \bar{D}_{12}}{\partial x^{2}}+2 \frac{\partial^{2} \bar{D}_{26}}{\partial x \partial y}+\frac{\partial^{2} \bar{D}_{22}}{\partial y^{2}}\right) \frac{\partial^{2} w}{\partial y^{2}}=p \tag{13.3}
\end{align*}
$$

Consider that the plate is placed in the region with $x \geq 0$ and $x=0$ a boundary edge. The kinematic boundary conditions are

$$
\begin{equation*}
w(y)=\bar{w}(y), \quad \text { and } \quad \frac{\partial w(y)}{\partial x}=-\bar{\theta}_{y}(y) \tag{13.4}
\end{equation*}
$$

where $\bar{w}(y)$ and $-\bar{\theta}_{y}(y)$ are prescribed displacement and rotation angle, respectively, applied on the edge and directed toward the related coordinate directions. Assume that the distributed moment $\bar{m}_{x}(y)$ and transverse force $\bar{v}_{x}(y)$, per unit length, are applied along the edge shown in Fig. 13.1. If the edge is simply supported, the boundary conditions are the first of Eq. (13.4) and $-m_{x}(y)=\bar{m}_{x}(y)$. The second one can be expressed by the lateral displacement

$$
\begin{equation*}
\bar{D}_{11} \frac{\partial^{2} w}{\partial x^{2}}+2 \bar{D}_{16} \frac{\partial^{2} w}{\partial x \partial y}+\bar{D}_{12} \frac{\partial^{2} w}{\partial y^{2}}=\bar{m}_{x}(y) \tag{13.5}
\end{equation*}
$$

If the edge is free, the lateral edge force per unit length is $v_{x}(y)=q_{x}(y)+$ $\frac{\partial m_{x y}(y)}{\partial y}$. Then, the boundary conditions are represented by Eq. (13.5) and $-v_{x}(y)=\bar{v}_{x}(y)$. The second one can be expressed by the lateral displacement

$$
\begin{align*}
& \bar{D}_{11} \frac{\partial^{3} w}{\partial x^{3}}+4 \bar{D}_{16} \frac{\partial^{3} w}{\partial x^{2} \partial y}+\left(\bar{D}_{12}+4 \bar{D}_{66}\right) \frac{\partial^{3} w}{\partial x \partial y^{2}} \\
+ & \left(\frac{\partial \bar{D}_{11}}{\partial x}+2 \frac{\partial \bar{D}_{16}}{\partial y}\right) \frac{\partial^{2} w}{\partial x^{2}}+2\left(\frac{\partial \bar{D}_{16}}{\partial x}+2 \frac{\partial \bar{D}_{66}}{\partial y}\right) \frac{\partial^{2} w}{\partial x \partial y} \\
+ & \left(\frac{\partial \bar{D}_{12}}{\partial x}+2 \frac{\partial \bar{D}_{26}}{\partial y}\right) \frac{\partial^{2} w}{\partial y^{2}}=\bar{v}_{x}(y) \tag{13.6}
\end{align*}
$$

For an edge parallel to $x$ axis, the boundary conditions can be similarly expressed. At a boundary corner, torsional moments add up. Consequently, an extra corner force exists,

$$
\begin{equation*}
R=2 m_{x y}=-2\left(\bar{D}_{16} \frac{\partial^{2} w}{\partial x^{2}}+\bar{D}_{26} \frac{\partial^{2} w}{\partial y^{2}}+2 \bar{D}_{66} \frac{\partial^{2} w}{\partial x \partial y}\right) \tag{13.7}
\end{equation*}
$$

At the intersection of two fixed edges or two free edges without externally applied torsional moment, the extra corner force vanishes.

### 13.1.2 DQEM Formulation

In addition to the degrees of freedom for representing the lateral displacement $w$, the DOF for representing derivatives of the displacement with respect to one coordinate variable at a node on an element boundary edge can also be assigned. The selection of derivative DOF can be flexible. In order to automatically set the compatibility and conformability conditions by only using the DOF assigned to the element boundary nodes, the DOF representing the first order derivative of $w$ with respect to the coordinate variable with the coordinate direction normal to the related element edge must be assigned to the element boundary nodes. In the present plate analysis model, only the DOF which are necessary for automatically setting the kinematic transition conditions and kinematic boundary conditions are assigned to the element boundary nodes.

Since the highest order of partial differentiations with respect to each coordinate variable existing in the fundamental relations is four, the order of approximate displacement with respect to the related coordinate direction must at least be four, and we need to define at least one discrete element equilibrium equation at one discrete point. The discrete points at which discrete element equilibrium equations are defined can be either in the interior of the element or on the element boundary.

In the present analysis model, each element boundary node has the DOF representing $w$ and the first derivative of $w$ with respect to the coordinate variable with the coordinate direction normal to the related element edge. Only interior discrete points are used to define the discrete element equilibrium equations. Consider the EDQ discretization in the natural space with the two natural coordinates $\xi$ and $\eta$. Let $N_{\xi}^{e}$ and $N_{\eta}^{e}$ denote the number of nodes for defining the discretization with respect to $\xi$ and $\eta$, respectively, $\bar{N}_{\xi}^{e}$ and $\bar{N}_{\eta}^{e}$ denote the number of the corresponding DOF, $\tilde{w}_{j \beta}^{e}$ and $\tilde{w}_{\alpha k}^{e}$ denote the related discrete displacement parameters with $j=1,2, \ldots, \bar{N}_{\xi}^{e}, k=1,2, \ldots, \bar{N}_{\eta}^{e}$, and $\alpha$ and $\beta$ two typical node lines in $\xi$ and $\eta$ directions, and $D_{j m}^{e \xi^{p}}$ and $D_{k n}^{e \eta^{q}}$ denote the corresponding $p$ th order and $q$ th order weighting coefficients.

When defining the discrete fundamental relations, the numbers of grid lines with the discrete element equilibrium equations defined at discrete points on the grid lines in $\xi$ and $\eta$ directions are $\bar{N}_{\xi}^{e}-4$ and $\bar{N}_{\eta}^{e}-4$, respectively. The DOF assigned to an interior node for defining the EDQ discretization can be flexible. If only DOF representing $w$ and $\frac{d w}{d \xi}$ (or $\frac{d w}{d \eta}$ ) are assigned to the interior nodes and the Hermite interpolation functions are used to explicitly calculate the weighting coefficients, the Hermite EDQ model is adopted. Let $\hat{N}_{\xi}^{e}$ and $\hat{N}_{\eta}^{e}$ denote the numbers of the related interior grid lines with the discrete element equilibrium equations defined at the discrete points located on these grid lines, plus the two element boundary nodes in the related coordinate directions. Then the following two relations hold: $\hat{N}_{\xi}^{e}=\bar{N}_{\xi}^{e}-2$ and $\hat{N}_{\eta}^{e}=\bar{N}_{\eta}^{e}-2$.

Assume that the side lengths of a rectangular element $e$ in the $x$ and $y$ directions are $h_{x}^{e}$ and $h_{y}^{e}$, respectively. The EDQ weighting coefficients are defined with the range for both $\xi$ and $\eta$ being 1 . In the analysis, since the physical rotation DOF at nodes on the element edges are used, the elements of the second and last columns of the EDQ weighting coefficient matrices $D_{j m}^{e \xi^{p}}$ and $D_{k n}^{e \eta^{q}}$ need to be scaled by using $h_{x}^{e}$ and $h_{y}^{e}$, respectively, to multiply the related coefficient elements.

Then, the discrete equilibrium equation at a discrete point $(j, k)$ in the element can be obtained by using the EDQ in Eq. (13.3)

$$
\begin{aligned}
& \frac{\bar{D}_{11,(j)(k)}^{e}}{\left(h_{x}^{e}\right)^{4}} D_{j m}^{e \xi^{4}} \tilde{w}_{m k}^{e}+\frac{4 \bar{D}_{16,(j)(k)}^{e}}{\left(h_{x}^{e}\right)^{3} h_{y}^{e}} D_{j m}^{e \xi^{3}} D_{k n}^{e \eta} \tilde{w}_{m n}^{e} \\
+ & \frac{2\left[\bar{D}_{12,(j)(k)}^{e}+2 \bar{D}_{66,(j)(k)}^{e}\right]}{\left(h_{x}^{e}\right)^{2}\left(h_{y}^{e}\right)^{2}} D_{j m}^{e \xi^{2}} D_{k n}^{e \eta^{2}} \tilde{w}_{m n}^{e}+\frac{4 \bar{D}_{26,(j)(k)}^{e}}{h_{x}^{e}\left(h_{y}^{e}\right)^{3}} D_{j m}^{e \xi} D_{k n}^{e \eta^{3}} \tilde{w}_{m n}^{e}
\end{aligned}
$$

$$
\begin{align*}
& +\frac{\bar{D}_{22,(j)(k)}^{e}}{\left(h_{y}^{e}\right)^{4}} D_{j n}^{e \eta^{4}} \tilde{w}_{k n}^{e}+\frac{2}{\left(h_{x}^{e}\right)^{3}}\left[\frac{\partial \bar{D}_{11,(j)(k)}^{e}}{\partial x}+\frac{\partial \bar{D}_{16,(j)(k)}^{e}}{\partial y}\right] D_{j m}^{e \xi^{3}} \tilde{w}_{m k}^{e} \\
& +\frac{2}{\left(h^{e}\right)^{2} h_{y}^{e}}\left[3 \frac{\partial \bar{D}_{16,(j)(k)}^{e}}{\partial x}+\frac{\partial\left(\bar{D}_{12,(j)(k)}^{e}+2 \bar{D}_{66,(j)(k)}^{e}\right)}{\partial y}\right] D_{j m}^{e \xi^{2}} D_{k n}^{e \eta} \tilde{w}_{m n}^{e} \\
& +\frac{2}{h_{x}^{e}\left(h_{y}^{e}\right)^{2}}\left[\frac{\partial\left(\bar{D}_{12,(j)(k)}^{e}+2 \bar{D}_{66,(j)(k)}^{e}\right)}{\partial x}+3 \frac{\partial \bar{D}_{26,(j)(k)}^{e}}{\partial y}\right] D_{j m}^{e \xi} D_{k n}^{e \eta^{2}} \tilde{w}_{m n}^{e} \\
& +\frac{2}{\left(h_{y}^{e}\right)^{3}}\left[\frac{\partial \bar{D}_{22,(j)(k)}^{e}}{\partial y}+\frac{\partial \bar{D}_{26,(j)(k)}^{e}}{\partial x}\right] D_{k n}^{e \eta^{3}} \tilde{w}_{j n}^{e} \\
& +\frac{1}{\left(h_{x}^{e}\right)^{2}}\left[\frac{\partial^{2} \bar{D}_{11,(j)(k)}^{e}}{\partial x^{2}}+2 \frac{\partial^{2} \bar{D}_{16,(j)(k)}^{e}}{\partial x \partial y}+\frac{\partial^{2} \bar{D}_{12,(j)(k)}^{e}}{\partial y^{2}}\right] D_{j m}^{e \xi^{2}} \tilde{w}_{m k}^{e} \\
& +\frac{2}{h_{x}^{e} h_{y}^{e}}\left[\frac{\partial^{2} \bar{D}_{16,(j)(k)}^{e}}{\partial x^{2}}+2 \frac{\partial^{2} \bar{D}_{66,(j)(k)}^{e}}{\partial x \partial y}+\frac{\partial^{2} \bar{D}_{26,(j)(k)}^{e}}{\partial y^{2}}\right] D_{j m}^{e \xi} D_{k n}^{e \eta} \tilde{w}_{m n}^{e} \\
& +\frac{1}{\left(h_{y}^{e}\right)^{2}}\left[\frac{\partial^{2} \bar{D}_{12,(j)(k)}^{e}}{\partial x^{2}}+2 \frac{\partial^{2} \bar{D}_{26,(j)(k)}^{e}}{\partial x \partial y}+\frac{\partial^{2} \bar{D}_{22,(j)(k)}^{e}}{\partial y^{2}}\right] D_{k n}^{e \eta^{2}} \tilde{w}_{j n}^{e} \\
& =p_{j k}^{j} \quad j=2, \ldots, \hat{N}_{\xi}^{e}-1 ; \quad k=2, \ldots, \hat{N}_{\eta}^{e}-1 \tag{13.8}
\end{align*}
$$

The discrete bending moment $m_{x, j k}^{e}$ at a discrete point $(j, k)$ in the element can be obtained by using the EDQ into the first component equation of the matrix equation (13.1)

$$
\begin{align*}
m_{x, j k}^{e}= & -\frac{\bar{D}_{11,(j)(k)}^{e}}{\left(h_{x}^{e}\right)^{2}} D_{j m}^{e \xi^{2}} \tilde{w}_{m k}^{e}-2 \frac{\bar{D}_{12,(j)(k)}^{e}}{\left(h_{y}^{e}\right)^{2}} D_{k n}^{e \eta^{2}} \tilde{w}_{j n}^{e} \\
& -\frac{\bar{D}_{16,(j)(k)}^{e}}{h_{x}^{e} h_{y}^{e}} D_{j m}^{e \xi} D_{k n}^{e \eta} \tilde{w}_{m n}^{e} \tag{13.9}
\end{align*}
$$

The other two discrete interior moments at a discrete point in the element can be similarly obtained. The discrete shear force $q_{x, j k}^{e}$ at a discrete point $(j, k)$ in the element can be obtained by using the EDQ into the first of Eq. (13.2)

$$
\begin{aligned}
q_{x, j k}^{e}= & -\frac{\bar{D}_{11,(j)(k)}^{e}}{\left(h^{e}\right)^{3}} D_{j m}^{e \xi^{3}} \tilde{w}_{m k}^{e}-\frac{4 \bar{D}_{16,(j)(k)}^{e}}{\left(h_{x}^{e}\right)^{2} h_{y}^{e}} D_{j m}^{e \xi^{2}} D_{k n}^{e \eta} \tilde{w}_{m n}^{e} \\
& -\frac{\left(\bar{D}_{12,(j)(k)}^{e}+4 \bar{D}_{66,(j)(k)}^{e}\right)}{h_{x}^{e}\left(h_{y}^{e}\right)^{2}} D_{j m}^{e \xi} D_{k n}^{e \eta^{2}} \tilde{w}_{m n}^{e} \\
& -\frac{1}{\left(h_{x}^{e}\right)^{2}}\left[\frac{\partial \bar{D}_{11,(j)(k)}^{e}}{\partial x}+\frac{\partial \bar{D}_{16,(j)(k)}^{e}}{\partial y}\right] D_{j m}^{e \xi^{2}} \tilde{w}_{m k}^{e}
\end{aligned}
$$

$$
\begin{align*}
& -\frac{2}{h_{x}^{e} h_{y}^{e}}\left[\frac{\partial \bar{D}_{16,(j)(k)}^{r}}{\partial x}+2 \frac{\partial \bar{D}_{66,(j)(k)}^{e}}{\partial y}\right] D_{j m}^{e \xi} D_{k n}^{e \eta} \tilde{w}_{m n}^{e} \\
& -\frac{1}{\left(h_{y}^{e}\right)^{2}}\left[\frac{\partial \bar{D}_{12,(j)(k)}^{e}}{\partial x}+2 \frac{\partial \bar{D}_{26,(j)(k)}^{e}}{\partial y}\right] D_{k n}^{e \eta^{2}} \tilde{w}_{j n}^{e} \tag{13.10}
\end{align*}
$$

Equation (13.7) at an element corner node can also be discretized by using the EDQ.

In solving a plate problem with multiple subregions, the transition conditions on the inter-element boundary have to be satisfied. These conditions include displacement compatibility, deflection conformability, equilibrium of normal moments and equilibrium of lateral forces. Consider that the interelement boundary of two adjacent elements $r$ and $s$ shown in Fig. 13.2, with $x$ increasing from $r$ to $s$ is at $x=x^{r, s}$. Assume that the distributed moment $\bar{m}^{r, s}(y)$ and transverse force $\bar{v}^{r, s}(y)$, per unit length, are applied along the inter-element boundary and directed toward the related coordinate directions. The transition conditions can be expressed by


Fig. 13.2. Forces on the inter-element boundary of two adjacent plate element

$$
\begin{gather*}
{\left.\left[w^{r}(y)-w^{s}(y)\right]\right|_{x=x^{r, s}}=0,\left.\quad\left[\frac{\partial w^{r}(y)}{\partial x}-\frac{\partial w^{s}(y)}{\partial x}\right]\right|_{x=x^{r, s}}=0,} \\
{\left.\left[v_{x}^{r}(y)-v_{x}^{s}(y)\right]\right|_{x=x^{r, s}}=\bar{v}_{x}^{r, s}(y)} \\
{\left.\left[m_{x}^{r}(y)-m_{x}^{s}(y)\right]\right|_{x=x^{r, s}}=\bar{m}_{x}^{r, s}(y)} \tag{13.11}
\end{gather*}
$$

where $v_{x}(y)=q_{x}(y)+\frac{\partial m_{x y}(y)}{\partial y}$. If a forced displacement $\bar{w}^{r, s}$ is applied, the third relation of the above equation is replaced by $w^{r, s}=\bar{w}^{r, s}$, while if a forced rotation $-\bar{\theta}_{y}(y)$ is applied and directed toward the $y$ coordinate direction the last relation of the above equation is replaced by $\frac{\partial w^{r, s}}{\partial x}=-\bar{\theta}_{y}^{r, s}(y)$. The first two of Eq. (13.11) at a node on the inter-element boundary can be expressed by

$$
\begin{equation*}
\tilde{w}_{\left(\bar{N}_{\xi}^{r}-1\right) \beta}^{r}=\tilde{w}_{1 \beta}^{s}, \quad \tilde{w}_{\bar{N}_{\xi}^{r}}^{r}=\tilde{w}_{2 \beta}^{s} \tag{13.12}
\end{equation*}
$$

The explicit discrete equations of the last two of Eq. (13.11) at a discrete point $\beta$ on the inter-element boundary can be expressed by

$$
\begin{aligned}
& -\frac{\bar{D}_{11, \hat{N}_{\xi}^{r}(\beta)}^{r}}{\left(h_{x}^{r}\right)^{3}} D_{\hat{N}_{\xi}^{r} m}^{r \xi^{3}} \tilde{w}_{m \beta}^{r}-\frac{4 \bar{D}_{16, \hat{N}_{\xi}^{r}(\beta)}^{r}}{\left(h_{x}^{r}\right)^{r} h_{y}^{r}} D_{\hat{N}_{\xi}^{r} m}^{r \xi^{2}} D_{\beta n}^{r \eta} \tilde{w}_{m n}^{r} \\
& -\frac{\left(\bar{D}_{12, \hat{N}_{\xi}^{r}(\beta)}^{r}+4 \bar{D}_{66, \hat{N}_{\xi}^{r}(\beta)}^{r}\right)}{h_{x}^{r}\left(h_{y}^{r}\right)^{2}} D_{\hat{N}_{\xi}^{r} m}^{r \xi} D_{\beta n}^{r \eta^{2}} \tilde{w}_{m n}^{r} \\
& -\frac{1}{\left(h_{x}^{r}\right)^{2}}\left[\frac{\partial \bar{D}_{11, \hat{N}_{\xi}^{r}(\beta)}^{r}}{\partial x}+\frac{\partial \bar{D}_{16, \hat{N}_{\xi}^{r}(\beta)}^{r}}{\partial y}\right] D_{\hat{N}_{\xi}^{r} m}^{r \xi^{2}} \tilde{w}_{m \beta}^{r}
\end{aligned}
$$

$$
\begin{align*}
& -\frac{1}{\left(h_{y}^{r}\right)^{2}}\left[\frac{\partial \bar{D}_{12, \hat{N}_{\xi}^{r}(\beta)}^{r}}{\partial x}+2 \frac{\partial \bar{D}_{26, \hat{N}_{\xi}^{r}(\beta)}^{r}}{\partial y}\right] D_{\beta n}^{r \eta^{2}} \tilde{w}_{\hat{N}_{\xi}^{r} n}^{r}+\frac{\bar{D}_{11,1(\beta)}^{s}}{\left(h_{x}^{s}\right)^{3}} D_{1 m}^{s \xi^{3}} \tilde{w}_{m \beta}^{s} \\
& +\frac{4 \bar{D}_{16,1(\beta)}^{s}}{\left(h_{x}^{s}\right)^{2} h_{y}^{s}} D_{1 m}^{s \xi^{2}} D_{\beta n}^{s \eta} \tilde{w}_{m n}^{s}+\frac{\left(\bar{D}_{12,1(\beta)}^{s}+4 \bar{D}_{66,1(\beta)}^{s}\right)}{h_{x}^{s}\left(h_{y}^{s}\right)^{2}} D_{1 m}^{s \xi} D_{\beta n}^{s \eta^{2}} \tilde{w}_{m n}^{s} \\
& +\frac{1}{\left(h_{x}^{s}\right)^{2}}\left[\frac{\partial \bar{D}_{11,1(\beta)}^{s}}{\partial x}+\frac{\partial \bar{D}_{16,1(\beta)}^{s}}{\partial y}\right] D_{1 m}^{s \xi^{2}} \tilde{w}_{m \beta}^{s} \\
& +\frac{2}{h_{x}^{s} h_{y}^{s}}\left[\frac{\partial \bar{D}_{16,1(\beta)}^{s}}{\partial x}+2 \frac{\partial \bar{D}_{66,1(\beta)}^{s}}{\partial y}\right] D_{1 m}^{s \xi} D_{\beta n}^{s \eta} \tilde{w}_{m n}^{s} \\
& +\frac{1}{\left(h_{y}^{s}\right)^{2}}\left[\frac{\partial \bar{D}_{12,1(\beta)}^{s}}{\partial x}+2 \frac{\partial \bar{D}_{26,1(\beta)}^{s}}{\partial y}\right] D_{\beta n}^{s \eta^{2}} \tilde{w}_{1 n}^{s}=\bar{v}_{x, \beta}^{r, s} \tag{13.13}
\end{align*}
$$

and

$$
\begin{align*}
& -\frac{\bar{D}_{11, \hat{N}_{\xi}^{r}(\beta)}^{r}}{\left(h_{x}^{r}\right)^{2}} D_{\hat{N}_{\xi}^{r} m}^{r \xi^{2}} \tilde{w}_{m \beta}^{r}-2 \frac{\bar{D}_{12, \hat{N}_{\xi}^{r}(\beta)}^{r}}{\left(h_{y}^{r}\right)^{2}} D_{\beta n}^{r \eta^{2}} \tilde{w}_{\hat{N}_{\xi}^{r} n}^{r} \\
- & \frac{\bar{D}_{16, \hat{N}_{\xi}^{r}(\beta)}^{r}}{h_{x}^{r} h_{y}^{r}} D_{\hat{N}_{\xi}^{r} m}^{r \xi} D_{\beta n}^{r \eta} \tilde{w}_{m n}^{r}+\frac{\bar{D}_{11,1(\beta)}^{s}}{\left(h^{s}\right)^{2}} D_{1 m}^{s \xi^{2}} \tilde{w}_{m \beta}^{s} \\
+ & 2 \frac{\bar{D}_{12,1(\beta)}^{s}}{\left(h^{s}\right)^{2}} D_{\beta n}^{s \eta^{2}} \tilde{w}_{1 n}^{s}+\frac{\bar{D}_{16,1(\beta)}^{s}}{h_{x}^{s} h_{y}^{s}} D_{1 m}^{s \xi} D_{\beta n}^{s \eta} \tilde{w}_{m n}^{s}=\bar{m}_{x, \beta}^{r, s} \tag{13.14}
\end{align*}
$$

Assume that element $m$ has an edge on the kinematic boundary $x=0$. The kinematic boundary conditions (13.4) at a discrete point $(1, \beta)$ on the edge can be expressed by

$$
\begin{equation*}
\tilde{w}_{1 \beta}^{m}=\bar{w}_{1 \beta}^{m} \quad \text { and } \quad \tilde{w}_{2 \beta}^{m}=-\bar{\theta}_{y 1 \beta}^{m} \tag{13.15}
\end{equation*}
$$

where $\bar{w}_{1 \beta}^{m}$ and $-\bar{\theta}_{y 1 \beta}^{m}$ are prescribed displacement and rotation angle, respectively, at the node $(1, \beta)$ on the kinematic boundary. Also assume that element $n$ has an edge on the natural boundary $x=0$. The natural boundary conditions (13.5) and (13.6) at a discrete point $(1, \beta)$ on the edge can be similarly expressed as

$$
\begin{align*}
& \frac{\bar{D}_{11,1(\beta)}^{n}}{\left(h_{x}^{n}\right)^{2}} D_{1 m}^{n \xi^{2}} \tilde{w}_{m \beta}^{n}+2 \frac{\bar{D}_{12,1(\beta)}^{n}}{\left(h_{y}^{n}\right)^{2}} D_{\beta n}^{n \eta^{2}} \tilde{w}_{1 n}^{n} \\
+ & \frac{\bar{D}_{16,1(\beta)}^{n}}{h_{x}^{n} h_{y}^{n}} D_{1 m}^{n \xi} D_{\beta n}^{n \eta} \tilde{w}_{m n}^{n}=\bar{m}_{1 \beta}^{n} \tag{13.16}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\bar{D}_{11,1(\beta)}^{n}}{\left(h_{x}^{n}\right)^{3}} D_{1 m}^{n \xi^{3}} \tilde{w}_{m \beta}^{n}+\frac{4 \bar{D}_{16,1(\beta)}^{n}}{\left(h_{x}^{n}\right)^{2} h_{y}^{n}} D_{1 m}^{n \xi^{2}} D_{\beta n}^{n \eta} \tilde{w}_{m n}^{n} \\
+ & \frac{\left(\bar{D}_{12,1(\beta)}^{n}+4 \bar{D}_{66,1(\beta)}^{n}\right)}{h_{x}^{n}\left(h_{y}^{n}\right)^{2}} D_{1 m}^{n \xi} D_{\beta n}^{n \eta^{2}} \tilde{w}_{m n}^{n} \\
+ & \frac{1}{\left(h_{x}^{n}\right)^{2}}\left[\frac{\partial \bar{D}_{11,1(\beta)}^{n}}{\partial x}+\frac{\partial \bar{D}_{16,1(\beta)}^{n}}{\partial y}\right] D_{1 m}^{n \xi^{2}} \tilde{w}_{m \beta}^{n} \\
+ & \frac{2}{h_{x}^{n} h_{y}^{n}}\left[\frac{\partial \bar{D}_{16,1(\beta)}^{n}}{\partial x}+2 \frac{\partial \bar{D}_{66,1(\beta)}^{n}}{\partial y}\right] D_{1 m}^{n \xi} D_{\beta n}^{n \eta} \tilde{w}_{m n}^{n} \\
+ & \frac{1}{\left(h_{y}^{n}\right)^{2}}\left[\frac{\partial \bar{D}_{12,1(\beta)}^{n}}{\partial x}+2 \frac{\partial \bar{D}_{26,1(\beta)}^{n}}{\partial y}\right] D_{\beta n}^{n \eta^{2}} \tilde{w}_{1 n}^{n}=\bar{v}_{1 \beta}^{n} \tag{13.17}
\end{align*}
$$

where $\bar{m}_{1 \beta}^{n}$ and $\bar{v}_{1 \beta}^{n}$ are prescribed moment and transverse force, respectively, applied at the discrete point $(1, \beta)$ on the natural boundary.

### 13.1.3 Assemblage

With the discrete kinematic transition conditions in mind, then assemble the discrete element equilibrium equations (13.8) for all elements, discrete natural transition conditions, and discrete natural boundary conditions, an overall discrete equation system can be obtained. It is the overall equilibrium/transition/ boundary equation or the overall stiffness equation. This overall stiffness equation can be represented by Eq. (3.18).

Like FEM, the assemblage is based on an element by element procedure. In assembling the discrete equations of element $e$, the discrete element equilibrium equations (13.8), and the discrete element boundary forces, expressed by displacements, at the nodes on the four element boundary edges are directly
assembled to the overall discrete equation system. An element basis explicit element stiffness equation, containing the discrete element equilibrium equations and the discrete element boundary forces placed at the rows with the assigned DOF related to the corresponding discrete element boundary forces, is not necessary to be formed in the assemblage process. This element basis explicit matrix equation is an element stiffness equation which is represented by Eq. (3.20), in which $\left[k^{e}\right]$ is a $\bar{N}_{\xi}^{e} \times N_{\eta}^{e}+\bar{N}_{\eta}^{e} \times N_{\xi}^{e}$ element stiffness matrix,

$$
\left\{\delta^{e}\right\}=\left\lfloor\begin{array}{lllll}
\tilde{w}_{1}^{e} & \tilde{w}_{2}^{e} & \cdot & \ldots & \cdot \tag{13.18}
\end{array}\right\rfloor^{T}
$$

is the element displacement vector, and $\left\{r^{e}\right\}$ is the element load vector containing the corresponding loading forces and discrete element boundary forces.

### 13.1.4 Problems

A clamped square plate with the length of the edge $a$ subjected to a uniformly distributed load $q$ was analyzed. The plate is isotropic with the flexural rigidity $D$. The $p$ refinement procedure is used to analyze the problem. One DQEM element is used to model the plate domain. Explicit weighting coefficients for Lagrange DQ model with the node points equally spaced are used to generate the $C^{1}-C^{0}-C^{1}$ EDQ model with the two auxiliary nodes inside the equivalent DQ element. The resulting weighting coefficients are used for the element basis discretization.

Numerical results of the center displacements are listed in Table 13.1. It shows that the DQEM results converge fast to the analytical solutions by gradually increasing the order of EDQ approximation.

Table 13.1. Results of the DQEM analysis of the uniformly loaded clamped plate

| Element grid line | DOF | $\pi^{6} D w /\left(16 q a^{4}\right)$ |
| :--- | :--- | :--- |
| $5 \times 5$ | 9 | $.75517 \times 10^{-1}$ |
| $7 \times 7$ | 25 | $.76046 \times 10^{-1}$ |
| $9 \times 9$ | 49 | $.76022 \times 10^{-1}$ |
| $11 \times 11$ | 81 | $.76028 \times 10^{-1}$ |
| Analytical |  | $.76028 \times 10^{-1}$ |
| solution |  |  |

### 13.2 Free Vibration Analysis

Let $\rho$ and $\omega$ denote the mass density and natural frequency, respectively, of the plate. Then, the differential eigenvalue equation can be obtained by using the
modal displacement $W$ and inertia force $\rho \delta \omega^{2} W$ to replace the displacement $w$ and externally distributed load $p$, respectively, in Eq. 13.3. Consider the related dynamic boundary condition of the static boundary condition (13.5). Assume that a distributed mass with $\tilde{M}(y)$ and $\tilde{I}(y)$ the mass and moment of inertia of the mass, respectively, per unit length exists along the edge. Then, the related dynamic boundary condition can be obtained by using the modal displacement $W$ and inertia force $-\tilde{I}(y) \omega^{2} \frac{\partial W}{\partial x}$ to replace the displacement $w$ and externally distributed moment $\bar{m}$, respectively, in Eq. 13.5. Also consider the related dynamic boundary condition of the static boundary condition (13.6). Then, the related dynamic boundary condition can be obtained by using the modal displacement $W$ and inertia force $\tilde{M}(y) \omega^{2} W$ to replace the displacement $w$ and externally distributed transverse force $\bar{v}$, respectively, in Eq. 13.6. The DQEM formulation for the free vibration analysis of plates can also be carried out using the introduced information [127].

### 13.2.1 Problems

Free vibration of a paneling shown in Fig. 13.3 with $a=24$ in was also solved. All boundary lines are simply supported. There exists two interior support lines at $y=12 \mathrm{in}$ and $x=12 \mathrm{in}$. The two interior support lines and the domain boundary lines separate the plate into three elements. The subdomain with $y \geq 12$ in is element 1 . The subdomain with $x \leq 12$ in and $y \leq 12$ in is element 2. The subdomain with $x \geq 12$ in is element 3 . The material constants are: Young's modulus $E=1 . \times 10^{7} \mathrm{lb} / \mathrm{in}^{2}$ and Poisson's ratio $\nu=$ .33. The thickness of the plate is $\delta=0.5 \mathrm{in}$. The values of mass density is 10.52 slugs $/ f t^{3}$. Each panel has the same material and thickness. The DQEM element model used to solve the previous sample problem is adopted for this


Fig. 13.3. A simply supported 3 -subdomain plate

Table 13.2. Natural frequencies of a 3 -subdomain paneling (cycles/sec)

| Element grid <br> line | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ | $\omega_{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| $3 \times 3$ | $.7513254 \times 10^{7}$ | $.9322435 \times 10^{7}$ | $.1321467 \times 10^{8}$ |  |
| $5 \times 5$ | $.8734809 \times 10^{7}$ | $.1068452 \times 10^{8}$ | $.1431324 \times 10^{8}$ | $.4253762 \times 10^{8}$ |
| $9 \times 9$ | $.8658938 \times 10^{7}$ | $.1061133 \times 10^{8}$ | $.1427745 \times 10^{8}$ | $.5412661 \times 10^{8}$ |
| $13 \times 13$ | $.8659160 \times 10^{7}$ | $.1061039 \times 10^{8}$ | $.1427718 \times 10^{8}$ | $.5412493 \times 10^{8}$ |

analysis. Three elements are used to model the plate and representing the three subdomains. The first four natural frequencies obtained by the DQEM are listed in Table 13.2. The convergence property is also excellent.

## DQFDM Analysis

The finite difference operators are derived by the differential quadrature method. They can be obtained by using the weighting coefficients for differential quadrature discretizations. The derivation is straight and easy. By using different order or the same order but different grid differential quadrature discretizations for the same derivative or partial derivative, various finite difference operators for the same differential or partial differential operators can be obtained. Finite difference operators for unequally spaced and irregular grids can also be generated. The derivation of higher order finite difference operators is also easy. Numerical procedures of this DQFDM are summarized. The DQFDM can be used to develop various numerical algorithms for solving various scientific or engineering problems.

### 14.1 DQ Derivation of Finite Difference Operators

In this section, the derivations of certain difference operators by DQ are illustrated [39]. The Lagrange DQ model is used. For the nondimensional onedimension grid model having one unit domain length. If the grid has two discrete points, the weighting coefficient matrix is

$$
\left[{ }^{2} D^{\xi}\right]=\left[\begin{array}{ll}
-1 & 1  \tag{14.1}\\
-1 & 1
\end{array}\right]
$$

If the grid has three equally spaced discrete points, the weighting coefficient matrices are

$$
\left[{ }^{3} D^{\xi}\right]=\left[\begin{array}{ccc}
-3 & 4 & -1  \tag{14.2}\\
-1 & 0 & 1 \\
1 & -4 & 3
\end{array}\right], \quad\left[{ }^{3} D^{\xi^{2}}\right]=\left[\begin{array}{lll}
4-8 & 4 \\
4-8 & 4 \\
4-8 & 4
\end{array}\right]
$$

If the grid has five equally spaced discrete points, the weighting coefficient matrices are

$$
\begin{gather*}
{\left[{ }^{5} D^{\xi^{2}}\right]=\frac{1}{3} \times\left[\begin{array}{ccccc}
140 & -416 & 456 & -224 & 44 \\
44 & -80 & 24 & 16 & -4 \\
-4 & 64 & -120 & 64 & -4 \\
-4 & 16 & 24 & -80 & 44 \\
44 & -224 & 456 & -416 & 140
\end{array}\right]} \\
{\left[{ }^{5} D^{\xi^{3}}\right]=\left[\begin{array}{ccccc}
-160 & 576 & -768 & 448 & -96 \\
-96 & 320 & -386 & 192 & -32 \\
-32 & 64 & 0 & -64 & 32 \\
32 & -192 & 384 & -320 & 96 \\
96 & -448 & 768 & -576 & 160
\end{array}\right]} \\
{\left[{ }^{5} D^{\xi^{4}}\right]=\left[\begin{array}{ccccc}
256 & -1024 & 1536 & -1024 & 256 \\
256 & -1024 & 1536 & -1024 & 256 \\
256 & -1024 & 1536 & -1024 & 256 \\
256 & -1024 & 1536 & -1024 & 256 \\
256 & -1024 & 1536 & -1024 & 256
\end{array}\right]} \tag{14.3}
\end{gather*}
$$

First consider the problem having only one coordinate variable $x$. Let $h$ be the distance between two discrete points for three consecutive points $j-1, j$ and $j+1$. Then, by scaling and by using the first row of $\left[{ }^{2} D^{\xi}\right]$, the forwarddifference formula for the first order derivative of the variable function $\phi$ with respect to the coordinate variable at the discrete point $j$ can be obtained

$$
\begin{equation*}
\left.\frac{d \phi}{d x}\right|_{j}=\left.\frac{1}{h} \frac{d \phi}{d \xi}\right|_{j}=\frac{1}{h}\left(\phi_{j+1}-\phi_{j}\right) \tag{14.4}
\end{equation*}
$$

The backward-difference formula can also be obtained by using the second row of $\left[{ }^{2} D^{\xi}\right]$

$$
\begin{equation*}
\left.\frac{d \phi}{d x}\right|_{j}=\left.\frac{1}{h} \frac{d \phi}{d \xi}\right|_{j}=\frac{1}{h}\left(\phi_{j}-\phi_{j-1}\right) \tag{14.5}
\end{equation*}
$$

and the central-difference formula can be obtained by using the second row of $\left[{ }^{3} D^{\xi}\right]$

$$
\begin{equation*}
\left.\frac{d \phi}{d x}\right|_{j}=\left.\frac{1}{2 h} \frac{d \phi}{d \xi}\right|_{j}=\frac{1}{2 h}\left(\phi_{j+1}-\phi_{j-1}\right) \tag{14.6}
\end{equation*}
$$

The difference expression for the second order derivative can be obtained by using the second row of $\left[{ }^{3} D^{\xi^{3}}\right]$

$$
\begin{equation*}
\left.\frac{d^{2} \phi}{d x^{2}}\right|_{j}=\left.\frac{1}{(2 h)^{2}} \frac{d^{2} \phi}{d \xi^{2}}\right|_{j}=\frac{1}{h^{2}}\left(\phi_{j-1}-2 \phi_{j}+\phi_{j+1}\right) \tag{14.7}
\end{equation*}
$$

The 5 -node grid is used to define the third order derivative. Then, from the third row of $\left[{ }^{5} D^{\xi^{3}}\right]$, the difference expression can be obtained

$$
\begin{equation*}
\frac{d^{3} \phi}{d z^{3}}=\left.\frac{1}{(4 h)^{3}} \frac{d^{3} \phi}{d \xi^{3}}\right|_{j}=\frac{1}{2 h^{3}}\left(-\phi_{j-2}+2 \phi_{j-1}-2 \phi_{j+1}+\phi_{j+2}\right) \tag{14.8}
\end{equation*}
$$

The difference expression for the fourth order derivative can also be obtained by using the third row of $\left[{ }^{5} D^{\xi^{4}}\right]$

$$
\begin{equation*}
\left.\frac{d^{4} \phi}{d x^{4}}\right|_{j}=\left.\frac{1}{(4 h)^{4}} \frac{d^{4} \phi}{d \xi^{4}}\right|_{j}=\frac{1}{h^{4}}\left(\phi_{j-2}-4 \phi_{j-1}+6 \phi_{j}-4 \phi_{j+1}+\phi_{j+2}\right) \tag{14.9}
\end{equation*}
$$

Next consider the case where $\phi$ is a function of the two coordinate variables $x$ and $y$. Assume that the distances between two discrete points in both $x$ and $y$ directions have the same value, $h$. Let $j-1, j$ and $j+1$ be three consecutive discrete points on a grid line in $x$ direction. Also, let $k-1, k$ and $k+1$ be three consecutive discrete points on a grid line in $y$ direction. Then, the partial derivative $\frac{\partial^{2} \phi}{\partial x \partial y}$ at the point $\left(x_{j}, y_{k}\right)$ can be defined by

$$
\begin{equation*}
\left.\frac{\partial^{2} \phi}{\partial x \partial y}\right|_{j, k}=\left.\frac{1}{4 h^{2}} \frac{\partial^{2} \phi}{\partial \xi \partial \eta}\right|_{j, k}={\frac{1}{4 h^{2}}}^{3} D^{\eta_{2 n} 3} D^{\xi_{2 m}} \phi_{(j+m-2)(k+n-2)} \tag{14.10}
\end{equation*}
$$

The above equation is a difference expression with a range of three on both summed indices $m$ and $n$. The finite difference operator $\left.\frac{\partial^{2}}{\partial x \partial y}\right|_{j, k}$ can be represented in the form of the coefficient pattern $\left.4 h^{2} \frac{\partial^{2}}{\partial x \partial y}\right|_{j, k}$. This coefficient pattern can be expanded by using the second row of $\left[{ }^{3} D^{\xi}\right]$; see Fig. 14.1.


Fig. 14.1. Coefficient pattern $\left.4 h^{2} \frac{\partial^{2}}{\partial x \partial y}\right|_{j, k}$
The partial derivative $\frac{\partial^{3} \phi}{\partial x^{2} \partial y}$ at the point $\left(x_{j}, y_{k}\right)$ can also be defined by the following difference expression:

$$
\begin{equation*}
\left.\frac{\partial^{3} \phi}{\partial x^{2} \partial y}\right|_{j, k}=\left.\frac{1}{8 h^{3}} \frac{\partial^{3} \phi}{\partial \xi^{2} \partial \eta}\right|_{j, k}=\frac{1}{8 h^{3}}{ }^{3} D_{2 n}^{\eta} D_{2 m}^{\xi^{3}} \phi_{(j+m-2)(k+n-2)} \tag{14.11}
\end{equation*}
$$

where the range on both summed indices $m$ and $n$ is three. Then, the finite difference operator $\left.\frac{\partial^{3}}{\partial x^{2} \partial y}\right|_{j, k}$ can be represented in the form of the coefficient pattern $\left.2 h^{3} \frac{\partial^{3}}{\partial x^{2} \partial y}\right|_{j, k}$. This coefficient pattern can be expressed by using the second row of $\left[{ }^{3} D^{\xi}\right]$ and $\left[{ }^{3} D^{\xi^{2}}\right]$; see Fig. 14.2.


Fig. 14.2. Coefficient pattern $\left.2 h^{3} \frac{\partial^{3}}{\partial x^{2} \partial y}\right|_{j, k}$


Fig. 14.3. Coefficient pattern $\left.2 h^{3} \frac{\partial^{3}}{\partial x \partial y^{2}}\right|_{j, k}$

The finite difference operator $\left.\frac{\partial^{3}}{\partial x \partial y^{2}}\right|_{j, k}$ can be similarly represented in the form of the coefficient pattern $\left.2 h^{3} \frac{\partial^{3}}{\partial x \partial y^{2}}\right|_{j, k}$. This coefficient pattern is shown in Fig. 14.3.

The difference expression of the Laplacian operation $\left.\nabla^{2} \phi\right|_{j, k}$ can be defined by

$$
\begin{align*}
\left.\nabla^{2} \phi\right|_{j, k} & =\frac{1}{4 h^{2}}\left[{ }^{3} D_{2 m}^{\xi^{2}} \phi_{(j+m-2) k}+{ }^{3} D_{2 n}^{\eta^{2}} \phi_{j(k+n-2)}\right] \\
& =\frac{1}{4 h^{2}}\left[{ }^{3} D_{2 m}^{\xi^{2}} \delta_{k(k+n-2)}+{ }^{3} D_{2 n}^{\eta^{2}} \delta_{j(j+m-2)}\right] \phi_{(j+m-2)(k+n-2)} \tag{14.12}
\end{align*}
$$

where the range on both summed indices $m$ and $n$ is three. Then, the finite difference operator $\left.\nabla^{2}\right|_{j, k}$ can be represented in the form of the coefficient pattern $\left.h^{2} \nabla^{2}\right|_{j, k}$. This coefficient pattern can be expanded by using the second row of $\left[{ }^{3} D^{\xi^{2}}\right]$; see Fig. 14.4.

Also let $j-2, j-1, j, j+1$ and $j+2$ be five consecutive discrete points on a grid line in $x$ direction, and let $k-2, k-1, k, k+1$ and $k+2$ be five consecutive discrete points on a grid line in $y$ direction. Assume that all line spaces have the same value $h$. The difference expression of the biharmonic


Fig. 14.4. Coefficient pattern $\left.h^{2} \nabla^{2}\right|_{j, k}$
operation $\left.\nabla^{4} \phi\right|_{j, k}$ can be defined by using five discrete points for the fourth order derivatives and three discrete points for the second order derivatives

$$
\begin{align*}
\left.\nabla^{4} \phi\right|_{j, k}=\frac{1}{(4 h)^{4}}[ & { }^{5} D_{3 m}^{\xi^{4}} \phi_{(j+m-3) k}+32^{3} D_{2 q}^{\eta^{2} 3} D_{2 p}^{\xi^{2}} \phi_{(j+p-2)(k+q-2)} \\
& \left.+{ }^{5} D_{3 n}^{\eta^{4}} \phi_{j(k+n-3)}\right] \tag{14.13}
\end{align*}
$$

where the range on the summed indices $m$ and $n$ is five while the range on the summed indices $p$ and $q$ is three. Then, the finite difference operator $\left.\nabla^{4}\right|_{j, k}$ can be represented in the form of the coefficient pattern $\left.h^{4} \nabla^{4}\right|_{j, k}$. This coefficient pattern can be expanded by using the second row of $\left[{ }^{3} D^{\xi^{2}}\right]$ and the third row of $\left[{ }^{5} D^{\xi^{4}}\right]$; see Fig. 14.5.


Fig. 14.5. Coefficient pattern $\left.h^{4} \nabla^{4}\right|_{j, k}$

By using five discrete points for both of the fourth order and second order derivatives, another difference expression of the biharmonic operation $\left.\bar{\nabla}^{4} \phi\right|_{j, k}$ can be defined

$$
\begin{align*}
\left.\bar{\nabla}^{4} \phi\right|_{j, k}=\frac{1}{(4 h)^{4}}[ & {\left[D_{3 m}^{\xi^{4}} \phi_{(j+m-3) k}+2^{5} D_{3 n}^{\eta^{2}{ }^{5}} D_{3 m}^{\xi^{2}} \phi_{(j+m-3)(k+n-3)}\right.} \\
& \left.+{ }^{5} D_{3 n}^{\eta^{4}} \phi_{j(k+n-3)}\right] \\
= & \frac{1}{256 h^{4}}\left[{ }^{5} D_{3 m}^{\xi^{4}} \delta_{k(k+n-3)}+2^{5} D_{3 n}^{\eta^{2}{ }^{5}} D_{3 m}^{\xi^{2}}+{ }^{5} D_{3 n}^{\eta^{4}} \delta_{j(j+m-3)}\right] \\
& \times \phi_{(j+m-3)(k+n-3)} \tag{14.14}
\end{align*}
$$

where the range on both summed indices $m$ and $n$ is five. The corresponding finite difference operator $\left.\bar{\nabla}^{4}\right|_{j, k}$ can be represented in the form of the coefficient pattern $\left.\frac{h^{4}}{72} \nabla^{4}\right|_{j, k}$. This coefficient pattern can be expanded by using the third row of $\left[{ }^{5} D^{\xi^{2}}\right]$ and $\left[{ }^{5} D^{\xi^{4}}\right]$; see Fig. 14.6.


Fig. 14.6. Coefficient pattern $\left.\frac{h^{4}}{72} \nabla^{4}\right|_{j, k}$
One more finite difference operator $\left.\tilde{\nabla}^{4}\right|_{j, k}$ can be obtained by using five discrete points for the fourth order derivatives and three discrete points, having the distance $2 h$ between two discrete points, for the second order derivatives. This finite difference operator is expressed by

$$
\begin{align*}
\left.\tilde{\nabla}^{4} \phi\right|_{j, k}=\frac{1}{(4 h)^{4}}[ & { }^{5} D_{3 m}^{\xi^{4}} \phi_{(j+m-3) k}+2^{3} D_{2 q}^{\eta^{2}} D_{2 p}^{\xi^{2}} \phi_{(j+2 p-4)(k+2 q-4)} \\
& \left.+{ }^{5} D_{3 n}^{\eta^{4}} \phi_{j(k+n-3)}\right] \tag{14.15}
\end{align*}
$$

where the range on the summed indices $m$ and $n$ is five while the range on the summed indices $p$ and $q$ is three. The derivation of higher order finite difference operators is also easy. To illustrate how this concept works, let ..., $j-3, j-2, j-1, j, j+1, j+2, j+3, \ldots$ be $N$ consecutive discrete points on a grid line in the $x$ direction, and let $\ldots, j-3, j-2, j-1, j, j+1, j+2$, $j+3, \ldots$ be $N$ consecutive discrete points on a grid line in the $y$ direction. Assume that all line spaces have the same value, $h$. Then, a higher order finite difference expression of the biharmonic operation $\left.\hat{\nabla}^{4} \phi\right|_{j, k}$ can be defined by using $N$ discrete points for both the fourth and second order derivatives

$$
\begin{align*}
\left.\hat{\nabla}^{N} \phi\right|_{j, k}=\frac{1}{[(N-1) h]^{4}}[ & { }^{N} D_{[(N+1) / 2] m}^{\xi^{4}} \phi_{(j+m-3) k} \\
& +2^{N} D_{[(N+1) / 2] n}^{\eta^{2}}{ }^{N} D_{[(N+1) / 2] m}^{\xi^{2}} \phi_{(j+m-3)(k+n-3)} \\
& \left.+{ }^{N} D_{[(N+1) / 2] n}^{\eta^{4}} \phi_{j(k+n-3)}\right] \\
=\frac{1}{(N-1)^{4} h^{4}}[ & { }^{N} D_{[(N+1) / 2] m}^{\xi^{4}} \delta_{k(k+n-3)} \\
& +2^{N} D_{[(N+1) / 2] n}^{\eta^{2}}{ }^{N} D_{[(N+1) / 2] m}^{\xi^{2}} \\
& \left.+{ }^{N} D_{[(N+1) / 2] n}^{\eta^{4}} \delta_{j(j+m-3)}\right] \phi_{(j+m-3)(k+n-3)} \tag{14.16}
\end{align*}
$$

### 14.2 DQFDM Plate Analysis

### 14.2.1 DQFDM Formulation

Consider the static deflection problem [40]. Let... , $j-3, j-2, j-1, j, j+1, j+2$, $j+3, \ldots$ be consecutive discrete points on a grid line in the $x$ direction, and let $\ldots, k-3, k-2, k-1, k, k+1, k+2, k+3, \ldots$ be consecutive discrete points on a grid line in the $y$ direction. Assume that the discrete points in $x$ direction have the same distance $h_{x}$ between two consecutive points, while the discrete points in $y$ direction have the same distance $h_{y}$ between two consecutive points. Also assume that $D_{m n}^{\xi^{p}}$ and $D_{m n}^{\eta^{q}}$ are the weighting coefficients for the $p$ th and $q$ th order partial derivatives with respect to $\xi$ and $\eta$, respectively, with the range for both $\xi$ and $\eta$ being 1 . Let the orders of Lagrange polynomials for defining $D_{m n}^{\xi^{p}}$ and $D_{m n}^{\eta^{q}}$ be $M$ and $N$, respectively. Also let $j$ and $k$ be the $r$ th and $s$ th DQ discrete points, respectively. Then, the finite difference equation of Eq. (13.3) at the discrete point $(j, k)$ can be derived by using the DQ discretization

$$
\begin{aligned}
& \frac{\bar{D}_{11, j k}}{M^{4} h_{x}^{4}} D_{r m}^{\xi^{4}} w_{(j+m-r) k}+\frac{4 \bar{D}_{16, j k}}{M^{3} N h_{x}^{3} h_{y}} D_{r m}^{\xi^{3}} D_{s n}^{\eta} w_{(j+m-r)(k+n-s)} \\
+ & \frac{2\left(\bar{D}_{12, j k}+2 \bar{D}_{66, j k}\right)}{M^{2} N^{2} h_{x}^{2} h_{y}^{2}} D_{r m}^{\xi^{2}} D_{s n}^{\eta^{2}} w_{(j+m-r)(k+n-s)}
\end{aligned}
$$

$$
\begin{align*}
& +\frac{4 \bar{D}_{26, j k}}{M N^{3} h_{x} h_{y}^{3}} D_{r m}^{\xi} D_{s n}^{\eta^{3}} w_{(j+m-r)(k+n-s)} \\
& +\frac{\bar{D}_{22, j k}}{N^{4} h_{y}^{4}} D_{s n}^{\eta^{4}} w_{j(k+n-s)}+\frac{2}{M^{3} h_{x}^{3}}\left(\frac{\partial \bar{D}_{11, j k}}{\partial x}+\frac{\partial \bar{D}_{16, j k}}{\partial y}\right) D_{r m}^{\xi_{m}^{3}} w_{(j+m-r) k} \\
& +\frac{2}{M^{2} N h_{x}^{2} h_{y}}\left[3 \frac{\partial \bar{D}_{16, j k}}{\partial x}+\frac{\partial\left(\bar{D}_{12, j k}+2 \bar{D}_{66, j k}\right)}{\partial y}\right] D_{r m}^{\xi^{2}} D_{s n}^{\eta} w_{(j+m-r)(k+n-s)} \\
& +\frac{2}{M N^{2} h_{x} h_{y}^{2}}\left[\frac{\partial\left(\bar{D}_{12, j k}+2 \bar{D}_{66, j k}\right)}{\partial x}+3 \frac{\partial \bar{D}_{26, j k}}{\partial y}\right] D_{r m}^{\xi} D_{s n}^{\eta^{2}} w_{(j+m-r)(k+n-s)} \\
& +\frac{2}{N^{3} h_{y}^{3}}\left(\frac{\partial \bar{D}_{22, j k}}{\partial y}+\frac{\partial \bar{D}_{26, j k}}{\partial x}\right) D_{s n}^{\eta^{3}} w_{j(k+n-s)} \\
& +\frac{1}{M^{2} h_{x}^{2}}\left(\frac{\partial^{2} \bar{D}_{11, j k}}{\partial x^{2}}+\frac{\partial^{2} \bar{D}_{16, j k}}{\partial x \partial y}+\frac{\partial^{2} \bar{D}_{12, j k}}{\partial y^{2}}\right) D_{r m}^{\xi^{2}} w_{(j+m-r) k} \\
& +\frac{2}{M N h_{x} h_{y}}\left(\frac{\partial^{2} \bar{D}_{16, j k}}{\partial x^{2}}+2 \frac{\partial^{2} \bar{D}_{66, j k}}{\partial x \partial y}+\frac{\partial^{2} \bar{D}_{26, j k}}{\partial y^{2}}\right) D_{r m}^{\xi} D_{s n}^{\eta} w_{(j+m-r)(k+n-s)} \\
& +\frac{1}{N^{2} h_{y}^{2}}\left(\frac{\partial^{2} \bar{D}_{12, j k}}{\partial x^{2}}+2 \frac{\partial^{2} \bar{D}_{26, j k}}{\partial x \partial y}+\frac{\partial^{2} \bar{D}_{22, j k}}{\partial y^{2}}\right) D_{s n}^{\eta^{2}} w_{j(k+n-s)}=p_{j k} \tag{14.17}
\end{align*}
$$

In solving the plate problems, if the distance from the discrete point $(j, k)$ to an $x$ edge is larger than $\frac{(M-3) h_{x}}{2}$, then $r$ can be equal to $\frac{M-1}{2}$ which is a central difference in the $x$ direction. Otherwise, $r$ can not be equal to $\frac{M-1}{2}$ and the central difference can not be used.

Similar concepts can be adopted for designing the finite difference model in $y$ direction. In addition to the boundary line, one more grid line is necessary for defining the finite difference equations of the boundary conditions. This grid line can be either one auxiliary grid line just outside the plate and parallel to the boundary edge or the interior grid line next to the boundary line. Assume that the auxiliary grid line is added, and that the edge $x=0$ is a boundary line. Then the finite difference equations of the boundary conditions (13.4) for the edge $x=0$ at a discrete point $(1, \beta)$ can be expressed by

$$
\begin{equation*}
w_{2 \beta}=\bar{w}_{2 \beta} \quad \text { and } \quad \frac{1}{M h_{x}} D_{2 m}^{\xi} w_{(2+m-r) \beta}=-\bar{\theta}_{y 2 \beta} \tag{14.18}
\end{equation*}
$$

where $-\bar{\theta}_{y 2 \beta}$ is the prescribed rotation angle along the boundary line toward the $y$ coordinate direction. The finite difference equations of boundary conditions (13.5) and (13.6) at a discrete point $(1, \beta)$ on the edge can be similarly expressed as

$$
\begin{align*}
& \frac{\bar{D}_{11,2 \beta}}{M^{2} h_{x}^{2}} D_{2 m}^{\xi^{2}} w_{(2+m-r) \beta}+2 \frac{\bar{D}_{12,2 \beta}}{N^{2} h_{y}^{2}} D_{s n}^{\eta^{2}} w_{2(\beta+n-s)} \\
+ & \frac{\bar{D}_{16,2 \beta}}{M N h_{x} h_{y}} D_{2 m}^{\xi} D_{s n}^{\eta} w_{(2+m-r)(\beta+n-s)}=\bar{m}_{x, 2 \beta} \tag{14.19}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\bar{D}_{11,2 \beta}}{M^{3} h_{x}^{3}} D_{2 m}^{\xi^{3}} w_{(2+m-r) \beta}+4 \frac{\bar{D}_{16,2 \beta}}{M^{2} N h_{x}^{2} h_{y}} D_{2 m}^{\xi^{2}} D_{s n}^{\eta} w_{(2+m-r)(\beta+n-s)} \\
+ & \frac{\left(\bar{D}_{12,2 \beta}+4 \bar{D}_{66,2 \beta}\right)}{M N^{2} h_{x} h_{y}^{2}} D_{2 m}^{\xi} D_{s n}^{\eta^{2}} w_{(2+m-r)(\beta+n-s)} \\
+ & \frac{1}{M^{2} h_{x}^{2}}\left(\frac{\partial \bar{D}_{11,2 \beta}}{\partial x}+\frac{\partial \bar{D}_{16,2 \beta}}{\partial y}\right) D_{2 m}^{\xi^{2}} w_{(2+m-r) \beta} \\
+ & \frac{1}{M N h_{x} h_{y}}\left(\frac{\partial \bar{D}_{16,2 \beta}}{\partial x}+2 \frac{\partial \bar{D}_{66,2 \beta}}{\partial y}\right) D_{2 m}^{\xi} D_{s n}^{\eta} w_{(2+m-r)(\beta+n-s)} \\
+ & \frac{1}{N^{2} h_{y}^{2}}\left(\frac{\partial\left(\bar{D}_{12,2 \beta}\right.}{\partial x}+2 \frac{\partial \bar{D}_{26,2 \beta}}{\partial y}\right) D_{s n}^{\eta^{2}} w_{2(\beta+n-s)}=\bar{v}_{x, 2 \beta} \tag{14.20}
\end{align*}
$$

In the analysis using higher algorithms, forward or backward discretization is necessary for discretizing a fundamental equation defined at a discrete point on a discrete line near or on the domain boundary. In real application it is not necessary that the values of $M$ and $N$ are fixed in the sense that different terms in the finite difference equations can adopt different values of $M$ and $N$. It should be mentioned that the partial derivatives of plate rigidities at a discrete point can also be approximated by the finite difference discretization.

It should be noted that the numerical formulation for the DQFDM analysis of plate problems can also be on the element basis. Consequently, finite difference operators can be defined on an element basis and the discrete DQFDM analysis can thus be carried out.

### 14.2.2 Problems

The problem can be solved with or without adding an auxiliary grid line outside the domain and near the boundary line. If an auxiliary grid line is added , discrete points on this grid line and the boundary line are used to define the two boundary conditions at a discrete point on the boundary line. On the other hand, if an auxiliary grid line is not added, discrete points on the boundary line and the interior grid line next to the boundary line are used to define the two boundary conditions at a discrete point on the boundary line. Various DQFDM algorithms can be constructed by adjusting the values of $M$ and $N$ for different terms in the finite difference equations. In carrying out the numerical tests, four different algorithms are used. In the algorithm A1,
both $M$ and $N$ are four for discretizing a fourth order partial derivative with respect to a coordinate variable, while both $M$ and $N$ are two for discretizing a first or second order partial derivative with respect to a coordinate variable. In the algorithm A2, both $M$ and $N$ are four for discretizing a second or fourth order partial derivative, existing in the governing equation, with respect to a coordinate variable. However, in discretizing the boundary conditions, both $M$ and $N$ are two for discretizing a first or second order partial derivative with respect to a coordinate variable. In the algorithm A3, both $M$ and $N$ are four for discretizing a first, second or fourth order partial derivative, existing in the equilibrium equation or boundary conditions, with respect to a coordinate variable. In the algorithm A4, both $M$ and $N$ are four for discretizing a fourth order partial derivative existing in the equilibrium equation and a second order partial derivative existing in the boundary conditions, with respect to a coordinate variable. However, in discretizing the second order partial derivative, existing in the equilibrium equation, with respect to a coordinate variable both $M$ and $N$ are two with the discretizing grid distance twice of other difference discretizations. For all of algorithms A1, A2, A3 and A4, an auxiliary grid line is added outside the domain and near the boundary line.

A simply supported isotropic uniform square plate subjected to a uniformly distributed load $p_{0}$ was solved by using Algorithms A1, A2, A3 and A4, separately. The four boundary edges of the square plates are $x=0, x=a, y=0$ and $y=a$. Numerical results of the nondimensional maximum displacement are summarized and listed in Table 14.1. It shows that the results converge to exact solutions and that the algorithm A3 performs the best among the algorithms A1, A2, A3 and A4 which have the same maximum order of approximation due to the consistent discretization of adopting the same $M$ and $N$ for all finite difference discretizations [126].

Table 14.1. The nondimensional maximum displacement $w_{\max } \times \frac{\pi^{6} D}{16 p_{0} a^{4}}$ of a simply supported isotropic uniform square plate subjected to a uniformly distributed lateral load

| DQFDM grid line | Algorithm A1 | Algorithm A2 | Algorithm A3 | Algorithm A4 |
| :--- | :--- | :--- | :--- | :--- |
| $3 \times 3$ | $.234714 \times 10^{0}$ | $.199403 \times 10^{0}$ | $.177982 \times 10^{0}$ | $.395308 \times 10^{0}$ |
| $5 \times 5$ | $.242049 \times 10^{0}$ | $.231221 \times 10^{0}$ | $.229864 \times 10^{0}$ | $.286312 \times 10^{0}$ |
| $7 \times 7$ | $.243253 \times 10^{0}$ | $.238257 \times 10^{0}$ | $.233587 \times 10^{0}$ | $.263118 \times 10^{0}$ |
| $9 \times 9$ | $.243638 \times 10^{0}$ | $.240792 \times 10^{0}$ | $.237595 \times 10^{0}$ | $.254837 \times 10^{0}$ |
| $11 \times 11$ | $.243807 \times 10^{0}$ | $.241976 \times 10^{0}$ | $.239669 \times 10^{0}$ | $.250982 \times 10^{0}$ |
| $13 \times 13$ | $.243897 \times 10^{0}$ | $.242622 \times 10^{0}$ | $.240886 \times 10^{0}$ | $.248882 \times 10^{0}$ |
| $15 \times 15$ | $.243950 \times 10^{0}$ | $.243012 \times 10^{0}$ | $.241661 \times 10^{0}$ | $.247613 \times 10^{0}$ |
| $17 \times 17$ | $.243984 \times 10^{0}$ | $.243265 \times 10^{0}$ | $.242186 \times 10^{0}$ | $.246790 \times 10^{0}$ |
| $19 \times 19$ | $.244008 \times 10^{0}$ | $.243439 \times 10^{0}$ | $.242557 \times 10^{0}$ | $.246224 \times 10^{0}$ |
| Exact solution | $.242666 \times 10^{0}$ |  |  |  |

A clamped isotropic uniform square plate subjected to a uniformly distributed load $p_{0}$ was also solved. Higher order algorithms are also used to solve this problem. In the algorithm B3, both $M$ and $N$ are six for discretizing a first, second or fourth order partial derivative, existing in the equilibrium equation or boundary conditions, with respect to a coordinate variable. In the algorithm C3, both $M$ and $N$ are eight for discretizing a first, second or fourth order partial derivative existing in the equilibrium equation or boundary conditions, with respect to a coordinate variable. In the algorithm D3, both $M$ and $N$ are ten for discretizing a first, second or fourth order partial derivative, existing in the equilibrium equation or boundary conditions, with respect to a coordinate variable. Algorithms B3, C3 and D3 also adopt the auxiliary grid line. Numerical results of the nondimensional maximum displacement are summarized and listed in Table 14.2. It also shows that the algorithm A3 performs the best among the algorithms A1, A2 and A3, and that the performance of the algorithm can be improved by increasing the order of approximation.

Table 14.2. The nondimensional maximum displacement $w_{\max } \times \frac{\pi^{6} D}{16 p_{0} a^{4}}$ of a clamped isotropic uniform square plate subjected to a uniformly distributed lateral load

| DQFDM grid line | Algorithm A1 | Algorithm A2 | Algorithm A3 | Algorithm B3 |
| :--- | :--- | :--- | :--- | :--- |
| $5 \times 5$ | $.108127 \times 10^{0}$ | $.999138 \times 10^{-1}$ | $.100032 \times 10^{0}$ | $.757052 \times 10^{-1}$ |
| $7 \times 7$ | $.921963 \times 10^{-1}$ | $.887323 \times 10^{-1}$ | $.873039 \times 10^{-1}$ | $.760169 \times 10^{-1}$ |
| $9 \times 9$ | $.855878 \times 10^{-1}$ | $.836868 \times 10^{-1}$ | $.818896 \times 10^{-1}$ | $.760577 \times 10^{-1}$ |
| $11 \times 11$ | $.823009 \times 10^{-1}$ | $.810985 \times 10^{-1}$ | $.792915 \times 10^{-1}$ | $.760498 \times 10^{-1}$ |
| $13 \times 13$ | $.804471 \times 10^{-1}$ | $.796174 \times 10^{-1}$ | $.779108 \times 10^{-1}$ | $.760417 \times 10^{-1}$ |
| $15 \times 15$ | $.793041 \times 10^{-1}$ | $.786970 \times 10^{-1}$ | $.771176 \times 10^{-1}$ | $.760369 \times 10^{-1}$ |
| $17 \times 17$ | $.785516 \times 10^{-1}$ | $.780880 \times 10^{-1}$ | $.766343 \times 10^{-1}$ | $.760341 \times 10^{-1}$ |
| $19 \times 19$ | $.780306 \times 10^{-1}$ | $.776650 \times 10^{-1}$ | $.763264 \times 10^{-1}$ |  |
| Exact solution | $.760279 \times 10^{-1}$ |  |  |  |
|  |  |  |  |  |

A simply supported uniform anisotropic plate subjected to the same uniformly distributed load was also solved by using the algorithm A3. The plate rigidities have the following relations: $\bar{D}_{12}=\bar{D}_{11}, \bar{D}_{12}+2 \bar{D}_{66}=1.061 \bar{D}_{11}$ and $\bar{D}_{16}=\bar{D}_{26}=-0.174 \bar{D}_{11}$. Numerical results are listed in Table 14.3. It shows that the algorithm A3 converges rather slow for the solution of anisotropic plate problem as compared to the solution of isotropic plate problem. However, it always converge well.

A simply supported isotropic nonuniform square plate subjected to a uniformly distributed load $p_{0}$ was also solved. The thickness of the plate is expressed by $\delta(x, y)=\delta_{0}(1+x / a)(1+y / b)$. Denote $D_{0}$ as the flexural rigidity

```
Algorithm C3 Algorithm D3
- -
\(.760585 \times 10^{-1}\) -
\(.760318 \times 10^{-1} .760254 \times 10^{-1}\)
\(.760279 \times 10^{-1} \quad .760263 \times 10^{-1}\)
\(.760278 \times 10^{-1} \quad .760275 \times 10^{-1}\)
\(.760282 \times 10^{-1} \quad .760283 \times 10^{-1}\)
```

Table 14.3. The nondimensional displacement $w \times \frac{\bar{D}_{11}}{p_{0} a^{4}}$ of a simply supported anisotropic square plate subjected to a uniformly distributed lateral load

| DQFDM grid line | at $\left(\frac{a}{4}, \frac{a}{4}\right)$ | at $\left(\frac{3 a}{8}, \frac{3 a}{8}\right)$ | at $\left(\frac{a}{2}, \frac{a}{2}\right)$ |
| :--- | :--- | :--- | :--- |
| $5 \times 5$ | $.194874 \times 10^{-2}$ | - | $.363461 \times 10^{-2}$ |
| $9 \times 9$ | $.207903 \times 10^{-2}$ | $.337379 \times 10^{-2}$ | $.388439 \times 10^{-2}$ |
| $13 \times 13$ | $.211296 \times 10^{-2}$ | - | $.394564 \times 10^{-2}$ |
| $21 \times 21$ | $.213156 \times 10^{-2}$ | - | $.397777 \times 10^{-2}$ |
| $25 \times 25$ | $.213533 \times 10^{-2}$ | $.346140 \times 10^{-2}$ | $.398422 \times 10^{-2}$ |
| $31 \times 31$ | - | - | $.399458 \times 10^{-2}$ |
| Exact solution |  |  | $.411 \times 10^{-2}$ |

of the plate at the origin $(0,0)$. Numerical results obtained by the algorithm A3 are summarized and listed in Table 14.4. It also shows that the results converge well.

The free vibration of an isotropic clamped square plate was also solved using the same order of DQFDM approximation, in a specific coordinate direction, to the partial derivatives involved. Let the natural frequency $\omega_{n}$ of

Table 14.4. The nondimensional displacement $w \times \frac{\pi^{6} D}{16 p_{0} a^{4}}$ of a simply supported isotropic nonrectangular plate subjected to a uniformly distributed lateral load

| DQFDM grid line | at $\left(\frac{a}{4}, \frac{a}{4}\right)$ | at $\left(\frac{a}{2}, \frac{a}{2}\right)$ | at $\left(\frac{3 a}{4}, \frac{3 a}{4}\right)$ |
| :--- | :--- | :--- | :--- |
| $5 \times 5$ | $.851025 \times 10^{-3}$ | $.102334 \times 10^{-2}$ | $.380420 \times 10^{-3}$ |
| $7 \times 7$ | - | $.138524 \times 10^{-2}$ | - |
| $11 \times 11$ | - | $.178991 \times 10^{-2}$ | - |
| $21 \times 21$ | $.184495 \times 10^{-2}$ | $.218457 \times 10^{-2}$ | $.791357 \times 10^{-3}$ |
| $25 \times 25$ | $.189921 \times 10^{-2}$ | $.223957 \times 10^{-2}$ | $.809483 \times 10^{-3}$ |
| $31 \times 31$ | - | $.233296 \times 10^{-2}$ | - |

the $n$th vibration mode be expressed by $\omega_{n}=\frac{C_{n}}{a^{2}} \sqrt{\frac{D}{\rho \delta}}$ with $C_{n}$ the frequency factor and $\delta$ the depth of the plate. The first four frequency factors obtained by the DQFDM without adding four straight auxiliary grid lines outside the plate domain are listed in Table 14.5. They are compared with those obtained by Leissa [57]. The results of adding four straight auxiliary grid lines outside the plate domain are also obtained and listed in Table 14.6.

The two interior support lines in the simply supported nonrectangular plate shown in Fig. 13.3 were freed and replaced by two line loads. The two line loads are $q_{1}=10 \sin (\pi x / 12)$ applied on the line $y=12 i n$, and

Table 14.5 The first four frequency factors of a clamped square plate (without auxiliary grid lines)

| Order of appr. | DQFDM <br> grid line | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | $7 \times 7$ | . $362126 \times 10^{2}$ | . $701674 \times 10^{2}$ | . $701674 \times 10^{2}$ | $.108000 \times 10^{3}$ |
|  | $9 \times 9$ | . $362358 \times 10^{2}$ | . $707662 \times 10^{2}$ | . $707662 \times 10^{2}$ | . $107348 \times 10^{3}$ |
|  | $11 \times 11$ | . $361757 \times 10^{2}$ | $.717800 \times 10^{2}$ | . $717800 \times 10^{2}$ | . $107993 \times 10^{3}$ |
|  | $13 \times 13$ | . $361235 \times 10^{2}$ | $.723785 \times 10^{2}$ | $.723785 \times 10^{2}$ | . $108271 \times 10^{3}$ |
|  | $15 \times 15$ | . $360868 \times 10^{2}$ | . $727111 \times 10^{2}$ | $.727111 \times 10^{2}$ | . $108352 \times 10^{3}$ |
|  | $17 \times 17$ | . $360617 \times 10^{2}$ | $.729048 \times 10^{2}$ | $.729048 \times 10^{2}$ | . $108359 \times 10^{3}$ |
|  | $19 \times 19$ | . $360442 \times 10^{2}$ | $.730250 \times 10^{2}$ | . $730250 \times 10^{2}$ | $.108343 \times 10^{3}$ |
| 6 | $7 \times 7$ | . $368344 \times 10^{2}$ | . $650341 \times 10^{2}$ | . $650341 \times 10^{2}$ | . $901151 \times 10^{2}$ |
|  | $9 \times 9$ | $.363784 \times 10^{2}$ | $.734359 \times 10^{2}$ | $.734359 \times 10^{2}$ | $.108156 \times 10^{3}$ |
|  | $11 \times 11$ | $.361481 \times 10^{2}$ | $.743960 \times 10^{2}$ | $.743960 \times 10^{2}$ | $.110417 \times 10^{3}$ |
|  | $13 \times 13$ | $.360594 \times 10^{2}$ | . $740078 \times 10^{2}$ | . $740078 \times 10^{2}$ | . $109540 \times 10^{3}$ |
|  | $15 \times 15$ | . $360226 \times 10^{2}$ | $.737245 \times 10^{2}$ | . $737245 \times 10^{2}$ | . $108971 \times 10^{3}$ |
|  | $17 \times 17$ | . $360056 \times 10^{2}$ | $.735735 \times 10^{2}$ | . $735735 \times 10^{2}$ | . $108656 \times 10^{3}$ |
|  | $19 \times 19$ | . $359971 \times 10^{2}$ | $.734949 \times 10^{2}$ | . $734949 \times 10^{2}$ | . $108482 \times 10^{3}$ |
| 8 | $11 \times 11$ | . $360123 \times 10^{2}$ | $.741418 \times 10^{2}$ | $.741418 \times 10^{2}$ | $.109729 \times 10^{3}$ |
|  | $13 \times 13$ | $.359998 \times 10^{2}$ | $.735130 \times 10^{2}$ | $.735130 \times 10^{2}$ | . $108675 \times 10^{3}$ |
|  | $15 \times 15$ | $.359932 \times 10^{2}$ | $.734220 \times 10^{2}$ | $.734220 \times 10^{2}$ | $.108411 \times 10^{3}$ |
|  | $17 \times 17$ | . $359898 \times 10^{2}$ | $.734052 \times 10^{2}$ | . $734052 \times 10^{2}$ | . $108316 \times 10^{3}$ |
|  | $19 \times 19$ | $.359879 \times 10^{2}$ | . $734005 \times 10^{2}$ | . $734005 \times 10^{2}$ | . $108272 \times 10^{3}$ |
| 10 | $11 \times 11$ | $.359929 \times 10^{2}$ | . $730596 \times 10^{2}$ | . $730596 \times 10^{2}$ | . $125345 \times 10^{3}$ |
|  | $13 \times 13$ | $.359907 \times 10^{2}$ | $.733625 \times 10^{2}$ | . $733625 \times 10^{2}$ | . $108343 \times 10^{3}$ |
|  | $15 \times 15$ | . $359882 \times 10^{2}$ | $.734025 \times 10^{2}$ | $.734025 \times 10^{2}$ | . $108288 \times 10^{3}$ |
|  | $17 \times 17$ | . $359868 \times 10^{2}$ | . $734016 \times 10^{2}$ | . $734016 \times 10^{2}$ | . $108254 \times 10^{3}$ |
|  | $19 \times 19$ | . $359861 \times 10^{2}$ | $.733985 \times 10^{2}$ | . $733985 \times 10^{2}$ | . $108237 \times 10^{3}$ |
| Lessa's sol. |  | . $35992 \times 10^{2}$ | . $73413 \times 10^{2}$ | . $73413 \times 10^{2}$ | . $10827 \times 10^{3}$ |

Table 14.6 The first four frequency factors of a clamped square plate (with auxiliary grid lines)

| Order of <br> appr. | DQFDM <br> subd |  | $C_{1}$ | $C_{3}$ |
| :--- | :--- | :--- | :--- | :--- |

$q_{2}=10 \sin (\pi y / 12)$ applied on the line $x=12 \mathrm{in}$. The material constants are: Young's modulus $E=1 . \times 10^{7} \mathrm{lb} / \mathrm{in}^{2}$ and Poisson's ratio $\nu=.33$. The thickness of the plate is $\delta=0.5 \mathrm{in}$. The two load lines and domain boundary lines separate the plate into three subregions. The subregion with $y \geq 12 \mathrm{in}$ is subregion 1 . The subregion with $x \leq 12$ in and $y \leq 12$ in is subregion 2 . The subregion with $x \geq 12$ in is subregion 3 . This nonrectangular plate problem was solved by DQFDM.

In the analysis, the DQFDM uses the same order of approximation to the partial derivatives involved, and no auxiliary grid line added is adopted. On each domain boundary line, the lateral displacement and normal moment must vanish. The active DOF assigned to the two inter-subregion boundary lines are used to define the equilibrium of lateral forces.

The DOF assigned to the four interior grid lines next to the domain boundary lines are used to define the conditions of normal moment free. The DOF assigned to the four interior grid lines next to the two inter-subregion boundary lines are used to define the transition conditions. The DOF assigned to the related interior grid line in subregion 1, except the two DOF assigned to the two end points which are used to define two conditions of normal moment free on the domain boundary, are used to define the condition of slope compatibility. The DOF assigned to the related interior grid line parallel to $x$ axis, in subregion 2, except the two DOF assigned to the two end points, are used to define the equilibrium of moments. The DOF assigned to the end point close to the domain boundary line $x=0$ is used to define the condition of normal moment free, while the DOF assigned to the other end point is used to define the condition of slope compatibility on the inter-subregion boundary line parallel to $y$ axis. The DOF assigned to the related interior grid line parallel to $y$ axis, in subregion 2, except the two DOF assigned to the two end points, are used to define the condition of slope compatibility. The DOF assigned to the related interior grid line in subregion 3, except the two DOF assigned to the two end points, are used to define the equilibrium of moments.

Numerical results of the displacements at $E(6 \mathrm{in}, 12 \mathrm{in})$ and $F(6 \mathrm{in}, 6$ $i n)$ are summarized and listed in Table 14.6. It shows that a higher-order DQFDM approximation has a better performance.

### 14.3 DQFDM 2-D Elasticity Problem Analysis

For the 2-D elasticity problems, the partial derivatives involve only the first and second orders with respect to a specific coordinate. Consequently, no auxiliary grid line is necessary for the DQFDM analysis. In addition, the nature of DQFDM formulation is the same as that of DQEM formulation introduced in Chapter 12, except that the span of the DQ grid model for the DQFDM is generally smaller than the element grid, while the DQ grid model for the DQEM is used to represent the element.

### 14.3.1 Problems

A problem solved involves the plane strain elasticity deformation of a unit square isotropic medium [41]. The four boundary edges are: $x=0, x=1$, $y=0$ and $y=1$. They are fixed edges. The material constants are: Young's modulus $E=2.5$, Poisson's ratio $\nu=.25$. The body forces are: $\rho b_{x}=4 \pi^{2} \sin (\pi x) \sin (\pi y)-2 \pi^{2} \cos (\pi x) \cos (\pi y), \rho b_{y}=4 \pi^{2} \sin (\pi x) \sin (\pi y)-$
$2 \pi^{2} \cos (\pi x) \cos (\pi y)$. The exact solutions of displacements are: $u=\sin (\pi x) \sin$ $(\pi y), v=\sin (\pi x) \sin (\pi y)$. The displacements $u$ and $v$ are the same at the center of the medium. The DQFDM analysis is carried out by using various DQFDM approximations to solve the problem. Numerical results show that the two displacement components at the center of the medium are the same. They are summarized and listed in Table 14.7. It shows that the DQFDM results converge fast to the exact solution.

Table 14.7. Displacements at the center of a square region having the plain strain deformation behavior

| Order of appr. | DQFDM grid line | $u_{\text {ctr }}$ |
| :--- | :--- | :--- |
| 2 | $3 \times 3$ | $.1233701 \times 10^{1}$ |
|  | $5 \times 5$ | $.1048482 \times 10^{1}$ |
|  | $7 \times 7$ | $.1019951 \times 10^{1}$ |
|  | $9 \times 9$ | $.1010823 \times 10^{1}$ |
|  | $11 \times 11$ | $.1006794 \times 10^{1}$ |
|  | $13 \times 13$ | $.1004665 \times 10^{1}$ |
|  | $15 \times 15$ | $.1003403 \times 10^{1}$ |
| 4 | $5 \times 5$ | $.9950335 \times 10^{0}$ |
|  | $7 \times 7$ | $.9987416 \times 10^{0}$ |
|  | $9 \times 9$ | $.9996459 \times 10^{0}$ |
|  | $11 \times 11$ | $.9998803 \times 10^{0}$ |
|  | $13 \times 13$ | $.9999532 \times 10^{0}$ |
| 6 | $7 \times 7$ | $.1000122 \times 10^{1}$ |
|  | $11 \times 11$ | $.1000011 \times 10^{1}$ |
|  | $13 \times 13$ | $.1000004 \times 10^{1}$ |
|  | $15 \times 15$ | $.1000001 \times 10^{1}$ |
|  |  | $.1000000 \times 10^{1}$ |
| Exact solution |  |  |

A problem involving the in-plane vibration analysis of a square plate having the E glass/epoxy material was also solved. For a $0^{0}$ ply plate with a fiber having the volume fraction 0.70 , the effective stiffnesses are: $Q_{11}=9 . \times 10^{6}$ psi, $Q_{12}=.85 \times 10^{6}$ psi, $Q_{22}=3.68 \times 10^{6}$ psi, $Q_{66}=1.74 \times 10^{6}$ psi and $Q_{16}=Q_{26}=0$. They are constant through the thickness of the plate. The plate is uniform with the thickness being 1 in . The four boundary edges of the plate are: $x=0, x=10 \mathrm{ft}, y=0$ and $y=10 \mathrm{ft}$. The two $x$-edges are fixed. The two $y$-edges are free edges. The value of mass density $\rho$ is 4.942259 slugs $/ f t^{3}$. In the analysis, all partial derivatives involved in the DQFDM discretization adopt the same order of approximation in a specific coordinate direction. Numerical computations are carried out using various

Table 14.8. The first two natural frequencies of the free vibration of an anisotropic uniform rectangular plate (cycles/sec)

| Order of appr. | DQFDM grid line | $\omega_{1}$ | $\omega_{2}$ |
| :--- | :--- | :--- | :--- |
| 2 | $7 \times 7$ | $.2070215 \times 10^{4}$ | $.3785482 \times 10^{4}$ |
|  | $9 \times 9$ | $.2105678 \times 10^{4}$ | $.3740718 \times 10^{4}$ |
|  | $11 \times 11$ | $.2083700 \times 10^{4}$ | $.3748755 \times 10^{4}$ |
|  | $13 \times 13$ | $.2087046 \times 10^{4}$ | $.3740718 \times 10^{4}$ |
|  | $15 \times 15$ | $.2089232 \times 10^{4}$ | $.3742979 \times 10^{4}$ |
| 4 | $7 \times 7$ | $.2109269 \times 10^{4}$ | $.3721591 \times 10^{4}$ |
|  | $9 \times 9$ | $.2105678 \times 10^{4}$ | $.3740718 \times 10^{4}$ |
|  | $11 \times 11$ | $.2102912 \times 10^{4}$ | $.3743706 \times 10^{4}$ |
|  | $13 \times 13$ | $.2100939 \times 10^{4}$ | $.3743513 \times 10^{4}$ |
|  | $15 \times 15$ | $.2099510 \times 10^{4}$ | $.3742758 \times 10^{4}$ |
| 6 | $11 \times 11$ | $.2097632 \times 10^{4}$ | $.3742400 \times 10^{4}$ |
|  | $13 \times 13$ | $.2096811 \times 10^{4}$ | $.3741041 \times 10^{4}$ |
| 8 | $15 \times 15$ | $.2096215 \times 10^{4}$ | $.3740313 \times 10^{4}$ |
|  | $9 \times 9$ | $.2080713 \times 10^{4}$ | $.3754644 \times 10^{4}$ |
|  | $11 \times 11$ | $.2095710 \times 10^{4}$ | $.3740861 \times 10^{4}$ |
|  | $13 \times 13$ | $.2095644 \times 10^{4}$ | $.3739740 \times 10^{4}$ |
|  | $15 \times 15$ | $.2096215 \times 10^{4}$ | $.3740313 \times 10^{4}$ |
| 11 | $11 \times 11$ | $.2089917 \times 10^{4}$ | $.3744125 \times 10^{4}$ |
|  | $13 \times 13$ | $.2095041 \times 10^{4}$ | $.3739494 \times 10^{4}$ |
|  | $15 \times 15$ | $.2095042 \times 10^{4}$ | $.3739152 \times 10^{4}$ |

orders of DQFDQ approximation. Numerical results of the first two natural frequencies are summarized and listed in Table 14.8. It also shows that the convergence performance of the DQFDM is excellent.

### 14.4 DQFDM Analysis of 2-D Heat Conduction Problems

Like the 2-D elasticity problems, the 2-D heat conduction problems also involves only the first and second order partial derivatives with respect to a specific coordinate. Consequently, the nature of the spacial discretization of the DQFDM 2-D heat conduction problems is the same as that of the 2-D elasticity problems. Regards the spacial discretization of the 2-D heat conduction problems, Chapter 11 can be referred.

### 14.4.1 Problems

A problem involving the 2-D steady state heat conduction in an orthotropic medium, shown in Fig. 14.7 was solved. The values of thermal conductivities $k_{x}$ and $k_{y}$ are 1 and 2 , respectively. The domain of the medium has three subdomains with the two inter-subdomain boundary lines having a half sine curve distributed heat flux into the medium and one subdomain having a constant heat generation rate. The domain boundary has piecewise constant prescribed temperatures. Numerical results of temperature at three points obtained by DQFDM are summarized and listed in Table 14.9. It shows that the results can converge fast by increasing either the order of approximation or the number of grid lines.


Fig. 14.7. Heat conduction in an orthotropic medium solved by DQFDM

The 2-D heat conduction of a medium having two different isotropic materials shown in Fig. 14.8 was also solved. There are two subdomains having their own materials and uniformly distributed heat generation rates. The shape of each subdomain can be described by the quadratic serendipity shape functions. The problem has both the Neumann and Dirichlet boundaries. There is also a constant heat flux into the medium on the inter-subdomain boundary. At a corner node, one discrete condition equation is considered. At the intersection of the Neumann boundary and the inter-subdomain boundary, the discrete Neumann condition defined on the left subdomain is considered. At $D$ and $F$, the considered conditions are Dirichlet conditions. At $A$ and $C$, the considered Dirichlet condition is $\bar{T}=0$. Various techniques concerning the setup of discrete transition conditions on an inter-subdomain boundary and a corner node are introduced in Section 11.4. Numerical results of temperature

Table 14.9. Convergence of heat conduction in an orthotropic medium solved by DQFDM

| Order of <br> appr. | DQFDM grid line <br> $($ each subregion $)$ | $T_{, I}$ | $T_{, J}$ | $T_{, K}$ |
| :--- | :--- | :--- | :--- | :--- |
| 2 | $3 \times 3$ | $.5775253 \times 10^{2}$ | $.1193838 \times 10^{3}$ | $.3079798 \times 10^{2}$ |
|  | $5 \times 5$ | $.4462011 \times 10^{2}$ | $.9022232 \times 10^{2}$ | $.2365371 \times 10^{2}$ |
|  | $7 \times 7$ | $.4174511 \times 10^{2}$ | $.8462334 \times 10^{2}$ | $.2241048 \times 10^{2}$ |
| 4 | $5 \times 5$ | $.3914354 \times 10^{2}$ | $.7973436 \times 10^{2}$ | $.2153298 \times 10^{2}$ |
|  | $7 \times 7$ | $.3925651 \times 10^{2}$ | $.7999988 \times 10^{2}$ | $.2149636 \times 10^{2}$ |
|  | $9 \times 9$ | $.3933606 \times 10^{2}$ | $.8012240 \times 10^{2}$ | $.2148978 \times 10^{2}$ |
| 6 | $7 \times 7$ | $.3944487 \times 10^{2}$ | $.8027652 \times 10^{2}$ | $.2151097 \times 10^{2}$ |
|  | $9 \times 9$ | $.3939666 \times 10^{2}$ | $.8020003 \times 10^{2}$ | $.2148732 \times 10^{2}$ |
|  | $11 \times 11$ | $.3938110 \times 10^{2}$ | $.8017486 \times 10^{2}$ | $.2147587 \times 10^{2}$ |
| 8 | $9 \times 9$ | $.3938821 \times 10^{2}$ | $.8018365 \times 10^{2}$ | $.2148170 \times 10^{2}$ |
|  | $11 \times 11$ | $.3937298 \times 10^{2}$ | $.8103031 \times 10^{2}$ | $.2147498 \times 10^{2}$ |
|  | $13 \times 13$ | $.3936902 \times 10^{2}$ | $.8015594 \times 10^{2}$ | $.2147306 \times 10^{2}$ |
| 10 | $11 \times 11$ | $.3937603 \times 10^{2}$ | $.8016577 \times 10^{2}$ | $.2147587 \times 10^{2}$ |
|  | $13 \times 13$ | $.3936718 \times 10^{2}$ | $.8015319 \times 10^{2}$ | $.2147213 \times 10^{2}$ |
|  | $15 \times 15$ | $.3936492 \times 10^{2}$ | $.8014990 \times 10^{2}$ | $.2147109 \times 10^{2}$ |
| 12 | $13 \times 13$ | $.3936951 \times 10^{2}$ | $.8015638 \times 10^{2}$ | $.2147299 \times 10^{2}$ |
|  | $15 \times 15$ | $.3936390 \times 10^{2}$ | $.8014839 \times 10^{2}$ | $.2147061 \times 10^{2}$ |



Fig. 14.8. Heat conduction in a medium having two different orthotropic materials solved by DQFDM
$T_{, E}$ at $E$, and heat fluxes $q_{y, B_{l}}$ and $q_{y, B_{r}}$ in the left subdomain and right subdomain, respectively, at $B$ are summarized and listed in Table 14.10. It also shows good convergence.

Table 14.10. Convergence of heat conduction in a medium having two different materials

| Order of <br> appr. | DQFDM grid line <br> $($ each subregion) | $T_{, E}$ | $q_{y, B_{l}}$ | $q_{y, B_{r}}$ |
| :--- | :--- | :--- | :--- | :--- |
| 4 | $5 \times 5$ | $.884638 \times 10^{1}$ | $-.183467 \times 10^{1}$ | $-.733866 \times 10^{1}$ |
| 6 | $7 \times 7$ | $.840760 \times 10^{1}$ | $-.211950 \times 10^{1}$ | $-.847801 \times 10^{1}$ |
| 8 | $9 \times 9$ | $.818825 \times 10^{1}$ | $-.244051 \times 10^{1}$ | $-.976204 \times 10^{1}$ |
| 10 | $11 \times 11$ | $.805528 \times 10^{1}$ | $-.270015 \times 10^{1}$ | $-.108006 \times 10^{2}$ |
| 12 | $13 \times 13$ | $.797701 \times 10^{1}$ | $-.294005 \times 10^{1}$ | $-.117602 \times 10^{2}$ |
|  | $15 \times 15$ | $.786765 \times 10^{1}$ | $-.318140 \times 10^{1}$ | $-.127256 \times 10^{2}$ |
|  | $17 \times 17$ | $.781550 \times 10^{1}$ | $-.326632 \times 10^{1}$ | $-.130653 \times 10^{2}$ |

## 15

## Generalized Coordinate Differential Quadrature Element Method

For the generalized coordinate differential quadrature element method, the element weighting coefficients are generated by a generalized approach with which the element weighting coefficients for elements having arbitrary configurations can straightly be generated. The computation of weighting coefficients is explicit. By using this generalized coordinate differential quadrature technique the governing differential or partial differential equations, the transition conditions of two adjacent elements and the boundary conditions can be discretized. A global algebraic equation system can be obtained by assembling all of the discretized equations.

### 15.1 Generalized Coordinate Differential Quadrature Discretization

Typical procedures for calculating weighting coefficients for grid models defined by one, two and three coordinates, separately, are summarized [128]. The coordinate variables can be physical or natural.

### 15.1.1 One-Coordinate Model

The grid configuration of the one-coordinate grid model can be a spacially straight or curved line. The GCDQ discretization for a derivative of order $m$ at discrete point $\alpha$ can be expressed by

$$
\begin{equation*}
\frac{d^{m} \phi_{\alpha}}{d \xi^{m}}=G_{\alpha i}^{\xi^{m}} c_{i}, \quad i=1,2, \ldots, \tilde{N}_{c} \tag{15.1}
\end{equation*}
$$

where $c_{i}$ are generalized coordinates, $\tilde{N}_{c}$ is the number of generalized coordinates, and $G_{\alpha i}^{\xi^{m}} c_{i}$ are weighting coefficients. The variable function can be approximated by

$$
\begin{equation*}
\phi(\xi)=\Upsilon_{p}(\xi) c_{p}, \quad p=1,2, \ldots, \tilde{N}_{c} \tag{15.2}
\end{equation*}
$$

where $\Upsilon_{p}(\xi)$ are appropriate analytical functions. The $m$ th order differentiation of Eq. (15.2) at discrete point $\alpha$ leads to the GCDQ discretization equation (15.1) in which $G_{\alpha i}^{\xi^{m}}$ can be calculated by the following explicit equation

$$
\begin{equation*}
G_{\alpha i}^{\xi^{m}}=\left.\frac{d^{m} \Upsilon_{i}}{d \xi^{m}}\right|_{\alpha} \tag{15.3}
\end{equation*}
$$

The generalized coordinates and appropriate analytical functions can also be expressed by certain other tensors having orders other than one. Using the above equation, the weighting coefficients can be easily obtained by simple algebraic calculations. For $m>1$, the weighting coefficients $G_{i \bar{i}}^{\xi^{m}}$ for defining the $m$ th order derivatives at the $\tilde{N}_{c}$ discrete points can also be obtained by $m-1$ times of matrix multiplications of the weighting coefficient matrix $G_{j \bar{j}}^{\xi}$ defining the first order derivative GCDQ discretizations at the $\tilde{N}_{c}$ discrete points

$$
\begin{equation*}
G_{i \bar{i}}^{\xi^{m}}=G_{i j_{1}}^{\xi} G_{j_{1} j_{2}}^{\xi} \ldots G_{j_{m-1} \bar{i}}^{\xi} \tag{15.4}
\end{equation*}
$$

### 15.1.2 Two-Coordinate Grid Model

The grid configuration of a two-coordinate grid model can be a triangle, a quadrilateral or a certain other configuration. By adopting a one-dimensional node identification method, the GCDQ discretization for a partial derivative of order $m+n$ at discrete point $\alpha$ can be expressed by

$$
\begin{equation*}
\frac{\partial^{(m+n)} \phi_{\alpha}}{\partial \xi^{m} \partial \eta^{n}}=G_{\alpha i}^{\xi^{m} \eta^{n}} c_{i}, \quad i=1,2, \ldots, \tilde{N}_{c} \tag{15.5}
\end{equation*}
$$

The variable function can be approximated by

$$
\begin{equation*}
\phi(\xi, \eta)=\Upsilon_{j}(\xi, \eta) c_{j}, \quad j=1,2, \ldots, \tilde{N}_{c} \tag{15.6}
\end{equation*}
$$

where $c_{j}$ are generalized coordinates and $\Upsilon_{j}(\xi, \eta)$ are appropriate analytical functions. The $(m+n)$ th order partial differentiation of Eq. (15.6) at discrete point $\alpha$ leads to the GCDQ discretization equation (15.5) in which $G_{\alpha i}^{\xi^{m} \eta^{n}}$ are expressed by

$$
\begin{equation*}
G_{\alpha i}^{\xi^{m} \eta^{n}}=\left.\frac{\partial^{(m+n)} \Upsilon_{i}}{\partial \xi^{m} \partial \eta^{n}}\right|_{\alpha} \tag{15.7}
\end{equation*}
$$

The generalized coordinates and appropriate analytical functions can also be expressed by certain other tensors having orders other than one.

By adopting a two-dimensional node identification method, the GCDQ discretization for a partial derivative of order $m+n$ at discrete point $(\alpha, \beta)$ can be expressed by

$$
\begin{equation*}
\frac{\partial^{(m+n)} \phi_{\alpha \beta}}{\partial \xi^{m} \partial \eta^{n}}=G_{\alpha \beta i}^{\xi^{m} \eta^{n}} c_{i} \tag{15.8}
\end{equation*}
$$

The $(m+n)$ th order partial differentiation of Eq. (15.6) at discrete point $(\alpha, \beta)$ leads to the GCDQ discretization equation (15.8) in which the weighting coefficients, $G_{\alpha \beta i}^{\xi^{m} \eta^{n}}$, are expressed by

$$
\begin{equation*}
G_{\alpha \beta i}^{\xi^{m} \eta^{n}}=\left.\frac{\partial^{(m+n)} \Upsilon_{i}}{\partial \xi^{m} \partial \eta^{n}}\right|_{\alpha \beta} \tag{15.9}
\end{equation*}
$$

The generalized coordinates and appropriate analytical functions can also be expressed by certain other tensors having orders other than one. If the Lagrange family grid is adopted and the variable function $\phi(\xi, \eta)$ is expressed by

$$
\begin{equation*}
\phi(\xi, \eta)=\Upsilon_{p}(\xi) \Upsilon_{q}(\eta) c_{p q}, \quad p=1,2, \ldots, \bar{N}_{\xi}+1, \quad q=1,2, \ldots, \bar{N}_{\eta}+1 \tag{15.10}
\end{equation*}
$$

where $\bar{N}_{\xi}$ and $\bar{N}_{\eta}$ are the orders of approximations in $\xi$ and $\eta$ directions, respectively. The GCDQ discretization equation (15.8) can be rewritten as

$$
\begin{equation*}
\frac{\partial^{(m+n)} \phi_{\alpha \beta}}{\partial \xi^{m} \partial \eta^{n}}=G_{\alpha \beta i j}^{\xi^{m} \eta^{n}} c_{i j} \tag{15.11}
\end{equation*}
$$

where $G_{\alpha \beta i j}^{\xi^{m} \eta^{n}}$ can be obtained by the following equation

$$
\begin{equation*}
G_{\alpha \beta i j}^{\xi^{m} \eta^{n}}=G_{\alpha i}^{\xi^{m}} G_{\beta j}^{\eta^{n}} \tag{15.12}
\end{equation*}
$$

### 15.1.3 Three-Coordinate Grid Model

The grid configuration of a three-coordinate grid model can be a triangle with the variable function defined by the area coordinates, a tetrahedron, a triangular prism, a hexahedron or a certain other configuration. By adopting a one-dimensional node identification method, the GCDQ discretization for a partial derivative of order $m+n+o$ at discrete point $\alpha$ can be expressed by

$$
\begin{equation*}
\frac{\partial^{(m+n+o)} \phi_{\alpha}}{\partial \xi^{m} \eta^{n} \zeta^{o}}=G_{\alpha i}^{\xi^{m} \eta^{n} \zeta^{o}} c_{i}, \quad i=1,2, \ldots, \tilde{N}_{c} \tag{15.13}
\end{equation*}
$$

The variable function can be approximated by

$$
\begin{equation*}
\phi(\xi, \eta, \zeta)=\Upsilon_{j}(\xi, \eta, \zeta) c_{j}, \quad j=1,2, \ldots, \tilde{N}_{c} \tag{15.14}
\end{equation*}
$$

where $c_{j}$ are generalized coordinates and $\Upsilon_{j}(\xi, \eta, \zeta)$ are appropriate analytical functions. The $(m+n+o)$ th order partial differentiation of Eq. (15.14) at discrete point $\alpha$ leads to the generalized GCDQ discretization equation (15.13)


$$
\begin{equation*}
G_{\alpha i}^{\xi^{m} \eta^{n} \zeta^{o}}=\left.\frac{\partial^{(m+n+o)} \Upsilon_{i}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o}}\right|_{\alpha} \tag{15.15}
\end{equation*}
$$

The generalized coordinates and appropriate analytical functions can also be expressed by certain other tensors having orders other than one. Consider that the analytical function can be expressed by the inner products of two sets of functions, with one set defined by two coordinate variables while the other set defined by the remaining coordinate variable, and one set of generalized coordinates. A representative of the variable function can be expressed by

$$
\begin{equation*}
\phi(\xi, \eta, \zeta)=\Upsilon_{j}(\xi, \eta) \Upsilon_{r}(\zeta) c_{j r} \tag{15.16}
\end{equation*}
$$

Then the GCDQ discretization equation (15.13) can be rewritten as

$$
\begin{equation*}
\frac{\partial^{(m+n+o)} \phi_{\alpha}}{\partial \xi^{m} \eta^{n} \zeta^{o}}=G_{\alpha i k}^{\xi^{m} \eta^{n} \zeta^{o}} c_{i k} \tag{15.17}
\end{equation*}
$$

where the weighting coefficients show to have the following form:

$$
\begin{equation*}
G_{\alpha i k}^{\xi^{m} \eta^{n} \zeta^{o}}=G_{(\alpha) i}^{\xi^{m} \eta^{n}} G_{\alpha k}^{\zeta^{o}} \tag{15.18}
\end{equation*}
$$

By adopting a two-dimensional node identification method, the GCDQ discretization for a partial derivative of order $m+n+o$ at discrete point $(\alpha, \gamma)$ can be expressed by

$$
\begin{equation*}
\frac{\partial^{(m+n+o)} \phi_{\alpha \gamma}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o}}=G_{\alpha \gamma i}^{\xi^{m}}{ }^{n} \zeta^{o} c_{i} \tag{15.19}
\end{equation*}
$$

The $(m+n+o)$ th order partial differentiation of (15.14) at discrete point $(\alpha, \gamma)$ leads to the GCDQ discretization equation (15.19) in which the weighting coefficients, $G_{\alpha \gamma i}^{\xi^{m} \eta^{n} \zeta^{o}}$, are expressed by

$$
\begin{equation*}
G_{\alpha \gamma i}^{\xi^{m} \eta^{n} \zeta^{o}}=\left.\frac{\partial^{(m+n+o)} \Upsilon_{i}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o}}\right|_{\alpha \gamma} \tag{15.20}
\end{equation*}
$$

The generalized coordinates and appropriate analytical functions can also be expressed by certain other tensors having orders other than one. If the variable function can be approximated by Eq. (15.16), the GCDQ discretization equation (15.19) can be rewritten as

$$
\begin{equation*}
\frac{\partial^{(m+n+o)} \phi_{\alpha \gamma}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o}}=G_{\alpha \gamma i k}^{\xi^{m} \eta^{n} \zeta^{o}} c_{i k} \tag{15.21}
\end{equation*}
$$

where the weighting coefficients show to have the following form:

$$
\begin{equation*}
G_{\alpha \gamma i k}^{\xi^{m} \eta^{n} \zeta^{o}}=G_{\alpha i}^{\xi^{m}} \eta^{n} G_{\gamma k}^{\zeta^{o}} \tag{15.22}
\end{equation*}
$$

By adopting a three-dimensional node identification method, the GCDQ discretization for a partial derivative of order $m+n+o$ at discrete point ( $\alpha, \beta, \gamma$ ) can be expressed by

$$
\begin{equation*}
\frac{\partial^{(m+n+o)} \phi_{\alpha \beta \gamma}}{\partial \xi^{m} \partial \eta^{n} \zeta^{o}}=G_{\alpha \beta \gamma i}^{\xi^{m} \eta^{n} \zeta^{o}} c_{i} \tag{15.23}
\end{equation*}
$$

The $(m+n+o)$ th order partial differentiation of (15.14) at discrete point $(\alpha, \beta, \gamma)$ leads to the GCDQ discretization equation (15.23) in which the weighting coefficients, $G_{\alpha \beta \gamma i}^{\xi^{m} \eta^{n} \zeta^{o}}$, are expressed by

$$
\begin{equation*}
G_{\alpha \beta \gamma i}^{\xi^{m} \eta^{n} \zeta^{o}}=\left.\frac{\partial^{(m+n+o)} \Upsilon_{i}}{\partial \xi^{m} \partial \eta^{n} \partial \zeta^{o}}\right|_{\alpha \beta \gamma} \tag{15.24}
\end{equation*}
$$

The generalized coordinates and appropriate analytical functions can also be expressed by certain other tensors having orders other than one. If the variable function can be approximated by Eq. (15.16), the GCDQ discretization equation (15.23) can be rewritten as

$$
\begin{equation*}
\frac{\partial^{(m+n+o)} \phi_{\alpha \beta \gamma}}{\partial \xi^{m} \partial \eta^{n} \zeta^{o}}=G_{\alpha \beta \gamma i k}^{\xi^{m} \eta^{n} \zeta^{o}} c_{i k} \tag{15.25}
\end{equation*}
$$

where the weighting coefficients show to have the following form:

$$
\begin{equation*}
G_{\alpha \beta \gamma i k}^{\xi^{m} \eta^{n} \zeta^{o}}=G_{\alpha \beta i}^{\xi^{m}} \eta^{n} G_{\gamma k}^{\zeta^{o}} \tag{15.26}
\end{equation*}
$$

If the hexahedral Lagrange family grid is adopted and the variable function $\phi(\xi, \eta, \zeta)$ is expressed by

$$
\begin{align*}
\phi(\xi, \eta, \zeta)= & \Upsilon_{p}(\xi) \Upsilon_{q}(\eta) \Upsilon_{r}(\zeta) c_{p q r}, \\
& p=1,2, \ldots, \bar{N}_{\xi}+1, \quad q=1,2, \ldots, \bar{N}_{\eta}+1, \quad r=1,2, \ldots, \bar{N}_{\zeta}+1 \tag{15.27}
\end{align*}
$$

where $\bar{N}_{\xi}, \bar{N}_{\eta}$ and $\bar{N}_{\zeta}$ are the orders of approximations in $\xi, \eta$ and $\zeta$ directions, respectively. The GCDQ discretization equation can be rewritten as

$$
\begin{equation*}
\frac{\partial^{(m+n+o)} \phi_{\alpha \beta \gamma}}{\partial \xi^{m} \partial \eta^{n} \zeta^{o}}=G_{\alpha \beta \gamma i j k}^{\xi^{m}} \eta^{n} \zeta_{i j k}^{o} \tag{15.28}
\end{equation*}
$$

where $G_{\alpha \beta \gamma i j k}^{\xi^{m} \eta^{n} \zeta^{o}}$ can be obtained by the following equation

$$
\begin{equation*}
G_{\alpha \beta \gamma i j k}^{\xi^{m} \eta^{n} \zeta^{o}}=G_{\alpha i}^{\xi^{m}} G_{\beta j}^{\eta^{n}} G_{\gamma k}^{\zeta^{o}} \tag{15.29}
\end{equation*}
$$

### 15.2 Generalized Coordinate Differential Quadrature Element Analyses

Sample problems solved are introduced to explain the numerical procedures of generalized coordinate differential quadrature based discrete element analysis.

### 15.2.1 Beam Vibration

## GCDQEM Formulation

The GCDQEM beam vibration analysis is illustrated. Considering the prismatic beam, the governing differential eigenvalue equation of beam vibration is expressed as

$$
\begin{equation*}
E I W_{, x x x x}-\rho A \omega^{2} W(x)=0 \tag{15.30}
\end{equation*}
$$

Using the GCDQ represented by Eq. (15.1) to discretize Eq. (15.30) at a discrete point $\alpha$, the following equation can be obtained

$$
\begin{equation*}
(E I)^{e} G_{\alpha \beta}^{e x^{4}} c_{\beta}^{e}-\rho^{e} \omega^{2} \Upsilon_{\beta}^{e}\left(x_{\alpha}^{e}\right) c_{\beta}^{e}=0, \quad \beta=1,2, \ldots, N^{e} \tag{15.31}
\end{equation*}
$$

where $N^{e}$ is the number of discrete points or nodes of the element $e$.
The use of Eq. (15.2) in Eq. (4.9) leads to the following continuity condition of modal displacement at the inter-element boundary of two adjacent elements $i$ and $i+1$

$$
\begin{equation*}
\Upsilon_{\beta}^{i}\left(x_{N^{i}}^{i}\right) c_{\beta}^{i}=\Upsilon_{\bar{\beta}}^{i+1}\left(x_{1}^{i+1}\right) c_{\bar{\beta}}^{i+1} \tag{15.32}
\end{equation*}
$$

The use of Eq. (15.2) in Eq. (4.10) leads to the following continuity condition of modal deflection slope

$$
\begin{equation*}
G_{N^{i} \beta}^{i x} c_{\beta}^{i}-G_{1 \bar{\beta}}^{(i+1) x} c_{\bar{\beta}}^{i+1}=0 \tag{15.33}
\end{equation*}
$$

Assume that a concentrated mass $\tilde{M}^{i, i+1}$ is attached to the inter-element boundary of two adjacent element $i$ and $i+1$. Neglecting the effect of rotary inertia of the concentrated mass, the equilibrium of moments is

$$
\begin{equation*}
-(E I)^{i} W_{N^{i}, x x}^{i}+(E I)^{i+1} W_{1, x x}^{i+1}=0 \tag{15.34}
\end{equation*}
$$

The above equation can be discretized

$$
\begin{equation*}
-(E I)^{i} G_{N^{i} \beta}^{i x^{2}} c_{\beta}^{i}+(E I)^{i+1} G_{1 \bar{\beta}}^{(i+1) x^{2}} c_{\bar{\beta}}^{i+1}=0 \tag{15.35}
\end{equation*}
$$

The equilibrium of transverse forces is

$$
\begin{equation*}
(E I)^{i} W_{N^{i}, x x x}^{i}-(E I)^{i+1} W_{1, x x x}^{i+1}+\omega^{2} \tilde{M}^{i, i+1} W^{i, i+1}=0 \tag{15.36}
\end{equation*}
$$

The above equation can be discretized

$$
\begin{equation*}
(E I)^{i} G_{N^{i} \beta}^{i x^{3}} c_{\beta}^{i}-E^{i+1} I^{i+1} G_{1 \bar{\beta}}^{(i+1) x^{3}} c_{\bar{\beta}}^{i+1}-\omega^{2} \tilde{M}^{i, i+1} \Upsilon_{\beta}^{i}\left(x_{N^{i}}^{i}\right) c_{\beta}^{i}=0 \tag{15.37}
\end{equation*}
$$

The kinematic boundary conditions can be expressed as $W_{I^{m}}^{m}=\bar{W}_{I^{m}}^{m}$ and $W_{I^{m}, x}^{m}=\bar{W}_{I^{m}, x}^{m}$ in which $I^{m}$ is 1 or $N^{m}$. The discrete equation of the first kinematic boundary condition can be obtained using Eq. (15.32)

$$
\begin{equation*}
\Upsilon_{\beta}\left(x_{I^{m}}^{m}\right) c_{\beta}^{m}=\bar{W}_{I^{m}}^{m} \tag{15.38}
\end{equation*}
$$

The discrete equation of the second kinematic boundary condition can be obtained using Eq. (15.33)

$$
\begin{equation*}
G_{I^{m} \beta}^{x} c_{\beta}^{m}=\bar{w}_{I, x}^{m}, \quad I=1 \quad \text { or } \quad N^{m} \tag{15.39}
\end{equation*}
$$

Let $n$ be an element consisting of the natural boundary. The discrete natural boundary condition of equilibrium of moments can be obtained using Eq. (15.35)

$$
\begin{equation*}
(E I)^{n} G_{I^{n} \beta}^{n x^{2}} c_{\beta}^{n}=0, \quad I^{n}=1 \quad \text { or } \quad N^{n} \tag{15.40}
\end{equation*}
$$

Referring to (15.33), the discrete natural boundary condition of the equilibrium of transverse forces is expressed by

$$
\begin{align*}
(E I)^{n} G_{I^{n}}^{n x^{3}} c_{\beta}^{n} & =\omega^{2} M^{n} \Upsilon_{\beta}^{n}\left(x_{1}^{n}\right) c_{\beta}^{n}, \quad \text { for left boundary }  \tag{15.41}\\
& =-\omega^{2} \tilde{M}^{n} \Upsilon_{\beta}^{n}\left(x_{N^{n}}^{n}\right) c_{\beta}^{n}, \quad \text { for right boundary } \tag{15.42}
\end{align*}
$$

where $\tilde{M}^{n}$ is the concentrated mass placed at the natural boundary.
In constructing the numerical model, the local coordinate system defined on each element with the origin located at the first node of the element can be used. Then the nondimensional coordinate defined as the local coordinate variable divided by the length of the element can be used to carry out the GCDQ discretization. By using this approach, all elements have the same one unit nondimensional subdomain. Then only one GCDQ discretization is necessary for elements having the same grid in their nondimensional subdomains. This can reduce the arithmetic operations in carrying out the GCDQ discretizations for all elements.

The problem solved involves the lateral vibration of the fixed-fixed nonprismatic beam shown in Fig. 4.4 in Subsection 4.1.3. The beam is composed of two prismatic segments having the same length 1. The materials of the two segments are also the same with both the Young's modulus and mass density equal to 1 . One segment has both the area and moment of inertia of the cross section equal to 1 , while the other segment also has the same value of 2 for both the area and the moment of inertia of the cross section. In solving this problem, the effect of rotary inertia is neglected and the elements are equally spaced.

Denote $\xi$ the nondimensional coordinate. The set of polynomials $\xi^{k-1}$, $k=1,2, \ldots, N^{e}$ is used to carry out the element basis GCDQ discretization. In a segment, the elements used to model the segment have the same length. Transition or boundary conditions are defined at the element boundary nodes. Though the discrete element eigenvalue equations can also be defined at the element boundary nodes, in this sample analysis the discrete element eigenvalue equations are only defined at interior discrete points. The interior discrete points are equally spaced. Let $h^{e}=l^{e} /\left(N^{e}+1\right)$. The interior discrete points are located at $2 h^{e}, 3 h^{e}, \ldots,\left(N^{e}-1\right) h^{e}$. The natural frequencies obtained are listed in Table 15.1. It shows that the GCDQEM results converge very fast by increasing either the number of elements or discrete points per element.

Table 15.1. The first five natural frequencies of a nonprismatic beam composed of two segments

| DOF per <br> element | Number of <br> elements | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ | $\omega_{4}$ | $\omega_{5}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 5 | 2 | 6.4345458 | 14.078064 |  |  |  |
|  | 4 | 5.5670666 | 16.898637 | 38.812658 | 47.364824 |  |
| 7 | 6 | 5.5073212 | 16.123268 | 31.841268 | 56.251621 | 95.333048 |
| 7 | 2 | 5.3282936 | 15.748253 | 26.369430 | 39.858780 | 65.627698 |
|  | 4 | 5.4559686 | 15.490456 | 28.522681 | 50.050799 | 69.157952 |
|  | 6 | 5.4613323 | 15.619719 | 29.692799 | 49.341898 | 69.971431 |
| 9 | 2 | 5.4661943 | 15.648038 | 31.325120 | 55.544366 | 85.939373 |
|  | 4 | 5.4626645 | 15.653397 | 29.969711 | 50.412941 | 74.997004 |
|  | 6 | 5.4626307 | 15.650285 | 29.907237 | 50.417707 | 74.364319 |
| 11 | 2 | 5.4625368 | 15.649903 | 29.817807 | 49.945043 | 77.346002 |
|  | 4 | 5.4626271 | 15.649944 | 29.901405 | 50.379680 | 74.086114 |
|  | 6 | 5.4626274 | 15.649999 | 29.903108 | 50.381025 | 74.124804 |

### 15.2.2 Steady State Field Problems

Numerical simulation involving the steady-state heat conduction in a twodimensional uniform medium is illustrated. Assume that the medium is isotropic. The governing partial differential equation is expressed as

$$
\begin{equation*}
k T_{, x x}+k T_{, y y}+Q=0 \tag{15.43}
\end{equation*}
$$

The Neumann boundary condition is expressed as

$$
\begin{equation*}
\bar{q}=k T_{, n}=k l T_{, x}+k m T_{, y} \tag{15.44}
\end{equation*}
$$

Solution of the boundary value problem of Poisson equation provides components of the internal heat flux through the following definition

$$
\begin{equation*}
q_{x}=-k T_{, x}, \quad q_{y}=-k T_{, y} \tag{15.45}
\end{equation*}
$$

In the GCDQEM analysis, the analysis domain and element configuration can be arbitrary. If the mapping technique is used, the fundamental relations must be transformed into the natural space. In GCDQEM, the GCDQ discretizations can be directly carried out in the physical space for regular or irregular elements. The element must have four or more discrete points. The discrete points at which the discrete element governing equations defined can be either in the interior of the element or on the element boundary. The average discrete governing equation defined at a discrete point on the inter-element boundary can also be a discrete fundamental equation. The one-dimensional
node identification method is adopted for carrying out the GCDQ discretization. The discrete equation of (15.42) at node $\alpha$ in the element $e$ is

$$
\begin{equation*}
k^{e} G_{\alpha j}^{x^{2}} c_{j}^{e}+k^{e} G_{\alpha j}^{y^{2}} c_{j}^{e}+Q_{\alpha}^{e}=0, \quad j=1,2, \ldots, \tilde{N}_{c} \tag{15.46}
\end{equation*}
$$

The discrete Neumann boundary condition at node $\bar{\alpha}$ can be obtained from (15.43)

$$
\begin{equation*}
\bar{q}_{\bar{\alpha}}^{n}=k^{n} l_{(\bar{\alpha})}^{n} G_{\bar{\alpha} j}^{x} c_{j}^{n}+k^{n} m_{(\bar{\alpha})}^{n} G_{\bar{\alpha} j}^{y} c_{j}^{n} \tag{15.47}
\end{equation*}
$$

Let the discrete point $\beta$ of element $r$ and the discrete point $\bar{\beta}$ of element $s$ be a common node On the inter-element boundary, $\partial \Omega^{r, s}$, of two adjacent elements $r$ and $s$. The discrete kinematic transition condition at this node is the continuity of temperatures which is expressed as

$$
\begin{equation*}
T_{\beta}^{r}=T_{\beta}^{s} \tag{15.48}
\end{equation*}
$$

The above equation leads to

$$
\begin{equation*}
\Upsilon_{\gamma}^{r}\left(x_{\beta}^{r}, y_{\beta}^{r}\right) c_{\gamma}^{r}=\Upsilon_{\bar{\gamma}}^{s}\left(x_{\bar{\beta}}^{s}, y_{\bar{\beta}}^{s}\right) c_{\bar{\gamma}}^{s} \tag{15.49}
\end{equation*}
$$

The temperature can also be prescribed on the inter-element boundary which is expressed as

$$
\begin{equation*}
T_{\beta}^{r}=T_{\bar{\beta}}^{s}=\bar{T}_{\beta, \bar{\beta}}^{r, s} \tag{15.50}
\end{equation*}
$$

where $\bar{T}_{\beta, \bar{\beta}}^{r, s}$ is the prescribed temperature. The above equation leads to

$$
\begin{equation*}
\Upsilon_{\gamma}^{r}\left(x_{\beta}^{r}, y_{\beta}^{r}\right) c_{\gamma}^{r}=\Upsilon_{\bar{\gamma}}^{s}\left(x_{\bar{\beta}}^{s}, y_{\bar{\beta}}^{s}\right) c_{\bar{\gamma}}^{s}=\bar{T}_{\beta, \bar{\beta}}^{r, s} \tag{15.51}
\end{equation*}
$$

By using (15.46), the natural transition condition at the common node can be defined

$$
\begin{equation*}
k^{r} l_{(\beta)}^{r} G_{\beta p}^{x} c_{p}^{r}+k^{r} m_{(\beta)}^{r} G_{\beta p}^{y} c_{p}^{r}+k^{s} l_{(\bar{\beta})}^{s} G_{\bar{\beta} q}^{x} c_{q}^{s}+k^{s} m_{(\bar{\beta})}^{s} G_{\bar{\beta} q}^{y} c_{q}^{s}=\tilde{q} \tag{15.52}
\end{equation*}
$$

where $\tilde{q}$ is the conduction heat flux into the domain. The components of internal heat flux at the discrete point $\alpha$ in element $e$ can also be obtained from (15.44)

$$
\begin{equation*}
q_{x, \alpha}^{e}=-k^{e} G_{\alpha j}^{x} c_{j}^{e}, \quad q_{y, \alpha}^{e}=-k^{e} G_{\alpha j}^{y} c_{j}^{e} \tag{15.53}
\end{equation*}
$$

Irregular element can be developed with or without using the mapping technique. The generation of mesh and element grid can be referred to Section 4.2. Considering the Lagrange family grid for a quadrilateral element, denote $N_{\xi}$ and $N_{\eta}$ the numbers of level in $\xi$ and $\eta$ directions, respectively, in the master element of a physical element. The set of polynomials $x^{p-1} y^{q-1}, p=$ $1,2, \ldots, N_{\xi}, q=1,2, \ldots, N_{\eta}$ can be used to construct the first order tensor expressed analytical functions and generate the weighting coefficients. Since this approximation possesses the property of geometric property, the approach of adopting the mapping technique and the approach without adopting the mapping technique result in obtaining the same approximation.

### 15.2.3 Problems

## Steady-State Heat Conduction

The problem solved involves the heat conduction in one quarter of an annular region which is shown in Fig. 15.1. The domain is modelled by four partial annuluses having the same range angle. The thermal conductivity $k$ is 1 . The temperatures on the boundaries of two concentric circles of radii 1 and 5 are prescribed which are $\bar{T}=100$ and $\bar{T}=40$, respectively. On boundaries $F H$ and $G I$, conduction heat fluxes of $\bar{q}=-10$ and $\bar{q}=10$, respectively, are applied. On the inter-element boundary which separates the quarter annulus into two equally ranged partial annuluses, the conduction heat flux of $\tilde{q}=5$ is also applied. And in the subdomain $F A H K B J$ the internal heat generation rate $Q=-1$ is applied. In carrying out the numerical tests, equally spaced discrete points in both $\xi$ and $\eta$ directions are adopted for defining the element grid. All four elements have the same type of element grid. Numerical results of temperatures at five different discrete points are listed in Table 15.2. It shows excellent convergence.


Fig. 15.1. 4-element meshed quarter annular region.

## Torsion of a Prismatic Bar Having a Half Elliptic Cross Section

The domain boundary is described by $x^{2}+\frac{y^{2}}{4}=1, y>0$ and $y=0$. The half elliptic section is considered to be a triangular grid with the three vertices located at $\bar{A}(-1,0), A(1,0)$ and $B(0,2)$. In calculating the weighting coefficients, the complete polynomials are used. Let $n$ denote the order of

Table 15.2. Convergence by increasing the discrete points in an element for the heat conduction in a quarter annulus

| Element grid | $T_{A}$ | $T_{B}$ | $T_{C}$ | $T_{D}$ | $T_{E}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $3 \times 3$ | $.460915 \times 10^{2}$ | . $558711 \times 10^{2}$ | . $634581 \times 10^{2}$ | . $667050 \times 10^{2}$ | $.751272 \times 10^{2}$ |
| $5 \times 5$ | . $457174 \times 10^{2}$ | . $553609 \times 10^{2}$ | . $628760 \times 10^{2}$ | . $661010 \times 10^{2}$ | $.743623 \times 10^{2}$ |
| $9 \times 9$ | $.455149 \times 10^{2}$ | . $551904 \times 10^{2}$ | . $627573 \times 10^{2}$ | . $660273 \times 10^{2}$ | $.743219 \times 10^{2}$ |
| $11 \times 11$ | . $455047 \times 10^{2}$ | . $551814 \times 10^{2}$ | . $627523 \times 10^{2}$ | . $660263 \times 10^{2}$ | $.743220 \times 10^{2}$ |

the approximate complete polynomial. The distribution of stress function can be expressed by $\phi(x, y)=\Upsilon_{p k}(x, y) c_{p k}, 0 \leq p \leq n, 1 \leq k \leq n+1$ where $\Upsilon_{p k}(x, y)=x^{p+1-k} y^{k-1}$ and $c_{p k}$ are unknown coefficients. $\Upsilon_{p k}$ are complete polynomials. By arranging the complete polynomials into a one-dimensional array and substituting them into (15.3), the weighting coefficients can be calculated. Prandtl's stress function formulation of torsion theory was used. The $p$ refinement procedure adopting the Pascal triangular grid is used to analyze the problem. Numerical results of stress function at $C\left(0, \frac{2}{3}\right)$ and shear stresses at $O(0,0)$ and $B(0,2)$ are listed in Table 15.3. It also shows that the results converge well by gradually increasing the order of the Pascal triangular grid.

Table 15.3. Numerical results of the torsion of a prismatic bar having a half elliptic cross section

| Order of Pascal triangular grid | $\Phi_{C}$ | $\tau_{z x, O}$ | $\tau_{z x, O}$ |
| :--- | :--- | :--- | :--- |
| 3 | $.507937 \times 10^{0}$ | $.285714 \times 10^{0}$ | $-.571429 \times 10^{0}$ |
| 5 | $.475582 \times 10^{0}$ | $.407713 \times 10^{0}$ | $-.489659 \times 10^{0}$ |
| 7 | $.474765 \times 10^{0}$ | $.423569 \times 10^{0}$ | $-.546460 \times 10^{0}$ |

## Torsion of a Prismatic Bar Having a Triangular Cross Section

The sides of the triangle are the three straight lines $x=0, y=0$ and $x+y=1$. $p$ refinement procedure adopting the Pascal triangular grid is used to analyze problem. The Pascal triangular grid is designed by first using $n+1$ lines parallel to the $L_{k}$-axis to subdivide the rectangular unit triangle into $n$ subregions, in each area coordinate direction, with $n$ the order of approximate polynomials. The $n+1$ lines define the levels of the Pascal triangular grid with the side $L_{k}=0$ being the level zero. The level number will increase following the increase of the value of $L_{k}$. The highest level is level $n+1$. Though the distance between two levels can be different, it is set to be constant in the
present numerical analysis. The complete polynomials used for the analysis of last sample problem are also used to define the GCDQ weighting coefficients and carry out the numerical computation. Numerical results of the stress function at $A\left(\frac{1}{3}, \frac{1}{3}\right)$, and the shear stresses at $A$ and $B\left(0, \frac{1}{2}\right)$ are summarized and listed in Table 15.4. The results converge fast by gradually increasing the order of Pascal triangular grid.

Table 15.4. Results of the torsion of a prismatic bar having a triangular cross section

| Order of Pacal <br> triangular grid | $\Phi_{A}$ | $\tau_{z x, A}$ | $\tau_{z y, A}$ | $\tau_{z y, B}$ |
| :--- | :--- | :--- | :--- | :--- |
| 3 | $.555556 \times 10^{-1}$ | $.000000 \times 10^{-1}$ | $.000000 \times 10^{0}$ | $-.375000 \times 10^{0}$ |
| 5 | $.581439 \times 10^{-1}$ | $-.374110 \times 10^{-1}$ | $.374110 \times 10^{-1}$ | $-.421402 \times 10^{0}$ |
| 7 | $.580757 \times 10^{-1}$ | $-.389181 \times 10^{-1}$ | $.389181 \times 10^{-1}$ | $-.407827 \times 10^{0}$ |
| 9 | $.579874 \times 10^{-1}$ | $-.390231 \times 10^{-1}$ | $.390231 \times 10^{-1}$ | $-.407347 \times 10^{0}$ |
| 11 | $.579595 \times 10^{-1}$ | $-.391414 \times 10^{-1}$ | $.391414 \times 10^{-1}$ | $-.408301 \times 10^{0}$ |
| 13 | $.579466 \times 10^{-1}$ | $-.391865 \times 10^{-1}$ | $.391865 \times 10^{-1}$ | $-.407915 \times 10^{0}$ |
| 15 | $.579397 \times 10^{-1}$ | $-.392097 \times 10^{-1}$ | $.392097 \times 10^{-1}$ | $-.407818 \times 10^{0}$ |

### 15.2.4 Steady Poiseuille Flow in a Pipe with Elliptic Cross Section

The problem concerns the steady uniform incompressible viscous flow in a pipe of elliptic cross section in the direction of $z$-axis. The governing equation is

$$
\begin{equation*}
-\frac{1}{\mu} \frac{\partial p}{\partial z}+\left(\frac{\partial^{2} v_{z}}{\partial x^{2}}+\frac{\partial^{2} v_{z}}{\partial y^{2}}\right)=0 \tag{15.54}
\end{equation*}
$$

where $\mu$ is the viscosity of the fluid, $v_{z}$ the velocity component in the $z$ direction and $p$ the distribution of pressure. The cross section of the pipe is defined by $\frac{x^{2}}{4}+\frac{y^{2}}{16}=1$. In the analysis, the pressure gradient $\frac{\partial p}{\partial z}$ is set to be -1 , and $\mu$ is set to be .25 . The velocity $v_{z}(x, y)$ is approximated by
$v_{z}(x, y)=c_{1}+x c_{2}+y c_{3}+x^{2} c_{4}+y^{2} c_{5}+x y c_{6}+x^{3} c_{7}+y^{3} c_{8}+x^{2} y c_{9}+x y^{2} c_{10}+\cdots \cdots$
The cross section is represented by one elliptic GCDQ element. Two analyses were carried out by using the four-node element and the five-node element, separately. In the analysis using a four-node element, a discrete governing equation is defined at the node $(0,0)$, and three discrete boundary conditions are defined at the other three points $(2,0),(0,4)$ and $(-2,0)$. In the analysis using a five-node element, one more discrete boundary condition is defined at one additional point $(0,-4)$. Numerical results of velocity at four different

Table 15.5. Results of a steady Poiseuille flow problem

| Nodes of nodes | $V_{z}()$, | $V_{z}()$, | $V_{z}()$, | $V_{z}()$, |
| :--- | :--- | :--- | :--- | :--- |
| 4 | $.80000 \times 10^{1}$ | $.60000 \times 10^{1}$ | $.40000 \times 10^{1}$ | $.20000 \times 10^{1}$ |
| 5 | $.64000 \times 10^{1}$ | $.48000 \times 10^{1}$ | $.48000 \times 10^{1}$ | $.32000 \times 10^{1}$ |
| Exact solution | $.64000 \times 10^{1}$ | $.48000 \times 10^{1}$ | $.48000 \times 10^{1}$ | $.32000 \times 10^{1}$ |

points are listed in Table 15.5. Exact results were obtained for the five-node analysis.

## EDQ Based Direct Time Integration Methods

EDQ based time integration algorithms developed for solving the discrete transient equation system of a continuum mechanics problem are introduced. They are direct integration integration methods. Two algorithms are developed. They are time-element by time-element method and stages by stages method. These two time integration methods can be used to solve generic discrete transient equation system of an originally discrete system or a discrete system resulting from the discretization of a transient system of continuum mechanics problems by using a certain discretization technique such as the DQEM, FEM, FDM,..., etc.

### 16.1 Second Order Problems

Transient problems with fundamental equations having second order derivatives with respect to the time variable are widely existing in the regime of scientific and engineering. Dynamic response of structures is a representative of these transient problems. The numerical procedures of EDQ based time integration algorithms for structural dynamics are introduced [44].

### 16.1.1 EDQ Basis Time-Element by Time-Element Integration Algorithm

Consider that an EDQ grid model with the temporal coordinate variable, $t$. Then, the EDQ grid model can be defined as a time-element. The transient response can be solved by increasing the time, step by step. Each step represents a time-element. Consider that the transient equation system, at a stage of the $t$ th incremental step, of the transient problems of structures is expressed by

$$
\begin{equation*}
M_{r s} \ddot{U}_{s}^{t}+C_{r s} \dot{U}_{s}^{t}+K_{r s} U_{s}^{t}=F_{r}^{t} \tag{16.1}
\end{equation*}
$$

where $C_{r s}$ is the damping matrix, $U_{s}^{t}$ is the overall displacement vector and $F_{r}^{t}$ is the overall load vector. Let $\Delta t$ and $\tau$ denote the time increment or the size
of time-element and the natural coordinate with respect to the time $t$. Then, by using the EDQ to discretize $\dot{U}_{s}^{t}$ and $\ddot{U}_{s}^{t}$ in the above equation, the discrete equation at the time stage $p$ of the $t$ th incremental step can be expressed by the following equation

$$
\begin{equation*}
\left(\frac{1}{\Delta t^{2}} M_{r s} D_{p q}^{\tau^{2}}+\frac{1}{\Delta t} C_{r s} D_{p q}^{\tau}+K_{r s} \Psi_{p q}\right) \tilde{U}_{s}^{t, q}=F_{r}^{t, p} \tag{16.2}
\end{equation*}
$$

where $\tilde{U}_{s}^{t, q}$ are displacements and/or their derivatives with respect to $t$, and $\Psi_{p q}$ are the corresponding interpolation functions of the EDQ discretization. In order to solve the above equation, two initial conditions are required. Let $\bar{U}_{s}^{t}$ denote the initial displacements of the $t$ th incremental step. The initial condition of displacements is expressed as

$$
\begin{equation*}
U_{s}^{t, 1}=\bar{U}_{s}^{t} \tag{16.3}
\end{equation*}
$$

Let $\dot{\bar{U}}_{s}^{t}$ denote the initial velocities of the $t$ th incremental step. The initial condition of velocities is expressed as

$$
\begin{equation*}
\frac{1}{\Delta t} D_{1 q}^{\tau} \tilde{U}_{s}^{t, q}=\dot{\bar{U}}_{s}^{t} \tag{16.4}
\end{equation*}
$$

The values of $\bar{U}_{s}^{t}$ and $\dot{\bar{U}}_{s}^{t}$ can be obtained from the solutions of the $(t-1)$ th incremental step. The response histories can be updated by a time-element by time-element procedure.

Various time-elements can be used to develop the direct integration schemes. Consider the Lagrange time-element having $L$ stage nodes. Since no time derivative of displacement is adopted for the time-element, discrete time stages for defining the discrete equations of motion coincide the node stages of the element, and $\Psi_{p q}$ represents the Kronecker delta $\delta_{p q}$. Use the DOF assigned to the first node stage to define the condition of initial displacements, and use the DOF assigned to the second node stages to define the initial condition of velocities. Then, by using Eqs. (16.2), (16.3) and (16.4), the following matrix equation can be obtained

$$
\begin{equation*}
\bar{U}_{s}^{t}\left\{\bar{K}_{R I}\right\}+\left[\bar{K}_{R R}\right]\left\{U^{t, R}\right\}=\left\{\bar{F}^{t, R}\right\} \tag{16.5}
\end{equation*}
$$

where

$$
\left.\begin{array}{c}
\left\{U^{t, R}\right\}=\left\lfloor\begin{array}{llll}
U_{s}^{t, 2} & U_{s}^{t, 3} & \cdots & U_{s}^{t, L}
\end{array}\right\rfloor^{T}, \quad\left\{\bar{F}^{t, R}\right\}=\left\lfloor\begin{array}{llll}
\dot{\bar{U}}_{s}^{t} & F_{s}^{t, 3} & \cdots & F_{s}^{t, L}
\end{array}\right\rfloor^{T} \\
\left\{\bar{K}_{R I}\right\}=\lfloor \\
\frac{1}{\Delta t} \delta_{r s} D_{11}^{\tau} \\
\cdots \frac{1}{\Delta t^{2}} M_{r s} D_{31}^{\tau^{2}}+\frac{1}{\Delta t} C_{r s} D_{31}^{\tau} \\
\cdots \frac{1}{\Delta t^{2}} M_{r s} D_{L 1}^{\tau^{2}}+\frac{1}{\Delta t} C_{r s} D_{L 1}^{\tau}
\end{array}\right\rfloor^{T},
$$

and

$$
\begin{align*}
& {\left[\bar{K}_{R R}\right]=\left[\begin{array}{cc}
\frac{1}{\Delta t} \delta_{r s} D_{12}^{\tau} & \frac{1}{z^{2 t}} \delta_{r s} D_{13}^{\tau} \\
\frac{1}{\Delta t^{2}} M_{r s} D_{32}^{\tau^{2}}+\frac{1}{\Delta t} C_{r s} D_{32}^{\tau} & \frac{1}{\Delta t^{2}} M_{r s} D_{33}^{\tau^{2}}+\frac{1}{\Delta t} C_{r s} D_{33}^{\tau}+K_{s r} \\
\cdot & \cdot \\
\cdot & \cdot \\
\cdot & \cdot \\
\frac{1}{\Delta t^{2}} M_{r s} D_{L 2}^{\tau^{2}}+\frac{1}{\Delta t} C_{r s} D_{L 2}^{\tau} & \frac{1}{\Delta t^{2}} M_{r s} D_{L 3}^{\tau^{2}}+\frac{1}{\Delta t} C_{r s} D_{L 3}^{\tau}
\end{array}\right.} \\
& \left.\begin{array}{cc}
\cdots & \frac{1}{\Delta t} \delta_{r s} D_{1 L}^{\tau} \\
\cdots & \frac{1}{\Delta t^{2}} M_{r s} D_{3 L}^{\tau^{2}}+\frac{1}{\Delta t} C_{r s} D_{3 L}^{\tau} \\
\cdots & \cdot \\
\cdots & \cdot \\
\cdots & \\
\cdots & \frac{1}{\Delta t^{2}} M_{r s} D_{L L}^{\tau^{2}}+\frac{1}{\Delta t} C_{r s} D_{L L}^{\tau}+K_{r s}
\end{array}\right] \tag{16.6}
\end{align*}
$$

Using Eq. (16.5), displacements $\left\{U^{t, R}\right\}$ of the remaining $L-1$ node stages can be found

$$
\begin{equation*}
\left\{U^{t, R}\right\}=\left[\bar{K}_{R R}\right]^{-1}\left(\left\{\bar{F}^{t, R}\right\}-\bar{U}_{s}^{t}\left\{\bar{K}_{R I}\right\}\right) \tag{16.7}
\end{equation*}
$$

It should be noted that if the problem is linear and that the size of the timeelement is constant, then $\left[\bar{K}_{R R}\right]$ is a constant matrix. Consequently, only one decomposition is necessary for updating the response histories if a direct solution scheme is used.

Consider a $C^{1}-C^{0}$ EDQ time-element having $E$ stage nodes and $L$ DOF. Assume that the two DOF assigned to the first stage node represent the displacement and velocity of the stage node, and that each of the remaining $E-1$ stage nodes has one DOF representing the displacement of the stage node. The two DOF assigned to the first stage node are used to define the two initial conditions of an element step, while the DOF assigned to each other stage node is used to define a discrete equation of motion. By using Eqs. (16.2), (16.3) and (16.4), the following matrix equation can be obtained

$$
\begin{equation*}
\left[\bar{K}_{R I}\right]\left\{\tilde{U}^{t, I}\right\}+\left[\tilde{K}_{R R}\right]\left\{\tilde{U}^{t, R}\right\}=\left\{\tilde{F}^{t, R}\right\} \tag{16.8}
\end{equation*}
$$

where

$$
\begin{gathered}
\left\{\tilde{\bar{U}}^{t, I}\right\}=\left\lfloor\bar{U}_{s}^{t} \quad \dot{\bar{U}}_{s}^{t}\right\rfloor^{T}, \quad\left\{\tilde{U}^{t, R}\right\}=\left\lfloor\begin{array}{lll}
U_{s}^{t, 2} & U_{s}^{t, 3} & \cdots
\end{array} U_{s}^{t, L-1}\right\rfloor^{T} \\
\left\{\tilde{F}^{t, R}\right\}=\left\lfloor\begin{array}{lll}
F_{s}^{t, 2} & F_{s}^{t, 3} & \cdots
\end{array} F_{s}^{t, L-1}\right\rfloor^{T} \\
{\left[\tilde{K}_{R I}\right]=\left[\begin{array}{c}
\frac{1}{\Delta t^{2}} M_{r s} D_{21}^{\tau^{2}}+\frac{1}{\Delta t} C_{r s} D_{21}^{\tau} \\
\cdot \\
\cdot \\
\cdot \\
\frac{1}{\Delta t^{2}} M_{r s} D_{(L-1) 1}^{\tau^{2}}+\frac{1}{\Delta t} C_{r s} D_{(L-1) 1}^{\tau}
\end{array}\right.}
\end{gathered}
$$

$$
\left.\begin{array}{c}
\frac{1}{\Delta t} M_{r s} D_{22}^{\tau^{2}}+C_{r s} D_{22}^{\tau} \\
\cdot \\
\cdot \\
\frac{1}{\Delta t} M_{r s} D_{(L-1) 2}^{\tau^{2}}+C_{r s} D_{(L-1) 2}^{\tau}
\end{array}\right]
$$

and

$$
\left[\tilde{K}_{R R}\right]=\left[\begin{array}{cl}
\frac{1}{\Delta t^{2}} M_{r s} D_{23}^{\tau^{2}}+\frac{1}{\Delta t} C_{r s} D_{23}^{\tau}+K_{r s} & \cdots \\
\cdot & \cdots \\
\cdot & \cdots  \tag{16.9}\\
\cdot & \cdots \\
\frac{1}{\Delta t^{2}} M_{r s} D_{(L-1) 3}^{\tau^{2}}+\frac{1}{\Delta t} C_{r s} D_{(L-1) 3}^{\tau} & \cdots \\
\frac{1}{\Delta t^{2}} M_{r s} D_{2 L}^{\tau^{2}}+\frac{1}{\Delta t} C_{r s} D_{2 L}^{\tau} \\
\cdot & \\
\cdot & \cdot \\
\frac{1}{\Delta t^{2}} M_{r s} D_{(L-1) L}^{\tau^{2}}+\frac{1}{\Delta t} C_{r s} D_{(L-1) L}^{\tau}+K_{r s}
\end{array}\right]
$$

Using Eq. (16.8), displacements $\left\{U^{t, R}\right\}$ of the remaining $L-2$ node stages can be found

$$
\begin{equation*}
\left\{\tilde{U}^{t, R}\right\}=\left[\tilde{K}_{R R}\right]^{-1}\left(\left\{\tilde{F}^{t, R}\right\}-\left[\tilde{K}_{R I}\right]\left\{\tilde{\bar{U}}^{t, I}\right\}\right) \tag{16.10}
\end{equation*}
$$

It should be noted that if $L-1$ in the superscripts implies that the $C^{1}-C^{0}$ time-element has $L-1$ stage nodes, while $L$ in the subscripts implies that the time-element has $L$ DOF.

### 16.1.2 DQ Basis Stages by Stages Integration Algorithm

A different algorithm was developed to solve the discrete transient equilibrium equation system. In this algorithm, the equally spaced Lagrange DQ model is used to discretize $\dot{U}_{s}^{t}$ and $\ddot{U}_{s}^{t}$. One incremental step solution similar to the time-element by time-element solution procedure of the previous algorithm is first carried out. Since no rotational DOF is assigned to the Lagrange DQ model, the DOF assigned to the second node is used to define the initial condition of velocity. After this solution step, the time variable is increased by adding one time increment. Assume that the Lagrange DQ model has $L$ nodes and that the value of the time increment equals the distance spanning $N+1$ consecutive stages (nodes) of the initial solution step. $N$ further time stages are thus defined. Then, by using this newly increased $N$ stages and the previous $L-N$ stages, the same DQ model can be used to discretize $\dot{U}_{s}^{t}$ and $\ddot{U}_{s}^{t}$ at the newly increased $N$ stages. The discretized equation is expressed by

$$
\begin{align*}
& \left(\frac{1}{\Delta t^{2}} M_{r s} D_{\alpha m}^{\tau^{2}}+\frac{1}{\Delta t} C_{r s} D_{\alpha m}^{\tau}+K_{r s} \delta_{\alpha m}\right) \hat{U}_{s}^{m} \\
= & \hat{F}_{r}^{\alpha}, \quad \alpha=L-N+1, L-N+2, \ldots, L \tag{16.11}
\end{align*}
$$

where $\hat{U}_{s}^{m}$ is the displacement vector of the temporal discretization using DQ and $\hat{F}_{r}^{\alpha}$ is the load vector of the newly increased $N$ stages. Since only displacements at the newly increased $N$ stages are unknowns, matrix partition technique can be used to obtain an equation system with unknowns the displacements at the newly increased $N$ stages. This solution system is smaller than the solution system of the time-element by time-element solution algorithm and the first incremental step solution of the current algorithm which has the displacements of $L-2$ stages as unknowns. In this direct integration algorithm, the response histories can be updated by a stages by stages solution procedure. For solving transient problems of structures, the maximum value of $N$ will be $L-2$. If the value of $N$ is larger than 1 , the numerical stability is rather poor. The approach of adopting $N=1$ is a stage by stage method. For the solution of linear problem, both the two solution systems need only one decomposition if a direct solution scheme is used. However, the previous algorithm has better numerical stability.

### 16.1.3 Problems

## Dynamic Response of a Shear-Deformable Axisymmetric Circular Plate

The dynamic response of an axisymmetric orthotropic laminated sheardeformable circular plate subjected to a uniformly distributed dynamic load, $q=10^{6} \sin (5 t) N / m$, was analyzed. The radius of the circular plate is 3 m , while the thickness of the plate is $h=1 \mathrm{~m}$. The laminate is a cross-ply with $\left[0^{0} / 90^{0} / 0^{0}\right]$ which has the orthotropic property in the radial and circumferential directions, with each ply being $\frac{1}{3} m$ thick. The top and bottom plies have the following elastic stiffnesses: $\bar{E}_{1}=14 G P a, \bar{E}_{2}=7 G P a, \bar{G}_{13}=3.5 G P a$, $\bar{\nu}_{12}=0.25, \bar{\nu}_{21}=0.125$, while the middle ply has the following elastic properties: $\bar{E}_{1}=7 G P a, \bar{E}_{2}=14 G P a, \bar{G}_{13}=7 G P a, \bar{\nu}_{12}=0.125, \bar{\nu}_{21}=0.25$. Then the reduced stiffnesses of each ply can be calculated by the following relationships: $\bar{Q}_{11}=\frac{\bar{E}_{1}}{1-\nu_{12} \nu_{21}}, \bar{Q}_{22}=\frac{\bar{E}_{2}}{1-\nu_{12} \nu_{21}}, \bar{Q}_{12}=\frac{\bar{\nu}_{12} \bar{E}_{2}}{1-\nu_{12} \nu_{21}}$. The elastic stiffnesses also have the following relationship: $\frac{\bar{\nu}_{12}}{E_{1}}=\frac{\bar{\nu}_{21}}{E_{2}}$. Consequently, the bending stiffnesses and shear modulus can be obtained by the integrations: $\bar{D}_{i j}=\int_{-h / 2}^{h / 2} \bar{Q}_{i j} z^{2} d z, G_{13}=\frac{1}{h} \int_{-h / 2}^{h / 2} \bar{G}_{13} d z$. The values are: $\bar{D}_{11}=1.1819992$ $G N \cdot m, \bar{D}_{22}=.62445241 G N \cdot m, \bar{D}_{12}=.15053763 G N \cdot m, G_{13}=4.6666667$ $G P a$. The mass density is $\rho=0.1019368 \mathrm{Gkg} / \mathrm{m}^{3}$. One DQEM element adopting the nine-node Lagrange DQ model is used to the spacial discretization of the circular plate. In modelling the structure, the symmetry property at the center is considered for defining the boundary conditions. In carrying out the direct time integration, the Lagrange time-element by time-element method is used. The problem is solved by using various orders of time integration and sizes of time increment. Lateral displacement of four different time stages at the center are summarized and listed in Table 16.1. It shows that the developed algorithms are effective.

Table 16.1. Lateral displacements of the center, at four different time stages, of the orthotropically laminated shear-deformable circular plate subjected to a uniformly distributed dynamic load ( mm )

| DOF per <br> step | Time <br> increment | $t=.9($ sec $)$ | $t=1.5($ sec $)$ | $t=3.9($ sec $)$ |
| :--- | :--- | :--- | :--- | :--- |
| 3 | .3 | -.148676 | -.0852588 | .135237 |
|  | .15 | -.180251 | -.120042 | .128247 |
|  | .075 | -.183327 | -.139845 | .118845 |
| 4 | .3 | -.181309 | -.166141 | .199508 |
|  | .15 | -.187509 | -.162138 | .118284 |
| 7 | .3 | -.180211 | -.162005 | .114624 |

## Dynamic Response of a Deflected Euler-Bernoulli Beam

The problem solved involves the dynamic response of a simply supported beam deflected into an initial position and then released. The length of the beam, area of cross section, moment of inertia of cross section, Young's modulus and mass density are all equal to 1 . With $x=0$. the origin of the coordinate, the initial deflection of the beam is expressed as $w(x, 0)=x-2 x^{3}+x^{4}$. The analytical solution of displacement response is expressed as $w(x, t)=$ $\frac{96}{\pi^{5}} \sum_{n=0,1,2, \ldots \frac{1}{(2 n+1)^{5}}}^{\infty} \sin \frac{(2 n+1) \pi x}{\cos }[(2 n+1) \pi]^{2} t$. One DQEM element adopting the $13-D O F$ Lagrange DQ model was used to model the beam and carry out the spacial discretization to obtain the discrete equations of motion.

The dynamic response was solved by using the $C^{1}-C^{0}$ time-element by time-element direct time integration procedure. In the analysis, damping effect is neglected. Numerical results of the mid-span displacements at four different time stages are summarized and listed in Table 16.2 with which the convergence and stability can be seen.

## Dynamic Response of a Deflected Bar

The problem solved involves the dynamic response of a fixed-free bar deflected into an initial position and then released. The length of the bar, area of cross section, mass density and Young's modulus are all equal to 1 . With $x=0$. the origin of the coordinate, the initial displacement of the bar is expressed as $u(x, 0)=x$. One DQEM element adopting the $11-D O F$ Chebyshev DQ model was used to model the bar and carry out the spacial discretization to obtain the discrete equations of motion of the bar. In the analysis, the stage by stage solution procedure was used to carry out the time integration. The damping effect is also neglected. Numerical results of using various orders of DQ approximation for the stage by stage procedure are summarized and listed in Table 16.3. The convergence can be seen in the table.

Table 16.2. Mid-span displacements of the beam at four different time stages ( $C^{1}-C^{0}$ time-element by time-element method)

| DOF per <br> time-element | Size of <br> time-element | $t=.08$ | $t=.12$ | $t=.28$ | $t=.32$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 4 | .04 | .199747 | .094101 | -.201222 | -.190752 |
|  | .02 | .198464 | .084182 | -.250999 | -.232869 |
|  | .01 | .198954 | .080568 | -.281162 | -.260233 |
| 5 | .04 | .226180 | .128442 | -.285116 | -.317038 |
|  | .02 | .229152 | .131350 | -.281540 | -.316651 |
|  | .01 | .227875 | .132752 | -.281850 | -.314308 |
| 6 | .04 | .197956 | .082509 | -.265425 | -.246877 |
|  | .02 | .198491 | .079470 | -.288865 | -.267533 |
|  | .01 | .199701 | .077879 | -.301616 | -.279772 |
| 7 | .04 | .213634 | .103578 | -.298788 | -.303921 |
|  | .02 | .214513 | .103103 | -.302044 | -.308994 |
|  | .01 | .214013 | .102636 | -.303409 | -.312018 |
| Anal. sol. |  | .220073 | .118635 | -.292681 | -.312466 |

Table 16.3. Displacements of free end at four different time stages

| Stages of <br> DQ | Period of <br> DQ | $t=1$. | $t=2$. | $t=3$. | $t=4$. |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 3 | .25 | .578140 | .283307 | .425257 | .614877 |
|  | .125 | .533093 | .200649 | .459974 | .718572 |
|  | .0625 | .515750 | .141466 | .482326 | .800278 |
|  | .03125 | .503459 | .097964 | .494900 | .859948 |
| 4 | .25 | .433064 | .083640 | .460351 | .894515 |
|  | .125 | .495808 | .068693 | .513613 | .899695 |
|  | .0625 | .502787 | .014689 | .514166 | 1.08634 |
| 5 | .25 | .499217 | .029679 | .571059 | .876318 |
|  | .125 | .507078 | .009580 | .490286 | .944378 |

## Dynamic Response of a Deformed Membrane

The problem solved involves the dynamic response of a square membrane. Let $u(x, y, t)$ denote the displacement. The dynamic equilibrium equation is expressed by $\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}-\frac{\partial^{2} u}{\partial t^{2}}=0$. The boundary condition is $u=0$ on the boundary of the membrane for all $t \leq 0$. The membrane is deflected into an initial position $u(x, y, 0)=\sin \pi x \sin 2 \pi y$ and then released. One DQEM element adopting the $11 \times 11$ Chebyshev DQ model was used to model the membrane and carry out the spacial discretization to obtain the discrete equation of motion of the membrane. In the analysis, Lagrange time-element by time-element procedure was used to carry out the time integration. Let $T_{1}$ denote the first natural frequency of the membrane. Numerical results of the displacement at $(.5, .25)$ at four different time stages using various orders of DQ approximation for the Lagrange time-element by time-element procedure are summarized and listed in Table 16.4. It shows that the numerical stability and convergence rate are excellent. The problem was resolved by considering the effect of damping with the damping coefficient equal to 1 . Then the dynamic equilibrium equation is expressed by $\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}-\frac{\partial^{2} u}{\partial t^{2}}+\frac{\partial u}{\partial t}=0$. Numerical results obtained are summarized and listed in Table 16.5. It also shows that the numerical stability and convergence rate are excellent.

## Van der Pol's Equation

Van del Pol's equation is a self-excited nonlinear vibration equation expressed as

$$
m \ddot{u}+c\left(u^{2}-1\right) \dot{u}+k u=0
$$

Table 16.4. Displacements of the point (.5,.25) at four different time stages (neglecting the effect of damping)

| DOF per <br> step | Time <br> increment | $t / T_{1}=.12$ | $t / T_{1}=.36$ | $t / T_{1}=.60$ | $t / T_{1}=.90$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 3 | .02 | .747818 | -.435300 | -.633678 | .413503 |
|  | .01 | .736821 | -.534268 | -.708526 | .588892 |
|  | .005 | .732512 | -.585537 | -.755020 | .693230 |
|  | .0025 | .730648 | -.611458 | -.780991 | .749796 |
| 4 | .02 | .725067 | -.646534 | -.792620 | .823697 |
|  | .01 | .728096 | -.639930 | -.805258 | .813633 |
| 5 | .02 | .728900 | -.638195 | -.809501 | .810936 |
|  | .01 | .728962 | -.637576 | -.809021 | .809503 |
| 6 | .02 | .728975 | -.637478 | -.808969 | .809285 |
| 7 | .02 | .728969 | -.637492 | -.808942 | .809307 |

Table 16.5. Displacements of the point (.5,.25) at four different time stages (considering the effect of damping)

| DOF per <br> step | Time <br> increment | $t / T_{1}=.12$ | $t / T_{1}=.36$ | $t / T_{1}=.60$ | $t / T_{1}=.90$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 3 | .02 | .747818 | -.435300 | -.633679 | .413504 |
|  | .01 | .732030 | -.592242 | -.761318 | .707620 |
|  | .005 | .728301 | -.644958 | -.815156 | .826296 |
|  | .0025 | .726734 | -.671467 | -.845271 | .890214 |
| 4 | .02 | .721229 | -.708923 | -.860561 | .977129 |
| 6 | .02 | .725361 | -.697966 | -.877701 | .957052 |

where $u$ is the displacement, $m$ is the mass, $c$ is the damping coefficient and $k$ is the elastic stiffness. A response analysis with $m / c=10$ was analyzed using both the EDQ based time-element by time-element method and the Newmark $\beta$ method, separately. In the EDQ based time integration analysis, $C^{1}-C^{0}$ EDQ time-element by time-element procedure, generated by using the third order equivalent Lagrange DQ model with equally spaced nodes, having one auxiliary node outside the physical EDQ model to represent the time-element was used to integrate the discrete equation of motion. The size of time-element for the EDQ base time integration is ten times of the time step of the Newmark $\beta$ method. In Fig. 16.1, the solid line represents the displacement response obtained by the Newmark $\beta$ method, while the dot line represents the displacement response obtained by the EDQ based time integration method. It shows that the error of response obtained by the Newmark $\beta$ method grows faster following the increase of time.

### 16.2 First Order Problems

DQ can be used to develop integration algorithms for solving discrete transient problems having first order derivatives with respect to the time variable. A representative of transient continuum mechanics problem is the transient response of field problems. The numerical procedures of the DQ based time integration algorithms for field problems are introduced.

### 16.2.1 DQ Basis Time-Element by Time-Element Integration Algorithm

Consider that the transient equation system, at a stage of the $t$ th incremental step, of the transient problems is expressed by

$$
\begin{equation*}
C_{r s} \dot{U}_{s}^{t}+K_{r s} U_{s}^{t}=F_{r}^{t} \tag{16.12}
\end{equation*}
$$



Fig. 16.1. Displacement response of a self-excited Van del Pol's equation. (dot line: EDQ based time integration; solid line: Newmark $\beta$ method)
where $C_{r s}$ and $K_{r s}$ are coefficient matrices, $U_{s}^{t}$ the vector of response variables and $F_{r}^{t}$ the vector of external causes. Let $\Delta t$ and $\tau$ denote the time increment or size of time-element and the natural coordinate with respect to the time $t$. Then, by using the DQ to discretize $\dot{U}_{s}^{t}$ in the above equation, the discrete equation at the time stage $p$ of the $t$ th incremental step can be expressed by the following equation

$$
\begin{equation*}
\left(\frac{1}{\Delta t} C_{r s} D_{p q}^{\tau}+K_{r s} \delta_{p q}\right) U_{s}^{t, q}=F_{r}^{t, p} \tag{16.13}
\end{equation*}
$$

where $U_{s}^{t, q}$ are response variables. In order to solve the above equation, one initial condition is required. The transient responses can be updated by increasing the time, step by step. Each step represents a time-element. One initial condition is required for solving each incremental step. Let $\bar{U}_{s}^{t}$ denote the initial response variables of the $t$ th incremental step. The initial condition is expressed as

$$
\begin{equation*}
U_{s}^{t, 1}=\bar{U}_{s}^{t} \tag{16.14}
\end{equation*}
$$

The values of $\bar{U}_{s}^{t}$ can be obtained from the solutions of the $(t-1)$ th incremental step. The response histories can be updated by a time-element by time-element procedure.

The time-element used to develop the direct integration scheme is the Lagrange time-element having $L$ stage nodes. For this time-element, discrete time stages for defining the discrete transient equations coincide the node
stages of the element. Use the DOF assigned to the first node stage to define the condition of initial response variables. Then, by using Eqs. (16.12) and (16.14), the following matrix equation can be obtained

$$
\begin{equation*}
\bar{U}_{s}^{t}\left\{\bar{K}_{R I}\right\}+\left[\bar{K}_{R R}\right]\left\{U^{t, R}\right\}=\left\{\bar{F}^{t, R}\right\} \tag{16.15}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left\{U^{t, R}\right\}=\left\lfloor\begin{array}{llll}
U_{s}^{t, 2} & U_{s}^{t, 3} & \cdots & U_{s}^{t, L}
\end{array}\right\rfloor^{T}, \\
& \left\{\bar{F}^{t, R}\right\}=\left\lfloor\begin{array}{llll}
F_{s}^{t, 2} & F_{s}^{t, 3} & \cdots & F_{s}^{t, L}
\end{array}\right\rfloor^{T}, \\
& \left\{\bar{K}_{R I}\right\}=\left\lfloor\frac{1}{\Delta t} C_{r s} D_{21}^{\tau} \quad \frac{1}{\Delta t} C_{r s} D_{31}^{\tau} \quad \cdots \quad \frac{1}{\Delta t} C_{r s} D_{L 1}^{\tau}\right\rfloor^{T},
\end{aligned}
$$

and

$$
\left[\bar{K}_{R R}\right]=\left[\begin{array}{cccc}
\frac{1}{\Delta t} C_{r s} D_{21}^{\tau} & \frac{1}{\Delta t} C_{r s} D_{22}^{\tau} & \cdots & \frac{1}{\Delta t} C_{r s} D_{2 L}^{\tau}  \tag{16.16}\\
\frac{1}{\Delta t} C_{r s} D_{31}^{\tau} & \frac{1}{\Delta t} C_{r s} D_{32}^{\tau}+K_{r s} & \cdots & \frac{1}{\Delta t} C_{r s} D_{3 L}^{\tau} \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\frac{1}{\Delta t} C_{r s} D_{L 1}^{\tau} & \frac{1}{\Delta t} C_{r s} D_{L 2}^{\tau} & \cdots & \frac{1}{\Delta t} C_{r s} D_{L L}^{\tau}+K_{r s}
\end{array}\right]
$$

Using Eq. (16.15), displacements $\left\{U^{t, R}\right\}$ of the remaining $L-1$ node stages can be found

$$
\begin{equation*}
\left\{U^{t, R}\right\}=\left[\bar{K}_{R R}\right]^{-1}\left(\left\{\bar{F}^{t, R}\right\}-\bar{U}_{s}^{t}\left\{\bar{K}_{R I}\right\}\right) \tag{16.17}
\end{equation*}
$$

It should be noted that if the problem is linear and that the size of the timeelement is constant, then $\left[\bar{K}_{R R}\right]$ is a constant matrix. Consequently, only one decomposition is necessary for updating the response histories if a direct solution scheme is used.

### 16.2.2 DQ Basis Stages by Stages Integration Algorithm

A different algorithm was developed to solve the discrete transient equation system. In this algorithm, the equally spaced grid Lagrange DQ is used to discretize $\dot{U}_{s}^{t}$. One incremental step DQ solution similar to the time-element by time-element solution procedure of the previous algorithm is first carried out. The DOF assigned to the first node is used to define the initial condition. After this solution step, a time increment is increased. Assume that the Lagrange DQ model has $L$ nodes and that the value of the time increment equals the distance spanning $N+1$ consecutive stages (nodes) of the initial solution step. $N$ further time stages are thus defined. Then, by using this newly increased $N$ stages and the previous $L-N$ stages, the same DQ model as the first DQ solution can be used to discretize $\dot{U}_{s}^{t}$ at the newly increased $N$ stages. The discretized equation is expressed by

$$
\begin{align*}
& \left(\frac{1}{\Delta t} C_{r s} D_{\alpha m}^{\tau}+K_{r s} \delta_{\alpha m}\right) \hat{U}_{s}^{m} \\
= & \hat{F}_{r}^{\alpha}, \quad \alpha=L-N+1, L-N+2, \ldots, L \tag{16.18}
\end{align*}
$$

where $\hat{U}_{s}^{m}$ is the response vector of the DQ temporal discretization, and $\hat{F}_{r}^{\alpha}$ is the vector of external cause of the newly increased $N$ stages. Since only response variables at the newly increased $N$ stages are unknowns, matrix partition technique can be used to obtain an equation system with unknowns the response variables at the newly increased $N$ stages. This solution system is smaller than the solution system of the time-element by time-element solution algorithm and the first incremental step DQ solution of the current algorithm which has the response variables of $L-1$ stages as unknowns. In this direct integration algorithm, the response histories can be updated by a stages by stages solution procedure. For solving transient problems, the maximum value of $N$ will be $L-1$. If the value of $N$ is larger than 1 , the numerical stability is rather poor. The approach of adopting $N=1$ is a stage by stage method.

### 16.2.3 Problems

Let $\rho$ and $\sigma$ denote the density and specific heat of the medium, respectively. For the two-dimensional nonuniform problem with orthotropic medium, the governing equation is expressed by

$$
\begin{equation*}
\left(\tilde{k}_{x} T_{, x}\right)_{, x}+\left(\tilde{k}_{y} T_{, y}\right)_{, y}+\tilde{Q}-\rho \sigma \frac{\partial T}{\partial t}=0 \tag{16.19}
\end{equation*}
$$

The transient heat conduction of the problem shown in Fig. 11.11 is solved. The values of $\sigma \rho$ of the left medium and right medium are 1 and 2 , respectively. The same spacial discretization procedures as those used to solve the problem in Section 11.5 with the element grid, $11 \times 11$, are used. The Lagrange time-element by time-element scheme is used to directly integrate the discrete transient equation system. Numerical results of the temperature $T_{, E}$ at $E$ of four different time stages for the solutions using various orders of time integration and sizes of time increment are summarized and listed in Table 16.6. It shows fast convergence.

Table 16.6. Temperatures of point $E$ at four different time stages

| DOF per | Time | $t=.02$ | $t=.04$ | $t=.06$ | $t=.08$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| step | increment |  |  |  |  |
| 2 | .02 | $.296029 \times 10^{0}$ | $.418709 \times 10^{0}$ | $.501445 \times 10^{2}$ | $.577310 \times 10^{0}$ |
|  | .01 | $.329958 \times 10^{0}$ | $.420525 \times 10^{0}$ | $.506143 \times 10^{2}$ | $.587442 \times 10^{0}$ |
|  | .005 | $.344314 \times 10^{0}$ | $.416052 \times 10^{0}$ | $.510106 \times 10^{2}$ | $.594914 \times 10^{0}$ |
| 3 | .02 | $.369079 \times 10^{0}$ | $.411212 \times 10^{0}$ | $.516184 \times 10^{2}$ | $.602999 \times 10^{0}$ |
|  | .01 | $.348732 \times 10^{0}$ | $.409533 \times 10^{0}$ | $.517565 \times 10^{2}$ | $.604012 \times 10^{0}$ |
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$C^{0}-C^{0}-C^{0} \mathrm{DQ}$ model 31
$C^{1}-C^{0}-C^{1}$ EDQ model 30-33, 37, $60,100,101,119,144,155,219$
$C^{1}-C^{0}$ EDQ model $30,35,36$
$C^{1}-C^{0}$ EDQ time-element 259
$C^{2}-C^{0}-C^{2}$ EDQ model 30,34
$C^{1 *}$ element 194
$C^{n *}$ elements 167
$\delta$-grid 3,4
Adini-Clough-Melosh element 30
Ambient temperature 176
Analysis domain 183, 184, 190-192, 204
Analysis domain boundary 168, 183-185, 192, 204, 205
Analytical functions $2,4,5,7-12,14$, 16, 18-20, 161
Angle of twist 86, 87, 91, 104
Angle of twist per unit length 91,110
Anisotropic plate 233
Arbitrary finite-coordinate grid model 7, 17
Area coordinates $\quad 10,13,14,179$
Auxiliary grid line $\quad 230-233,235,237$
Auxiliary nodes $31,32,34$
Average axial displacement 86,91,104
Axial rigidity 41
Backward-difference formula 224
Bending rotation 123-125
Bernoulli DQ model 24
Bernoulli EDQ model 24
Bernoulli numbers 24

Bernoulli polynomials 24, 27
Biconjugate gradient method 45
Biharmonic operation 227-229
Bilinear element 170, 190, 207
Bimoment 113, 114
Body forces 198, 237
Cartesian coordinate system 78
Cauchy boundary $176,178,182$
Cauchy boundary conditions 175, 176, 178, 179, 182
Central-difference formula 224
Chebyshev DQ model 24, 120, 133, 195, 209, 262
Chebyshev EDQ model 24, 29, 66, 71, 120
Chebyshev polynomials 24, 27-30
Chebyshev sampling points $28,30,209$
Cholesky decomposition 45
Coefficient pattern 225-228
Compatibility conditions $76,77,96$, $113,117,152,213,216$
Complete polynomials 10
Conformability conditions 152,213 , 216
Conjugate gradient method 45
Convective heat transfer 186
Convective heat transfer coefficient 176, 186
Convergence indicator 28, 145
Coordinate transformations 159
Critical load 28
Critical load factor 69, 70, 72
Cross-ply 261

Curved beams 137, 138, 144, 146, 148, 150

Damping matrix 257
Density 268
Differential eigenvalue equation 46 , $47,62,104,130,219$
Differential quadrature (DQ) 1, 7, 25, 40
Differential quadrature element method (DQEM) 3, 5, 31, 43
Differential quadrature finite difference method (DQFDM) 4,5
Differential quadrature finite element method (DQFEM) 5
Direct cosines 170
Direct solver 45
Direction angles 75
Direction cosines $75,170-174,176,198$
Dirichlet boundary 194, 195
Dirichlet boundary conditions 175, 176, 182
Discrete boundary conditions 206, 217
Discrete element boundary forces 39, $43,59,79,85,99,125,127,143$, 154, 203, 218, 219
Discrete element eigenvalue equations $47,48,62,64,66,67,103,105,106$, 132, 249
Discrete element equilibrium equations $41-43,54,59,73,85,87,88,127$, $139,140,143,150,151,154,202$, 203, 205, 214, 218, 219
Discrete element governing equations 182, 183
Discrete kinematic boundary conditions 48
Discrete kinematic transition conditions 125,140
Discrete local element eigenvalue equation 108,118
Discrete local element equilibrium equation $74,75,79,90,91,99$
Discrete local-global element eigenvalue equation $111,117,118$
Discrete local-global element equilibrium equation $76,78,79,94$, 99

Discrete natural boundary conditions $42,48,55,56,63,127,132,143$, 154, 170, 202, 208, 218
Discrete natural transition conditions $42,48,55,56,63,126,132,143$, 154, 170, 202, 207, 218
Domain decomposition 45
DQEM analysis $39,159,169,175,186$, 207, 209
Dummy index 1
E glass/epoxy 206, 238
EDQ based time integration methods 30, 257
Effective stiffnesses 197, 206, 238
Efficient element grid 168, 169
Efficient mesh 168, 169
Eigenpair 49, 50, 132
Elastic stiffnesses 197, 261
Elasticity problems 197, 205
Electrostatic fields 175
Element boundary edges $182,183,203$
Element boundary field flux 182, 183
Element boundary forces $48,99,118$
Element boundary nodes 33, 43, 44, $48,49,55,56,59,60,64,73,75,79$, $85,87-91,94,99,103,105,106$, $108,111,112,118,127,128,139$, $143,150,154,155,185,186,205$, 206, 249
Element displacement vector 75, 76, $93,128,143,155,203,219$
Element eigenvalue equation 48,49
Element field equation 183
Element field load vector 183
Element field stiffness matrix 183
Element field variable vector 183
Element grid 159, 167-169, 187, 190, 192
Element load vector $44,59,128,143$, 155, 203, 219
Element mass matrix 118
Element stiffness equation $39,43,59$, $79,127,128,143,154,203,219$
Element stiffness matrix $44,59,128$, $143,154,203,219$
Element transformation matrix 76, 79, 94, 99, 111, 118
Equivalent nodal forces 87,138

Euler DQ model 25
Euler EDQ model 25
Euler numbers 25
Euler polynomials 25, 27
Euler-Bernoulli beam 53
Explicit computation 1
Extended differential quadrature (EDQ) $4,7-12,14-20,27$
External field flux 183

Field flux $176,177,179,180,183,190$
Field problems 175
Field variable $175,177,178,182,183$, $185,186,189,192$
Finite difference method (FDM) 30
Finite difference operators 4,223 , 225-228
Finite element method (FEM) 3, 5, 30, 43
First moment of sectorial area 103
Flexural stiffness 144
Forward-difference formula 224
Foundation modulus 54
Four-coordinate grid model 7,14
Four-dimensional node identification 16,17
Free index 1
Frequency factor 235,236
Frontal method 45
Function variable 124

Gauss elimination 45
Generalized coordinate differential quadrature (GCDQ) 4
Generalized coordinate differential quadrature element method (GCDQEM) 243
Generalized coordinate differential quadrature element method (GCDQEM) 4
Generalized coordinates $4,243-247$
Generalized eigenvalue problem 49
Global coordinate system $73,75,76$, $85,87,92,93,97,103$
Global joint displacements 93
Globally nodal force vector 77,97
Grid lines 214

Harmonic DQ model 26

Harmonic interpolation 26
Harmonic motion 114,115
Heat conduction $175,186,193,195$, 239-241, 268
Heat flux $176,186,194,240,241$, 250-252
Heat generation rate $175,186,194$, 196, 240, 252
Hermite EDQ model $22-24,66,70$, $119,150,214$
Hermite interpolation functions 23
Hexahedral grid 10, 14
Implicit computation 2
Inertia forces $104,114,220$
Inter-element boundary $3,31,34,42$, $44,48,49,55-59,63,64,66,119$, $125-128,131,132,140,141,143$, $152,155,169,177,178,181,183$, $185,186,189,194,200-206,216$, $217,248,251,252$
Inter-subdomain boundary 240
Interpolation functions $7-9,11-20,25$, 139, 150, 258
Inverse transformation 160
Invertible transformation 159
Irregular element $159,168,169,198$
Iterative solver 45
Jacobian matrix 160
Joint displacement vector $77,78,96$
Joint equilibrium conditions $77,78,96$
Joint node $91,93,108-110,116$
Joint transformation matrix 93,110
Kinematic boundary conditions 57 , $105,124,127,138,142,143,149$, $150,153,154,207,213$
Kinematic inter-element boundary 204
Kinematic transition conditions 42 , $48,63,68,87,96,105,113,125$, $127,140,143,154,182,185,186$, 200, 202, 203, 205, 207, 213
Kirchhoff-Love plate 211
Kronecker delta $140,151,152,258$
Lagrange DQ model $20-22,46,59$, $60,79,119,144,150,155,187,194$, $207,208,219,223,260,261$

Lagrange interpolation functions 13, 20, 23
Laguerre DQ model 25
Laguerre EDQ model 25
Laguerre polynomials 25
Legendre polynomials 1,2
Leibnitz sectorial formula 103
Load factor $69,70,72$
Local coordinate system $73,75,76,85$, 86, 89, 93, 103, 104, 106
Local displacement vector $87,92,93$
Local element displacement vector 75, 79, 90, 93
Local element distributed force vector $75,76,90$
Local element load vector 79, 99
Local element mass coefficient matrix 108
Local element mass matrix 49
Local element modal displacement vector $49,108,110$
Local element stiffness coefficient matrix $74,90,108$
Local element stiffness matrix 49,79
Local-global coordinate system 75,99
Local-global element displacement vector 75, 76, 93-95
Local-global element load vector 79 , 99
Local-global element mass coefficient matrix 111
Local-global element modal displacement vector 110-112
Local-global element stiffness coefficient matrix 76,111
Local-global element stiffness equation 79, 99
Local-global element stiffness matrix 79
Locking 146
Mapping technique $3-5,159,161,168$, 170, 194
Mapping transformation $161,162,164$, 167, 179, 194, 198
Mass density 46, 50, 131, 219, 220, 261, 262
Master element 159, 168, 198, 203, 208
Master triangular element $\quad 162,179$

Mesh 159, 167, 168, 187
Mixed formulation 147
Modal angle of twist 105,106
Modal angle of twist per unit length 108, 110
Modal displacement $46-48,62,64,66$, $105,106,108,118,130,132,220$, 248

Natural boundary conditions 41, 42, 47, 87, 91, 96, 104, 105, 124, 131, 138, 139, 149, 176, 183, 198, 200, 202, 204, 207, 218
Natural coordinates 159, 161, 162, 164, 167, 168, 176
Natural frequency $37,46,104,219,221$
Natural inter-element boundary 204
Natural transition conditions $3,41,77$, 87, 91, 96, 105, 113, 125, 138-141, 169, 182, 190, 201-204, 251
Neumann boundary $176,182,186,189$, 194, 195
Neumann boundary conditions 175 , $176,178,179,182,194,250,251$
Newmark $\beta$ method 265
Nodal displacement vector 77, 96
Normal moments 216
Normalized warping function 103
One-coordinate grid model 7
One-dimensional node identification $8,10,14,17$
Open angle $139,144,145,156$
Orthotropic materials 197
Outward unit normal vector 159, 170-174, 176, 198
Overall coefficient matrix 168
Overall displacement vector $43,48,59$, 257
Overall eigenvalue equation 48,103 , 118
Overall field equation 182
Overall field load vector 182
Overall field stiffness matrix 182
Overall field variable vector 182
Overall load vector 43,59, 257
Overall mass matrix 48
Overall stiffness equation $43,45,58$, $73,79,85,127,143,154,203,218$

Overall stiffness matrix $43,45,48,59$
Parallel operation 45,46
Parent element 40
Partial approximation 147
Physical coordinates 159, 161, 162, 164, 168
Physical element $40,159,168,203$
Pivotal strategy 45
Poisson's ratio 207, 220, 236, 237
Polar moment of inertia 86,104
Potential flows 175,188
Preconditioned conjugate gradient (PCG) 45

Quadratic serendipity element 172 , 173, 190, 194
Quadrature element method (QEM) 4
Quadrilateral element 159, 164, 168, 175, 177, 182, 197, 198, 201
Quadrilateral grid 8, 10
Quasiharmonic equation 175
Radial displacement 148, 155
Radial force 148, 149
Radius of gyration 133
Rectangular unit triangle 162, 179
Reduced integration 147
Reduced stiffnesses 197, 211, 261
Relative error 28, 145
Response histories 259
Rotary inertia $62,64,66,119,130$, 132-134
Rotational transformation matrix 75 , 93, 110

Saint Venant torsion moment 96, 113
Saint Venant's torsion theory 103
Secant approximation 174
Secant relation 159, 174
Serendipity $C^{0}$ quadrilateral elements 161, 164, 209
Serendipity $C^{0}$ triangular elements 161, 162
Serendipity Hermitian quadrilateral elements 161,166
Serendipity Hermitian triangular elements with higher order derivatives 164

Serendipity rectangular unit $C^{0}$ triangular element 162,179
Serendipity triangular elements with incomplete first order derivatives 161, 164
Serendipity unit $C^{0}$ quadrilateral elements 164
Shape functions 159, 161-165, 167, 170, 172, 194
Shear center 86, 91, 108
Shear correction coefficient 124, 133
Shear modulus $85,124,192,207,261$
Shear stress 192
Shifted Legendre polynomials 1,2
Sinc DQ model 25
Sinc functions 25
Sparse implementation 45
Specific heat 268
Stages by stages method 5, 257, 260-262, 267, 268
Strains 197
Stress function 175, 192, 253
Stress resultants 124, 144, 146, 148, 151, 152, 197, 199, 201, 207-209, 211

T300/5208 graphite-epoxy 209
T300/934 graphite-epoxy 209
Tangent relation 159
Tangential displacement 148, 155
Tangential force 148,149
Tetrahedral grid $10,14,17$
Thermal conductivity $175,186,193$, 195, 240, 252
Three-coordinate grid model 7,10
Three-dimensional node identification $12,13,15,180$
Time-element 257, 258, 266, 267
Time-element by time-element method 5, 257, 258, 260-268
Timoshenko beam 123, 124
Torsional constant 86,103
Torsional moments 213
Torsional stiffness 144
Total torque 114
Traction forces 198, 207
Transition conditions $3,4,42,55,140$, 169, 203, 204, 216, 237

Translational transformation matrix 92, 110
Transverse shear 137
Triangular element $159,168,175,179$, 196
Triangular grid $8,10,13,14$
Triangular prism grid $10,14,17$
Twisting moment 97
Two-coordinate grid model 7,8
Two-dimensional node identification $9,11,15,18,166$

Unit tangent vector 170-174
Velocity potential 189
Vibration mode 37,235
Volume coordinates 14,17

Volume fraction 206,238

Warping cross products 103
Warping function 103,175
Warping torsion 86, 103
Warping torsion moment 113
Warping torsional constant 103,104
Weighting coefficients $1,2,4,7-13$, $15-21,23,29-31,33,36,41,177$, 223, 229
Weighting functions 10
Winkler foundation 53, 59-61, 64-67, $123,128,129,132-134$

Young's modulus $21,39,50,54,66$, $73,85,124,144,145,148,155,207$, $220,236,237,249,262$

