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Chapter 1

INTRODUCTION TO THE NEW
HANDBOOK OF HYDROLOGY

I. HISTORICAL SUMMARY

In 1949, the American Society of Civil Engineers (ASCE) published a hydrology handbook titled
Manual of Engineering Practice No. 28, which was prepared by a Committee of the Hydraulics Division. It
was reprinted in 1952 and 1957. When consideration was given to reprinting Manual 28, the matter was
referred to a Task Committee of the Hydraulics Division in 1982. After considerable discussion and
review of other publications, it was recommended that Manual 28 not be reprinted but that a new
handbook on hydrology be prepared. This new publication would recognize the advances that had been
made in the practice of engineering hydrology in the years since Manual 28 was published.

With the encouragement of the Executive Committees of the Hydraulics Division and the Irrigation
and Drainage Division, the Task Committee prepared a table of contents for a new handbook of hydrol-
ogy and presented it along with the recommendation that the new handbook be a cooperative effort of
the two Divisions. In 1986, this recommendation was approved by the Executive Committees and was
transmitted to Management Group D, the Group that oversees the activities of the five ASCE technical
divisions involved in water engineering. Under the leadership of Conrad G. Keyes, Jr., Management
Group D accepted the report and in 1988 established a Task Committee comprising four members, two
from the Hydraulics Division and two from the Irrigation and Drainage Division, to prepare a new
handbook of hydrology.

II. PURPOSE OF THE NEW HANDBOOK

The 1949 hydrology handbook, Manual 28, has been widely distributed and used, both nationally and
internationally, by educational institutions, consulting engineers, and others involved in planning, devel-
opment, and management of water resources. The manual has served essentially as a baseline document;
however, since its publication many changes and advances have occurred, not only in a fundamental
understanding of hydrologic systems, but also in data acquisition and computation techniques and
procedures. These changes and advances have been incorporated into the new ASCE Handbook of
Hydrology so that it maintains its relevancy to academic and practicing hydrologists throughout the
world. Providing a thorough and up-to-date guide for hydrologists is the purpose of this new handbook.

I1I. SCOPE OF THE NEW HANDBOOK

The first six chapters, Chapters 2 through 7, relate to the natural phenomena in the hydrologic cycle.
Chapter 2 describes the formation and types of precipitation, variations in and measurement of precipi-
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tation, processing and interpreting precipitation records, frequency analyses of precipitation data,
weather modification, and synthetic weather generation. Chapter 3 covers principles of infiltration,
factors affecting infiltration and rainfall excess, infiltration and excess models, and measurement of
infiltration. Chapter 4 presents the physics and theory of evaporation, interaction of surface and mete-
orological factors, evaporation from water surfaces, evapotranspiration from land surfaces, and regional
evapotranspiration. Chapter 5 discusses ground water source and occurrence, subsurface medium,
ground water movement, basin yield concepts and evaluations, recharge, ground water quality, models,
and management. Chapter 6 describes the runoff process and its variability, measurement of stream flow,
hydrographs, overland flow, stream flow routing, reservoir storage-yield analysis, and runoff quality.
Chapter 7 covers the physical processes of snow and snowmelt; data requirements, collection, and
sources; snow accumulation and distribution; snowmelt analysis and simulation; water supply forecast-
ing; computer programs; and sample applications.

The next three chapters, Chapters 8 through 10, describe the predictions and effects of the phenomena
described in the first six chapters. Chapter 8 presents flood characteristics and analysis, statistical analysis
for estimating floods, estimating floods from rainfall, probable maximum flood, flood hazard, flood
warning, and microcomputer software for flood analyses. Chapter 9 reviews the hydrologic impacts of
urbanization, precipitation in the urban watershed, hydrologic losses in developing watersheds, urban
runoff estimating methods, typical urban drainage design calculations, and computer model applica-
tions. Chapter 10 discusses wave theory, wind waves, ship-generated waves, wave-structure interaction,
waves and currents, tides and tidal datums, storm surges, basin oscillations and tsunamis, water surface
probability analysis, and selection of design water waves and levels.

The last chapter, Chapter 11, reviews the applications of hydrology starting with study formulation,
then reviews data management, then discusses calibration and verification of hydrologic models, and
ends with assessing accuracy and reliability of study results.

IV. THE HYDROLOGIC CYCLE

The constant movement of water and its change in physical state on this planet is called the water cycle,
also known as natures waterwheel, or the hydrologic cycle. This cycle is depicted in Fig. 1.1. The word
cycle implies that water derives from one source and eventually returns to that source. Water originates
from the oceans and returns to the oceans. On its way, water may change its state from vapor (gas), to
liquid (water), to solid (ice and snow) in any order.

A description of the hydrologic cycle can begin at any point and return to that same point. Water in
the ocean evaporates and becomes atmospheric water vapor. Some of this moisture in the atmosphere
falls as precipitation, which sometimes evaporates before it can reach the land surface. Of the water
that reaches the land surface by precipitation, some may evaporate where it falls, some may infiltrate
the soil, and some may run off overland to evaporate or infiltrate elsewhere or to enter streams. The
water that infiltrates the ground may evaporate, be absorbed by plant roots and then transpired by the
plants, or percolate downward to ground water reservoirs. Water that enters ground water reservoirs
may either move laterally until it is close enough to the surface to be subject to evaporation or tran-
spiration; reach the land surface and form springs, seeps or lakes; or flow directly into streams or into
the ocean. Stream water can accumulate in lakes and surface reservoirs, evaporate or be transpired by
riparian vegetation, seep downward into ground water reservoirs, or flow back into the ocean, where
the cycle begins again.

Each phase of the hydrologic cycle provides opportunities for temporary accumulation and storage of
water, such as snow and ice on the land surface; moisture in the soil and ground water reservoirs; water
in ponds, lakes, and surface reservoirs, and vapor in the atmosphere. Without replenishment from
precipitation, the water stored on all of the continents would gradually be dissipated by evapotranspi-
ration processes or by movement toward the oceans.
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The concept of water as a renewable resource stems from the hydrologic cycle. Hydrology, as the
engineering science that analyzes the various components of this cycle, recognizes that the natural cycle
can be altered by human and natural activities. For example, the long-term geologic forces that raise
mountains can increase orographic precipitation on one side of the mountains and decrease precipitation
on the other side with all of the attendant changes in stream flow, flooding, etc. In the short-term, the
development and use of water modifies the natural circulatory pattern of the hydrologic cycle. For
example, the use of surface water for irrigation may result in downward seepage from reservoirs, canals,
ditches, and irrigated fields, adding to the ground water. Disposal of urban wastewater may recharge the
ground water or change the flow in streams. All waters utilized in a non-consumptive manner may
deteriorate in quality and create water quality problems in other portions of the hydrologic cycle.
Diversions of stream flows impact downstream flows which, if transferred to other watersheds, impact
the stream flows and ground water systems in the other watersheds. In addition, pumping from wells
may reduce the flow of water from springs or seeps, increase the downward movement of water from
the land surface and streams, reduce the amount of natural ground water discharge by evaporation and
transpiration, induce the inflow of poorer quality water to the ground water reservoir, or have a
combination of all these effects.

The natural circulation of the hydrologic cycle may be changed by actions not related to direct water
use. Among these actions are weather modification activities (i.e., cloud seeding), drainage of swamps
and lakes, waterproofing of the land surface by buildings and pavements, and major changes in vegeta-
tive cover (i.e., removal of forests and cultivation of additional agricultural lands).

The science of engineering hydrology attempts to account for and quantify all aspects of the hydro-
logic cycle. This handbook presents detailed engineering descriptions of the various phases of the
hydrologic cycle.
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Chapter 2
PRECIPITATION

I. INTRODUCTION

Precipitation is the primary source of the earth’s water supplies. It includes all water that falls from the
atmosphere to the earth’s surface. Precipitation occurs in two forms that are of interest to hydrologists,
liquid (rain and drizzle) and solid (snow, hail, and sleet).

Mean annual precipitation is a major climatological characteristic of a region, while other precipitation
characteristics such as intensity, duration, and precipitation form (such as rain vs. snow) are attributes
that are generally of most interest to practicing engineers and hydrologists. All these characteristics of
precipitation are of interest because they determine the amount and timing of runoff and other hydro-
logical concerns, such as the amount of available soil water.

This chapter deals with formation, types and distribution of precipitation, methods of measuring
rainfall and snowfall, processing and interpreting precipitation records, frequency analysis, weather
modification, and generation of synthetic weather records.

II. FORMATION AND TYPES OF PRECIPITATION

A. Mechanisms

Two atmospheric processes are primarily responsible for producing precipitation. These processes are
generally referred to as: 1) the collision and coalescence process and 2) the ice-crystal process.

The collision and coalescence process is the means by which small water vapor droplets (created by
condensation around available nuclei) increase in size in warm clouds. The term “warm” is relative, and
refers to cloud conditions when temperatures are greater than 0° C. Larger cloud droplets descend more
quickly toward the earth’s surface under the pull of gravity than smaller droplets, and thus collisions
occur as the larger droplets fall. As the water molecules in these droplets coalesce, the droplets become
larger and fall more rapidly until they attain the size of raindrops (approximately 2 mm) and fall to the
ground. The size of raindrops depends on several factors, including the vertical velocity (upward)
supporting the droplets, the depth of the cloud, the time droplets remain suspended, and atmospheric
temperature. The production of raindrops and, consequently, the precipitation that reaches the ground is
a function of these factors plus the liquid water content of the cloud, the electric field in the cloud and of
the droplets, and the relative size of the droplets.

Warm precipitation is usually restricted to tropical regions and some middle latitude storms in the
summertime. The predominant precipitation-producing mechanism in middle and high latitudes is the
ice-crystal process. In this case, clouds extend into the atmosphere above the 0° C level, and are thus
known as cold clouds. Interestingly, even though ambient temperatures may be less than 0° C, liquid

5
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water droplets can still exist and are known as supercooled droplets. Such droplets can exist in a liquid
phase to temperatures as low as —40° C, below which all water is in the form of ice particles. Between
—40° and 0° C a combination of ice particles and liquid water droplets usually exists.

The ice-crystal process is controlled by nucleation, or the formation of an ice embryo. Homogeneous
nucleation refers to the formation of an embryo from a water droplet when no foreign material is present.
In this case, the droplet freezes by the simple aggregation of water molecules. This process is possible
only when temperatures are near or below —40° C, which is normally the case only in high, cirrus clouds
and thus is not the controlling factor in producing precipitation.

In contrast, heterogeneous nucleation occurs when foreign matter is present upon which droplets
can either form and aggregate, or with which droplets can collide and freeze spontaneously. The larger
the nucleating material, the faster will be the process of freezing, which can occur at higher tempera-
tures. For instance, droplets with diameters of 10 mm will freeze at —32° C but droplets with diameters
of 10,000 um will freeze at —15° C. In general, the higher, deeper and colder the cloud, the greater
the probability that ice particles are present and are the controlling mechanism for precipitation pro-
duction.

B. Types of Precipitation

As ice crystals fall, they may collide and stick to one another, creating snowflakes. If air temperatures
are near or below 0° C throughout the lower atmosphere, precipitation recorded on the ground will most
likely be in the form of snow. If melting occurs, precipitation at the ground will be rain.

Other precipitation types are possible. If a warm layer aloft is sufficiently deep, the snow will melt and
become raindrops; however, if a layer of air near the ground is near or below 0° C the rain may re-freeze.
If it freezes before hitting the ground, it has a very granular, icy structure and is known as sleet. If the
cold layer near the ground surface is very shallow, the rain may not re-freeze before striking the surface
but may freeze on contact with surface elements whose temperature are lower than 0° C (if the water
droplets in the rain are supercooled). In this case, precipitation is called freezing rain. Depending upon
the location in the United States, this event is called by various names, such as an ice storm, an ice glaze,
a silver thaw, or a silver frost.

Rain is typically a name reserved for drops with diameters larger than 0.5 mm. For drops with
diameters smaller than 0.5 mm, the common name is drizzle, which has a much lower fall speed, or
terminal velocity, than larger raindrops.

In storms, the terminal velocity of water droplets is typically countered by upward moving air. If the
vertical velocity of air is positive upwards at rates near or greater than a drop’s terminal velocity, the drop
will remain suspended. If the upward velocity suddenly decreases, as it can in convective storms, the
drops will quickly fall to earth. A sequence of these events leads to the observation of showers on the
ground. Typically, raindrops have diameters between 1 and 5 mm with respective terminal velocities of
between 4 and 9 m/sec (Chow et al., 1988).

Snowflakes generally have much slower terminal velocities than raindrops. The structure of snow
determines its terminal velocity, while the ambient temperature where ice crystals form determines snow
structure. At temperatures just slightly below freezing, snow is generally in the form of thin plates which,
if they encounter temperatures at or slightly above 0° C in their descent, can melt slightly and then
aggregate to form large, mushy flakes. These flakes are extremely reflective to a radar beam, as will be
discussed later in this chapter.

Sleet, or ice pellets, usually have diameters around 5 mm, are transparent, and bounce as they hit the
ground. In some rare cases, particularly with deep cold air trapped in a valley or on the cold side of a
stationary, precipitating warm front, sleet can accumulate to depths greater than 200 mm.

Freezing rain can be among the most damaging precipitation events that occur. If it persists for more
than 12 hours at sufficient intensity and with surface temperatures below —2° C, ice accumulation can
be extensive. Costs of damage caused by this form of precipitation can easily run into millions of dollars
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through downed power lines, traffic accidents, and destruction of roofs of buildings. If the freezing
droplets are smaller than 0.5 mm in diameter, the precipitation type is called freezing drizzle.

Another way in which ice particles can increase in size is by colliding with supercooled water droplets,
a process known as riming. Pilots often contend with moderate to severe riming on planes when an
abundance of supercooled water exists. In the atmosphere, this rimed ice will increase in size until
buoyancy can no longer support it. If it is fairly small (between 2 and 5 mm) it is known as graupel, or
snow pellets. These pellets are very firm and bounce like sleet on the ground surface.

In convective clouds, a graupel particle may be forced upward a number of times. If the updrafts are
of sufficient strength and the quantity of supercooled water droplets is optimum, these graupel particles
can grow to enormous sizes and are known as hail. Hailstones are typically no larger than 10 mm but, in
severe thunderstorms with cloud tops well above the freezing level, hail has been measured with
diameters exceeding 100 mm. The size of the stones is proportional to the strength and duration of the
updrafts they encounter. Hail can be extremely devastating but typically falls over relatively small areas
(1 to 10 km?2).

Snow grains are the remaining type of solid precipitation. These particles are smaller than graupel (less
than 1 mm), are opaque and fall from stratus clouds. As such, their fall velocities are typically much less
than graupel and they seldom accumulate to great depths at the land surface. In certain situations, snow
grains can fall for long time periods.

C. Principal Causes of Precipitation

In middle and high latitudes, precipitation is typically the result of large scale weather systems. Large
scale refers to systems with length scales usually larger than 500 km (also known as synoptic scale).
Precipitation from such systems is seldom localized and amounts can be rather uniform over large areas.

Central to synoptic meteorology theory is the mid-latitude or polar-front cyclone model. First pro-
posed by a group of Norwegian meteorologists around 1920, this model stresses the development of a
low pressure center along a fairly straight, stationary line (Palmen and Newton, 1969). As the low
pressure center deepens (drops in surface pressure), a wave forms with the center of the low at the apex
of the fronts. Air rotates around the low cyclonically (counter-clockwise in the northern hemisphere),
pulling cold air southward on the west side of the low and pushing warm air northward on the east side
of the low (in the northern hemisphere). The lines of demarcation are known as fronts, which often are
regions of fairly distinct changes in weather (temperature, humidity, cloudiness, wind direction, precipi-
tation, etc.). Major precipitation areas associated with this classical cyclone model are to the north of the
warm front, extending cyclonically around the low center northward and westward some distance. This
area of precipitation is often rather uniform, with maximum amounts typically 50 to 250 km north of the
low pressure center. Another area of precipitation in this model is along the cold front where cold air
rushing in at the surface causes warmer air ahead of the front to ascend, often producing convective types
of clouds. This precipitation area is typically more broken and localized, with heavy showers and
thunderstorms along and immediately behind the front.

Precipitation produced by mid-latitude cyclones is a function of the quantity of water available in the
atmosphere and the strength of the dynamic processes which create the clouds and vertical motions
around the low. It is now known that jet streams, which are regions of high velocity air some hundreds
to thousands of meters above the ground, have a controlling influence on the development and move-
ment of mid-latitude cyclones. Rather than continuous channels of fast air, jet streams typically are cores
of high velocity movement through which air parcels travel. Jet streams are the result of large thermal
contrasts in the atmosphere. The polar jet usually divides very cold polar air from milder, mid-latitude
air; while the subtropical jet divides very warm, moisture-laden tropical air from cooler and (usually)
drier mid-latitude air. At certain times, both of these jet streams can be quite active, with their energy
generating significant cyclonic storm activity from latitudes as low as 25 or 30 degrees poleward to 80
degrees. Numerical models of mid-latitude synoptic weather are very sensitive to the strength and
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position of these jet streams, and the transport of jet stream energy to the surface is critical in determining
the fate of low pressure systems and the duration, coverage, and intensity of precipitation associated with
them.

Convective precipitation can be associated with mid-latitude cold fronts but can also develop in certain
situations when no synoptic scale system is active. Air mass showers and thunderstorms are examples
of this type of convective activity and are most prominent in mid-latitude summer. Triggering mecha-
nisms for this type of precipitation include upper air systems, which fail to develop a well-defined low
pressure center, and very strong daytime heating in the presence of sufficient atmospheric water vapor.
This latter situation can lead to extremely heavy rain and severe thunderstorms if the atmosphere is
hydrostatically unstable; that is, it is basically stable in the lower boundary layer and somewhat unstable
above but becomes very unstable if surface heating and other forces are sufficient to create vertical
motions strong enough to penetrate through this layer. This is a potentially explosive atmosphere and is
a frequent cause of severe convection and heavy precipitation developing in very short (3060 min) time
periods.

A third element contributing to precipitation development is orography, or over-mountain impact on
air flow. As air flows over mountains it is forced upward. This vertical displacement of air is somewhat
analogous to warm air being forced upward in the presence of a cold front. As air ascends, it expands
and cools. This is a principle directly taken from the ideal gas law, sometimes referred to as the equation
of state:

pV = mRT (2.1)

where p is air pressure, V is volume, m is mass, R is the gas constant for 1 kg of air, and T is temperature
(K) (Wallace and Hobbs, 1977). Since m/V is simply air density (p), this reduces to:

p = pRT 2.2)

Both air pressure and air density decrease from the surface upward, and thus air parcels forced upward
are moved into an environment of lower pressure and density. This causes the parcels to expand and cool,
since temperature is indicative of molecular activity. Thus, air forced over a mountain by the wind will
cool as it rises. As it cools, it may reach a level where temperature and dewpoint are equal if the absolute
water vapor content of the air parcel does not change. This level is referred to as the lifting condensation
level (LCL), because water vapor begins to condense into liquid water droplets and the relative humidity
is around 100%. At this level, clouds form and if vertical motions are strong enough, precipitation can
develop. Even on relatively clear days, a combination of daytime surface heating and wind flow leads to
cloud development over mountain ridges.

If a cyclonic system is already producing clouds and precipitation, the air flow over mountains will
enhance precipitation on the windward slope. Thus, it is common for precipitation to increase with
elevation in mountainous areas. Because precipitation-elevation relationships change with region and
with storm events, simple approaches to estimate these relationships are not necessarily reliable. Precipi-
tation is strongly controlled by elevation in the western United States, where mountain snowpacks
supply most of the water for the region.

Tropical storm systems can produce significant amounts of precipitation and cover relatively large
surface areas. Such systems typically affect the United States between July and November, with peak
activity in the late summer. Atlantic tropical systems originate as tropical waves off the west coast of
Africa and move toward the Caribbean on the predominate easterly flow across the ocean. Some systems
develop into hurricanes, which means sustained winds are in excess of 33 m/sec (74 mi/hr). The path
taken by tropical storms is usually dictated by the winds aloft, which are generally weak easterly winds
in this region. Strong upper level winds associated with jet streams are actually destructive to tropical
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storms. Larger hurricanes can sometimes have radii in excess of 500 km and their movement is much less
directed by winds aloft, thus making prediction of their movement difficult.

Tropical cyclones are known as “warm core lows” because they are warmer than their surroundings
from the surface upward. They are strongest at the surface, and winds and pressure gradients diminish
with height. In contrast, mid-latitude or extratropical cyclones have colder temperatures in the storm
center than around them, and the intensity of the low increases with increasing height in the atmosphere,
thus making it a so-called “cold core low.” Tropical cyclones usually have cloud heights above the
freezing level, so that even in these warm systems there is typically a mixture of warm and cold
precipitation-producing mechanisms in place.

The quantity of precipitation that falls from tropical systems (as well as extratropical systems) is a
function of storm movement, relative location to the storm center, and storm movement relative to land
masses. Even relatively weak tropical cyclones have sometimes produced extremely heavy rainfall,
especially when the storm stalls over an area or moves perpendicularly into a mountain ridge. Central
pressure of a hurricane is a good gage for maximum wind speeds but is a poor indicator of total
precipitation. In general, the lower the pressure in the center of the storm, the more energy the storm
possesses with stronger horizontal and vertical wind speeds. This condition also creates more potential
for heavy precipitation; however, strong storms sometimes have relatively fast forward speeds which
prevent large total accumulations, although short-duration intensities can be quite impressive.

Precipitation around a tropical cyclone, particularly one which has become fairly well-organized and
concentric, usually comes from rain bands rotating cyclonically around the low pressure center. These
bands of showers and thunderstorms typically increase toward the center of the storm (or “eye” in a well
organized hurricane), reaching the maximum intensity in the eye wall, where a solid circle of severe
thunderstorms is usually located. Often the heaviest precipitation is in these “eye wall thunderstorms”
and in rain bands that are generally to the east of the cyclone center.

In the southeastern United States, tropical storms are responsible for as much as 5 to 30% of the normal
precipitation in the summertime. For the remainder of the nation, the numbers are much smaller,
although tropical cyclone activity in the eastern Pacific Ocean sometimes produces heavy precipitation
in the Southwest. In some cases, desert locations in Arizona and southern California can receive most of
their annual precipitation from the remnants of these storms. These regions have a monsoonal climate
dominated by notable wet and dry seasons. Tropical storms are sometimes responsible for ending
droughts, especially in the Southeast, and can actually have beneficial results.

III. VARIATIONS IN PRECIPITATION

A. Geographic Distribution

1. Latitudinal Variations Globally, average annual precipitation (Figure 2.1) is generally heaviest in
tropical regions and decreases poleward, indicative of the diminishing capacity of air to hold moisture
with decreasing temperature; however, there are significant deviations from this mean trend. Latitudes
near 30 degrees have relatively little precipitation because of the climatic propensity for air to rise near
the equator and then descend near these latitudes. Some of the world’s great deserts (the Sahara, the
Middle East, the Australian interior, the southwest portion of Africa, and the American Southwest) are
in this region, showing that this sinking air is counter-productive to precipitation production.

Poleward moving air typically rises again in middle latitudes, reaching an average maximum at about
60 degrees latitude. Precipitation enhancement occurs in these regions, with more frequent cyclonic
activity.

In addition to the cellular structure of poleward moving air (Figure 2.2), other dominant forces shaping
regional precipitation are the general circulation of both the oceans and the atmosphere and their
relationship to the shape and position of continents. In general, flow in the major oceans is cyclonic,
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which means tropical water and atmospheric moisture are transported poleward along the east sides of
continents. Therefore, eastern portions of North America, Australia, and the EurAsian continent have
relatively more precipitation than their counterparts on the west coast, especially during their respective
summers. Slight exceptions to this phenomenon do occur, such as along the north Pacific coast of the
United States and Canada where a persistently strong jet stream in the winter and the circulation around
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the semi-permanent Aleutian low brings copious precipitation to these regions, which is enhanced by the
sharp increase in elevation immediately inland from the coast.

Polar regions are typically under the influence of sinking air, plus the very cold atmosphere can hold
relatively little water vapor. As a result, these areas have very little precipitation which for most if not all
of the year, is locked in the solid forms of snow and ice.

2. Distance from a Moisture Source Perhaps the second most important factor in determining precipi-
tation at a given location is its distance from a moisture source—i.e., an ocean. Continental interiors
typically have less precipitation because of a minimum of precipitable water and a lack of larger, ocean
derived salt particles, which are better nucleating materials than dust and other materials from land
(Figure 2.3).

It is estimated that only 15% of the nearly 5.68 X 1015m3 of water that evaporate globally each year
come from continental areas; the other 85% is evaporated from the oceans (Ahrens, 1991). The Amazon
basin in South America is a notable exception to this rule. Two contributing factors to the heavy rainfall
in this region are its abundant reserve of water held in the jungle and its equatorial location, where
horizontal movement of storm systems is minimal. Thus, almost daily rains occur in this region and in
similar interior sections of equatorial Africa.

To a lesser extent, water bodies smaller than oceans can exert influence on precipitation. The Great
Lakes, for instance, are responsible for enhanced precipitation, especially in the wintertime when strong
cold air advection over the relatively warm water produces significant snow squalls on windward shores.
“Snow belts” are well-known in this region, but the exact location of maximum snowfall and the amount
that falls is dictated by the wind direction relative to the water, the fetch over the water, the temperature
contrast between the water and the advected air, and the elevation rise on the windward shore. In
contrast, these same lakes can actually be responsible for precipitation reduction in the warmer months
of the year because the water is relatively cooler than the land at this time, creating an air circulation
pattern away from the lakes. The Great Lakes region then has a relatively higher surface pressure than
the land area around it, leading to subsidence, or sinking air aloft, which is detrimental to cloud and
precipitation production.

Sea breeze circulations are another example of localized wind flows created by the contrast in tempera-
ture and moisture between land and water. These diurnal circulations are dominated by an ocean to land
wind flow (very regular in the tropics; pronounced in the summertime in mid-latitudes). Warm, moist
air flowing inland in the Gulf Coast and Atlantic Coast regions of the United States, for instance, typically
converge at the surface with warmer and drier air moving oceanward each afternoon. Surface conver-
gence leads to upward vertical motion and, especially in the presence of daytime heating, cloud devel-
opment. Precipitation is thus enhanced in regions immediately inland from coastal sections in the
summertime, usually at distances from 10 to 50 km from the shoreline. This scenario is particularly
apparent in the Florida peninsula where, for much of the year, these circulations create thunderstorms
over the land each afternoon while satellite images reveal very little cloud development or precipitation
over the nearby ocean.

3. Orographic Influences As mentioned in the section on principal causes of precipitation, precipitation
is normally enhanced in the vicinity of mountains. Enhancement is dependent on several factors, including
wind direction (relative to topography), wind speed, atmospheric moisture (precipitable water), elevation
rise, and slope angle. For these reasons, orographic precipitation is most pronounced during the winter
months in middle latitudes when atmospheric flow is strongest; however, convective precipitation in
summer months also is enhanced over mountains due to diurnal winds which tend to move up slopes and
through valleys during the day, and reverse their direction at night (Whiteman, 1990).

Orographic precipitation produces marked contrasts in seasonal precipitation distribution, which
must be considered for any type of system design in mountainous areas. The monthly distribution of
precipitation for two sites only 10 km apart in the Reynolds Creek Watershed in Idaho (Fig. 2.4) is
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indicative of many mountainous areas and is shown in Figure 2.5 (Hanson and Johnson, 1993). Site A has
an elevation of 1193 m with an annual precipitation of 275 mm (22% as snow) and maximum monthly
precipitation in June. In contrast, site B, at an elevation of 2164 m, has an average annual precipitation of
1114 mm (76% as snow), and monthly precipitation is greatest in January. This watershed (at 43 degrees
N latitude) is subject to frequent winter storms, usually accompanied by strong winds. The low elevation
site (A) is downwind of site B and is in a relative precipitation “shadow.” Such shadows are common on
the lee-side of mountain ranges (Sumner, 1988). This is well illustrated in the map of annual precipitation
for the United States (Fig. 2.3), and discussed by Daly and Neilson (1992). Where atmospheric flow is
predominantly from one direction, it can lead to climatic dry zones in areas such as east of the Sierra
Nevada and Cascade mountains in the western United States and even in relatively humid locations such
as around Asheville, North Carolina, which is in a shadow region of the southern Appalachians.

As mentioned in the last section, precipitation-elevation relationships can sometimes be different from
one side of a mountain range to the other. For example, on the Reynolds Creek Watershed, the best-fit
regression line of precipitation with elevation is different for the windward and the leeward locations
(Figure 2.6).

Design applications often require information about the relationship between a standard time incre-
ment for precipitation and expected precipitation in a different time interval. It is important to realize
that such relationships change with elevation and other topographic factors in mountainous areas. As an
example, the ratio between 1-hour precipitation and precipitation for shorter and longer durations was
calculated for sites A and B at Reynolds Creek Watershed, for all return periods (Table 2.1). At the low
elevation site (A) the ratio is just 1.83, while at high elevation site B the ratio is 5.01—nearly three times
greater. Thus, if only 24-hour precipitation were available (as is often the case), estimated 1-hour
precipitation at site A would be about half as much as the measured 24-hour amount; at site B, however,
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Ratio Between 1-hr Precipitation (mm) and Precipitation for
n-min Durations at Sites A and B, Reynolds Creek
Watershed, Idaho

Site

Duration A B

5 min 45 43
10 min .67 .66
15 min 77 .78
20 min 79 1 .80
30 min 87 92
2hr 1.09 1.20
6 hr 1.40 201
12 hr 1.61 3.36
24 hr 1.83 5.01

the 1-hour amount would be only one-fifth as much as the 24-hour amount. Such a difference could be
crucially important in engineering design at the two sites, and such considerations should be made in
estimating precipitation in mountainous regions.

B. Time Variation

Temporal precipitation variation on longer time scales is largely driven by normal fluctuations in
atmospheric flow with known periodicities. For example, monsoonal climates are characterized by
pronounced wet and dry seasons. Arizona and New Mexico are examples of this type of climate, with a
relatively wet season usually beginning in June and continuing through the summer. Other times of the
year are normally very dry, except for some precipitation increase in the winter if the subtropical jet
stream is strong enough, and storm systems are actively moving east across northern Mexico and
California.

Meteorologists are becoming increasingly aware of atmospheric teleconnections—that is, perturba-
tions in the oceans or atmosphere that have an effect on the weather in locations downstream. While it
may be extremely difficult to know the cause of perturbations, an understanding of the teleconnections
associated with them may lead to greatly improved long-range weather forecasts.

A well-known example among these perturbations is the El Nifio-Southern Oscillation (ENSO) phe-
nomenon in the tropical Pacific Ocean. In some years, the normal east to west flow of air and water in
the equatorial Pacific is reversed, increasing temperatures and precipitation in the far eastern Pacific
(especially along coastal Ecuador and Peru). El Nifio greatly modifies the entire energy balance in the
Pacific, which is a huge energy pool for the world. As a result, changes in the weather and ocean water
in the Pacific result in somewhat predictable changes in other parts of the world. Globally, some regions
are positively correlated with El Nifio while others are negatively correlated (Figure 2.7). In the United
States, highest positive correlations are associated with winter precipitation in the Gulf Coast States and
the Southwest, and with summer precipitation in the southern Rockies (Ropelewski and Halpert, 1987;
Woolhiser et al., 1993). In contrast, the southern oscillation index (SOI, a measure of ENSO in which
negative values indicate the presence of an El Nifio event) was found to be negatively correlated with
October through March precipitation in the Pacific Northwest, especially in mountain areas (Redmond
and Koch, 1991). In other words, during an El Nifio event, the Northwest is normally dry while the
Southwest is often wet (correlations around 0.5 for both). This is but one example of atmospheric
teleconnections that can directly influence temporal precipitation variability.

The seasonal distribution of precipitation in an area is an important consideration for many reasons.
For example, growing season precipitation dictates the need for irrigation. In the eastern United States,
precipitation is normally adequate during the growing season and, thus, irrigation usage is relatively low.
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high sea surface temperatures in the tropical Pacific is noted by month of concentration (0 = same
year; + = subsequent year)] (from Ropelewski and Halpert, Monthly Weather Review, Vol. 115,

p. 1625, American Meteorological Society, 1987)

In the western United States, irrigation is largely responsible for agricultural production. Because irriga-
tion water supplies are normally dependent on winter snowpacks, water for streamflow and reservoir
recharge are of great concern. The very dry summer seasons in the West make winter precipitation crucial
to survival, while in the East, where frequent precipitation is normal, water supply systems are more
vulnerable to relatively short-term droughts that occur especially during the warm season, when both
water requirements and evapotranspiration are high.

Monthly precipitation distributions for selected locations in the United States are shown in Figure 2.8.
Regional characteristics are quite evident. From the Northeast to the Central Gulf Coast, precipitation is
nearly uniform for all months. In the Southeast, a summer to early fall precipitation maximum is noted.
Very little winter precipitation with a summer maximum is characteristic of the Plains and Midwestern
states. Low elevation locations in the Inter-mountain region have uniformly low precipitation year-long,
while higher elevations have precipitation distributions resembling the graph in Figure 2.5. The Pacific
Coast region is characterized by wet winters and extremely dry summers—exactly opposite to the
Southeastern states.

On shorter time scales, precipitation variability is a result of 6-hour to 3-day synoptic events (frontal
passages, cyclonic storms) and/or diurnal fluctuations, chiefly resulting from the daily cycle of insola-
tion. Synoptic-scale events are driven by the wind flow at upper levels of the troposphere. The persist-
ence of synoptic patterns can lead to prolonged periods of dry or wet conditions.

Diurnal precipitation variability is greatest during the warm season and is thermally driven. Thus,
convective precipitation predominates during the summer and is induced by simple surface heating or
in combination with thermally-forced flows, such as sea breezes or mountain/valley winds. It is also a
function of available water. Therefore, the highest frequency of diurnal precipitation is found in the
southeastern United States where all of these ingredients are maximized. Thunderstorms comprise a
large portion of the precipitation events on these relatively short time scales, and a map of the annual
number of thunderstorm days each year in the United States is shown in Figure 2.9. Obviously, thunder-
storm enhancement in the eastern United States is partially due to synoptic-scale storms, but a large
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portion is simply due to mechanisms operating on daily time scales. Note the maximum over the interior
of the Florida peninsula, a region frequently experiencing sea breeze convergence in the summer, when
heat and moisture are greatest.

C. Extreme Precipitation Events

The maximum quantity of precipitation that can be expected at a location in a given period of time is
related to atmospheric water vapor content (called precipitable water) and the strength of vertical
motion. Precipitable water is defined to be the total mass of water in a column of atmosphere, given by:

2,
m, = qu P Ad, 2.3)

z

where m, is the total precipitable water, Z; and Z, are elevations, qy is specific humidity, p, is air density,
and A is the cross-sectional area (Chow et al., 1988). Southeastern sections of the United States have a
much greater amount of precipitation possible in any given year because precipitable water values are
highest there and maximum vertical motions are typically much greater than locations further north and
west. Vertical motion is a function of lifting forces related to conditional instability, tropical storms, jet
stream dynamics, etc. This is not to say that vertical motions in northwestern sections of the nation for
example are not sometimes quite strong; however, they typically occur in winter when precipitable water
values are much lower.

The World Meteorological Organization (WMO) states the following equation as an approximation for
estimating the world’s extreme precipitation values:

P = 422T 0475 (2.4)

where P is the precipitation depth in millimeters and T, is the duration of the event in hours (WMO,
1983). A listing of the world’s greatest recorded precipitation amounts is given in Table 2.2. These, of
course, represent the current upper bounds on recorded precipitation. Most locations will never come
close to receiving these extreme amounts.

Maximum expected precipitation is dependent on both the time of year and elevation. Accompanying
graphs of average winter, summer, and annual precipitation (Figure 2.10), and 2-year, 6-hour precipita-
tion versus elevation (Figure 2.11) over the Reynolds Creek Watershed show significant differences
between low and high elevation sites. Other climatic regions would most likely have slightly different
graphs, but seasonal and elevational dependence would be noted in most locations. These concepts are
combined to calculate probable maximum precipitation (PMP). A more complete treatment of PMP is
given in the section on Processing and Interpreting Precipitation Records in this chapter and in Chapter
8, Floods.

IV. THE MEASUREMENT OF PRECIPITATION

The measurement of precipitation dates back at least to the 4th century B.C., when a network of rain
gages was established in India (Biswas, 1967). Rain gages were used in Palestine in the 1st century B.C,,
in China in the 13th century A.D., and in Korea in the 15th century (Biswas, 1970). The shape of the gages
in India is not known, but the Chinese and Korean gages were cylindrical or barrel-shaped. The Korean
gages were about 30 cm deep with 15 cm diameter cylinders, and had about the same characteristics (and
accuracy) of many of the rain gages in widespread use today. Rain gages were first used in Europe in the
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| Figure 2.9|— Average Annual Thunderstorm Days for the United States

Precipitation Extrema for the World (from Griffiths 1985, p. 125. In: David O. Houghton,
1985, Handbook of Applied Meteorology, John Wiley & Sons, Inc., New York, NY.
Reprinted by permission of John Wiley & Sons, Inc.)

Parameter of Precipitation | Precipitation
Precipitation (in.) (mm) Station
Highest annual total 1042. 26470. Cherrapunji, India (Aug. 1 1860-July 31, 1861)
Highest annual means 460. 11680. Mt. Waialcale, Kauai, Hawaii (32 yr)

450. 11430. Cherrapunii, India (74 yr)

405. 10290. Debundscha, Cameroons (32 yr)
Lowest annual mean 0.02 0.50 Wadi Halfa, Sudan (39 yr)

0.03 0.75 Arica, Chile (59 yr)

Highest monthly total 366. 9300. Cherranpunji, India (July 1861)
Highest monthly mean 106. 2700. Cherranpunji, India (July 1861)
Highest 5-day total 150. 3810. Cherrapunji, India (Aug. 1841)

115. 2920. Jamaica (Nov. 1909)
Highest 1-day total 73.62 1870. Cilaos, La Reunion (Mar. 16, 1952)
Highest 12-hr total 52.76 1340 Belouve, La Reunion (Feb. 28-29, 1964)
Highest 4.5-hr total 31.00 787. Smethport, Pa. (July 18, 1942)
Highest 42-min total 12.00 305. Holt, Mo. (June 22, 1947)
Highest 20-min total 8.10 205. Curtea-de Arges, Rumania (July 7, 1889)
Highest 1-min total 1.23 312 Unionville, Md. (July 4, 1956)
Highest no. of rain days in 1 yr Cedral, Costa Rica (1968) - 355 days

Cedral, Costa Rica (1967) - 350 days
Behia Felix, Chile (1916) - 348 days

Highest annual total (snow) 1017. 25830 Paradise Ranger Station, Mt. Rainier, Wash. (1970-1971)
Highest annual means (snow) 582. 14780. Mt. Rainier, Wash.

575. 14600. Crater Lake, Ore.
Greatest depth on ground 454. 11530. Tamarack, Calif. (Mar. 9, 1911)
Highest monthly total (snow) 390. 9900. Tamarack, Calif. (Feb. 1911)
Highest 12-day total (snow) 304. 7720. Norden Summit, Calif. (Feb. 1-12, 1938)
Highest 6-day total (snow, single 174. 4420. Thompson Pass, Alaska (Dec. 26-31, 1955)

snowstorm)

Highest daily total (snow) 76. 1930. Silver Lake, Colo. (April 14-15, 192




PRECIPITATION 21
‘e 1200 T 32
E £
~ 1000 ~ 0r
S o 28 |
S 0 o
5 80 :g 26 L
= a.
8 600 ‘s 24 F
%) Q
o 22t
o 400 _;':‘
Q ‘A 20 =
o
o >
2 0 1 1 1 1 1 CL 16 9 1 1 I 1
1200 1400 1600 1800 2000 2200 1200 1400 1600 1800 2000 2200
Elevation (m) Elevation (m)
Figure 2.10|— Average Seasonal (winter and summer) Figure 2.11\—2-yr é-hr Precipitation (mm) vs.
and Annual Precipitation (mm) vs. Elevation (m) for Six Sites on the
Elevation (m) for Six Sites on the Reynolds Creek Watershed, Idaho

Reynolds Creek Watershed, Idaho

17th century, including a tipping-bucket gage developed by Sir Christopher Wren and modified by
Robert Hooke in 1678 (Biswas, 1970).

The 18th century was marked by the development and use of numerous designs of gages around the
world. In 1802, Dalton stated (cited in Biswas, 1970):

The rain gauge is a vessel placed to receive the falling rain, with a view to ascertain the exact
quantity that falls upon a given horizontal surface at the place. Astrong funnel, made of sheet iron,
tinned and painted, with a perpendicular rim two or three inches high, fixed horizontally in a
convenient frame with a bottle under it to receive the rain, is all the instrument required.

The measurement of the “exact quantity” of rain (or snow) that falls upon a horizontal surface has been
the subject of a large number of investigations in the past two hundred years. As cited in Rodda (1967),
Heberden (1769) established that elevated gages caught less rainfall than lower gages. This was shown
conclusively by Jevons (1861) to be due to wind action (cited in Nipher, 1878). To eliminate the effects of
wind on the collection of rainfall, Stevenson (1842) developed a gage with an orifice at ground level (cited
in Rodda, 1967). This ground-level gage, also known as a pit gage, properly sited and protected against
splash, is perhaps the most accurate gage for rain. A ground-level gage has been used by the WMO as a
reference for the various national gages (Rodda, 1970). Ground-level gages are not suited for large
networks, however, due to much the same objections listed in Nipher (1878). The pit gages fill with leaves
or snow due to drifting and blowing, are prone to damage, and to float with accumulated water around
the gage, and produce large measurement error with small differences in orifice height. The problems
with snow measurement led Nipher to design the first shielded snow gage; a design that is still in use.

In the past 100 years, several types of gages for the measurement of precipitation have been developed.
New techniques have been devised to measure precipitation with both direct sensing and remote sensing.
In spite of all the latest technology, most precipitation measurements in the United States are still made
with a measuring stick using a variation of the type of gage described by Dalton in 1802. For many types
of rainfall or snowfall measurements, the “exact quantity that falls on a horizontal surface” must be
known with a high degree of accuracy. Overall, a perfect, cost-effective system for precipitation measure-
ment has yet to be demonstrated.
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Chapter 3
INFILTRATION

1. INTRODUCTION

Infiltration is commonly defined as the process of water entry at the land surface into a soil from a
source such as rainfall, irrigation, or snowmelt. The rate of infiltration is generally controlled by the rate
of soil water movement below the surface. Rainfall excess is the portion of applied water that leaves the
surface site not as infiltration but as runoff. As can be seen in Figure 3.1, the classic components of the
hydrologic cycle for an event are 1) evaporation, 2) interception and depression storage, 3) infiltration,
and 4) rainfall excess. The difference between rainfall excess and infiltration models is that rainfall excess
models lump the losses (infiltration, evaporation, interception, and depression storage) together while
infiltration models only describe the infiltration portion. Since evaporation, interception, and depression
storage are normally minor compared to the infiltration portion during an event, rainfall excess models
can be considered synonymous with infiltration models. This chapter of the handbook presents current
knowledge and practice of modeling infiltration and rainfall excess.

II. PRINCIPLES OF INFILTRATION

The time-dependent rate of infiltration into a soil is governed by the Richards Equation (Richards,
1931), subject to given antecedent soil moisture conditions in the soil profile, the rate of water application
at the soil surface, and the conditions at the bottom of the soil profile. In general, the initial soil water
potential varies with soil depth, z. The initial conditions) at time t equal 0 and can be expressed as follows

hiz,t)=f(z); t=0 (3.1

where the profile of matric potential head (h) varies with depth (z).

The boundary condition at the soil surface depends upon the rate of water application. For a rainfall
event with intensities less than or equal to the saturated hydraulic conductivity of the soil profile, all the
rain infiltrates into the soil without generating any runoff. For higher rainfall intensities, all the rain
infiltrates into the soil during early stages until the soil surface becomes saturated. After this point, the
infiltration is less than the rain intensity and runoff begins. These conditions may be expressed as:

- K(h)g—h +1=R; 60,0)=6,t=t (32)
Z

h=h,; 60,H=06,t>t, (3.3)

where R is the rainfall intensity, h, is a small positive ponding depth on the soil surface, and t; is the
ponding time. These conditions also accommodate time varying rainfall intensities, as well as when

75
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rainfall intensity is smaller than the saturated hydraulic conductivity (K) of the soil throughout the
storm. For a surface ponded-water irrigation, condition Equation 3.3 will apply from time zero on.

The surface boundary conditions equations 3.2 and 3.3 apply at any point in the field during rainfall.
In a long sloping field, some infiltration may continue to occur in lower parts of the field even after the
rainfall stops, due to continued overland flow from upper parts. During this phase, conditions described
by equations 3.2 and 3.3 still apply after rainfall is replaced by the overland flow per unit area at the point
of interest. To obtain the overland flow rates, hydrodynamic equations of overland flow need to be solved
interactively with infiltration (Woolhiser, et al., 1990).

The lower boundary condition depends upon the depth of the unsaturated profile. For a deep profile,
a unit-gradient flux condition is commonly applied at a depth, L, below the infiltration-wetted zone:

qL,t)=K(@®,L); t>0. (34)
For a shallow profile, a constant pressure head is assumed at the water table depth L:
h(L,t)=0; t>0. (3.5

The Richards Equation 3.1 subject to the general conditions described in Equations 3.2 to 3.5 in a
layered soil profile does not have any known analytical or closed-form solutions for infiltration. How-
ever, the solutions can be obtained by using finite-difference or finite-element numerical methods (Rubin
and Steinhart, 1963; Mein and Larson, 1973).

For non-layered soils, uniform initial soil moisture distribution, and limited surface boundary condi-
tions, some closed-form solutions are available. The pioneering work of Philip (1957) provided a series
solution for vertical infiltration into a semi-infinite homogeneous soil, with a constant initial moisture
content ©; and a constant matric potential h, maintained at the soil surface. Recently, Swartzendruber
(1987) presented a solution that holds for both small to intermediate and large times.

III. FACTORS AFFECTING INFILTRATION/RAINFALL EXCESS

Factors which affect infiltration have been divided into the following categories: 1) Soil; 2) Surface; 3)
Management; and 4) Natural (Brakensiek and Rawls, 1988). Depending on their importance for the
specific application, these categories should be accounted for when applying infiltration models. Pub-
lished research results are used to illustrate the relative importance of the various factors. Methods for
incorporating the effects of the factors into infiltration models will be discussed in the Infiltration/Rain-
fall Excess Models for Practical Applications section.



INFILTRATION 77

A. Soil

Soil factors encompass both soil physical properties including particle size, morphological, and chemi-
cal properties and soil water properties including soil water content, water retention characteristic, and
hydraulic conductivity. Soil water properties are closely related to soil physical properties.

1. Soil Physical Properties

a. Soil Texture. Soil texture is determined from the size distribution of individual particles in a soil
sample. Soil particles smaller than 2 mm are divided into three soil texture groups: sand, silt, and clay.
Fig. 3.2 shows the particle size, sieve dimension, the defined size class, and the limits for the basic soil
texture classes for the U.S. Department of Agriculture (USDA) (Soil Conservation Service, 1982b). The soil
texture groups which have the greatest effect on infiltration (Rawls et al., 1991) are the percentages of sand,
silt, clay, fine sand, coarse sand, very coarse sand, and coarse fragments (0.2 cm). Fig. 3.3a and 3.3b illustrate
that coarse textured soils (gravelly sandy loam) normally have a higher infiltration rate than fine textured
soils (clay loam). Coarse fragments in the soil normaily increase the infiltration rate of the soil.

b. Morphological Properties. The morphological properties having the greatest effect on infiltration are
bulk density, organic matter, and clay type. These properties are closely related to soil structure and soil
surface area. As bulk density increases, soil porosity and infiltration decrease. Soil organic matter (1.74
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times the percent of organic carbon) is inversely related to bulk density; thus as organic matter increases,
infiltration increases.

The clay mineralogy, or clay type, has a significant effect on infiltration for soils containing a large
percentage of clay (10%). For example, expandable clays such as montmorillionitic have a significantly
lower infiltration rate than nonexpendable clays such as kaolinitic.

Soil layers due to natural profile development, crusts, or compaction limit or modify infiltration rates.
Fig. 3.4 illustrates that a soil with a porous layer overlying a less porous layer results in a final infiltration
rate that approaches the final rate of the lower layer. Also, the crusted surface, which is synonymous to
a less porous layer overlying a more porous layer, produces a significantly lower final infiltration rate.

Macroporosity is natural or man-induced through “channels” connected from the soil surface to some
depth in the soil profile. They may be cracks, worm holes, tillage marks, or intentional soil slots. Fig. 3.5
shows that compaction severely reduces the volume of macroscopic porosity and reduces infiltration rates.
Natural cracks in a montmorillonitic clay can increase the infiltration rate from 0.05 cm/hr to over 5 cm/hr.

Other morphological properties such as the thickness of the soil horizon and soil structure are derived
from soil survey descriptions and a quantitative description of their effects on soil water movement have
not been determined.

c. Chemical Properties. Chemical properties of the soil are important because they affect the integrity
of the soil aggregates (group of soil particles bound together). Chemical soil properties should be
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considered when they are outside normal ranges (Rawls, et al., 1991). Also, chemistry of the infiltrating
water can have an effect on infiltration.

2. Soil Water Properties
a. Soil Water Content. Fig. 3.3a and 3.3b illustrate that the higher the water content the smaller the
infiltration rate.

b. Water Retention Characteristic. The water retention characteristic of the soil describes the soil’s
ability to store and release water and is defined as the relationship between the soil water content and
the soil suction or matric potential. Fig. 3.6 illustrates the water retention relationship for two contrasting
soil textures. Note that the sandy loam soil retains less water than the clay soil.

¢. Hydraulic Conductivity. The hydraulic conductivity is the ability of the soil to transmit water and
depends upon both the properties of the soil and the fluid (Klute and Dirkson, 1986). Total porosity, pore
size distribution, and pore continuity are the important soil characteristics affecting hydraulic conductiv-
ity. The hydraulic conductivity at or above the saturation point is referred to as “saturated hydraulic
conductivity” and is directly related to infiltration.

The hydraulic conductivity of the sandy loam soil decreases more rapidly with decrease in matrix
potential than the hydraulic conductivity of clay soil. Thus, at lower matrix potential (or higher suctions)
the hydraulic conductivity of the clay soil is higher. The rate of change of matrix potential in the sandy
soil also decreases much more rapidly than that of the clay soil.

Hysteresis is caused by entrapment of air in the soil during wetting, and can cause the hydraulic
conductivity to decrease; however, its effect is normally small and for practical applications has mostly
been neglected.
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B. Surface

The surface factors are the factors that affect the movement of water through the air-soil interface.
Factors at the soil surface are associated with materials that cover the surface, modify the shape of the
surface and remove water by surface storage from its cycle of movement into the soil.

1. Cover Cover factors are materials that protect the soil surface. Lack of cover, or bare soil, is associ-
ated with the formation of a surface crust. A surface seal (crust) can develop under the action of raindrops
(Summer and Stewart, 1992). The impact of raindrops can break down surface soil structure and cause
the movement of soil fines into surface or near surface porosity. Once formed, a crust can impede
infiltration. Fig. 3.7 shows the relative effect of surface cover removal on the infiltration rate. Fig. 3.8
indicates a strong relationship between total organic cover and infiltration rates. Fig. 3.9 exhibits the
drastic effect of a surface crust on infiltration.

The effect that bare rangeland soil has on infiltration is shown in Fig. 3.10. Note the interaction with soil
moisture. Fig. 3.1 indicates the effect of shrub canopy to increase infiltration. Fig. 3.12 points out the effect
of surface cover, gravel, bare, litter, or crown cover on total infiltration. Bare and gravel cover reduce
infiltration. Figs. 3.13 and 3.14 show that a grass or rock cover decreases the effect of trampling to reduce
infiltration. The effect of cover, clipped cover, and bare ground on the final infiltration rate is shown in Fig.
3.15. Surface cover protects the ground surface from crusting and enhances infiltration rates.

2. Configuration Surface configurations can be natural or man-made. Fig. 3.16 is an example of the
effect of natural soil mounds under shrubs on rangeland in Nevada. Compared to interspace areas, the
dune areas have much higher infiltration rates. The soil of the dune areas is higher in organic matter and
has a lower bulk density (higher porosity).

Man-made configurations result from various kinds of tillage. In tillage, this is referred to as surface
roughness and is measured as random roughness (Zobeck and Onstad, 1987). Table 3.1 (Freebairn, 1989)
exhibits the random roughness change due to several kinds of tillage on Minnesota silt loam soil. Note
that tillage also reduces bulk density. Fig. 3.17 shows the tendency for an increasing random roughness
to be associated with higher infiltration rates. The effect of roughness due to tillage is enhanced when
protected from rainfall impact. Fig. 3.18 shows the surface roughness effect due to clods on infiltration
and how this influence declines with exposure to rainfall. The dashed line, referring to surface cover with
a furnace filter, is evidence of the efficiency of cover to sustain infiltration rates.

3. Storages Surface storage results from interception and/or depressions. Interception is caused by
vegetation or other types of surface cover. Tables and equations for agricultural areas are found in Horton
(1919) and Onstad (1984). Both interception and depressions reduce rainfall excess and may be very
significant for small storm events.
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C. Management

Management, as a factor affecting infiltration, modifies the soil properties or the soil surface condition.
The effects of these factors have already been discussed in previous sections. In this section, the effect of
management practices on infiltration will be presented.
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1. Agriculture Agricultural management systems involve different types of tillage, vegetation, and
surface cover. Fig. 3.19 illustrates tillage practices (moldboard plow, chisel plow, and no till) influence on
infiltration. Brakensiek and Rawls (1988) reported that moldboard plowing would increase soil porosity
from 10 to 20% depending on soil texture and hence, increase infiltration rates over non-tilled soils. Rawls
(1983) reported that increasing the organic matter of the soil lowers the bulk density, increases porosity
and hence, increases the infiltration. Fig. 3.20 gives the steady-state infiltration rate of bare ground,
soybean vegetation, and residue cover interactions for planting, midseason, and harvest. The bare soil
steady-state rate decreases between planting and midseason and remains stable primarily as a result of
crusting. Residue maintains a high steady-state rate until harvest, while the canopy and canopy residue
combination increase the steady-state rate.

Table 3.2 (North Central Regional Committee 40, 1979) presents a grouping of major Midwest agricul-
tural soils under tillage or grass management. There is a tendency for the same soil under grass
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management to have higher infiltration rates than when under tilled management. Fig. 3.19 clearly
depicts the influence of tillage management on infiltration rates. Fig. 3.21 indicates that the influence of
tillage management decreases as the surface is exposed to rainfall. A surface cover reduces the degrada-
tion of the tillage affect. Rawls et al. (1983) developed a diagram from tillage data for estimating the effect
of plowing to increase soil porosity, hence, increasing infiltration rates.

Additions to the soil that increase organic matter would increase infiltration. As shown in Fig. 3.11, the
soil area under shrubs where litter accumulates and soil organic matter increased supported higher
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Influence of Tillage on Random Roughness

(Freebairn, 1989).
Port Byron silt loam-Lawler farm. Rochester, MN
RR before RR after Bulk den Bulk den
tillage tillage before after
Tillage meth Plot mm mm gm/cm? gm/cm?
Chisel E 9 17 1.16 1.07
plow F 9 18 1.16 1.07
G 9 16 1.16 1.07
H 9 21 1.16 1.07
Moldboard I 9 22 1.16 0.97
plow ] 9 19 1.16 0.97
K 9 17 116 0.97
L 9 25 116 0.97
Fall chisel AA 7 24 1.16 1.15
BB 7 18 1.16 115
Fall plow EE 7 42 1.16 0.99
FF 7 27 1.16 0.99
100
COVERED
=
~ 80
E
E
= 60
g
¢ 4 EXPOSED
s
e 40+
«
@ L
-
=
w 20 I~
z
o ' i | L
0 5 10 15 20 25

ROUGHNESS INDEX (mm)

Infiltration Rate vs. Roughness Index for Covered and
Exposed Agricultural Plots (Freebairn, 1989).

infiltration rates. Rawls (1983) reports organic matter to be a major factor that lowers the bulk density
(increased porosity); hence, increasing organic matter increases the hydraulic conductivity.

2. Irrigation Many of the factors in previous sections apply to infiltration under irrigation practices.
Sprinkler systems are similar to rainfall infiltration processes. Border irrigation is similar to ponded
infiltration processes. Furrow irrigation factors have been investigated by Trout and Kemper (1983) and
by Kemper et al. (1988). Sub-irrigation systems involve factors common to soil moisture movement.

3. Rangeland The type of vegetation on rangelands is an important factor determining infiltration
rates. Fig. 3.22 reveals a major difference of mean infiltration rates for three vegetation types. In Fig. 3.23,
a significant effect on total infiltration is seen between successional stages of rangeland vegetation. Fig.
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Seasonal Effects of Agricultural Practices on Steady-State
Infiltration Rates (Rawls et al., 1993a).

3.24 shows an improvement of infiltration rates going from bare ground to grass to shrub vegetation
types.

Grazing practices also influence infiltration. Fig. 3.25 provides evidence that grazing reduces the final
infiltration rate. Heavy grazing is associated with a greater reduction of the final infiltration rate. From
studies in New Mexico, presented in Fig. 3.26, a difference is reported between several grazing treat-
ments. Fig. 3.27 clarifies the effect of stocking density on infiltration rates. The effect of grazing systems
on infiltration is shown in Fig. 3.28. The three grazing systems are MCG-moderate continuous, HCG-
heavy continuous, and SDG-short duration grazing. Effects of rangeland improvements on runoff are
summarized in Rangeland Hydrology (Branson et al., 1981). Fig. 3.29 shows an effect of burning on
infiltration rates.

D. Natural

Natural factors include natural processes such as precipitation, freezing, change of seasons, tempera-
ture, and moisture which vary with time and space and interact with other factors in their effect on
infiltration. The temporal and spatial variability effects will be discussed.

1. Temporal The effect of cumulative antecedent rainfall on exposed and 50% residue-covered agricul-
tural soil is shown in Fig. 3.20, indicating a decrease in the steady-state infiltration rate with continued
exposure to the action of rainfall. For bare soil, it seems that a stable steady-state infiltration rate is
achieved between planting and midseason, indicating that a stable crust is achieved early in the growing
season and maintained thereafter. Fig. 3.20 demonstrates that the steady-state infiltration rate increases
as canopy cover increases over the growing season. Also, Fig. 3.20 indicates that canopy cover and
residue cover do not cause additive increases in the steady-state infiltration rate.

Increases in rainfall intensity expand surface disturbance caused by the rain drops and the buildup of
a ponding head. This usually increases the bare soil infiltration. For bare soil with canopy cover, this
intensity effect is dissipated by the growing crop canopy.

Soil temperature influences infiltration through its effect on the viscosity of water. Lee (1983) found
that freezing the soil with a high moisture content decreases infiltration to almost zero, while freezing
the soil at a low moisture content increases infiltration by twice its normal rate.
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Alphabetical Listing of Some Major Soils of the North
Central Region of the United States and Alaska and Their
Mean Equilibrium Infiltration Rates, As Measured with a
Sprinkling Infiltrometer (North Central Regional Committee

40, 1979).
Rate
(inches per hour)

Tilled Grass Test
Soil surface surface location
Bearden silty clay loam 2 9 N. Dakota
Blount silty clay loam 3 3 Ohio
Bodenburg silt loam 4 4 Alaska
Canfield silt loam 4 1.1 Ohio
Cincinnati silt loam 1.1 11 Indiana
Cisne silt loam 6 6 Illinois
Clermont silt loam 8 8 Indiana
Dudley clay loam 4 1.0 S. Dakota
Elliott silt loam 15 15 Illinois
Emmet loamy sand 1.5 15 Michigan
Fayette silt loam 2 6 Wisconsin
Flanagan silt loam 19 3.6 Illinois
Grundy silt loam 1.1 1.1 lowa
Holdrege silt loam 1.2 1.2 Nebraska
Hoytville clay 3 1.0 Ohio
Ida silt loam 7 1.5 Iowa
Keith very fine sandy loam 7 15 Nebraska
Kenyon silt loam 13 13 Minnesota
Knik silt loam 4 4 Alaska
Kranzburg silty clay loam 8 1.0 S. Dakota
Miami sandy loam 12 12 Michigan
Minto silt loam 4 4 Alaska
Moody silt loam 4 14 Iowa
Morton loam 4 1.0 N. Dakota
Plainfield loamy sand 37 44 Wisconsin
Port Byron silt loam 5 20 Minnesota
Russell silt loam 5 5 Indiana
Sharpsburg silty clay loam 1.3 13 Nebraska
Sims loam 11 2.5 Michigan
Sinai silty clay loam 6 1.1 S. Dakota
Webster clay loam 1.0 6 Minnesota
Withee silt loam 2 1.1 Wisconsin

Fig. 3.30 shows a seasonal influence of native rangeland infiltration rates. Fig. 3.20 indicates a seasonal
effect for agricultural lands on the final infiltration rates.

2. Spatial The effect of spatial variability on infiltration is a measure of the difference between “point”
infiltration and apparent infiltration rates associated with composite areas or watersheds. The variability
of soil, surface, and management factors over an area is a result of the same practices or factors that have
been discussed in previous sections. Smith (1983) states “there is no set of parameters which, when used
with point infiltration models will produce the same response as the net (ensemble) from the area.”

Smith and Hebbert (1979) studied the effect of a linear variation of hydraulic conductivity along a
plane “watershed” on runoff for two rates of uniform rainfall. Their results clearly indicate the effect of
different spatial conductivity patterns on runoff hydrographs, i.e., rainfall excess. It is also apparent that
a strong interrelationship is at work between the spatial infiltration patterns and rates of rainfall. A
random infiltration pattern tends to occur on the plane which produces a runoff hydrograph similar to
a uniform pattern of infiltration for at least higher rainfall rates. However, for lower rainfall rates, the
impact of random infiltration variability on runoff (rainfall excess) is still a major factor.
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Figure 3.21.—Infiltration Rates vs. Antecedent Rainfall Since Tillage for

Covered and Exposed Plots, Webster Clay Loam (Freebairn,

1989).
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III. INFILTRATION/RAINFALL EXCESS MODELS FOR PRACTICAL APPLICATIONS

Infiltration models for field applications usually employ simplified concepts which predict the infiltra-
tion rate or cumulative infiltration volume. This assumes that surface ponding begins when the surface
application rate exceeds the soil surface infiltration rate. The rainfall excess models that lump all losses
(infiltration, depression storage, interception) are strictly empirical models.

A. Rainfall Excess Models

Rainfall excess is the part of rainfall that is not lost to infiltration, depression storage, and interception.
While a number of models have been proposed for estimating rainfall excess, the most commonly-used
models are the index models and the SCS curve number model.

Index models are relatively simple methods that can be useful when performing gaged analysis (e.g.,
when rainfall and runoff data are available) or when a simple method is commensurate with the data
available for estimating loss values. The most commonly used index models are 1) phi index, 2) initial
and constant loss rate and 3) constant proportion loss rate (Pilgrim and Cordery, 1992).

1. PhiIndex The phiindex, ¢, is probably the most widely used index model. The loss rate defined by
the phi index is shown in Fig. 3.31 and is described mathematically as

f(t), = I(t), for I(t) <o, (3.6)

where f{(t) is the loss rate, I(t) is the rainfall intensity, t is time, and ¢ is a constant called the ¢ index. The
phi index can be estimated from storm data by separating baseflow from the total runoff and then
determining the ¢ which causes the rainfall excess to equal the total runoff. The advantage of this method
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is that it requires only a single parameter. The disadvantages are that it requires rainfall runoff records
and the ¢ is dependent on the watershed and storm conditions from which it was determined.

2. Initial and Constant Loss Rate The loss rate function associated with this procedure is shown in
Fig. 3.32 and is described mathematically as

fiy=1t) for P(t)<IA 3.7)
f&y=I1t)—C for I(t)>C, P(t) = IA
fy=1¢) for It)<C,
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where P(t) is the cumulative rainfall volume at time t from the beginning of rainfall, I(t) is the rainfall
intensity, IA is the initial loss, and C is the constant loss rate. This method is a crude approximation to a
typical infiltration curve that decays from some initial high rate to a final constant infiltration rate. The
initial loss might be considered to represent the total loss due to surface factors and volume infiltrated
prior to attaining the soils long-term infiltration rate. This method is similar to the phi index and has
similar advantages and disadvantages. Table 3.3 presents some currently used loss rates (Sabol et al.,
1992).

3. Constant Proportion Loss Rate The loss rate function associated with this procedure is shown in
Fig. 3.33 and is described mathematically as

f(t) = CP * I(t), (3.8)

where f(t) is the loss rate, I(t) is rainfall intensity, and CP is a constant ranging from 0 to 1. The advantages
and disadvantages are the same as the phi index; however, it does not realistically represent the infiltra-
tion process. Calculation of CP requires rainfall and runoff records.
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4. SCS Runoff Curve Number Model The SCS Runoff Curve Number (CN) method is described in
detail in Chapter 4 of the Soil Conservation Service National Engineering Handbook (1972). The SCS
runoff equation is

Q= (P-1,)?

“®-1)+s’ 39
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Uniform Loss Rate, Inches/hour
Hydrologic soil Musgrave U.S. Bureau of
group! (1955) Reclamation (1987)
A 0.30-0.45 0.30-0.50
B 0.15-0.30 0.15-0.30
C 0.05-0.15 0.05-0.15
D 0.00-0.05 .0-0.05

1. U.S. Soil Conservation Service

where Q is the runoff (in), P is the rainfall (in), S is the potential maximum retention after runoff begins
(in), and I, is the initial abstraction (in).

Initial abstraction is all losses before runoff begins. It includes water retained in surface depressions
and water intercepted by vegetation, evaporation, and infiltration. I, is highly variable but according
to data from many small agricultural watersheds, I, was approximated by the following empirical

equation:

I, =028.
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Figure 3.33|—Constant Proportion Loss Ratio.
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By eliminating I, as an independent parameter, this approximation allows the use of a combination of S
and P to produce a unique runoff amount. Substituting Equation 3.10 into Equation 3.9 gives

_(P-o02s;

Q (P+08S)

(3.11)

where the parameter S is related to the soil and cover conditions of the watershed through the curve
number, CN. A graphical solution of Equation 3.11 is given in Fig. 3.34. CN has a range of 40 to 100, and
S is related to CN by

g = 1000 _,

CN
Equation 3.12 calculates S in units of inches. The major factors that determine CN are the hydrologic soil
group, cover type, treatment, hydrologic condition, and antecedent runoff condition. The values of CN's
in Table 3.4 (a to d) represent average antecedent runoff conditions for urban, cultivated agricultural,

other agricultural, and arid and semiarid rangeland uses (Soil Conservation Service, 1986). The following
sections explain how to determine factors affecting the CN.

0. (3.12)

a. Hydrologic Soil Groups The SCS has classified all soils into four hydrologic soil groups (A, B, C,
and D) according to their infiltration rate, which is obtained for bare soil after prolonged wetting. The
four groups are defined as follows.

Group A soils have low runoff potential and high infiltration rates even when thoroughly wetted. They
consist chiefly of deep, well- to excessively-drained sands or gravels. The USDA soil textures normally
included in this group are sand, loamy sand, and sandy loam. These soils have a transmission rate greater
than 0.3 in/hr.

Group B soils have moderate infiltration rates when thoroughly wetted and consist chiefly of moder-
ately deep to deep, moderately well- to well-drained soils with moderately fine to moderately coarse
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Figure 3.34{—Solution of Runoff Equation (SCS, 1972).
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Runoff Curve Numbers for Urban Areas! (Soil Conservation Service, 1986).

Curve numbers for
Cover description hydrologic soil group—
Average percent
Cover type and hydrologic condition impervious area? A B C D
Fully developed urban areas (vegetation established)
Open space (lawns, parks, golf courses, cemeteries,
etc.)>
Poor condition (grass cover < 50%) 68 79 86 89
Fair condition (grass cover 50% to 75%) 49 69 79 84
Good condition (grass cover > 75%) 39 61 74 80
Impervious areas:
Paved parking lots, roofs, driveways, etc.
(excluding right-of-way) 98 98 98 98
Streets and roads:
Paved; curbs and storm sewers (excluding right-
of-way) 98 98 98 98
Paved; open ditches (including right-of-way) 83 89 92 93
Gravel (including right-of-way) 76 85 89 91
Dirt (including right-of-way) 72 82 87 89
Western desert urban areas:
Natural desert landscaping (pervious areas only)* 63 77 85 88
Artificial desert landscaping (impervious weed
barrier, desert shrub with 1- to 2-inch sand or
gravel mulch and basin borders) 96 96 96 96
Urban districts:
Commercial and business 85 89 92 94 95
Industrial 72 81 88 9 93
Residential districts by average lot size:
1/8 acre or less (town houses) 65 77 85 90 92
1/4 acre 38 61 75 83 87
1/3 acre 30 57 72 81 86
1/2 acre 25 54 70 80 85
1 acre 20 51 68 79 84
2 acres 12 46 65 77 82
Developing urban areas
Newly graded areas (pervious areas only, no
vegetation)® 77 86 91 94
Idle lands (CN'’s are determined using cover types
similar to those in table 2-2c).

1Average runoff condition, and I, = 0.2S.

?The average percent impervious area shown was used to develop the composite CN’s. Other assumptions are as follows: imper-
vious areas are directly connected to the drainage system, impervious areas have a CN of 98, and pervious areas are considered
equivalent to open space in good hydrologic condition. CN's for other combinations of conditions may be computed using

Fig. 3.35 or 3.36.

3C%\I’s shown are equivalent to those of pasture. Composite CN’s may be computed for other combinations of open space cover type.
“Composite CN's for natural desert landscaping should be computed using figures 3.35/3.36 based on the impervious area percentage
{CN = 98) and the pervious area CN. The pervious area CN's are assumed equivalent to desert shrub in poor hydrologic condition.
SComposite CN's to use for the design of temporary measures during grading and construction should be computed using Fig. 3.35
or 3.36 based on the degree of development (impervious area percentage) and the CN's for the newly graded pervious areas.

textures. The USDA soil textures normally included in this group are silt loam and loam. These soils have
a transmission rate between 0.15 to 0.3 in/hr.

Group C soils have low infiltration rates when thoroughly wetted and consist chiefly of soils with a
layer that impedes downward movement of water and soils with moderately fine to fine texture. The
USDA soil texture normally included in this group is sandy clay loam. This soil has a transmission rate
between 0.05 to 0.15 in/hr.

Group D soils have high runoff potential. They have very low infiltration rates when thoroughly
wetted and consist mainly of clay soils with a high swelling potential, soils with a permanent high water
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Figure 3.35.—Composite CN with Inconnected Impervious Areas and Total Impervious Areas
Less Than 30%. (SCS 1986)

table, soils with a claypan or clay layer at or near the surface and shallow soils over a nearly impervious
material. The USDA soil textures normally included in this group are clay loam, silty clay loam, sandy
clay, silty clay, and clay. These soils have a very low rate of water transmission (0.0 to 0.05 in/hr). Some
soils are classified in group D because of a high water table that creates a drainage problem; however,
once these soils are effectively drained, the soils are placed into another group.

A list of most of the soils in the United States and their respective hydrologic soil group classification
is given in Soil Conservation Service (1982a). Maps and soil reports are available on a county basis for
most of the country and can be obtained from the library or SCS offices.
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TasLe 3.4b] Runoff Curve Numbers for Cultivated Agricultural Lands? (Soil Conservation Service,

1986).
Curve numbers for
Cover description hydrologic soil group—
Hydrologic
Cover type Treatment? condition’ A B Cc D
Fallow Bare soil — 77 86 91 94
Crop residue cover (CR) Poor 76 85 90 93
Good 74 83 88 90
Row crops Straight row (SR) Poor 72 81 88 91
Good 67 78 85 89
SR + CR Poor 71 80 87 %0
Good 64 75 82 85
Contoured (C) Poor 70 79 84 88
Good 65 75 82 86
C+CR Poor 69 78 83 87
Good 64 74 81 85
Contoured & terraced (C&T) Poor 66 74 80 82
Good 62 71 78 81
C&T + CR Poor 65 73 79 81
Good 61 70 77 80
Small grain SR Poor 65 76 84 88
Good 63 75 83 87
SR + CR Poor 64 75 83 86
Good 60 72 80 84
C Poor 63 74 82 85
Good 61 73 81 84
C+CR Poor 62 73 81 84
Good 60 72 80 83
C&T Poor 61 72 79 82
Good 59 70 78 81
C&T + CR Poor 60 71 78 81
Good 58 69 77 80
Close-seeded SR Poor 66 77 85 89
or broadcast Good 58 72 81 85
legumes or C Poor 64 75 83 85
rotation Good 55 69 78 83
meadow C&T Poor 63 73 80 83
Good 51 67 76 80

!Average runoff condition, and I, = 0.25.

2Crop residue cover applies only if residue is on at least 5% of the surface throughout the year.

3Hydrologic condition is based on combination of factors that affect infiltration and runoff, including (a) density and canopy of
vegetative areas, (b) amount of year-round cover, (c) amount of grass or close-seeded legumes in rotations, {d) percent of residue
cover on the land surface (good = 20%), and (e) degree of surface roughness.

Poor: Factors impair infiltration and tend to increase runoff.

Good: Factors encourage average and better than average infiltration and tend to decrease runoff.

b. Treatment Treatment is a cover-type modifier used in Table 3.4 to describe the management of
cultivated agricultural lands. It includes mechanical practices, such as contouring and terracing, and
management practices, such as crop rotations and reduced or no tillage.

¢. Hydrologic Condition Hydrologic condition indicates the effects of cover type and treatment on
infiltration and runoff and is generally estimated from density of plant and residue cover on sample
areas. A good hydrologic condition indicates that the soil usually has a low runoff potential for the given
hydrologic soil group, cover type, and treatment. Some factors to consider when estimating the effect of
cover on infiltration and runoff are: 1) canopy or density of lawns, crops, or other vegetative areas; 2)
amount of year-round cover; 3) amount of grass or close-seeded legumes in rotations; 4) percent of
residue cover; and 5) degree of surface roughness. Several factors, such as the percentage of impervious
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Runoff Curve Numbers for Other Agricultural Lands! (Soil Conservation Service 1986).

Curve numbers for
Cover description hydrologic soil group—
Hydrologic
Cover type condition A B C D
Pasture, grassland, or range—continuous forage
for grazing.? Poor 68 79 86 89
Fair 49 69 79 84
Good 39 61 74 80
Meadow—continuous grass, protected from grazing - 30 58 71 78
and generally mowed for hay.
Brush—brush-weed-grass mixture with brush the major Poor 48 67 77 83
element.? Fair 35 56 70 77
Good 430 48 65 73
Woods—grass combination (orchard or tree farm). Poor 57 73 82 86
Fair 43 65 76 82
Good 32 58 72 79
Woods.6 Poor 45 66 77 83
Fair 36 60 73 79
Good 430 55 70 77
Farmsteads—buildings, lanes, driveways, and
surrounding lots. - 59 74 82 86

1Average runoff condition, and I, = 0.2S.

2Pgor: < 50% ground cover or heavily grazed with no mulch.

Fair: 50 to 75% ground cover and not heavily grazed.

Good: > 75% ground cover and lightly or only occasionally grazed.

3Poor: < 50% ground cover.

Fair: 50 to 75% ground cover.

Good: > 75% ground cover.

4Actual curve number is less than 30; use CN = 30 for runoff computations.

SCN’s shown were computed for areas with 50% woods and 50% grass (pasture) cover. Other combinations of conditions may
be computed from the CN's for woods and pasture.

¢Poor: Forest litter, small trees, and brush are destroyed by heavy grazing or regular burning.
Fair: Woods are grazed but not burned, and some forest litter covers the soil.

Good: Woods are protected from grazing, and litter and brush adequately cover the soil.

area.and the means of conveying runoff from impervious areas to the drainage system, should be
considered in computing CN for urban areas.

d. Antecedent Runoff Condition Antecedent runoff condition (ARC) is an index of runoff potential for
a storm event. The ARC is an attempt to account for the variation in CN at a site from storm to storm.
CN for the average ARC at a site is the median value as taken from sample rainfall and runoff data. The
CN'’s in Table 3.4 are for the average ARC, which is used primarily for design applications. Soil Conser-
vation Service (1982a) and Rallison (1980) give a detailed discussion of storm-to-storm variation and a
demonstration of upper and lower enveloping curves.

e. Curve Number Limitations Curve numbers describe average conditions that are useful for design
purposes. If the rainfall event used is a historical storm that departs from average conditions, the
modeling accuracy decreases. The runoff curve number equation should be applied with caution when
recreating specific features of an actual storm. The equation does not contain an expression for time.
Therefore, it does not account for rainfall duration or intensity although Equation 3.11 can be applied to
the cumulative rainfall at a number of points within the cumulative rainfall hyetograph. Thus, an excess
rainfall hyetograph can be generated for the storm.

The user should understand the assumptions reflected in the initial abstraction term I, and should
ascertain that these assumptions apply to the situation at hand. I,, which consists of interception, initial
infiltration, surface depression storage, evapotranspiration, and other factors, is generalized as 0.25 based
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Chapter 4
EVAPORATION AND TRANSPIRATION

I. INTRODUCTION

Evaporation from soil and water surfaces and transpiration from growing plants are major processes
in the primary component of the hydrologic cycle that returns precipitated water to the earth’s atmos-
phere as vapor. The primary force driving evaporation and transpiration is energy input from the sun.
Transpiration is a special case of evaporation. Evaporation occurs at the surface of moist cells within plant
tissues, and the water vapor then diffuses into intercellular leaf spaces and diffuses through stomates to
the atmosphere. As a result, plants have some direct control of the process in contrast to evaporation from
water surfaces. Other factors that effect evaporation from free water surfaces and transpiration from
vegetated surfaces involve differences in reflectance of radiation, which affects radiant energy input,
differences in heat storage capacities, and the aerodynamic roughness of water and vegetation which
affects the transfer of sensible and latent heat.

The purpose of this chapter is to present current technology for estimating evaporation (E) from water
bodies and evapotranspiration (ET) from soil and plants and to summarize principles and methodology
for use by engineers involved in solving E and ET problems and in conducting E and ET studies.
Evaporation and transpiration have been studied for centuries. For reviews of the history on the subject,
see Brutsaert (1982) and Jensen et al. (1990).

Major progress in linking the processes with energy exchange came about in the twentieth century. The
classic work of Penman (1948) laid the foundation for relating evapotranspiration to meteorological
variables. Penman combined the energy balance component required to sustain evaporation with a
mechanism to remove water vapor (sink strength). Many investigators, including Penman, continued to
expand the theory of the combination equation since 1950 with special emphasis on the aerodynamic
aspects. A detailed summary of the work in the 1950’s and early 1960’s was presented by Rijtema (1965)
and Monteith (1965). Today, the most basic and practical equation for estimating evapotranspiration is
commonly known as the “Penman-Monteith” method.

II. PHYSICS AND THEORY OF EVAPORATION

A. Surface-Air Energy Exchanges

1. Physical Properties of Water and Air Physical properties of liquid water and water vapor along
with basic terminology are summarized in this section. Some important water properties are shown in

Table 4.1.
Saturation vapor pressure, €, is an important parameter in hydrology. At the water-air interface there
is a continuous flow of molecules from the water surface to the air, and a return flow to the liquid surface.

125
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Physical Properties of Liquid Water (Van Wijk and de Vries, 1963).

Heat of
Surface Dynamic vapori- Specific Thermal
Temperature Density Tension Viscosity zation heat conductivity
°C) (kg m™3) (Nm™) (10-3 Pa s) M] kg™ (kJ kg°C-1) Jms°C-Y)
-10 997.94 — — 2.525 4.271 —
-5 999.18 0.0764 — — — —
0 999.87 0756 1.792 2.501 4218 0.561
4 1000.00 0750 — 2492 4.205 596
5 999.99 0748 1.519 2.489 4.202 .574
10 999.73 0742 1.308 2477 4192 .586
15 999.13 0734 1.140 2466 4.186 595
20 998.23 0727 1.005 2453 4.182 603
25 997.08 0719 894 2.442 4.180 611
30 995.68 0711 801 2.430 4.178 .620
35 994.06 .0703 723 2418 4.178 628
40 992.25 0695 656 2.406 4178 632
45 990.24 0687 599 2.394 4.179 641
50 988.07 0679 549 2.382 4.181 645

When equilibrium with pure water exists, the two flows are equal and the air is saturated with water
vapor. The partial pressure exerted by the vapor at this time is called the saturation vapor pressure. The
vapor pressure at equilibrium depends on the liquid water pressure, temperature, and its chemical
content (solutes). Typical values of saturation vapor pressure and density of water vapor over a plane
surface of pure water at the same temperature and pressure are summarized in Table 4.2. Saturation
vapor pressure in kPa can be calculated following Tetens (1930) and Murray (1967) for T in °C as:

e o [1678T ~ 1169° w
P\"Tv373 | ‘

This expression calculates within 0.1% of values in the Smithsonian Meteorological Tables for tempera-
tures in the range of 0 to 50°C (Allen et al., 1989). The slope of the saturation vapor pressure curve, A, kPa
°C-1, is obtained by differentiating Equation 4.1 (Allen et al., 1989):

A= 4098e (4.2)
(T + 237.3%2

Absolute humidity, p,, is the water vapor density, i.e., the mass of water vapor per unit volume of moist
air. It can be calculated from the ideal gas law:

P

R,::T , (4.3)

pv=

where p, is the absolute humidity, kg m-3, P, is the vapor pressure, N m-2 or Pa, R, is the gas constant
for water vapor (461.5 ] kg~! K-1), and T is the absolute temperature in K (K = 273.2 + °C). For p, in kPa
the density in kg m-3 is:

_ 2167 P,

T (4.4)

Specific humidity, g, is the relative density of water vapor, i.e., the mass of water vapor per unit mass of
moist air:
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Physical Properties of Water Vapor (List, 1984; ASTM, 1976).

Saturation Saturation Diffusion
vapor pressure vapor density coefficient
Temperature over water over water at P = 100 kPa
O (kPa) (10-3kg m™3) (107°m2s7Y)
0 0.611 4.85 2.26
5 872 6.80 —
10 1.227 9.40 2.41
15 1.704 12.83 —
20 2337 17.30 2.57
25 3.167 23.05 —
30 4.243 30.38 273
35 5.624 39.63 —
40 7.378 51.19 2.89
45 9.586 65.50 —_
50 12.340 83.06 —

1 kPa = 10 mb = 7.501 mm Hg
10 kgm™3=10"*gcm™’

_Bh__m 0.622 e 45)

o, m +m, P-0378¢

q

where g is the specific humidity, kg kg1, p, is the density of moist air, m, is the mass of water vapor, m,
is the mass of dry air, P is the total atmospheric pressure in kPa, ¢ is the vapor pressure in kPa, and 0.622
is the ratio of the molecular mass of water to the apparent molecular mass of dry air.

Mixing ratio, r, is the dimensionless ratio of the mass of water vapor to a unit dry air mass. At the same
temperature, and when e is small relative to the total pressure P, the mixing ratio is:

(4.6)

A more precise equation (than Equation 4.1) for calculating saturation vapor pressure, ¢, of air over
water at pressure P and temperature is:

eo=—2"L __p, (4.7)
0.622 + r°

where r¢ is the saturation mixing ratio.
Saturation deficit, d,, or vapor pressure deficit of the air is:

d, =e —e. (48)

Relative humidity, RH, is the dimensionless ratio of actual vapor pressure to saturation vapor pressure,
usually expressed in percent. RH and d, are defined as:

RH =100 £ (4.9)
eo

and

d = ea[}oo_‘lifi} (410)
100
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Relative humidity by itself has limited utility in E and ET calculations unless air temperature or one of
the vapor terms corresponding to the same time scale and interval as RH is given.

Dew point temperature is the temperature to which a parcel of air must be cooled at constant pressure
and constant vapor content until saturation occurs, or the temperature at which saturation vapor
pressure is equal to the actual vapor pressure of the contained vapor, and r is the mixing ratio defined in
Equation 4.6. At dew point temperature, condensation normally occurs:

r
eo=—0>X P 411
4062+ (411)

Wet bulb temperature, T, is the temperature that a moist evaporating surface may approach when the
radiation energy balance is zero. In practice, the wet bulb temperature represents the equilibrium
temperature of a thermometer covered with a cloth that has been wetted with pure water in air moving
at least 4.6 m/s. The wet bulb thermometer is cooled until heat drawn from the air equals the gain of
latent heat due to evaporation. The vapor pressure of the ambient air is:

Pe,
e = eo pu—
Y0622\

(T-T,)=¢,—¥T-T,), (412)

where ¢,° is saturation vapor pressure at Ty, P is atmospheric pressure, ¢, is the specific heat of air at
constant pressure, \ is the latent heat of vaporization, T is ambient air temperature, and v is referred to
as the psychrometric constant for fully aspirated psychrometers. At sea level, normal values are: P (101.3
kPa at one atm.), ¢, (1.003 X 10-3 MJ kg~! °C-1), and A (2.453 M] kg~! at 20 °C). The pyschrometric
constant, v, is computed as:

= CPP (4.13)
Ae ’

where, for ¢, = 1.013 kJ kg1 K-! for moist air (Brutsaert, 1982), P is in kPa, A is in k] kg~1, and € = 0.622.
v has units of kPa °C-1. Mean atmospheric air pressure, P, can be computed using the ideal gas law
(Burman et al., 1987) as:

T 3
P= po(o_aTii)] " (4.14)

where P, and T, are known atmospheric pressure in kPPa and absolute temperature in K at elevation z, in
m, and z is the elevation of the location or instrument in m above mean sea level. The assumed constant
adiabatic lapse rate, o, normally is taken as 0.0065 K m~-1! for saturated air or 0.01 K m-! for non-satu-
rated air; g is gravitational acceleration, 9.81 m/s and R is the specific gas constant for dry air, 287.0 ] kg !
K-1. Values for P,, T,, and z, are commonly those for the standard atmosphere at sea level, which are 101.3

kPa, 288 K, and 0 m, respectively (List, 1984). Equation 4.14 is relatively insensitive to the value of a, for
elevations up to 3,000 m. Air density, p,, can be computed as

_ 1000 P
TR

v

(4.15)

where P is in kPa, R is 287.0 ] kg~1 K-1, and T, is virtual temperature in K. T, can be computed as follows
(Jensen et al., 1990):
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T

T, =———— (4.16)
1-0378%
p
where T is air temperature, K, and ¢ is mean vapor pressure of the air, kPa.
Latent heat of vaporization, \, in MJ kg~1 can be computed following Harrison (1963) as:
A=2501-2361X103T, (417)

where T is mean air temperature in °C. If available, mean surface temperature or wet bulb temperature
can be used to compute the value of A, which better represents conditions at the evaporating surface.

2. Standard Atmosphere (Lower Atmosphere) Characteristics of a standard atmosphere (average con-
ditions for the United States at latitude 40°N) are given in Table 4.3. Characteristics of standard atmos-
pheres at other latitudes are summarized by Burman et al. (1987).

B. Radiation Balance

Historical and recent studies of evaporation (E) and evapotranspiration (ET) clearly show, where soil
water is not limiting, that the primary variable controlling the rate of E and ET is solar radiation
impinging on the evaporating surfaces. Part of the solar radiation, R;, is reflected back to the atmosphere
and part of that which is absorbed by the surface is reradiated back as long-wave radiation, although this
Joss of energy is compensated in part by the downcoming long-wave from the sky. The radiation balance
determines the net radiant energy, R,, available at the evaporating surfaces. The most accurate methods
of estimating E and ET require determining the radiation balance, or net radiation for the surface. Many
studies have shown that daily net radiation is closely related to the daily rate of E from shallow water
bodies and ET when soil water is not limiting, especially in warm to hot subhumid and humid climates.
During daytime, the responses of E or of ET to changes in solar and net radiation are closely linked even
over periods as short as five minutes. Examples in the next section reveal that the actual fraction of R,
going into E or ET can vary markedly depending upon air mass conditions above the surface.

1. Solar Radiation The principal source of heat energy for E and ET is solar radiation, R,. When
measured at the earth’s surface, R, includes both direct and diffuse short-wave radiation and may be
called “global radiation.” The most recent measurement of the solar constant, or the rate at which solar
radiation is received on a surface normal to the incident radiation outside the earth’s atmosphere is 1.367
kJ m-2 s-1 (London and Frohlich, 1982; Lean, 1989).

On cloudless days, the atmosphere is relatively transparent to solar or short wave radiation. About 70
to 80 percent of extraterrestrial radiation reaches the earth’s surface in semiarid areas. The balance is
reflected from dust particles or is absorbed by various gases in the atmosphere. Techniques for estimating
atmospheric transmittance are presented by Idso (1969; 1970; 1981) and Davies and Idso (1979). Solar

Standard Lower Atmosphere (Adapted from List, 1984).

Altitude Temperature Pressure Density
(m) Q) (kPa) (mb) (kg m~?)
0 15.0 101.3 1013 1.226
500 11.75 95.5 955 1.168
1,000 8.50 89.9 899 1112
1,500 5.25 84.6 846 1.058
2,000 2.00 79.5 795 1.007
3,000 —4.50 70.1 701 909
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radiation can be measured directly with instruments ranging from a spring-wound chart and bi-metallic
sensors to complex sensors and automated data-logging systems.

Estimates of daily cloudless day solar radiation received at the earth’s surface, R,,, can be made using
extraterrestrial radiation, R4, and atmospheric transmittance. Clear sky short-wave radiation, Ry,, can be
approximated under most conditions as

R, =k, R,, (4.18)
where k, is a clearness index which is largely a function of station elevation (atmospheric thickness) and

atmospheric turbidity. For conditions of low turbidity, k4 can be computed as a function of station
elevation for locations less than 6,000 m using a relationship developed by Allen et al. (1994b):

k, =0.75 + 0.00002 E, (419)

where E is elevation in m. This relationship was obtained by integrating Equation 4.15 (air density) with
respect to elevation and assuming constant turbidity with elevation, absorption, and scattering of solar
radiation in proportion to air density. Atmospheric pressure in Equation 4.15 was computed using
Equation 4.14. Equation 4.19 predicts k4 = 0.75 at sea level, which agrees with Equation 4.27 for n/N =
1. Equation 4.19 also agrees with long-term measurements by Wright (1978) at Kimberly, Idaho, elevation
1,200 m, where R;,/R4 = 0.78. For areas of high turbidity due to pollution or airborne dust, k4 may need
to be reduced by up to 10% depending on the relative turbidity.

Estimates of R,, for a given area can also be developed from an envelope curve plotted through
measured radiation data on cloudless days. The relationship R, = k4 R, is useful for verifying correct
operation of pyranometers. Ordinarily, R,, should plot as an upper envelope of measured R,. Reflection
of solar radiation by adjacent clouds can occasionally increase measured R; to levels which are above R,

Extraterrestrial radiation, Ry, can be computed for a location as a function of latitude and day of the
year using the following mathematical equations from Duffie and Beckman (1991) (Jensen et al., 1990):

R, = 3‘%("@1@ d_[w, sin() sin(8) + cos(d) cos(d) sin(w, )] (4.20)

where R, is daily extraterrestrial radiation in MJ m-2 d-! and ¢ is latitude of the station in radians
(negative for southern latitudes). The declination, 3, in radians can be estimated as:

8 = 0.4093 sin (2«: (-Zw), (4.21)
365

where [ is the day of the year (January 1st = 1). The term 4, is the relative distance of the earth from the
sun, where:

d =1+ 0033 cos (2—" ]). (4.22)
365

The sunset hour angle, w,, in radians can be calculated using Equation 4.23 or 4.24:

o, = arccos[ —tan () tan (3)] (4.23)

(4.24)

s

~tan () tan (3) ]

o, =I- arctan{
2 [1 —tan?(d) tan2(3)]?
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G, in the R, equation is the solar constant of 0.0820 M] m~-2 min-1 (1367 W m~2) as recommended by the
International Association of Meteorology and Atmospheric Physics (London and Frohlich, 1982). The
—tan(d)tan(d) expression in Equation 4.23 must be limited to less than or equal to 2.0 in extreme latitudes
(> 55°) during winter months. If the —tan($)tan(3) expression is less than —1.0 in extreme latitudes (> 55°)
during summer months, then the —tan(é)tan(3) expression should be set equal to [tan(d)tan(3) — 2.0].
Equations for estimating hourly extraterrestrial and clear-sky radiation can be found in Allen (1996) and
Hottel (1976) as summarized in Appendix B of ASCE Manual 70 (Jensen et al., 1990). Heermann et al.
(1985) developed an empirical equation for estimating daily R,, in the United States; however, the
Heermann equation is applicable only to northern latitudes between 25 and 65 degrees during growing
season periods and is therefore not presented here. Equation 4.18 is recommended instead.

Solar radiation, R;, on a given day is affected mainly by cloud cover. Therefore, R; can be estimated
using R,, and either degree of cloud cover or percent of sunshine. More reliable R; estimates are obtained
using recorded percent sunshine as compared to observed cloud cover data because observed cloud
cover data are qualitative. Constants developed for a linear equation by Fritz and MacDonald (1949) are
similar to those obtained in Canada and Australia:

R, =(0.35 + 0615)R_, (4.25)

where S represents the ratio of actual to possible sunshine. Equation 4.25 allows for the fact that no
recording instrument gives a full record of sunshine even on cloudless days. Where cloud cover is not
strongly influenced by local orographic features, measurement of daily R; at a single station may be used
for estimates over large areas (100-200 km in diameter) without significant error over 5- or 10-day
periods.

Solar radiation also can be estimated from extraterrestrial radiation, R,. Black et al. (1954) correlated
extraterrestrial solar radiation and duration of sunshine as recorded by Marvin and Campbell-Stokes
sunshine recorders. The resulting equation based on 32 stations is:

R, = (0.23 + 0.485)R,. (4.26)

Doorenbos and Pruitt (1977) recommended a generalized form of the Penman R; equation:
R, = (0.25 +05 1) R,. (4.27)
N

The quantity n/N was defined by Doorenbos and Pruitt (1977) as “the ratio between actual measured
bright sunshine hours and maximum possible sunshine hours.” In practice, n /N and S are usually
assumed to be the same quantity. Doorenbos and Pruitt presented a table to convert cloudiness expressed
in eighths (octas) or in tenths to n/N values. Experimentally-derived constants for Equation 4.27 are
presented in an appendix table for a number of specific locations by Doorenbos and Pruitt (1977).
Variable N in Equation 4.27 can be calculated from the sunset hour angle as:

N = ms(24_) (4.28)

o

where w, is sunset hour angle in radians, calculated using Equation 4.23 or 4.24.
Hargreaves and Samani (1982) proposed estimating R from the range in daily air temperature:

R, = Kgg (T, = T,)°S R, (4.29)

where T, and T, are maximum and minimum daily air temperature, °C. Variable Kgs is an empirical
coefficient equal to about 0.16 for interior regions (Hargreaves and Samani, 1982) and about 0.19 for
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coastal regions (Hargreaves, 1994). Equation 4.29 performs best using mean monthly data. When applied
to daily data, Equation 4.29 tends to overestimate for cloudy days. R, predicted by Equation 4.29 should
be limited to =< R, Bristow and Campbell (1984) developed an equation similar to Equation 4.29;
however, their formulation is more complex to apply and has similar accuracy.

2. Solar Radiation Data Base, United States The National Renewable Energy Laboratory (NREL) has
compiled a mean monthly solar radiation data base and associated 30-year (1961-1990) record for the
United States (NREL, 1992). These data include measured and modeled solar radiation and meteorologi-
cal data for 239 locations in the United States and its possessions. They are available on magnetic media
(disks and tape) from the National Climate Data Center in Asheville, North Carolina. Future releases will
be produced on CD-ROM.

3. Net Radiation Net radiation requires the measurement or estimates of both incoming and reflected
short wave radiation (< 4 pm) and net long-wave radiation. The atmosphere is much less transparent to
long-wave radiation as compared to short-wave radiation. Water vapor, carbon dioxide, and ozone are
good absorbers and emitters at some infrared wave lengths. Radiant energy absorbed by these various
gases is emitted in all directions according to the radiation law.

R = eaT*, (4.30)

where e is emissivity, o is the Stefan-Boltzmann constant, and T is the absolute temperature, K. Values of
the Stefan-Boltzmann constant are ¢ = 5.675 X 10-8J m-2K-4s-1,or o = 4.903 X 10-9MJ m—2K-4d-1.

Because of the high transparency of the atmosphere to the 8 to 13 pm wavelengths, there is a net loss
of radiant energy to the atmosphere within this range during cloudless and partly cloudy 24-hour
periods. For practical purposes, only the long-wave radiation components are important between sunset
and sunrise. A small amount of diffuse short-wave sky radiation is involved just after sunset and prior
to sunrise, respectively.

Net radiation flux can be measured directly using hemispherical net radiometers or estimated from net
short-wave and net long-wave components.

R,=R {-aR T+R I-R T=(1-a)R,{-R1T, (4.31)

where R; is short-wave radiation or solar radiation, and R; is long-wave radiation. The arrows indicate
direction; (1 — a)R, represents the net short-wave radiation received by a water, soil, or vegetated surface;
a is the short-wave reflectance or albedo and R, is the net back, or net outgoing, long-wave radiation.

Rather than estimating net radiation for each vegetated surface, or for each crop and growth stage, it
is most common to measure or estimate the net radiation for a well-watered reference crop like grass or
alfalfa. The resulting estimated rate of ET for other crops is then related to the reference crop. Mean daily
reflectance coefficients (albedo) for most green field crops with a full cover ranges from 0.20 to 0.25. A
value of 0.23 for a is commonly used for vegetated surfaces with a full cover. Full cover exists when the
leaf area index, which is the leaf area per unit land area, is greater than about 3.

Wright (1982) presented an equation for estimating net radiation received by alfalfa in Kimberly, Idaho
in which the albedo varies during the growing season (Jensen et al., 1990, Eq. 6.67, p. 137). The albedo
values for inland water bodies range from 0.04 to 0.09. Bolsenga and Vanderploeg (1992) suggested a
range from 0.07-0.15 depending upon water-surface conditions. Brutsaert (1982) summarized albedo
values as reported earlier by a number of researchers (Table 4.4).

Long-wave radiation emitted by a surface can be estimated using Equation 4.30 if the surface tempera-
ture is known. The emissivity of a mixture of vegetation and soil surfaces, €., is about 0.98. Table 4.5 lists
reported €,; values for a number of surfaces. The emissivity of water surfaces is about 0.97. The incoming
long-wave radiation is more difficult to estimate since it must be an integrated value based on variations
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Approximate Mean Albedo Values For Various Natural
Surfaces (Brutsaert, 1982).

Nature of surface Albedo
Deep Water 0.04-0.08
Moist dark soils; plowed fields 0.05-0.15
Gray soils; bare fields 0.15-0.25
Dry soils; desert 0.20-0.35
White sand; lime 0.30-0.40
Green grass and other short vegetation

(e.g., alfalfa, potatoes, beets) 0.15-0.25
Dry grass; stubble 0.15-0.20
Dry prairie and savannah 0.20-0.30
Coniferous forest 0.10-0.15
Deciduous forest 0.15-0.25
Forest with melting snow 0.20-0.30
Old and dirty snow cover 0.35-0.65
Clean, stable snow cover 0.60-0.75
Fresh dry snow 0.80-0.90

Values of the Emissivities, €, of Some Natural Surfaces.

Nature of surface Emissivity
Bare soil (mineral) 0.95-0.97
Bare soil (organic) 0.97-0.98
Grassy vegetation 0.97-0.98
Tree vegetation 0.96-0.97
Snow (old) 0.97
Snow (fresh) 0.99

in water vapor and temperature, with elevation above the ground surface, degree of cloud cover and
temperature of the clouds. It can be directly measured during dark hours with a total hemispheric
radiometer (upward facing), or indirectly computed during daylight hours by subtracting R; from the
radiometer readings. Dense clouds act as a black body and essentially block the long-wave window (8 to
13 wm) to outer space and they emit long-wave radiation to the ground. The temperature at the cloud
base is required to calculate this component of incoming thermal radiation.

Calculation of net thermal radiation becomes complex for partly cloudy conditions. A detailed analysis
of the factors affecting net radiation involves both the atmospheric and surface emittances and cloud
cover. Calculation of R, on sloping terrain and related references is discussed in the section “Evapotran-
spiration from Land Surfaces—Direct Penman-Monteith.”

Kimbeall et al. (1982) derived a complex model involving the areas of cloud cover and cloud tempera-
ture and transmittance in the 8 to 13 pm wavelength window. For a more complete discussion, see Davies
and Idso (1979) and Dong et al. (1992).

Since measured incoming long-wave radiation data generally are not available, and temperature and
vapor pressure as a function of elevation above the ground surface likewise are generally not available,
most estimates of incoming long-wave radiation are based on air temperature and vapor pressure at
instrument shelter height. The effects of cloud cover on long-wave atmospheric radiation and simple
empirical equations to estimate net long-wave radiation are presented below.

The early work by Brunt (1932) relates clear-sky atmospheric emittance, ¢,, to vapor pressure at screen
height, e;, which takes the general form:

€, =a, +b,le,, (4.32)

where a, and b, are empirical coefficients.
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For cloudy conditions, the net long-wave or thermal radiation, Ry, is influenced by the degree of cloud
cover, its elevation and temperature.

R,=R T-R l=R_T-(R +RMN, (4.33)

where R; is long-wave radiation, R is long-wave radiation emitted by the vegetated or soil surface, R,
is full-spectrum long-wave radiation emitted by a cloudless sky and R, is additional long-wave radiation
emitted by clouds and transmitted to the earth’s surface through the 8-13 um wave band. In practice, the
two long-wave radiation terms in Equation 4.33 are usually calculated using only instrument height data.
Since air temperature at instrument height is used to estimate both incoming and outgoing long-wave
radiation, then:

R, = f (e,,—€,) oT?, (4.34)

where ¢, is atmospheric emittance, €, is vegetative and soil emittance, T is air temperature in K, and f is
a factor to adjust for cloud cover. Equation 4.34 assumes that the vegetated surface temperature and air
temperature at instrument height are equal.

The two emittances may be combined into a single term known as the net emittance, €', which
represents the difference between atmospheric and the combined vegetative and soil emittance when a
single temperature is used. Values of ¢,, for common, fully developed crops range from 0.94 to 0.995. A
canopy value of 0.98 is recommended for most radiation balance calculations over vegetated surfaces. A
value of 0.97 is recommended for water.

Wright and Jensen (1972) developed the following expression for f in Equation 4.34 which represents
an average of day-time and night-time conditions:

R
=a—* +b. 435
f=ag (4.35)

S0

The Brunt form of the net emittance expression €’ is:
€=¢,—€ =a +b,e,, (4.36)

where ¢; is the saturation vapor pressure at dewpoint temperature.
Combining Equations 4.34, 4.35, and 4.36 results in a general equation for net outgoing long-wave
radiation.

R, = (a II:S + b) (2, + b, Je,) aT%. (4.37)

For 24-hour or longer time steps, T in Equation 4.37 should be replaced by (T4 + T#%)/2 for improved
accuracy, where T, and T, are mean maximum and minimum daily air temperatures in K at screen or
shelter height for the period. Experimental values of the coefficients for use in Equation 4.37 are pre-
sented in Table 4.6.
In practice, the net long wave radiation is first estimated for clear skies using air temperature and
humidity data measured at screen height as follows:
4
R, = €oT* =(a, + b, fe, ) (4903 X 10-9)(T*—;'m, (4.38)
where Ry, is net long-wave radiation for clear skies, €' is the net emissivity when using only instrument
height temperature, ¢, is the saturation vapor pressure at mean dewpoint temperature in kPa, 4.903 X
10-9 is the Stefan-Boltzmann constant in M] m-2 d-1 K-4 for units of Ry, in M m-2d-}, and T, and T,
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Experimental Coefficients for Net Long-Wave Radiation
Equations 4.35 to 4.38 (Jensen et al., 1990).

Region (a, b) (ay, b))
Davis, California (1.35, -0.35)! (0.35, ~0.145)?
Southern Idaho (1.2, ~0.18) (0.325, -0.139)
England (not available) (0.47, —0.206)*
England (not available) (0.44, -0.253)°
Australia (not available) (0.35, -0.133)¢
General (1.3, -0.3y 039, —0.158)%
For ¢ in mb, divide b; values by V10.

Pruitt (1976).

2Goss and Brooks (1956).

3Wright and Jensen (1972).

4Monteith and Szeicz (1962).

5Penman (1948).

SFitzpatrick and Stern (1965).

Suggested for arid areas.
8Budyko (1956).

are in K. If Equation 4.38 is applied on an hourly or shorter time step, then T, and T, can be set equal to
the mean temperature for the time step.

Since a single level temperature measurement is used, (a; + b, Ve,) represents €' or the difference
between the emittance for the reference crop and the effective emittance for the atmosphere. The
dewpoint temperature does not change greatly during the day, and a single level dewpoint observation
during the day is adequate for most estimates of Ry, for eventual calculation of E or ET.

When solar radiation data are available, they can be used to adjust the net long-wave radiation for clear
skies or for partly cloudy conditions.

R, = (a%- + b] R, (4.39)

50

The coefficients 2 and b are derived empirically and 4 + b = 1.0. Smith et al. (1991) and Allen et al. (1994b)
have recommended using a = 1.35, b = —0.35, a; = 0.34, and b; = —0.14 at most locations for consistency
in standardized reference ET calculations.

Where humidity measurements are not available, minimum air temperatures may be taken as the
dewpoint temperature in semihumid and humid areas. In arid areas, the dewpoint temperature may be
several degrees less than the minimum air temperature. Simple calibration relationships can be devel-
oped to enable using minimum air temperature as a substitute for dewpoint temperature.

C. Energy Balance

In cold humid climates, or in cold winter months of temperate to semiarid zones, only 50 to 60 percent
of the net radiation, R,, may be converted to latent heat. In hot, arid climates, latent heat may exceed net
radiation by 10 to 50 percent with sensible heat derived from the air and converted to latent heat. In spite
of these relationships, the heat energy balance approach to determining or estimating E and ET is
recognized as a reliable and conservative method. A thorough understanding of the factors controlling
the energy balance of a water body or land area enables accurate estimates or predictions of E and ET.

Whereas the radiation balance considers only radiation terms in developing the net exchange of
radiation (Equation 4.33), the energy balance relates to the various ways in which R, is balanced by the
inputs or outputs of energy from non-radiative parameters. The vertical energy balance at the soil or
water surface or at the “effective surface” of a crop is the sum of sensible heat flux to or from the air and
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soil (or of water), latent heat, net radiation, and other miscellaneous fluxes. The major components of the
vertical energy balance can be expressed as follows:

R =AE+H+G, (4.40)

where R, is the net radiation flux at the surface, AE is the latent heat flux (positive during evaporation),
H is the sensible heat exchange from the surface to air (positive if the air is warming), and G is the sensible
heat exchange from the surface to the soil or water (positive if the soil or water is warming). The
miscellaneous terms such as heat storage within the foliage, photosynthesis, and respiration are generally
insignificant relative to magnitudes of R,, AE, H, and G, and are neglected in Equation 4.40. For daily or
longer periods, G can be ignored, although with significant variation of R, and/or air mass conditions
from one day to the next, this may not be advisable. For shorter periods, e.g., hourly, G must be taken
into account. Some of the minor terms such as changes in heat storage in a canopy may also need
attention, especially in forest canopies. If R, and sensible heat flux densities H and G can be measured or
estimated reliably, then the latent heat flux density, AE, can be computed from Equation 4.40.

Calculation of R, has been discussed earlier in this section. Description and equations for calculating
H and \E are presented later in the sections on Energy Balance and Mass Transfer Methods. Calculation
of G is discussed in the following section.

D. Sensible Heat Flux Density—Soil

The magnitude of soil heat storage or release can be significant over a few hours but is usually small
from day to day because heat stored early in the day as the soil warms is lost late in the day or at night
when the soil cools. The rate of heat storage or release at any depth z can be expressed by:

G =K, %, (4.41)

where T is the temperature of the soil and Ky, is the thermal conductivity of the soil in  m~1s-1°C-1,
Therefore, G in Equation 4.41 has units of ] m-2s-1 (W m~-2) for T; in °C and z in m. Typical values of K
are presented in Table 4.7. Ky, for soils varies widely with soil moisture content. The effect of soil moisture
is to provide thermal continuity between soil particles, thereby increasing bulk Ky. Brutsaert (1982,

Thermal Properties of Soil Constituents at 20°C and Standard Atmospheric Pressure (van

Wijk and de Vries, 1963).
Density Volumetric Thermal Thermal
heat Specific heat capacity conductivity diffusivity
Soil p heat C A a
material Mg m~3] k] kg~'C-1) M m=3C] JmstC-] [107¢m2s~1]
Quartz 265 0.733 1.93 837 43
Minerals* 2.65 0.733 193 293 1.5
Organic
matter* 13 1.926 251 0.25 0.1
Water 1.00 4.187 4.19 0.59 0.142
Air 0.0012 1.005 0.0012 0.026 0.021

*Approximate average values
1000 kg m™3=1gcm3

41868 kg 1 C1=1calg'C!
41868 M] m3C-! = 1calem=3C"!

041868 m1s1C1'=04188Wm'C1'=103calcm!s!1C"!
10-*m2s~! = 102 cm? s~}
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Figure 6.9) presented curves of thermal conductivity as a function of volumetric water content for four
widely different soils. These values ranged from 0.1 t0 2.5 ] m-1s-1 K-1.

Soil or water heat flux density can also be estimated by monitoring the change in temperature of a soil
or water profile over time:

%9 T
G=¢C, | —a—tidz, (4.42)
0

where C; is the heat capacity per unit volume of soil, MJ m~3 °C-1, t is time, and z; is the depth of soil
which responds to increased or decreased temperature change. C; can be estimated from the following
equation by de Vries (1963):

C,=193V, +251V,, +4196, (4.43)

where V,,,, V,,,, and 0 represent the volume of minerals, organic matter, and water per unit volume of soil,
respectively. For example, if a soil has 50% solids and negligible organic matter and a volumetric water
content of 0.27, its heat capacity will be 2.1 MJ m~3 °C-1. Approximate values for soils and soil compo-
nents are given in Table 4.7. Utilization of Equation 4.42 in combination with soil heat flux plates is
common.

Since the magnitude of daily soil heat flux under a crop canopy over 10- to 30-day periods or longer is
relatively small, the daily value of G normally can be neglected for most practical estimates involving
energy balance; however, the total value of G over the entire period may be significant, especially for 30
days or longer.

An approximation of the soil heat flux involved over long periods of time (=30 days) can be obtained
by assuming that the soil temperature to a depth of 2 m changes approximately with average air
temperature and that the average volumetric heat capacity for the soil is 2.1 MJ m=3°C-?,

T;‘-l—T;n T;+1_Ti—1
G=-42 =42 , (4.44 2)
At At

where G is the average daily soil heat flux in M] m=2 d-1, T equals the mean air temperature in °C for
time period i, and t equals the time in days between the midpoints of the two periods. In real time
predictions, where T}, is unknown, G for monthly or longer time periods can be predicted as:

Ti_T;'-l
At

G=42 (4.44b)

Additional information can be found in articles by van Wijk and de Vries (1963), de Vries (1963), and
Brutsaert (1982).

For application to short-periods, e.g., when hourly data for G are required, other approaches must be
used. One method commonly used in research is the use of heat flux plates installed near the soil surface
(e.g., at 0.01 m). For full cover vegetation situations where temperature gradients even near the surface
are minor, heat flux plates can give reasonably accurate data for G; however, for many situations, strong
temperature gradients exist near the soil surface and differences in thermal conductivities of the plate
and of the soil can produce large errors in estimating G. Also, with the strong thermal gradients during
day and night, condensation and evaporation near the upper or lower surface of the flux plate can be a
significant problem. Therefore, soil heat flux plates should be placed below depths of soil moisture
evaporation (generally 0.08 to 0.15 m) to avoid errors associated with H to AE conversion between the
surface and the plate.
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In measurements of G in water, care must be taken to avoid effects of absorption of short-wave
radiation by the plate. Therefore, the plate should generally be buried in the lake substrate. In applica-
tions where soil is sat