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Preface

Promoting young researchers is a major priority of the Helmholtz Association,
Germany’s largest scientific research organisation with 18 Research Centres in the
fields of science, engineering and biomedicine. In the framework of the Initiative
and Networking Fund several promotion instruments were set up with the aim to
advance education and to attract excellent young people for science conducted by
the Helmholtz Centres. School laboratories, doctoral training programmes, as well
as Postdoc programmes support individuals at every stage of their education and
career. Helmholtz Research Schools aim to prepare highly skilled doctoral stu-
dents for a career in science and business. Each research school brings together up
to 25 outstanding young doctoral students to conduct research on a specific topic
and thus gain valuable experience working together closely in teams—an abso-
lutely essential skill for topnotch research today. In addition, the Helmholtz
Association works with distinguished partners such as the Imperial College Lon-
don, enabling it to provide a curriculum that includes a range of courses that aim to
foster professional qualification and personal development and to equip graduates
for careers in management positions, both in science and the business world. Since
2006, 21 research schools have been set up at the different Helmholtz Centres. The
research schools are complemented by 13 Helmholtz Graduate Schools which
provide a roof for a varied number of curricula in different fields, or across
disciplines.

At the Alfred Wegener Institute for Polar and Marine Research in Bremerha-
ven, a Helmholtz Research School on Earth System Sciences has been funded
since 2008 in collaboration with the University of Bremen and the Jacobs Uni-
versity Bremen. Using the network and collaboration of experts and specialists
from the different institutes on observational and paleo-climate data as well as on
statistical data analysis and climate modelling, doctoral students from eight
countries were trained to understand, decipher and cope with the challenges of
global climate change. The Earth System Science Research School (ESSReS)
covers all kinds of disciplines, climate science, geosciences and biosciences, and
provides a consistent framework for education and qualification of a new gener-
ation of expertly trained, internationally competitive doctoral students.
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The set-up of a structured doctoral programme like ESSReS combines both,
strong scientific cutting-edge research and an interdisciplinary education that
bridges the gap between the traditional disciplines. The young students are
motivated to learn on an interdisciplinary and trans-institutional basis, guiding
their way in modern research. The success and outcome of the first 3 years phase
of ESSReS, which also served as precursor for the Graduate School for Polar and
Marine Research (POLMAR), established at the Alfred Wegener Institute in 2009,
is visible in this book. Both schools provide a new level with binding rules for
doctoral education at the Alfred Wegener Institute, satisfying our enduring efforts
on the improvement of doctoral education in the Helmholtz Association.

Bremerhaven, September 2012 Prof. Dr. Karin Lochte
Prof. Dr. Jürgen Mlynek
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Chapter 1
Introduction

1.1 General Aspects of Earth System Science

Gerrit Lohmann1 (&), Klaus Grosfeld1, Dieter Wolf-Gladrow1,
Vikram Unnithan3, Justus Notholt2 and Anna Wegner1

1Alfred Wegener Institute for Polar and Marine Research Bremerhaven, Germany
e-mail: Gerrit.Lohmann@awi.de

2Institute of Environmental Physics, University of Bremen, Germany
3Jacobs University, Bremen, Germany

To properly address the pressing question of climate change and its natural and
anthropogenic causes, intimate knowledge on amplitude and rapidness in the
natural variations of temperature or other temperature-related environmental
properties in the ocean, over the continents, and in the cryosphere is required.

The best way to gain this knowledge is the inspection of historical time series of
direct temperature measurements or documentation of such environmental
observations. Unfortunately, historical records of direct temperature measurements
which would allow consideration of changing climate on a global scale are too
short and fall already within the period of strong human impact on natural con-
ditions. Information on earlier times can be obtained either from proxies that
record past climate and environmental conditions, or by simulating climate using
comprehensive models of the climate system under appropriate external forcing.

One of the greatest challenges is getting reliable assertions regarding future
global climate and environmental change. The longer the time scale the more
components of the Earth system are involved, e.g. weather prediction models can
take the ocean as constant in order to estimate the next days; interannual to decadal
variations can be described in the coupled atmosphere–ocean-sea ice system,
whereas longer variations like glacial-interglacial transitions incorporate the full
carbon cycle as well the ice sheets and associated feedbacks (Fig. 1.1). In order to
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get a systematic view of the Earth System, one has to consider the climate com-
ponents with its specific time scales.

Earth System Science is traditionally split into various disciplines (Geology,
Physics, Meteorology, Oceanography, Biology etc.) and several sub-disciplines.
Overall, the diversity of expertise provides a solid base for interdisciplinary research.
However, gaining holistic insights of the Earth System requires the integration of
observations, paleo-climate data, analysis tools and modelling. These different
approaches of Earth System Science are rooted in different disciplines that cut across
a broad range of timescales. It is, therefore, necessary to link these disciplines at a
relatively early stage in PhD programs. The linking of ‘data and modelling’, as a
special emphasis in our graduate school, enables graduate students from a variety of
disciplines to cooperate and exchange views on the common theme of Earth System
Science, which leads to a better understanding of processes within a global context.

A conceptual unification among the sciences of the Earth has never developed in
the German education system. Disciplinary specialization has played a large role
instead of integration. Already Humboldt proposed an integration of several disci-
plines, establishing international cooperative networks of meteorological and geo-
magnetic measurement stations. Humboldt’s general physics of the Earth envisioned
climate as a major control of Earth-surface phenomena.

The modern view takes the Earth’s land surface, oceans, atmosphere, and
inhabitants as an integrated whole, with linkages among the various components
(Fig. 1.1). This effort is often referred to as Earth System Science. It provides a

Fig. 1.1 The complex climate system requires a multi-disciplinary approach. The figure shows
the interactions between different components. The biogeochemical cycles (including forami-
nifera) are a key element for the carbon cycle in the oceans and on land, feeding back to the
atmosphere through the CO2 effect on long wave radiation. The position and extent of the big ice
sheets are important for the global climate system. The long-term climate cooling is also related
to the carbon cycle and ocean gateway configurations, known as tectonic-sedimentary puzzle
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challenge for theory, observations, reconstructions and modelling, to describe past,
present and future changes in the Earth system. Global environmental change is
probably one of the greatest challenges faced by human societies ever since. As a
logical step, scientists need to understand the interactions and feedbacks among the
components of the Earth system, encompassing the lithosphere, atmosphere,
hydrosphere, cryosphere, and biosphere.

Basic knowledge in the other disciplines in Earth System Science enables
graduate students from a variety of disciplines to cooperate and exchange views on
the common theme of global environmental change. In our approach, we tried to
cover a wide spectrum of Earth System Science: Remote sensing, data exploration,
process understanding, modelling, and informatics. Informatics is also relevant
since a large amount of data is retrieved through models, satellites and high-
resolution geosciences data. Examples of how to link the different disciplines as a
key concept of future PhD education in Earth System Science are shown in the
chapters of the book. The different research projects are clustered in respect to
their common research field, such as remote sensing and modelling of atmospheric
chemistry, Earth system modelling and data analysis, geo-tectonics, climate
archives, ecosystems and climate change, geo-informatics and geo-engineering.

1.2 The Structural and Educational Concept in an
Interdisciplinary Research School for Earth System
Science

Klaus Grosfeld1 (&), Gerrit Lohmann1, Dieter Wolf-Gladrow1,
Annette Ladstätter-Weißenmayer2, Justus Notholt2,
Vikram Unnithan3 and Anna Wegner1

1Alfred Wegener Institute for Polar and Marine Sciences Bremerhaven, Germany
e-mail: Klaus.Grosfeld@awi.de

2Institute of Environmental Physics, University of Bremen, Germany
3Jacobs University, Bremen, Germany

Today, Earth System Sciences are based on highly interdisciplinary research,
demanding a broad basic knowledge of the different research aspects, their feedbacks
and interconnections. A major difficulty in cross-disciplinary science is, therefore, to
find a proper common language/level, where people from different disciplines can
explain their research question and contribute to solution strategies. Consequently,
the major goal of the Earth System Science Research School (ESSReS) is bridging
theses gaps by providing a scientific education and basic and expert knowledge on
Earth System Science, which has not been given within the master or diploma studies
of the applicants that are specialized on their research fields. By these efforts, the PhD
students obtain systematic insights into the different disciplines in order to be able to
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discuss common research questions on a solid fundament and to identify cooperation
and collaboration across disciplines.

Hence, a structured educational PhD programme has been developed, which
consists of basic and expert courses in the field of Earth System Science, gaining
knowledge and tools, all the way to brand new developments and scientific topics
(Fig. 1.2).

ESSReS is designed as a class of up to 25 PhD students from all around the globe
starting the educational programme together at a certain date and following the
programme as a cohort. We preferred this concept for our research school against the
more common ones, where new PhDs are recruited continuously and where the
research school provides a framework for different graduation stages. The advantage
of our concept is that from the beginning, the PhD students build a close scientific and
social network.

In total, two weeks of lectures during the introductory phase and one week of
lectures per semester during the expert phase are taught. The lectures are comple-
mented by monthly PhD seminars that are organized by the PhD students themselves
and hosted in turns at the different institutes (Fig. 1.3).

Once a year, the PhD students present their results with oral and poster presen-
tations at a common retreat to their colleagues and the supervisor assembly, giving
room to extensive discussion and interdisciplinary exchange. For expert courses
external lecturers are invited for an extended research stay at one of the collaborating
institutes, to teach challenging new topics relevant for the research school and to be
available during their research stay for intensive discussions and collaborations with

Fig. 1.2 ESSReS curriculum during the 3-years PhD education. Basic courses provide a
common frame and scientific language. Transferable skills courses are related to social
competence, management skills, oral and poster presentation techniques and scientific writing, as
well as career planning
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the PhD students. An overview on the curriculum and course programme can be
found on our research School web page www.earth-system-science.org. Additional
courses, interesting for the PhD students and provided by our cooperation graduate
schools at the Alfred Wegener Institute (www.polmar.awi.de), at the Bremen Uni-
versity (www.glomar.de) or at the Max Planck Institute Research School for Marine
Microbiology (www.marmic.mpg.de) are accepted within the curriculum.

The scientific education is complemented by a three-stage training in transferable
skills. Besides the scientific work, the PhD students join each year a residential
course organized by the Helmholtz Association and performed by tutors from the
Imperial College London, where ‘‘Research Skill Development’’, ‘‘Presentation and
Communication Skills’’, and ‘‘Career Planning and Leadership Skills’’ are trained.
The courses are run together with participants from other Helmholtz research
Schools to foster further interdisciplinary experience and networking within the
young researchers’ community of the Helmholtz Association. In addition to the
transferrable skills training, a special coaching programme for scientific writing is
offered to the PhD students through the foreign language institute at the University of
Bremen, to support the writing of their first scientific papers directly from the
beginning. Deficiencies in scientific writing have shown to be a great obstacle in the
time planning, because the first paper takes empirically much longer than expected.

During the programme, students will be required to directly apply their soft
skills. Fellows may wish to receive financial assistance for activities beyond what
is generally covered by the research school, e.g. for additional travel to confer-
ences, summer schools or lab support. To this end, the research school provides a
certain budget for each PhD student. To access these funds, fellows are required to
write short proposals that are evaluated by the Academic Council. In writing these
proposals and reports, the PhD students undergo basic training in fundraising and
fund management which is an important part of professional research right from
the beginning. Furthermore, this represents a good exercise for applicants who

Fig. 1.3 Monthly ESSReS seminar with self-organized presentations and discussion about the
different research topics and planning of common activities
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intend to apply for a research grant for an extended internship at a foreign lab,
which is highly recommended by ESSReS.

1.2.1 The Supervision and Mentoring Concept

Each student’s PhD research is supervised by a PhD committee, which consists of
the supervisor and two senior scientists. For interdisciplinary Earth System
Sciences it proved useful to complement the committee by an expert from another
research field. The PhD student should be encouraged to add further persons to
their committee if necessary or desirable (e.g., another PhD student). The PhD
students meet with their committee at least twice a year to discuss their efforts and
monitor their development. The first meeting and initiation of the committee takes
place no later than 6 months after the start of the PhD project where a proposal of
the PhD project is presented and discussed, including title, aim, literature review
and work plan, to arrange a guideline for the 3-years PhD work. For each meeting
a short report is written, documenting the research strategy, plans and aims for the
next 6 months. This builds the base for the beginning of the next meeting, where a
review of the last 6 months shows problems, progress and results of the PhD work.
The PhD meeting is a mutual opportunity for PhD student and supervisor to
discuss and plan the PhD progress on a regular basis for getting an early hand on
the time management of the whole project.

1.2.2 The Managing Concept

ESSReS is organized by a clear administrative and executive structure which is led
by the Advisory Board, consisting of the (di)rectors of all participating institutions
(Fig. 1.4). It assumes the ultimate authority over the research school. The Advi-
sory Board is responsible for strategic decisions concerning the research school.
The Academic Council is the executive board of ESSReS. It is composed of the
speaker of the research school who represents the research school, one represen-
tative from each of the participating institutions, the coordinator of the research
school, and a PhD student and supervisor delegate, respectively. The responsi-
bilities of the Academic Council are to oversee and develop all academic matters,
including the development of scientific fields, outward scientific presentation,
invitation of guest scientists, student recruitment and admission, academic integ-
rity, conflict solution, and review of funding proposals. The Academic Council is
supported by the research school coordinator, who represents the research school
vis-à-vis the participating institutions. The coordinator manages and administrates
all matters that affect the research school, its cooperation with the three institu-
tions’ administrations, and liaison with the funding institutions. The position of the
coordinator is of central importance for the success of the research school, because
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the coordinator is responsible for the organization of the research school and
course planning, workshops and further activities, and is the direct contact person
for the PhD students in all concerns. Furthermore, the coordinator takes care of the
administrative aspects of the research school and is the direct contact person for
the students, the administration, the Student Assembly, the Supervisors Assembly,
and the Academic Council. It is advantageous for the coordinator to be a scientist
with a background in a broad field of Earth System Science and an active partner
in the research and educational programme.

Two additional boards are of central importance for the management of the
research school, the Supervisor Assembly and the Student Assembly. All major
decisions regarding the research school’s educational and PhD research pro-
gramme are taken after thorough debate within the Supervisor Assembly. This
assembly also proposes guest scientists for advanced lectures and suggests new
topics in the educational programme. The Supervisor Assembly is chaired by an
elected person, who is delegated for the Academic Council. The Student Assembly
comprises all PhD students of the research school. It works out its own rules and
procedures, autonomously. The assembly is the forum for the PhD students to
discuss all issues related to the graduate training they receive at the research school
and its related research institutions. Here, demands in terms of course topics and
supervision requirements as well as deficiencies in the programme can be for-
mulated and communicated to the Academic Council. Both assemblies convene at
least once a year during the annual retreat and the representatives participate
actively in the Academic Council.

Fig. 1.4 ESSReS management structure and main scientific topics
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The coordinator strives to solve arising problems of any kind. Otherwise, an
Ombudsman is available to moderate discussions between the affected parties.
This helps to clarify any problems which may avert the success of the PhD thesis.

1.2.3 The Helmholtz Certificate

The Helmholtz Association has developed a standardized certificate for all its
Research and Graduate Programmes in order to document and certify the given
education. The Helmholtz certificate describes the general outline of the research
school and the collaborating institutions, and documents all courses, seminars,
summer schools, active conference participations and expeditions of the candidate
in a transcript. The certificate is given at the end of the 3-years training pro-
gramme, after fulfilling the minimum of 45 credit points in 3 years, where each
credit point is comparable to one working day. The certificate is a testimony of the
attended courses in the field of Earth System Sciences beyond the specific
expertise gained through the PhD thesis and shall serve as proof for the addi-
tionally gained qualification.
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Chapter 2
Remote Sensing and Modelling
of Atmospheric Chemistry and Sea Ice
Parameters

2.1 NO2 Pollution Trends Over Megacities 1996–2010
from Combined Multiple Satellite Data Sets

Andreas Hilboll (&), Andreas Richter and John P. Burrows

Institute of Environmental Physics, University of Bremen, Germany
e-mail: hilboll@iup.physics.uni-bremen.de

Abstract Nitrogen oxides (NOx = NO2 ? NO) are air pollutants emerging
mainly from fossil fuel combustion, i.e. traffic, power generation, and industry.
Apart from being hazardous to human health, they contribute to acid rain and play
a major role in tropospheric ozone formation. While NOx concentrations can most
accurately be monitored using ground-based in-situ measurements, remote sensing
techniques in general and satellite instruments in particular have proven invaluable
to obtain long and consistent time series with global coverage. These data sets
facilitate studying the temporal evolution of atmospheric pollutants like NO2, as
they allow applying identical measurement techniques to all investigated regions,
yielding comparable results. In this study, we present an assessment of the evo-
lution of tropospheric NO2 for the 1996–2010 time period. Satellite measurements
from the GOME, SCIAMACHY, OMI, and GOME-2 instruments are used in an
ensemble approach to investigate trends in tropospheric NO2. The focus is on large
urban agglomerations, where air quality is most important for human health. Our
findings show generally decreasing NO2 levels for most urban agglomerations of
the developed world, while annual growth rates for developing cities can be as
high as 9 % annually.

Keywords Air pollution �Megacities � Trend analysis � Nitrogen dioxide � GOME
� SCIAMACHY

G. Lohmann et al. (eds.), Earth System Science: Bridging the Gaps between
Disciplines, SpringerBriefs in Earth System Sciences,
DOI: 10.1007/978-3-642-32235-8_2, � The Author(s) 2013

9



2.1.1 Introduction

Since the year 2009, more than half of the Earth’s human population is living in
cities (United Nations Department of Economic and Social Affairs 2010). This
trend of increasing urbanization is particularly pronounced in the developing
countries, especially in megacities of 10 million inhabitants and more. Due to the
very high population density, energy use, and traffic, these agglomerations are hot-
spots in terms of air pollution, having large negative health impacts on an
increasing number of people (Smith 1993).

One of the main atmospheric pollutants in a megacity environment is the class
of nitrogen oxides (NOx = NO ? NO2). NOx are formed as NO by the reaction of
nitrogen and oxygen atoms, disassociated from their molecular state by the high
temperatures found in industrial and traffic combustion processes.1 In daylight
conditions, NO and NO2 then undergo constant cycling (Seinfeld and Pandis
2006). Due to its relatively short lifetime of several hours to a few days, the natural
sources of nitrogen oxides (biomass burning, lightning, soils) account for most
tropospheric NOx in rural areas. They are, however, not relevant in most megacity
environments. While NO2 itself is very poisonous, its impact on human health and
the environment is even further augmented by its major role in the formation of
tropospheric ozone and, via the formation of nitric acid, as acid rain (Seinfeld and
Pandis 2006).

While ground-based in situ instruments have been employed to monitor NOx

concentrations for a long time, NO2, among other trace gases, can also be
investigated using remote-sensing techniques. As light travels through the atmo-
sphere, it is partly absorbed by trace constituents along the way following the
Beer-Lambert law, which allows for using spectroscopic approaches. One example
is differential optical absorption spectroscopy (DOAS) (Platt and Stutz 2008),
which yields the integrated number of absorber molecules along the average light
path through the atmosphere, called the total slant column density. In recent years,
such DOAS instruments have been mounted on satellite platforms, granting the
advantage of comparable measurement conditions for all locations, global cov-
erage every few days, and reduced biases introduced by the location of possible
ground-based measurement stations. On the other hand, satellite measurements
suffer from low spatial resolution, often cloudy scenes, and quite high uncer-
tainties, which are due to non-perfect knowledge of the exact light path through the
atmosphere.

Since 1995, a total of four satellite-based instruments provides measurements of
tropospheric NO2 by means of DOAS: GOME (Burrows et al. 1999), SCIAM-
ACHY (Bovensmann et al. 1999a, b), OMI (Levelt et al. 2006), and GOME-2
(Callies et al. 2000). All instruments fly in near-polar, sun-synchronous orbits,

1 This process of NO formation is called Zeldovich mechanism. While for road transport, it
accounts for 90–95 % of all emitted NO, this fraction depends strongly on the fuel type and is
considerably lower for, e.g., combustion of coal.
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leading to constant local overpass times for all measurements. The distinct char-
acteristics of the four instruments are summarized in Table 2.1.

Combining different instruments’ time series into one consistent trend estimate
is challenging, as spatial resolution differences introduce inconsistencies. Previous
studies therefore either artificially downgraded the higher-resolved measurements
to yield comparable pixel sizes (Konovalov et al. 2010; van der A et al. 2008), or
studied large areas, where instrumental differences tend to average out (Richter
et al. 2005).

2.1.2 Method

The spectra of backscattered solar radiation as measured by the four instruments
GOME, SCIAMACHY, OMI, and GOME-2 are analyzed to derive total slant
column densities of NO2 using the DOAS method (Platt and Stutz 2008). The
stratospheric component of the measured signal is subtracted from the total col-
umns using scaled NO2 fields from the Bremen 3d Chemistry and Transport Model
(CTM) (Sinnhuber et al. 2003b, c; Richter et al. 2005). The resulting tropospheric
slant columns are then converted to vertical columns using radiative transfer
calculations based on climatological data (Nüß 2005; Richter et al. 2005). Finally,
a cloud filter based on the FRESCO+ cloud algorithm (Wang et al. 2008) is applied
to select only those measurements with less than 20 % cloud cover.

The derived tropospheric vertical column densities (VCDtrop) of NO2 are then
binned globally to a 0.125� 9 0.125� grid. For each instrument, daily and, sub-
sequently, monthly averages are calculated. For each region of interest, one
VCDtrop NO2, denoted by Yðt;iÞ, is then calculated per time t (in years) and satellite
instrument i by averaging over all grid cells within the region’s boundaries.

To derive trend estimators for the temporal evolution of the linear and harmonic
components of the measured VCDtrop, we assume that the measured values consist
of a trend and a noise component (Mudelsee 2010):

Y t; ið Þ ¼ Xtrend t; ið Þ þ S ið Þ � Xnoise t; ið Þ ð2:1Þ

Here, SðiÞ denotes the standard deviation of all Yðt;iÞ for the given i (as a
measure of the instrument’s variability), and the trend component Xtrendðt; iÞ is
defined by

Table 2.1 Key characteristics of the four satellite instruments used in this study

Instrument Equator crossing Global coverage (days) Available period Pixel (km2)

GOME 10.30 a.m. 3 1995/10–2003/06 40 9 320
SCIAMACHY 10.00 a.m. 6 2002/08–now 30 9 60
OMI 1.30 p.m. 1 2004/10–now 13 9 24
GOME-2 9.30 a.m. 1.5 2007/01–now 40 9 80
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Xtrendðt; iÞ ¼ x � t þ li þ gi � ð1þ n � tÞ

�
X4

j¼1

ðb1;j � sinð2pjt þ uÞ þ b2;j � cosð2pjt þ uÞÞ
ð2:2Þ

x is the linear annual growth rate, li are the offsets of the linear trend per
instrument, bk;j are the coefficients of the sine/cosine expansion to model the
seasonal cycle, while gi gives the amplitude of the seasonality, and n accounts for a
trend in the amplitude of the seasonality.2 For ease of notation, we define the
parameter vector h ¼ ðx; li; gi; n; bk;j;uÞ.

The corresponding trend estimator ĥ is then calculated by minimizing the sum
of the squared noise components using a modified Powell’s method (Powell 1964).

2.1.3 Results

When the trend model (1) is fitted to data from large regions such as the central
East coast of the USA, the agreement between the different instruments’ mea-
surements is expectedly good. This is reflected in the large similarity between the
instrument-dependent trend parameters l̂i and ĝi, as rðl̂iÞ=�̂li ¼ 0:03 and
rðĝiÞ=�̂gi ¼ 0:07. The trend parameters found for this region are x̂ ¼ �4:7 % per

year and n̂ ¼ �6:0 % per year.3

When applied to data from megacity regions, the differences between the
instruments become more apparent. Generally, we find strong decreasing trends in
the developed world, while developing megacities show strong increasing trends

as expected. In virtually all cases the signs of x̂ and n̂ are the same. The magnitude

of the harmonic trend estimator n̂ however varies greatly. While for many regions,

x̂ and n̂ are similar in magnitude (e.g. Beijing, Hong Kong, New York, Po Valley),

very often the harmonic component n̂ is significantly larger than x̂, as e.g., in
Athens, Baghdad, Barcelona, and Cairo. Of those regions considered in this study,
only the BeNeLux region shows no clear change in the seasonality of the measured
NO2 signal.

Many regions do not show large differences between the instruments (e.g.
Delhi), while in other regions, these differences are strongly pronounced, as in

Tehran (see Fig. 2.1). The linear and harmonic components x̂ and n̂ for some
selected megacity regions are summarized in Table 2.2.

2 g1 � 1:
3 In this study, all trend estimators are given relative to the average value over the whole time
period 1996–2010.
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2.1.4 Discussion and Conclusion

The observed decreases in tropospheric NO2 abundances throughout the developed
world follow the improvements which have been made in reducing emissions and

Fig. 2.1 Measured monthly averages Yðt;iÞ (crosses) and fitted trend function Xtrendðĥ; t; iÞ (solid
lines) for the four instruments GOME (blue), SCIAMACHY (red), OMI (green), and GOME-2
(black)

Table 2.2 Anual growth
rates of linear (x̂) and

harmonic (n̂) trend
components for selected
megacity regions for the
1996–2010 period, relative to
the period’s average value

City Linear
trend (x̂) (%/yr)

Harmonic

trend (n̂) (%/yr)

Athens -2.6 -6.3
Baghdad +9.2 +13.5
Barcelona -2.3 -6.1
Beijing +4.4 +5.9
BeNeLux -2.2 -0.1
Cairo +4.8 +13.0
Delhi +5.0 +9.0
Hong Kong +1.4 +1.1
New York City -4.2 -5.6
Po Valley -2.3 -1.5
Tehran +4.4 +1.3
Tokyo -3.5 -4.9
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fighting air pollution. For example, NOx emissions in Europe have reportedly
dropped by 30 % from 1990 to 2000 and by 18 % from 1996 to 2002 (Lövblad
et al. 2004). In the developing world, the increases in VCDtrop NO2 reflect the
strong growth in energy consumption, which goes along with rapid economic
growth. China, for example, has seen a 64 % increase in NOx emissions from 1996
to 2004 (Zhang et al. 2007).

The derived trend estimators show generally good agreement with previous
trend studies (van der A et al. 2008; Konovalov et al. 2010). Perfect agreement
however cannot be expected, because trend analyses of relatively short time series
depend very strongly on the exact period covered and the used methodology.

While NO2 shows a pronounced diurnal cycle,4 the small timespan of e.g.
30 min between GOME and SCIAMACHY measurements cannot be the only
reason for the observed differences between the four instruments. Model inter-
comparison studies suggest that NO2 levels at the instruments’ overpass times
differ by at most 10 % (Huijnen et al. 2010).

The spatial resolution of the satellite measurements however has significant
effect on the observed NO2 levels. The larger the pixel size, the more inhomo-
geneous are the actual NO2 levels in the troposphere within the area covered by
one measurement, and the more the high pollution peaks of e.g. megacities are
smeared out by the spatial integration of the instrument. Using topography (U.S.
Geological Survey 2004) and population density (Center for International Earth
Science Information Network et al. 2005) data, this can be seen very clearly using
the example of the three cities Delhi, New York, and Tehran. In Delhi, which lies
in a topographically flat region with homogeneously high population density,
virtually no difference between the four instruments can be observed. Under these
conditions, emitted NO2 can spread without barriers. The area around New York
City is also topographically flat, but the densely populated area (as a proxy for
areas with high NOx emissions) is restrained to the landmass, which makes up only
2/3 of the whole area. Therefore, emitted NO2 can spread towards the ocean,
leading to NO2 column gradients within the observed area. This NO2 gradient
between megacity and open ocean leads to the noticeable impact of the instru-
ment’s pixel size on retrieved VCDtrop. In the case of Tehran, emissions are
restrained to the city’s boundaries, as it lies in a desert region. Moreover, the
emitted NO2 cannot spread evenly throughout the area, because Tehran is bordered
by the Alborz mountain range towards the North and East, leading to inhomo-
geneous NO2 pollution in the observed area and thus to lower NO2 columns in case
of large pixel sizes.

We conclude that satellite observations are very well suited to observe tropo-
spheric NO2 pollution over megacities: decreasing and increasing trends can be
observed in developed and developing countries, respectively. In spite of princi-
pally identical measurement conditions all over the globe, special attention must
be paid to the spatial resolution of the instrument and to the spatial patterns of

4 In urban areas, the diurnal cycle of NO2 is dominated by rush hour traffic peaks.
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emissions and topography, as the selection of the measurement area, combined
with differing spatial resolution of the available satellite instruments, strongly
impacts the retrieved NO2 values.

2.2 A Brief Example on the Application of Remotely Sensed
Tracer Observations in Atmospheric Science—Studying
the Impact of Stratosphere–Mesosphere Coupling
on Polar Ozone Variability

Christoph G. Hoffmann1 (&), Matthias Palm1, Justus Notholt1,
Uwe Raffalski2 and Gerd Hochschild3

1Institute of Environmental Physics, University of Bremen, Germany
e-mail: christoff.hoffmann@iup.physics.uni-bremen.de
2Swedish Institute of Space Physics Kiruna, Sweden
3Institute for Meteorology and Climate Research, Karlsruhe Institute of Technology, Germany

Abstract This section outlines the realization and application of tracer observa-
tions in atmospheric science using an example in the context of ozone research;
one particular factor contributing to polar ozone variability, namely the descent of
mesospheric air into the stratosphere, is quantified. The estimation of this quantity,
with results in a velocity of roughly 300 m/d, is outlined on the basis of ground-
based microwave radiometry measurements of carbon monoxide in the Arctic.

Keywords Mesosphere–stratosphere coupling � Tracer observation � Ozone var-
iability � Remote sensing �Microwave radiometry � Energetic particle precipitation
� Atmospheric carbon monoxide

2.2.1 Introduction

The stratospheric ozone layer is one of the atmospheric key components of the
climate system. It does not only absorb harmful ultraviolet (UV) radiation, but it
also plays a major role for stratospheric temperatures and has indirect effects on
the atmospheric circulation. The focus of ozone related research has been shifting
from the understanding of the Antarctic ozone hole and Arctic ozone depletion
towards the interaction of the (recovering) ozone layer and climate change in the
last decade, demonstrating the importance of couplings between the individual
layers of the atmosphere and other components of the climate system. On the one
hand, climate change is expected to affect the ozone recovery (WMO 2007).
On the other hand, the perturbed ozone layer influences the current climate, which
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has to be considered in climate change research. E.g., the global trend of
increasing mean surface temperatures seems to be masked in the inner of the
Antarctic continent by ozone hole related effects (Thompson and Solomon 2002).

To understand these interactions more accurately, it is necessary to understand
both, the natural and the human-induced ozone variability in more detail. The
refined knowledge is finally used to improve the performance of current climate
models, which become more realistic by including more climate components and
their mutual couplings.

Natural polar ozone variability is partly caused by the dynamical variability of
the polar winter atmosphere, which affects ozone directly through transport or
indirectly through changes of temperature and chemistry. The general aim of this
study is the observation of the dynamical evolution of the polar winter stratosphere
and mesosphere from the ground. This is conducted indirectly by measuring
carbon monoxide (CO), which acts as tracer for dynamics in this region, using
microwave remote sensing.

One of the processes particularly studied with this approach, is the energetic
particle precipitation (EPP) indirect effect (Randall et al. 2009). It refers to the
penetration of high energetic particles from the sun or from space into the
mesosphere and lower thermosphere (MLT) region (at about 100 km altitude).
There, they interact with atmospheric constituents and form NOx among others.
The meridional circulation in the mesosphere is directed towards the winter pole
and leads to a descent of air above the winter pole, so that this NOx can be
transported into the polar winter stratosphere, where it contributes as catalyst to
ozone depletion. The strength of the descent determines how much NOx enters the
stratosphere, and also how deep it descends, i.e., if it will reach the ozone layer.
It is therefore shown in this study, how the strength of the descent can be estimated
from CO observations.

2.2.2 CO as Tracer in the Polar Stratosphere and Mesosphere

CO is largely produced in the MLT region by the photolysis of CO2. In the
stratosphere and lower mesosphere, however, a loss reaction involving OH is
dominant. The volume mixing ratio (vmr) profile of CO exhibits therefore a steep
increase with altitude between both regions (Fig. 2.2). Furthermore, these chem-
ical reactions are inactive in the absence of sunlight. Therefore CO has a long
chemical lifetime particularly during polar night, so that changes of the vmr profile
in these conditions must be due to dynamics. Thus, CO can there be used as tracer
for dynamical processes (Solomon et al. 1985) and particularly for the descent of
air above the winter pole, since the high CO values are shifted to lower altitudes by
the winter descent (Fig. 2.2). In turn, from a time series of CO profiles, the
properties of the vertical motion can be examined.
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2.2.3 Measurements of CO by Microwave Radiometry

CO abundances of the stratosphere and mesosphere can be measured with several
remote sensing techniques. Here we use ground-based microwave radiometry,
which measures thermal emission of the atmosphere, thus can be used during polar
night. Furthermore, this technique generally provides altitude-resolved informa-
tion, so that vertical vmr profiles can be derived. The direct result of a single
measurement is, however, not a vmr profile, but a microwave spectrum, showing
the CO emission line at 230 GHz (Fig. 2.3). This line is a composite of the
individual emissions of all atmospheric layers. The line shape of each individual
emission is thereby dominantly controlled by the air pressure of the respective

Fig. 2.2 Sketch of CO profiles during summer and winter demonstrating the downward shift of
the higher CO vmr values as indicated with the black arrow

Fig. 2.3 Two examples of CO spectra. A relative change of the total CO abundance can be seen
by eye (low CO abundance in red and high CO abundance in blue), whereas for the derivation of
a CO profile a numerical process has to be performed, which separates the contributions from the
single atmospheric layers
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layer (pressure broadening), which is the key for the derivation of altitude-resolved
data. The individual contributions to the composite have therefore to be decon-
volved by a numerical process, the ‘retrieval’, to gain the vmr profile.

2.2.4 Interpretation of the KIMRA CO Time Series

The Kiruna Microwave Radiometer (KIMRA), used as example in this study,
has been measuring microwave spectra of CO since 2007 in Kiruna, northern
Sweden. The results of the retrieval of these spectra have recently been published
(Hoffmann et al. 2011), showing that the measurement is sensitive between 40 and
80 km altitude. The corresponding time series of CO profiles for the winter 2009/
2010 is shown in Fig. 2.4. The strong gradient of each CO profile is visible in the
color-coding, and the descent of air during fall can be identified by the shift of similar
colours from higher to lower altitudes. The average descent velocity can roughly be
estimated by eye from the two altitudes of one particular CO level in October and in
December, respectively, to be approx. 300 m/d (yellowish contours). This simple
estimation works well for average velocities over a few months but is replaced by the
analysis of the continuity equation of CO for more quantitative purposes.

Furthermore, the time series exhibits more CO variability starting at the end of
January (Fig. 2.4), which corresponds to a dynamical perturbation known as
sudden stratospheric warming (SSW). This strong dynamical perturbation is an
important contribution to the variability of the polar winter stratosphere. Finally,
the CO vmr decreases in spring, which is due to both, the reversal of the merid-
ional circulation during the transit from winter to summer and the increasing
exposure to sunlight in spring. All these dynamical features naturally influence the
observed polar ozone variability, and are studied using such CO observations.

Fig. 2.4 Time series of KIMRA CO profiles showing all major features of dynamical variability
throughout the winter 2009/2010
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2.2.5 Summary and Conclusion

This section outlines the application of tracer observations in atmospheric science,
showing how one particular factor can be quantified that finally contributes to the
natural variability of the polar ozone layer. The initial interest is the strength of the
descent of mesospheric air into the stratosphere and its representation in recent
atmospheric models. Since the descent is not directly observable, a tracer for this
motion, namely CO, is found based on its chemical properties. Since CO can also
not be measured in situ, remote sensing is applied to measure spectra of the
thermal emission of atmospheric CO from the ground. The CO vmr profiles are
derived from these spectra, using a numerical retrieval technique.

The complete procedure has been outlined in this paper for the CO measure-
ments of the radiometer KIMRA in the Arctic. The strength of the descent has
been estimated to be roughly 300 m/d during the northern winter 2009/2010. A
comparison of the presented CO time series with the Whole Atmosphere Com-
munity Climate Model (WACCM, Garcia et al. 2007) of the National Center for
Atmospheric Research in Boulder, U.S.A. has been performed recently and has
revealed a very good agreement (Hoffmann et al. 2012).
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Abstract The Western Pacific is one of Earth’s most remote areas and air in this
region belongs to the cleanest air worldwide. However, the global anthropogenic
and natural release of trace gases causes increasing contamination of Western
Pacific air masses. To improve the knowledge about Western Pacific air, pollution
carbon monoxide and ozone distributions were measured in the Western Pacific
during a ship campaign with research vessel Sonne in autumn 2009. Between
Japan and New Zealand observations of atmospheric trace gases were performed
using solar absorption Fourier Transform infrared spectrometry. Distinct plumes of
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elevated carbon monoxide and ozone concentrations in the northern and southern
hemisphere were observed. The cause of the measured air pollution is examined
using a chemistry transport model showing that global scale transport of pollutants
from Asia and Australia, but also partly from source regions as far away as Europe
and Africa, causes the contamination of Western Pacific air. Generally, in the
northern hemisphere a contamination of the Western Pacific air through fossil fuel
combustion is dominant, while in the southern hemisphere trace gas emissions
from biomass burning cause the most significant contamination.

Keywords Western Pacific � Remote sensing � Atmospheric modelling � Chemical
composition � Carbon monoxide � Troposphere � Airmass transport � Air pollution

2.3.1 Introduction

The Western Pacific is one of the most remote areas on Earth. Due to the remoteness
air in this region belongs to the cleanest air masses worldwide. However, the global
increasing anthropogenic emission of trace gases (Solomon et al. 2007) and the
emission of trace gases from natural sources cause contamination of the atmosphere
in the Western Pacific. This contamination can occur by a direct release of trace
gases in this region through e.g. ship and flight traffic (Eyring et al. 2005). An even
more important factor is the global transport of air pollutants from continental
source regions into the Western Pacific. These continental source regions include
e.g. industrial urban centers in South–East Asia (Jacob et al. 2003) and biomass
burning regions in Africa (Andreae and Merlet 2001).

The Earth’s system reacts delicately to contamination of the Western Pacific
atmosphere. The tropical Western Pacific is considered to be the main region
where tropospheric air masses are transported into the stratosphere (Holton et al.
1995). This upwelling process is associated with transport of trace constituents
from the troposphere into the stratosphere. An enhanced entry of tropospheric
trace gases into the Western Pacific, thus, follows an enhanced entry of pollutants
into the stratosphere. This entry of tropospheric pollutants can disturb the chemical
equilibrium of the stratosphere and can have a strong impact on stratospheric
chemistry. Recent investigations deal with problems, such as whether the current
entry of tropospheric pollutants into the stratosphere causes a delay in stratospheric
ozone recovery (WMO 2007).

Measurements of atmospheric trace constituents in the Western Pacific are rare.
Thus, the composition of the Western Pacific atmosphere is not very well known.
Furthermore, the impact of individual sources and source regions on Western
Pacific air quality is not fully understood. Here, we investigate Western Pacific air
contamination and analyze the origin of the pollution.
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2.3.2 Method

To improve the knowledge about Western Pacific air contamination, atmospheric
measurements of carbon monoxide (CO) and ozone (O3) have been performed
during a ship campaign with research vessel (RV) Sonne from Japan to New
Zealand in autumn 2009. Aboard, solar absorption Fourier Transform infrared
(FTIR) spectrometry (Rao and Weber 1992) was performed. The ship track is
shown in Fig. 2.5. The measurements have been compared to a simulation with
the full chemistry transport model GEOS-Chem for atmospheric composition
(Bey et al. 2001) in order to evaluate the sources of the observed pollution.

2.3.3 Results

Figure 2.6 (top) shows the CO and O3 distributions measured during the four
sections of the ship campaign with RV Sonne (Fig. 2.5) in the Western Pacific. CO
is presented as the total column amount, which describes the total amount of CO in
the whole atmosphere above the observer. O3 is pictured as the tropospheric
column, which describes the total amount of O3 in the troposphere above the
observer. In comparison, the corresponding simulated CO and O3 concentrations
calculated with the GEOS-Chem model are presented showing that the simulations
reproduce the observations well. Both distributions show several distinct plumes
(PE1–PE3) of elevated CO and O3 concentrations (PE1: beginning of cruise sec-
tion S1, PE2: end of S1 and beginning of S2, and PE3: end of S3 beginning of S4).

Fig. 2.5 a Overview of the ship campaign with RV Sonne in the Western Pacific divided into
four cruise sections S1–S4. b Measuring points of the solar absorption FTIR spectrometer during
the ship campaign
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In order to get information about the vertical distribution of the contamination,
the vertical profiles of CO and O3 simulated with the GEOS-Chem model are
shown in Fig. 2.6 (bottom). Pollution PE1 is distributed in the whole troposphere,
pollution PE2 is apparent in the middle troposphere, and pollution PE3 occurs in
the lower (CO) and middle (O3) troposphere.

Within cruise section S3 elevated CO and O3 in the upper troposphere is,
furthermore, visible in Fig. 2.6 (bottom). Tropospheric air is vertically transported
into the upper troposphere and can reach the stratosphere in this region. Thus, an
example of the entry of tropospheric pollutants into the stratosphere is discovered.

2.3.4 Discussion and Conclusion

In order to determine the cause of the measured pollution in the Western Pacific,
the GEOS-Chem model is used to calculate the contributions of various sources
and source regions to the total pollution. Figure 2.7 shows the contribution of
anthropogenic CO emissions from Asia and Europe (left) and contributions from
biomass burning CO emissions (right) from Australia and Africa. Asian emissions
are, according to this, the strongest CO source in the northern hemisphere with a
direct impact on Western Pacific air quality. However, smaller European emissions
are transported across Siberia towards the Western Pacific. North American
anthropogenic emissions (not shown) only have a small impact on Western Pacific
air composition.

Fig. 2.6 CO and O3 pollution in the Western Pacific measured during the ship campaign with RV
Sonne and simulated with the GEOS-Chem model; top FTIR total and tropospheric column
amounts compared to the GEOS-Chem model showing distinct plumes of elevated CO and O3

(PE1–PE3), bottom GEOS-Chem vertical profiles showing the vertical distribution of the pollution
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In the southern hemisphere the strongest source of CO pollution in the Western
Pacific appears to be African biomass burning. Although most of African emis-
sions are transported to the North-West, a significant plume of CO reaches the
Western Pacific. In addition, biomass burning emissions in Australia considerably
contribute to Western Pacific air contamination.

A detailed study about the contamination of the Western Pacific through CO
and O3 during the ship campaign with RV Sonne in autumn 2009 and an extensive
evaluation of the sources and source regions of the measured pollution are
published in Ridder et al. (2011).

2.4 Three Dimensional Model Simulations of the Impact
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Fig. 2.7 Contributions from different sources and source regions to the measured pollution in the
Western Pacific; left monthly mean (Oct. 2009) tropospheric average concentrations of
anthropogenic CO emissions from Asia and Europe, right monthly mean (Oct. 2009) tropospheric
average concentrations of biomass burning CO emissions from Australia and Africa
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Abstract Solar Proton Events (SPEs) can have a large impact on the composition
of the upper and middle atmosphere. These events are caused by fluxes of high
energetic protons emitted from the sun that enter the Earth’s atmosphere mainly in
polar regions. These particle fluxes lead to ionization in the mesosphere and
stratosphere. This ionization produces nitrogen NOx (N, NO, NO2) and hydrogen
HOx (H, OH, HO2) compounds that can destroy ozone (O3) very effectively. We
investigate the impact of SPEs on stratospheric chemistry, in particular on NOx

and O3, by means of model simulations with the Bremen 3-dimensional Chemistry
and Transport Model (B3dCTM) for the period of the very large SPE in October/
November 2003. Our simulations indicate a large increase of NOx of about
200 ppb during the event. Since NOx is rather long-lived during polar winter,
modeled values for the Northern Hemisphere are continually enhanced by 20–
100 ppb for several weeks after the event. These increased values are transported
into the lower stratosphere within the polar vortex. During this downward trans-
port, the enhanced NOx values destroy up to 50 % of O3 within the polar vortex,
lasting until middle of December 2003. This O3 depletion during the SPE 2003 can
also be seen in observations.

Keywords Solar proton event � Energetic particle precipitation � Atmospheric
modelling � Stratospheric chemistry � Ozone depletion � Polar vortex

2.4.1 Introduction

During Solar Proton Events (SPEs), huge solar eruptions, for instance, solar flares
and Coronal Mass Ejections (CMEs), cause intense fluxes of protons with energies
up to several hundred MeV. These particles can precipitate into the Earth’s
atmosphere along open magnetic field lines, therefore, mainly in polar regions.
They can penetrate into different altitudes depending on their energies. Protons
with energies of [1 MeV can enter the mesosphere, below 90 km, while protons
with energies of [100 MeV can reach far into the stratosphere, below 40 km
altitude. The precipitating particles lose their energy by collisions with high
abundant atmospheric constituents such as nitrogen and oxygen, and produce
ionization, dissociation, dissociative ionization, and excitation in the correspond-
ing altitudes. The ionization and dissociation of N2 leads to high amounts of NOx

(Porter et al. 1976; Rusch et al. 1981), whereas fast ion chemistry reactions pro-
duce high amounts of HOx (Swider and Keneshea 1973; Solomon et al. 1981).
These additional NOx and HOx compounds can destroy O3 in catalytic reactions,
whereby HOx mainly destroys O3 above 45 km and NOx below 45 km (Lary
1997). Since energetic protons enter the atmosphere at both poles, these HOx and
NOx productions occur in polar regions in both hemispheres. Because HOx has a
short lifetime (days), the impact on O3 does not last very long, whereas the lifetime
of NOx constituents during polar night, in the absence of sunlight, is rather long
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(weeks). The produced NOx can then be transported downward within the polar
vortex which forms during polar winter. This means, since the air in the vortex is
isolated from neighbouring latitudes, O3 depletion along the downward transport
of the NOx is nearly undisturbed, and therefore, reaches far into the lower
stratosphere. This makes SPEs during polar winter interesting to investigate, since
the O3 depletion in lower altitudes derives from a combination of solar activity and
atmospheric dynamics. The impact of SPEs on NOx and O3 have been studied in
models (e.g. Jackman et al. 2005; Sinnhuber et al. 2003b; Wissing et al. 2010;
Funke et al. 2011), and observations (see e.g. Seppälä et al. 2004; López-Puertas
et al. 2005). In this study we use a Chemistry and Transport Model (CTM) which
is driven by meteorological data to investigate the very large Solar Proton Event
on October/November 2003 (hereafter referred to as ‘SPE 2003’).

2.4.2 Model Simulations

To study the impact of SPEs on mainly NOx and O3, three-dimensional model
studies have been performed with the B3dCTM. The model will be described
briefly in the next section.

2.4.2.1 The B3dCTM

The Bremen 3-dimensional Chemistry and Transport Model (B3dCTM) has been
developed as a combination of the chemistry transport model CTM-B (Sinnhuber
et al. 2003a) with the chemistry code of the Bremen 2-dimensional model of the
stratosphere and mesosphere (Sinnhuber et al. 2003b; Winkler et al. 2008). It
computes the change in abundance of 58 species regarding chemical and
dynamical forces. The dynamical forcing is prescribed by wind and temperature
fields from, for instance, reanalysis of measurements, or modeled by general cir-
culation models. The chemistry core computes about 180 neutral gas phase,
photochemical, and heterogeneous reactions. The horizontal resolution is 3.75� in
longitudinal and 2.5� in latitudinal direction. The vertical coordinate, in the model
version used in this study, is potential temperature. This enables to calculate the
vertical transport through diabetic heating and cooling rates. The vertical coverage
is limited by the meteorological data set used. In this study, the ECMWF ERA-
Interim (Dee et al. 2011) data set provided by the European Centre for Medium-
Range Weather Forecasts (ECMWF) has been used. Hence, the vertical coverage
of the model is 335–3231 K, about 10–60 km altitude.
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2.4.2.2 Model Simulations of SPEs

To study the impact of SPEs, model simulations for the extremely large SPE on
October/November 2003 have been performed. This SPE was one of the largest
events in the past solar cycle. Huge CMEs have led to very high fluxes of energetic
protons during October and November 2003, especially on 28/29 October and 3
November. To simulate the ionization impact of these particles, ionization rates
derived from the Atmospheric Ionization Module Osnabrück (AIMOS) (Wissing
and Kallenrode 2009) have been implemented into the B3dCTM. Figure 2.8 shows
AIMOS ionization rates for this period averaged between 1 and 0.01 hPa over the
Northern Hemisphere. The ionizing impact of the SPE is clearly seen in the mean
ionization rates between 28 and 30 October 2003, and around the 4 November 2003,
and is high during the whole period shown. Since the B3dCTM has a neutral
chemistry core, the impact of the ionization needs to be parameterized. This was
done by implementing production rates for NOx and HOx compounds based on
Rusch et al. (1981), Porter et al. (1976) and Solomon et al. (1981). Accordingly,
1.25 NOx (with 45 % N, and 55 % NO) and about 2 HOx are produced per ion pair.

For this study, two model simulations have been performed. One model sim-
ulation assuming that no SPE occurred, hence no ionization rates included, and one
with disturbed conditions, considering ionization rates based on precipitating
protons.

2.4.3 Model Simulation Results

Figure 2.9 shows the impact of the SPE 2003 on HOx (upper panel), NOx (middle
panel), and O3 (lower panel). Each panel shows the difference of the two model
runs described above. The values are differences of mean values within the band of
70–90� in high northern latitudes. The two upper panels of Fig. 2.9 show the direct
impact of the ionization rates induced by the SPE as an increase of HOx and NOx,

Fig. 2.8 AIMOS ionization rates due to proton precipitation averaged between 1 and 0.01 hPa
over the Northern Hemisphere
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largest at the days of highest ionization (see also Fig. 2.8). Increased HOx values
lead to O3 depletion mainly above 45 km, which is also the main cause of the large
modeled decrease of up to 50 % in O3 during the first event around 30 October
2003. Since the SPE 2003 happened during northern polar winter, the directly
produced NOx was abundant for a long time, because of its long lifetime during
polar night. During the event, the modeled NOx is enhanced by about 200 ppb on
29/30 October 2003 and 100 ppb on 6 November 2003. Compared to background
values assuming no SPE, this is an increase in NOx by a factor of 500 and 200,
respectively. A large fraction of the increased NOx is then transported downwards
within the polar vortex to lower altitudes, with enhancements of 40–80 ppb
between 40 and 45 km lasting until the end of November 2003, and 20–60 ppb
between 35 and 40 km lasting until middle of December 2003. The modeled NOx

enhancement between 35 and 45 km corresponds to an enhancement factor of
10–30, that leads to O3 depletion of up to 40 %. Although the main O3 depletion is
diminished by the end of December, a small amount of NOx values persists of up
to several months after the event (not shown), leading then to an O3 depletion of a
few percent (see also Jackman et al. 2005).

Fig. 2.9 Response in HOx (upper panel), NOx (middle panel), and O3 (lower panel) to the SPE
2003 averaged over 70–90� North. See Sect. 3 for further details
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2.4.4 Summary and Discussion

The impact of the SPE 2003 has been modeled with the B3dCTM. According to
other model studies and observations (e.g. Seppälä et al. 2004; Jackman et al.
2005; López-Puertas et al. 2005; Wissing et al. 2010; Funke et al. 2011), the
impact of this event is captured by the B3dCTM reasonably well. However, the
impact on other species like HNO3 (Verronen et al. 2008) and HCl (Winkler et al.
2009) are underestimated by a model that does not include any negative ion
chemistry. This direct impact through negative ion chemistry needs to be
parameterized additionally to the production rates described above. The influence
of precipitating electrons on NOx (Randall et al. 2007a, b; Sinnhuber et al. 2011) is
not included here, but is currently under investigation. Model simulations (Wissing
et al. 2010) indicate a direct impact of precipitating electrons on the ionization
rates in the stratosphere, and therefore an impact on the production of NOx in these
altitudes. However, this issue is still not resolved since it has not been observed
unambiguously yet (Funke et al. 2005; Clilverd et al. 2009; Funke et al. 2011).
Model simulations, carried out with the B3dCTM with a similar setup, but
including ionization rates due to proton and electron precipitation, seem to over-
estimate the production of NOx (Funke et al. 2011).
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To date, the software package SCIATRAN (Rozanov et al. 2002, 2005, 2008) has
been used for modelling radiative processes in the atmosphere for the retrieval of
trace gases from satellite data from the satellite sensor SCIAMACHY (Scanning
Imaging Absorption Spectrometer for Atmospheric CHartographY onboard the
satellite ENVISAT). This SCIATRAN version only accounted for radiative
transfer within the atmosphere and reflection of light at the earth surface. However,
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radiation also passes the air–water interface, proceeds within the water and is
modified by the water itself and the water constituents. Therefore, SCIATRAN has
been extended by oceanic radiative transfer and coupling it to the atmospheric
radiative transfer model under the terms of established models for radiative
transfer underwater (Kopelevich 1983; Morel et al. 1974, 2001; Shifrin 1988;
Buitevald et al. 1994; Cox and Munk 1954a, b; Breon and Henriot 2006; Mobley
1994) and extending the data bases to include the specific properties of the water
constituents (Pope and Fry 1994; Haltrin 2006; Prieur and Sathyendranath 1981)
(Fig. 2.10).

So far, the coupling for the scalar radiative transfer is included. To analyse the
quality of this new scalar coupled ocean–atmosphere radiative transfer version of
SCIATRAN, model results of this and of the uncoupled SCIATRAN version are
compared to satellite observations. In particular, we compared top of the atmo-
sphere reflectances of the satellite sensor MERIS with the same parameters cal-
culated with SCIATRAN by simulating the same optical conditions as for the
satellite measurements. The MERIS data were selected in order to have different
chl-a concentrations at different sites during different seasons. The main input
parameters required for both SCIATRAN versions to simulate the selected MERIS
collocations were concentrations of water vapour, ozone, chlorophyll, aerosol
optical thickness, observation and illumination geometry, which were taken from
the MERIS satellite and AERONET data sets. Both SCIATRAN versions consider
the optical properties of organic and inorganic small (phytoplankton, bacteria, dust
etc. \1 lm) and large (phytoplankton, zooplankton, sand etc. C1 lm) particles.
Furthermore, in the coupled SCIATRAN version the single scattering albedo and
the extinction coefficient can be set. Both properties of water particles have an

Fig. 2.10 Scheme of atmospheric and oceanic coupled radiative transfer
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important impact on the modelled result, but they are not often measured and not
available from the MERIS satellite data at all. Therefore, common values based on
theory and own tests have been used.

Figure 2.11 shows first results of these comparisons for two sites in the Pacific
Ocean. Very good agreement (within 2–3 %) for both SCIATRAN versions was
obtained with the satellite observation by MERIS measured close to Midway
Island (Fig. 2.11 right). Deviations of the two SCIATRAN simulations are a bit
larger (5–10 %) to the MERIS measurement close to the Dunedin station
(Fig. 2.11 left). However, the deviations for both cases are at nearly all wave-
lengths smaller for the coupled SCIATRAN simulations, emphasizing the need to
consider a coupled radiative transfer for retrievals of ocean color or atmospheric
parameters over the ocean. Future studies will evaluate further the improved
SCIATRAN version by focusing on MERIS collocations which overpass long-
term-biooptical stations (e.g. BOSSOULE, MOBY) where more of the optical and
geophysical parameters have been measured. Here the optical conditions under
which MERIS observations were taken are clearer.

Fig. 2.11 Modelled (red line uncoupled, green line coupled SCIATRAN version) and measured
(blue cross MERIS data) reflectances at the top of the atmosphere for (left panel) an oceanic
region with chlorophyll concentration of 0.22 mg/m3, near the aerosol station Dunedin (New
Zealand, 163.47� E and 42.59� S), and (right panel) an oceanic region with chlorophyll
concentration of 0.09 mg/m3, near the aerosol station Midway Island (Atoll close to Hawaii,
177.35� W and 28.34� N), both on September 18, 2006. The red crosses show the deviation of the
uncoupled version versus measured reflectance, and the green crosses the deviation of the coupled
version versus measured reflectance in absolute values
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Abstract This study was dedicated to improve the PhytoDOAS method, which
was established to distinguish major phytoplankton groups using hyper-spectral
satellite data from SCIAMACHY. Instead of the usual approach of the PhytoDOAS
single-target fit, a simultaneous fit of a certain set of phytoplankton functional types
(PFTs) was implemented within a wider wavelength fit-window, called multi-target
fit. The improved method was successfully tested through detecting reported
blooms of coccolithophores, as well as by comparison of the globally retrieved
coccolithophores with the global distribution of Particulate Inorganic Carbon (PIC).
We analyzed eight years of SCIAMACHY data to investigate the temporal varia-
tions of coccolithophore blooms in a selected region within the North Atlantic,
which is characterized by the frequent occurrence of intensive coccolithophore
blooms. These data were compared to satellite total phytoplankton biomass, PIC
concentration, sea-surface temperature, surface wind speed and modeled mixed-
layer depth (MLD) in order to investigate the bloom dynamics based on variations
in regional climate conditions. The results show that coccolithophore blooms fol-
low the first total chlorophyll maximum and are in accordance with the PIC data.
All three biological variables respond to the dynamics in wind speed, sea surface
temperature and mixed layer depth. Overall, the results prove that PhytoDOAS is a
valid method for retrieving coccolithophore biomass and for monitoring bloom
developments in the global ocean.

Keywords Phyto-optics � SCIAMACHY � PhytoDOAS � Coccolithophores

2.6.1 Introduction

2.6.1.1 Motivation

The most suitable approach to monitor the global distribution of marine phyto-
plankton and to estimate their total biomass is by satellite remote sensing. Using
ocean-color sensors, long-term records of aquatic parameters are provided on a
global scale, with different applications (e.g., improving the understanding on
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ocean biogeochemistry and marine ecosystem dynamics; assessing fisheries pro-
ductivity and the distribution of harmful algal blooms). Surveying the distributions
and developments of marine phytoplankton on a global scale (e.g. Yoder et al.
1993) has been done by retrieving aquatic chlorophyll-a (chl-a), the common
phytoplankton pigment, which is used as an indicator of phytoplankton biomass
(Falkowski 1998). Several biooptical empirical algorithms (e.g., OC4v4 by
O’Reilly et al. 1998) and semi-analytical algorithms (Carder et al. 2004) have been
developed, relying on water-leaving radiance detected by satellite sensors, to
retrieve the total chl-a. However, due to the phytoplankton biodiversity and dif-
ferences in the optical properties and biogeochemical impacts of different phyto-
plankton groups, remote identification of phytoplankton functional types (PFTs;
Nair et al. 2008) has been of great interest. These developed PFT-based retrieval
methods (e.g. Sathyendranath et al. 2004) will improve the estimates of the total
phytoplankton biomass, as well as deepen the understanding of oceanic biogeo-
chemical cycles. However, all these attempts have been dependent on empirical
methods and therefore on a large sets of in situ measurements. This has motivated
the development of an alternative method for retrieving PFTs, called PhytoDOAS
(Bracher et al. 2009). This method is essentially different from the other PFT
ocean-color algorithms by retrieving the optical signatures of different PFTs within
the backscattered spectra measured by the hyper-spectral satellite sensor
SCIAMACHY (on-board ENVISAT: ENVIronmental SATellite of the European
Space Agency, ESA). Testing the improvement of PhytoDOAS in retrieving more
PFTs has been the main goal of this study.

2.6.1.2 The Importance of Coccolithophores

Sensitive responses of phytoplankton to environmental and ecosystem changes
make them reliable indicators of the variations in climate factors. Coccolitho-
phores are an abundant phytoplankton group with a wide range of impacts on the
oceanic biogeochemical cycles and a significant influence on the optical features
of surface water (Tyrrell et al. 1999). Coccolithophores emit dimethylsulfide
(DMS, Andreae 1990), which is converted into the sulfur aerosols and cloud
condensation nuclei (CCN), and thereby influence the climate and the Earth’s
energy budget (Charlson et al. 1987). Coccolithophore blooms are very important
because they are frequently occurring (Holligan et al. 1993), and have unique
biooptical and biogeochemical properties (Balch et al. 2004): coccolithophores are
the main planktonic calcifiers in the ocean, characterized by building up calcium
carbonate CaCO3 plates, called coccoliths (Westbroek et al. 1985) and making a
major contribution to the total content of suspended PIC in the open oceans
(Milliman et al. 1993).

32 2 Remote Sensing and Modelling of Atmospheric Chemistry



2.6.1.3 Objectives

The main interest of this study was to develop an appropriate method for quan-
titative remote sensing of coccolithophores using satellite data. This satellite-based
method was used for monitoring temporal variations of coccolithophores on a
global scale and by that for studying the impacts of variations of climate factors on
marine phytoplankton. The study also aimed to identify the capacity and appli-
cability of the method for climate research, i.e., phenological studies of phyto-
plankton dynamics to track the regional impacts of climate change (Winder 2010).
In detail, coccolithophore dynamics in a selected region was monitored along with
the variations of certain geophysical parameters, representing the regional climate.
The retrieval method takes into account the phytoplankton absorption spectra, the
existence of multiple PFTs and the pathlength of light penetrating in the water.
These factors are often not considered in current biooptical methods based on
band-ratio algorithms. Moreover, by retrieving only the differential absorption
features, PhytoDOAS has the potential to obtain results on PFT chl-a also in
coccolithophore rich region, where hyper-spectral variation are still visible. In this
sense, retrieving coccolithophore blooms provides a reliable application to test the
functionality of the improved PhytoDOAS method.

2.6.2 Material and Method

2.6.2.1 From DOAS to PhytoDOAS

PhytoDOAS was established to discriminate major phytoplankton groups based on
their specific absorption footprints on the backscattered radiation from the ocean
(Bracher et al. 2009). Differential Optical Absorption Spectroscopy (DOAS,
Perner and Platt 1979), often used in atmospheric remote sensing, was applied to
extract information on ocean optics; in particular on inelastic scattering (Vibra-
tional Raman Scattering, VRS) of water molecules (Vountas et al. 2007) and on
either diatoms or cyanobacteria specific absorptions. Within DOAS, from the ratio
of earth shine backscattered radiation to extraterrestrial radiation, the imprints of
differential absorption features of all relevant absorbers within the retrieved
wavelength range are extracted. From the absorption cross-sections their differ-
ential parts are calculated by the least square optimization, which is used to fit the
parameters attributed to the slant column densities of all relevant absorbers and the
polynomial coefficients (accounting for elastic scattering and the low frequency
variation in the absorption cross sections). The main outputs of PhytoDOAS are
the fit factors for phytoplankton absorption and VRS, which are retrieved
independently through two separate fits and are processed together to derive the
chl-a concentration of the target PFT (Bracher et al. 2009).

2.6 Improving the PhytoDOAS Method to Retrieve 33



2.6.2.2 Improvement to PhytoDOAS

As a recent improvement to PhytoDOAS, presented in this study, instead of just a
single PFT target, three selected PFTs’ absorption spectra (Fig. 2.12, left) are fitted
simultaneously. These PFTs are diatoms, dinoflagellates and coccolithophores,
which have been chosen through derivative spectroscopy analysis of phyto-
plankton absorption spectra (Aguirre et al. 2001). Based on the fourth derivative
analysis, the appropriate PFTs (Fig. 2.12, right) for the simultaneous fit and also
the appropriate fit-window for their retrieval (extended to 429–521 nm) have been
selected. Accordingly, to incorporate the multi-target fit in PhytoDOAS, the single
PFT absorption is replaced by several target PFTs’ absorption spectra. The output
includes a fit-factor assigned to each PFT target. The atmospheric reference
spectra used in the PhytoDOAS multi-target fit are defined in (Bracher et al. 2009),
the pseudo-absorption spectrum for VRS is defined in Vountas et al. (2007) and the
target PFTs’ spectra include the specific absorption spectra of diatoms, dinoflag-
ellates and E. huxleyi, which were obtained by applying the PSICAM technique
(Röttgers et al. 2007) on culture E. huxleyi and natural samples of diatoms and
dinoflagellates. The chl-a conc. of PFTs existing in the natural samples were
calculated by performing the CHEMTAX analysis (Mackey et al. 1996) on the
high-performance liquid chromatography (HPLC) data.

2.6.2.3 Satellite and Modeled Data

For the PhytoDOAS method high spectrally resolved satellite data from SCIAM-
ACHY have been used. This sensor covers a wide wavelength range (from 240 to
2380 nm) with a spectral resolution from 0.2 to 1.5 nm (Bovensmann et al. 1999).
To compare and evaluate the PhytoDOAS coccolithophore results and to investi-
gate their probable correlations with climate factors, four other satellite products
were studied for a selected region in the North Atlantic from Jan. 2003 to Dec. 2010
as follows: (1) total chl-a from ESA’s ocean-color dataset, GlobColour, providing

Fig. 2.12 Specific absorption spectra of five major PFTs (right panel) and corresponding fourth-
derivative spectra (left panel) used for spectral analysis
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merged data from three major ocean-color sensors: MODIS-Aqua, MERIS and
SeaWiFS, (http://www.globcolour.info); (2) PIC data from MODIS-Aqua level-3
products (http://modis.gsfc.nasa.gov); (3) sea surface temperature (SST) from
Advanced Very High Resolution Radiometer sensor (AVHRR: http://nsidc.org/
data/avhrr); and finally (4) surface wind-speed data derived from the Advanced
Microwave Scanning Radiometer-Earth Observing System (AMSR-E) sensor
(http://remss.com). Additionally, a set of mixed layer depth (MLD) modeled data,
obtained from the Ocean Productivity’s merged FNMOC data (http://science.
oregonstate.edu/ocean.productivity/index.php), were used as another regional
geophysical parameter. The PFT assimilated data from the NASA Ocean Bio-
chemical Model (NOBM, (Gregg and Casey 2007)), were used as a preliminary
source of comparison of PETs.

2.6.3 Results and Discussion

2.6.3.1 Global Distribution of Coccolithophores

Figure 2.13 illustrates, as an example, the global comparison of PhytoDOAS
coccolithophore chl-a to PIC conc. for Aug. 2005, showing consistent patterns
between the two products. Since the concentration of PIC is proportional to the
suspended coccoliths in surface waters, it is regarded as an indicator for cocco-
lithophores (Balch et al. 2005). In this sense, good agreements observed between
the results of this study and PIC global distribution confirm the performance of the
PhytoDOAS coccolithophore retrieval.

2.6.3.2 Time Series of Monitored Parameters in a Selected
Region of the North Atlantic

To monitor the development of coccolithophore blooms, a region in the North
Atlantic (named nAtl) at 53–63�N and 14–24�W of high bloom occurrence was
selected based on the proposed global distribution of coccolithophores (e.g.
Brown 1995) and on selected coccolithophore field studies (Holligan et al. 1993;
Raitsos et al. 2006). Fig. 2.14 shows the monthly mean time series (from 2003 to
2010) of the PhytoDOAS coccolithophores and the other studied parameters:
total chl-a, PIC, SST, wind-speed and modeled MLD. Table 2.3 shows the
correlation coefficients over the bloom seasons in the nAtl region between the
PhytoDOAS coccolithophores and the other parameters, and between PIC and
other parameters.
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2.6.4 Conclusions and Outlook

The PhytoDOAS results are consistent with the two other ocean color products,
PIC conc. and total chl-a, and support the reported dependencies of coccolitho-
phore biomass’ dynamics to the compared geophysical variables. The results imply
that coccolithophore blooms succeed the periods of elevated phytoplankton bio-
mass, which are usually dominated by diatom blooms. Regarding the fact that
the large reflectance from surface waters in coccolithophore rich areas affect the
performance of the standard chl-a algorithms, the overestimations observed in the
PhytoDOAS retrieved coccolithophores during the blooms (compared to the total
chl-a product), suggest that over the coccolithophore bloom regions the ocean
color sensors, supplying the GlobColour chl-a data, suffer from an underestimation
of chl-a. However, the final assessment needs to be achieved by a future com-
prehensive validation with in situ measurements. This study suggests that Phy-
toDOAS is a valid method for retrieving coccolithophores’ biomass and for
monitoring bloom developments in the global ocean. Future applications of time-
series studies using the PhytoDOAS data set are proposed, as using the new
upcoming generations of hyper-spectral satellite sensors with improved spatial
resolution. Regional adaptations of the PhytoDOAS coccolithophores are planned
in order to account for the spatial variations in specific absorptions in respect to
dominating coccolithophore species, e.g., following the well-known oceanic bio-
geophysical provinces (Longhurst 1998).

Acknowledgements We are thankful to ESA, DLR, and the SCIAMACHY
Quality Working Group (SQWG) for providing us with SCIAMACHY level-1
data. We thank NASA-GSFC for NOBM data and MODIS PIC images and data.
We are grateful to NASA and ESA, particularly to the GlobColour project, for
supplying satellite total chl-a data. We are thankful to AVHRR for providing the
SST data, AMSR-E for the surface wind-speed products and also Ocean Produc-
tivity for the monthly MLD data. Funding was provided by the HGF Innovative
Network Funds (Phytooptics).

Fig. 2.13 PhytoDOAS coccolithophore chl-a from SCIAMACHY (right panel) and PIC conc.
from the MODIS-Aqua (left panel) for Aug. 2005
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Fig. 2.14 Time series of six parameters monitored in North-Atlantic during the North Atlantic
blooming season (January–September) from January 2003 to December 2010: a coccolithophores
[Ehux] chl-a conc. retrieved by PhytoDOAS; b GlobColour total chl-a; c PIC conc. by MODIS-
Aqua; d MLD from Ocean Productivity merged data; e SST from AVHRR; and f surface wind-
speed from AMSR-E. The dashed line on each plot indicates the respective linear trend

Table 2.3 Correlation coefficients between the studied parameters in the North Atlantic region
(nAtl)

Ehux chl-a
(PhytoDOAS)

Total chl-a
(GlobColour)

PIC (MODIS -Aqua) MLD SST Wind-speed

Ehux chl-a – 0.53 0.66 -0.58 0.64 -0.49
PIC 0.66 0.79 – -0.67 0.59 -0.72
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Abstract Growth of phytoplankton in the Southern Ocean (SO) is largely limited
by insufficient concentrations of the micronutrient iron, so that despite the large
macronutrient reservoir, the SO is considered a High Nutrient Low Chlorophyll
region. Therefore, phytoplankton growth is enhanced where exogenous iron is
introduced to the system, for example downstream from islands. These confined
regions sustain very rich ecosystems and are hot spots for atmospheric carbon
dioxide drawdown. In this study, a combination of satellite derived measurements
and model simulations are used to investigate the biological and physical envi-
ronmental disturbances of the island of South Georgia (37�W, 54�S), which is
located in the southwestern part of the Atlantic sector of the SO. We show not only
that the island shelf is an important source of dissolved iron to the system, but also
that the characteristic surface circulation patterns found downstream of the island
play an important role in maintaining the shape and distribution of the developing
phytoplankton bloom.

Keywords Southern Ocean � South Georgia � Island mass effect � Satellite
observations � Primary productivity � High nutrient low chlorophyll regions �
Biogeochemical modelling � Iron � ROMS � PISCES

2.7.1 Introduction

The Southern Ocean (SO, latitudes south of 40�S) covers 20 % of the global
ocean, and surrounds the Antarctic Continent. The main hydrographic component
is the Antarctic Circumpolar Current (ACC), an intense eastward flowing current
encircling uninterrupted the continent.

The SO is a fundamental component of the Earth system and of its response to
climate change (Marinov et al. 2006). Along portions of the Antarctic coast, the
seasonal sea-ice formation generates intermediate and bottom waters which pro-
vide a major forcing to the global thermohaline overturning circulation, hence
promoting heat, nutrient and gas fluxes with the other oceans.
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Along the path of the ACC, upwelling of deeper waters replenishes surface
waters with high concentrations of macronutrients (e.g., phosphates and nitrates)
necessary for the growth of phytoplankton. However, due to insufficient concen-
trations of the trace metal iron, which is necessary for photosynthesis, algal growth
in the SO is reduced, a reason why it is defined as a High Nutrient Low
Chlorophyll (HNLC) region (Sarmiento and Gruber 2006).

Higher algal biomass is found where exogenous iron is introduced to the surface
layers; among others, noteworthy sources are continental margins and atmospheric
dust depositions (Tagliabue et al. 2009), as well as sea-ice melting (Lannuzel et al.
2007).

In situ investigations of the remote SO are generally limited to Austral summer,
when most oceanographic cruises can be conducted. Consequently, satellite
observations and modelling experiments are necessary tools to integrate with
available in situ measurements. The former provide a quasi-synoptic view of
regions as large as the SO, while the latter, albeit the necessary simplifications,
allow for a virtual laboratory where to test hypothesis and better understand
processes. Both tools were combined in the current study to investigate how and to
what extent the sub-Antarctic Island of South Georgia generates an ‘‘Island Mass
Effect’’, in other words, influences the surrounding physical and biogeochemical
environment.

South Georgia (SG) is a relatively small island of the southwest Atlantic sector of
the SO, lying between two of the major ACC fronts: the Polar Front (PF) to the
north, and the Southern ACC Front (SACCF) to the south. Amidst HNLC waters,
downstream from the island develops an intense phytoplankton bloom, which is
clearly detectable from satellite ocean color imagery (Fig. 2.15, refer also to (Park
et al. 2010)) and in situ measurements (Korb and Whitehouse 2004). This highly
productive system sustains a rich ecosystem and one of the largest commercial krill
fisheries (Atkinson 2001); furthermore, due to the enhanced phytoplankton growth,
which promotes the biological carbon pump, it is identified as one of the most
important Antarctic regions of atmospheric carbon drawdown (Schlitzer 2002).

2.7.2 Data and Methods

Chlorophyll-a concentration (chl-a) estimates were derived from the satellite Sea-
viewing Wide Field-of-View Sensor (SeaWiFS) at 9 km resolution. Due to the
large number of data gaps caused by frequent cloud cover, only monthly com-
posites were used. Ocean color images were retrieved between November and
February (austral summer) and between 1997 and 2010.

Surface circulation patterns were estimated from the AVISO Satellite Absolute
Dynamic Topography (ADT) measurements. Weekly products were retrieved, and
averaged to form a monthly climatology corresponding to the same time period of
the SeaWiFS observations.
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Model simulations were carried out with a coupled configuration of ROMS, a
free surface, topography following, primitive equation regional model (Shche-
petkin and McWilliams 2005) and PISCES, a 24-compartment biogeochemical
model, where the cycles of carbon and the main nutrients (including iron) are
resolved (Aumont and Bopp 2006). Simulations were run at 1/6� resolution
(*12 km).

2.7.3 Results and Discussion

According to the climatology shown in Fig. 2.15, a large phytoplankton bloom
develops in the South Georgia region; the position of the bloom appears to be
confined over the Georgia Basin while outside the basin borders, chl-a remains
mostly below 0.5 mg/m3 hence indicating typical HNLC conditions.

Measurements of ADT in the SG region, allow for estimating the main path-
ways and intensities of surface circulation; the former are parallel to ADT contour
lines, while the latter are more intense when contour lines are closer. As indicated
by ADT contours (black lines in Fig. 2.16a), the flow encounters the island from
the southwest and then continues northeast embracing the Georgia Basin at all
sides. Furthermore, it is possible to infer intense currents along the borders of the
basin (especially along the northern periphery, where contour lines are closely
spaced) and a weaker circulation regime in the region found directly above the
basin.

The similarity between surface circulation patterns depicted in Fig. 2.16a and
the bloom distribution shown in Fig. 2.15 suggests that the surface circulation in
the SG region plays an important role in maintaining the shape and position of the

Fig. 2.15 November–February chlorophyll-a climatology from 1997 until 2010 in the southwest
Atlantic sector of the SO from satellite ocean color estimates. Bold lines indicate the Polar Front
(PF) and the Southern ACC Front (SACCF), SG indicates the island of South Georgia, and GB
stands for Georgia Basin, the rectangle depicts the South Georgia region; thin black lines indicate
the 2000 m isobaths
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phytoplankton bloom developing downstream from SG. Therefore, circulation
patterns are such that phytoplankton cells remain entrained in a favorable region
where the flow is weaker and nutrient reservoirs may be continuously replenished.

The importance of SG as a source of dissolved iron is suggested by model
simulations (Fig. 2.16b), which show the presence of a plume originating from the
island that follows the direction of the main flow (arrows). However, the char-
acteristic circulation patterns depicted in Fig. 2.16a remain difficult to resolve,
possibly due to the sensitivity of the system to the adopted boundary conditions or
the chosen model resolution which does not allow for a full representation of the
physical environment (i.e., eddies, which at the chosen resolution are not
resolved).

2.7.4 Conclusions

Although our results indicate that downstream from SG the observed phyto-
plankton bloom results from a characteristic physical environment, being SG a
source of dissolved iron, a comprehensive understanding of the system, where a
patchwork of top-down (i.e., grazing) or bottom-up (light or nutrient co-limitation)
controls come into play, requires further in situ investigations and model experi-
ments. The former would provide additional biogeochemical measurements which
to date remain scarce, while the latter would help assess the relative importance of
physical processes other than surface circulation (for example performing simu-
lations where tidal effects and/or eddies are included) or additional nutrient sources
in determining the observed biological response to the South Georgia ‘‘Island
Mass Effect’’.

Fig. 2.16 a Absolute dynamic topography in the South Georgia region between November and
February according to the 1997–2010 climatology. Contour lines indicate direction of main flow
and distance between isolines provides an estimate of flow intensity. b Simulated distribution of
surface dissolved iron (color code) and circulation (arrows) during December of model year 3. In
both panels, 2000 m isobaths are indicated with bold contour lines
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Abstract Sea ice concentration, the fraction of sea ice coverage per unit area, is
subject to regional climate variability in the Weddell Sea, Antarctica. The mag-
nitude and origin of local trends in ice coverage, which are found to be most
pronounced in summer, were analyzed using the ‘‘bootstrap algorithm sea ice
concentration data’’ from the NSIDC for 1979–2006. The impact of atmospheric
forcing such as air temperature and wind speed as well as that of ice drift obtained
from satellite data and from free drift model simulations was studied. Generally,
most of the observed sea ice concentration changes in summer can be related to
wind changes. Also the temperatures correlate well with ice concentration, but
whether sea ice concentration forced the temperature changes or vice versa is still
unclear.

Keywords Sea ice � Concentration � Ice drift � Weddell Sea � Antarctic, Southern
Ocean � SSM/I � Polar Pathfinder sea ice motion � Free drift � NCEP

2.8.1 Introduction

Sea ice is an indicator for climate change. In the Northern Hemisphere, ice extent
(IE) has decreased over the last decades and the causes for this decrease have been
subject to several studies (e.g. Parkinson and Cavalieri 2002; Stroeve et al. 2005).
However, in the Southern Ocean, IE has increased by about 1 % per decade
(Cavalieri and Parkinson 2008). This trend is a circumpolar average over different
signals from various Antarctic regions. Here, we focus on the Weddell Sea sector.

Cavalieri and Parkinson (2008) found that the IE has increased during summer
and fall by 6.3 and 1.8 %, respectively, and decreased during winter and spring by
0.1 %, but they were not able to fully identify the underlying mechanisms. We
present an analysis of the sea ice concentrations (SIC) in the Weddell Sea for
1979–2006, showing that IE changes were a product of different trends in different
parts of the Weddell Sea, namely (1) increasing SIC (and therefore a higher extent)
in the eastern regions and (2) decreasing SIC along the Antarctic Peninsula. Our
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analysis indicates that wind and related drift changes caused SIC trends and that
their influences differ between the marginal and coastal ice zones and the pack ice
in the central Weddell Sea.

2.8.2 Data

SIC data with a resolution of 25 km, projected onto a polar stereographic grid,
are provided by the National Snow and Ice Data Center (NSIDC) as a combi-
nation of observations from the Scanning Multichannel Microwave Radiometer
(SMMR) and the Special Sensor Microwave/Imager (SSM/I) generated using the
bootstrap algorithm (Comiso 1999). Data were correlated to the NCEP/NCAR
reanalysis sea level pressure, 2 m air temperature, and 10 m wind from 1979 to
2006 and to sea ice drift data from the Polar Pathfinder Sea Ice Motion vectors
(Fowler 2003, obtained from the NSIDC), for 1988–2006. Uncertainties of this
product for the Weddell Sea were quantified through a comparison with buoy
data by Schwegmann et al. (2011) and have been shown to increase in summer.
Therefore, we also used velocities from a free drift model, forced with 10-wind
speeds and ocean near-surface currents from the Finite Element Sea ice-Ocean
Model (FESOM, Timmermann et al. 2009).

2.8.3 Results and Discussion

Mean SIC (Fig. 2.17) and their trends (Fig. 2.18) were analysed in this study.
The strongest changes of SIC occurred in austral summer, with an increase at the
eastern boundaries of the ice cover and a strong decrease along the coast of
the Antarctic Peninsula (AAP, Fig. 2.18). The changes at the AAP are observed
year-round and can be related to increased wind speeds in most months. For all
months, not only in summer, the wind velocities are anti-correlated with SIC in
this region (Fig. 2.19). The zonal wind is thereby anti-correlated with SIC during
all three months, whereas the correlation between the meridional component and
SIC alternates in sign (not shown).

Generally, the same anti-correlation as for wind is found between observed SIC
and modelled free drift next to the tip of the AAP (not shown). Mean sea ice drift
at this location is offshore, transporting ice from the coast into the central Weddell
Sea and the marginal sea ice zones. Thus, if sea ice drift is enhanced due to
increased wind speeds, the near coastal region loses ice, while at the same time ice
coverage is increased in the marginal sea ice zones. In the inflow area in the
eastern Weddell Sea, free drift speeds are mainly anti-correlated to SIC. A feasible
explanation is that with stronger drift, more sea ice can be transported into the
Weddell Sea basin and less ice remains in the north-eastern coastal region, while
refreezing only gradually increases the ice coverage in this region.
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Next to the wind and the free drift, also temperatures show a significant signal:
In February and March, 2 m air temperatures are mainly anti-correlated to SIC,
with coefficients of up to -0.8 in the marginal sea ice zone (not shown).
Specifically the decreasing SIC at the AAP comes along with increasing tem-
peratures. Trends of the 2 m air temperatures (Fig. 2.20) at the AAP are indeed
positive and are certainly connected to the observed decrease in SIC. In addition,

Fig. 2.18 Sea ice concentration trends in % concentration per decade

   

Fig. 2.19 Correlation between sea ice concentrations and wind speeds for January, February and
March 1979–2006. Vectors show the mean wind field

Fig. 2.20 Temperature trends for January, February and March 1979–2006

Fig. 2.17 Mean sea ice concentrations for January, February and March for the period 1979
through 2006 in %
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large parts of the Weddell Sea show a decrease in 2 m air temperatures in austral
summer, which is consistent with increasing SIC in the marginal sea ice zone.

However, given that true observations in this region are sparse and that near-
surface temperatures in the reanalysis datasets are bound to be affected by the SIC
prescribed as a boundary condition in the assimilations system, it is impossible to
tell whether warmer air forces ice to melt, or reduced ice coverage causes an
increased ocean-to-air heat flux and thus a local warming of the lower atmosphere.
An analysis of correlations with time lag of ±1 month does not help to answer this
question. In January, correlation of temperature changes one month behind those
of SIC reveals a high anti-correlation (which indicates that reduced ice coverage
causes a warming of the lower atmosphere), but for the other months, the highest
anti-correlations occur without any time lag.

In addition, the analysis of cloud coverage does not yield a robust correlation to
SIC, which may indicate that downward radiation fluxes do not play a major role
in regional climate change in the Weddell Sea. Satellite-based ice drift patterns in
summer are based on very few data points and show only little connection to the
observed SIC changes.

2.8.4 Conclusion

Analyzed trends in near-surface wind and the closely connected ice drift are
consistent with the observed decrease of SIC at the tip of the AAP together with
the increased ice coverage in the eastern marginal sea ice zone. Correlation
coefficients, however, are not very high, so that other effects certainly contribute to
the observed changes. The finding that the correlations between simulated free
drift and observed SIC are sometimes smaller than those for the reanalysis wind
may result from the prescribed ocean currents as well as from the fixed mean sea
ice thickness in the free drift model (although neither varying the prescribed mean
sea ice thickness between 0.5 and 2 m nor using time-invariant ocean currents
notably change the mean drift speeds), but it may also indicate that the advection
of warm air with increased westerly winds adds to the purely dynamic effect. The
weak connection between satellite-based ice drift and observed SIC may be due to
uncertainties in the used satellite product, but further investigations on this topic
are necessary.
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Abstract For climate modelling, the snow grain size is an important parameter to
determine the snow albedo on ground, which in turn affects the radiative balance
of the Earth. Recently, the Snow Grain Size and Pollution (SGSP) retrieval from
reflectances of the optical satellite sensor Moderate Imaging Spectroradiometer
(MODIS), applicable for polar regions, was developed and implemented. In this
section, a comparison of the SGSP-retrieved with ground-measured snow grain
size is presented, using six different ground truth data sets from the Arctic, the
Antarctic, Greenland, and Japan. It shows a good agreement with a correlation
coefficient of 0.86 and with small differences below 15 % for almost half of the
comparison cases.

Keywords Snow grain size � Retrieval � MODIS � Validation

2.9.1 Introduction

Snow is part of the cryosphere in the climate system of the Earth. It covers up to
45.000 km2 of the Earth’s surface. As in most cases the snow falls on a darker
surface, a much larger amount of the incoming solar radiation is reflected,
affecting the radiative balance of the Earth.

From the microphysical perspective, a single snow grain is an ice crystal
consisting of frozen water and is formed in clouds. The single crystals cluster
together and fall as snow flakes onto the Earth’s surface. There, they accumulate to
a layer of snow consisting of ice, air, and sometimes impurities like dust or soot.
Inside the snow layer, metamorphism changes the shape and size of the ice
crystals, mainly controlled by the temperature and the vertical temperature
gradient.

Light falling on a snow layer mostly gets scattered, reflected, and partly
absorbed. As snow is a porous medium of ice, air, and possibly impurities, the light
entering a snow layer is often multiply scattered. The albedo of snow (as the ratio
of reflected (including multiply scattered) and incident light) is high in the visible
(1.0–0.9) and decreases towards the near-infrared (0.9–0.2). For a semi-infinite
snow layer, the albedo is mainly determined by the size and shape of the grains,
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and the amount of impurities. Therefore, those parameters are important if mod-
elling the Earth’s climate.

Regular observations of the snow on a global scale can only be achieved by
means of satellite remote sensing, as many snow covered areas in polar regions are
difficult to access. The type of electromagnetic radiation sensitive to the snow
grain size and impurities is the optical (visible and near-infrared) radiation in the
range from 0.4 to 1.4 lm. Data in this spectral range are available from various
satellite sensors at a spatial resolution in the order of 10 m–1 km.

An algorithm that uses optical observations to determine the snow grain size
and impurity amount (here: soot concentration) with satellites is the Snow Grain
Size and Pollution (SGSP) algorithm developed by Zege et al. (1998, 2008, 2011).

In this section, a validation study of the SGSP-retrieved grain size is summa-
rized, using six ground truth data sets from different regions (Arctic, Antarctic,
Greenland, and Japan) on different subsurfaces (land, sea ice, and lake ice) in the
years 2001–2009. The full details are given in Wiebe et al. 2011.

2.9.2 The SGSP Retrieval

The SGSP algorithm, developed by Zege et al. (1998, 2008, 2011) computes the
snow grain size and impurity amount from optical satellite data (here: MODIS
Channels 3, 2, and 5 at 0.47, 0.86, and 1.24 lm). It uses a snow reflectance model
based on an analytical asymptotic solution of the radiative transfer theory and on
geometrical optics for the optical properties of snow (Zege et al. 2008):

Riðh; h0;uÞ ¼ R0ðh; h0;uÞ exp �A
ffiffiffiffiffiffiffiffiffi
ciaef
p KðhÞKðh0Þ

R0ðh; h0;uÞ

� �

with ci ¼ 4pðvi þ jCSÞ=ki and KðhÞ ¼ 3 ð1þ 2 cos hÞ=7

ð2:3Þ

• i refers to the MODIS Channel number i
• Ri is the snow reflectance received by the instrument
• R0 is the bidirectional reflectance distribution function (BRDF) for non-

absorbing snow
• h, h0, and u are the sensor zenith, solar zenith, and relative azimuth angle
• A is a form factor depending on the snow crystal shape (here: A = 5.8)
• ci is the absorption coefficient of snow
• aef the effective optical snow grain size
• K is the escape function
• v-i is the imaginary part of the complex refractive index of ice
• j depends on the type of pollutant (here for soot: j = 0.2)
• CS is the relative volumetric soot concentration
• ki s the wavelength
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Equation (2.3) is valid for retrievals directly on the surface, or for atmo-
spherically corrected reflectances from satellite sensors. The atmospheric correc-
tion used in this work is described in Zege et al. (2011). Furthermore, two steps of
data pre-processing are applied to the MODIS input data: removing striping
artifacts due to instrument calibration errors and extracting snow pixels from non-
snow pixels like water, soil, or clouds (Wiebe 2011).

The SGSP retrieval has two main characteristics distinguishing it from existing
snow grain size retrievals (e.g. Nolin and Dozier 2000; Stamnes et al. 2007):

• Its reduced dependency on the snow crystal shape allows better results as the
crystals may have different shapes (columns, plates, fractals) of different
reflection characteristics, where the shape information is not available a priori
on large areas in polar regions.

• Its validity at high solar zenith angles up to 75� (i.e. sun elevation down to 15�)
allows applying the retrieval in polar regions where the sun is often low.

2.9.3 Validation Studies

The SGSP-retrieved snow grain size has been validated with ground truth data
from six different measurements campaigns.

Aoki et al. (2007) measured the microphysical snow grain size by a handheld
lens and ruler at several places on Hokkaido, Japan, and at Barrow, Alaska, in the
years from 2001 to 2005. Gallet et al. (2010) measured the specific surface area
(can directly be related to the optical snow grain size) at Dome C and on the
traverse from Dome C to Dumont D’Urville, Antarctica, in the austral summer
2008/2009. Markus et al. (2006, Personal communication) measured the micro-
physical snow grain size on the sea ice of the Chuckchi Sea, Alaska. Scambos et al.
2007 measured the optical snow grain size by a ground spectrometer on the sea ice
near the coast of Wilkesland, Antarctica. Painter et al. (2007) measured the optical
snow grain size by a ground spectrometer at Swiss Camp near the west coast of
Greenland. Brandt et al. (2008) measured the spectral albedo (can directly be
related to the optical snow grain size) by a ground spectrometer, on the Elson
Lagoon, Alaska.

The results of the six comparisons are shown in the scatter plot of Fig. 2.21,
having a correlation coefficient R = 0.86. There are 17 cases with small differ-
ences below 15 %, 15 cases with intermediate differences between 15 and 50 %,
and 5 cases with large differences above 50 %.
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2.9.4 Discussion and Conclusion

The comparison of the SGSP-retrieved to the ground-measured snow grain size
from the six ground truth data sets shows a good agreement. Most cases of larger
differences are influenced by cirrus clouds, wet snow, surface hoar, or wind crust.
Discrepancies may also be attributed to SGSP retrieval, e.g. by instrument noise in
the MODIS input data. Furthermore, the ground measurements are point mea-
surements, whereas one satellite pixel has a size of 500 9 500 m2 inside of which
the snow may not be distributed homogeneously.

In the Aoki et al. (2007) data set, measuring the microphysical snow grain size,
the ground observations have a large spread at one site and day (large error bars in
Fig. 2.21) and larger discrepancies to the SGSP-retrieved grain size. Therefore,
ground measurements of the optical snow grain size are preferable for validating
satellite retrievals.

The final result of this work is that the SGSP retrieval has been validated
successfully with a versatile mixture of ground measurements. It is implemented in
a near-real time processing chain allowing efficient processing of the snow grain
size, which influences the albedo and thus the radiative balance of the Earth.

Fig. 2.21 Scatter plot of the SGSP-retrieved versus the ground-measured snow grain size for the
6 different data sets. Dots and error bars are local daily averages and their standard deviation. For
cases without error bars only one measurement was available or the error was too little
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Chapter 3
Earth System Modelling and Data
Analysis

3.1 The Last Interglacial as Simulated by an Atmosphere–
Ocean General Circulation Model: Sensitivity Studies
on the Influence of the Greenland Ice Sheet
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Abstract During the Last Interglacial (LIG), the northern high latitudes showed
summer temperatures higher than those of the late Holocene, and a significantly
reduced Greenland Ice Sheet (GIS). We perform sensitivity studies for the height
and extent of the GIS at the beginning of the LIG [130 kyr before present (BP)],
using the COSMOS coupled atmosphere–ocean general circulation model. Dif-
ferent methods are deployed in order to change the GIS height and surface area.
Our experimental approach also considers the Earth’s orbital parameters for
130 kyr BP, since insolation changes are considered to be the main driver of LIG
warmth. We analyze resulting anomalies in surface air temperature and sea ice
cover. Our study shows that a strong Northern Hemisphere warming indeed is
mainly caused by increased summer insolation. Changes in GIS elevation, surface
area, and albedo contribute to the overall warming of the LIG, but any of these
changed model boundary conditions lead to a weaker effect than the adjusted
orbital forcing.
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3.1.1 Introduction

Climate models represent an important tool in understanding the complex climate
of the Earth. Coupled atmosphere–ocean general circulation models (AOGCM)
simulate atmospheric and oceanic physical processes, and the interaction between
them. One important application of such models is the simulation of future climate
scenarios (Jansen et al. 2007). Obviously, a correct prediction of the climate of the
future has importance for the human society as a whole. To ensure reliability of
climate predictions, the models need to be tested on their ability to sufficiently
reproduce mean climate states that are different from today. Past geologic time-
scales are useful for this purpose. Simulations of interglacial climates provide the
possibility to evaluate how models respond when strong changes in the forcing are
applied (Mearns et al. 2001).

In our study, we discuss results from AOGCM simulations of the beginning of
the LIG at 130 kyr before present (BP). The LIG represents the interglacial before
the Holocene, which itself represents a warm stage. The LIG climate is considered
to have been warmer than the Holocene. It is believed that one cause for this
difference is increased LIG insolation during the summer months at mid-to-high
latitudes, while winter insolation has been lower in the tropics. The enhanced
seasonality in the Northern Hemisphere (NH) is thought to be caused by larger
obliquity (e), eccentricity (e), and angle of perihelion (x) of the Earth’s orbit
(Berger 1978).

During the LIG Arctic regions experienced summer temperatures warmer than
those of the late Holocene, and the Greenland Ice Sheet (GIS) has been signifi-
cantly reduced (Otto-Bliesner et al. 2006). Here, we investigate the relative con-
tribution of three factors on LIG warmth: orbital forcing, the reduced elevation and
extent of the GIS, and albedo changes. To this end, we perform four sensitivity
studies, which include not only the orbital forcing for 130 kyr BP, but also vari-
ations of the GIS.

3.1.2 Model Description and Experimental Setup

3.1.2.1 Model Description

The fully coupled Community Earth System Models (COSMOS) consist of the
atmosphere model ECHAM5 (Roeckner et al. 2003), the land surface model
JSBACH (Raddatz et al. 2007), the general ocean circulation model MPIOM
(Marsland et al. 2003), and the OASIS3 coupler (Valcke et al. 2003). COSMOS is
being developed at the Max-Planck-Institute for Meteorology in Hamburg and
other institutions. The atmospheric component ECHAM5 is a spectral model with
a horizontal resolution of T31 (*3.75� 9 3.75�). It has 19 vertical hybrid sigma-
pressure levels, the highest level being located at 10 hPa. The land surface model
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JSBACH simulates water, fluxes of energy, momentum and CO2 between land an
atmosphere, and comprises a dynamic vegetation module (Brovkin et al. 2009)
which enables the vegetation to explicitly adjust to a change in the climate state.
MPIOM has a resolution of GR30 (corresponding to *3�) with 40 vertical levels
on an Arakawa C-grid bipolar orthogonal spherical coordinate system. It includes
a Hibler-type zero-layer dynamic-thermodynamic sea ice model with viscous
plastic rheology (Semtner 1976; Hibler 1979). MPIOM does not apply a flux
correction (Jungclaus et al. 2006), allowing for a better representation of oceanic
heat transports in comparison to flux-corrected models. The time steps are 40 min
in the atmosphere and 144 min in the ocean.

3.1.2.2 Experimental Setup

We use a preindustrial (PI) simulation (Wei et al. 2012) as a control climate. The
greenhouse gas concentrations and orbital forcing of this PI experiment are pre-
scribed according to the Paleoclimate Modelling Intercomparison Project Phase 2
protocol (Braconnot et al. 2007a, b). The simulations of the LIG are performed as
equilibrium experiments with fixed boundary conditions. Orbital parameters for
this time slice have been calculated according to Berger (1978) for 130 kyr BP
(e = 0.038231, e = 24.2441�, and x = 49.097�). Our main interest is in the
effects of orbital forcing and the shape of the GIS, therefore greenhouse gas
concentrations have been prescribed at PI levels (278 ppmv CO2, 650 ppbv CH4,
and 270 ppbv N2O).

The extent to which the GIS has been reduced during the LIG is not well
constrained by observations. Therefore, we perform four experiments that differ in
Greenland elevation and ice sheet area. An LIG control run (LIG-ctl) with present
GIS allows us to quantify the exclusive effects of orbital forcing. Three experi-
ments consider a modified GIS: (1) GIS lowered to half its present elevation
(LIG- 9 0.5), but unchanged GIS area; (2) GIS lowered by a maximum of 1300 m
which is about half of its present elevation (LIG-1300m). At locations where the
present Greenland elevation is less than 1300 m, we set orography to zero meters,
define the ground to be ice-free, but keep the albedo at values typical for the GIS.
(3) Similar to LIG-1300m, but introduced ice-free areas also include a change in
the background albedo (LIG-1300m-alb). This experimental approach allows us to
separate the effects of a lowered and shrunk GIS from those of changes in albedo
on the climate of the NH. Other boundary conditions of the LIG experiments are
kept constant at their PI state. We integrated every experiment for 500 model years
into a quasi-equilibrium. Only the last 50 years of the integration are used for our
analysis.
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3.1.3 Results

We focus on anomalies of surface air temperature (SAT) and sea ice as important
climate indicators of the NH (Figs. 3.1, 3.2). In Figs. 3.1a, 3.2a we see the effect of
the orbital forcing. Annual mean SAT north of 20�N in the LIG is predominantly
higher than during the PI (DTS = +0.47 �C). LIG northern high latitudes (60–90�N)
are significantly warmer (DTS = +1.39 �C, regionally up to 7.5 �C) relative to PI.
The Arctic Ocean is warmed by around 2–3 �C. Strongest warming occurs over the
Barents and the Greenland Seas, where we observe an increased cloud-cover in
the LIG (not shown here). Cooling occurs at *20�N over Africa, at *25�N over the
Arabian Peninsula and India. We observe a link between the SAT and sea ice cover
in the northern high latitudes, which show similar anomaly patterns (Fig. 3.2a). Sea
ice cover in the LIG is generally much reduced.

Figures 3.1b, 3.2b present the effect of lowering the GIS by half its present
elevation. We observe a strong warming relative to PI over Greenland of up to
11.1 �C, and a warming of *2 �C over Canada, Alaska, and the western Arctic
Ocean. The Bering Sea warms by up to 3 �C, while Russia and the eastern part of
the Arctic Ocean warm by up to 1 �C. The mean temperature anomaly north of
20�N is DTS = +0.56 �C, in the northern high latitudes it amounts to

(a) LIG-ctl minus PI ( C) (b) LIG-x0.5 minus LIG-ctl ( C)

(d) LIG-1300m-alb minus LIG-ctl ( C)(c) LIG-1300m minus LIG-ctl ( C)

Fig. 3.1 Annual mean surface temperature anomalies north of 20�N for: a LIG-ctl minus PI,
b LIG-90.5 minus LIG-ctl, c LIG-1300m minus LIG-ctl, d LIG-1300m-alb minus LIG-ctl
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DTS = +1.07 �C. Cooling due to a lowering of the GIS is limited to the Barents
Sea with anomalies of DTS = -1.6 �C. Temperature anomalies coincide with
variations in the sea ice pattern with decreasing (increasing) sea ice cover in
warming (cooling) areas, e.g. in the Barents Sea.

Figures 3.1c, 3.2c depict the effects of lowering the GIS by 1,300 m of its
present elevation, while retaining the background albedo. Average temperature
anomalies above 20�N and in northern high latitudes are DTS = +0.45 �C and
DTS = +1.03 �C, respectively. In the Barents Sea and south-west of Greenland,
we observe a cooling that reaches DTS = -1.6 �C, while other regions warm. As
in Figs. 3.1a, b and 3.2a, b, we find a close connection between changes in SAT
and sea ice cover.

In Figs. 3.1d, 3.2d we observe the effect of lowering GIS by 1,300 m of its
present elevation including albedo changes. Compared to Figs. 3.1c, 3.2c, we find
a warming that amounts north of 20�N to DTS = +0.51 �C, and north of 60�N to
DTS = +1.45 �C. We observe a cooling over the Sea of Okhotsk and a warming
over other areas. There is again a close link between anomalies in SAT and sea ice
cover.

(a) LIG-ctl minus PI (b) LIG-x0.5 minus LIG-ctl

(c) LIG-1300m minus LIG-ctl (d) LIG-1300m-alb minus LIG-ctl

Fig. 3.2 Annual mean sea ice cover anomalies north of 50�N for: a LIG-ctl minus PI, b LIG-
90.5 minus LIG-ctl, c LIG-1300m minus LIG-ctl, d LIG-1300m-alb minus LIG-ctl
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3.1.4 Discussion and Conclusions

It is known that the main trigger for LIG warmth is the change in the Earth’s
orbital parameters (Kutzbach et al. 1991; Crowley and Kim 1994; Montoya et al.
2000; Felis et al. 2004; Kaspar and Cubasch 2007). In general, the NH is warming
in our LIG experiments. We can confirm the importance of insolation for the NH,
and especially for the northern high latitudes (Figs. 3.3a, 3.4a). There is a regional
cooling over the North of Africa, the Arabian Peninsula, and India. This effect has
been observed before by Herold and Lohmann (2009), who also propose a
mechanism for the temperature anomalies which relies on changes in insolation in
conjunction with cloud cover and zonal winds.

In all GIS sensitivity studies we observe widespread warming in the NH. The
strong rise of temperatures above Greenland is directly related to the lapse rate via
reduction of the ice sheet elevation to half its present value. There are rather small
changes in atmospheric circulation in the northern high latitudes. The prevailing
easterlies therefore transport air, which has been heated up above Greenland,

(a) (b)

(d)(c)

Fig. 3.3 Simulated surface air temperature (in �C) and 10 m wind anomalies (m/s) in H6 K
relative to CTL in the Caribbean for a March–May (MAM) and b September–December (SON).
c and d as a and b, but for precipitation anomalies (in mm/mon). Here, the anomalies in seasons
with minimum and maximum values are shown instead of conventional summer and winter
seasons
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towards Canada, Alaska, the western Arctic Ocean and the Bering Sea. As a result,
the sea ice cover is much lower during the LIG compared to PI.

Our experiments allow us to quantify the relative contribution of orbital forcing,
and of changes in the size of the GIS, and the related albedo. North of 20�N, the
combined effects of insolation and elevation changes of the GIS during the LIG
(LIG-90.5 minus PI) amount to an average warming of +1.03 �C. This equals the
sum of the average warming caused by insolation alone (LIG-ctl minus PI,
+0.47 �C), and the warming caused by lowering of the GIS (LIG-90.5 minus LIG-
ctl, +0.56 �C) in this area. Including the effects of albedo (LIG-1300m-alb minus
PI), leads to a warming of +0.98 �C. Changes in albedo alone lead to a warming of
+0.06 �C. North of 60�N, the combined effects of insolation and GIS elevation
changes amount to a warming of +2.46 �C. The orbital forcing leads to a warming
of +1.39 �C, while the elevation changes warm the northern high latitudes by
+1.07 �C. Combined changes of insolation, albedo, and decreased GIS elevation
cause an overall warming of +2.84 �C. The exclusive effect of albedo changes in
the northern high latitudes amounts to +0.42 �C. Therefore we find that the
warming effect of insolation and GIS changes indeed is strongly focused on the
high latitudes of the NH. As expected, a combination of all contributing effects
leads to the highest warming north of 60�N. Interestingly, this is not the case if we
average the temperature anomaly north of 20�N.

We are aware of only one other model study of the LIG that includes changes in
GIS. It has been presented by Otto-Bliesner et al. (2006). They performed a similar

(a) (b)

(d)(c)

Fig. 3.4 Correlation maps of simulated Nino3 index with SST during the last 100 years of the
integration in CTL for a September–November (0) and b March–May (+1). c and d as a and b,
but for precipitation. Here, Nino3 index is defined as the December (0)–February (+1) mean SST
anomalies over the area 150–90� W, -5–5� N. Significance greater than 95 % is plotted
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GIS sensitivity experiment, but assumed a reduction of the GIS elevation of about
500 m. In their results, they show that the JJA temperature anomaly with respect to
PI is positive in the NH especially over the continents. The warming we find in our
study is even more pronounced due to the stronger lowered GIS elevation, but the
pattern is similar (not shown here).

We conclude that our AOGCM reproduces an LIG climate that is comparable to
other studies. We find that the LIG is significantly warmer than the PI in the NH
north of 20�N. These changes are predominantly caused by an increase in insolation,
followed by the effect of a lowered GIS, and subsequent changes in albedo. These
sensitivity studies represent the starting point for transient integrations of the Ee-
mian climate and comparison with high-quality proxy data (Drysdale et al. 2009).

3.2 Simulated Caribbean Climate Variability During
the Mid-Holocene

Wei Wei (&) and Gerrit Lohmann

Alfred Wegener Institute for Polar and Marine Research, Bremerhaven, Germany
e-mail: wei.wei@awi.de

Abstract The external and internal induced climate variability in the Caribbean
during the mid-Holocene is investigated using long-term integration of the Earth
system model COSMOS in this study. The orbital induced insolation change is the
primary forcing controlling the climatology change during the mid-Holocene,
resulting in an increased seasonality and much wetter condition in this region. The
seasonal and interannual variability associated with the El Niño-Southern Oscil-
lation (ENSO) and their influence on the Caribbean climate show no significant
change during the mid-Holocene. The Atlantic Multidecadal Oscillation is the
forcing mechanism for the decadal to centennial variability in the Caribbean. A
warming and wetter condition in the Caribbean follows the positive AMO phase in
both present-day and mid-Holocene, implying that it is a stable internal pattern in
the climate system during the Holocene. We suggest that the results can be
favorable for better understanding of the Caribbean climate change in the future.

Keywords Caribbean �Mid-holocene � Orbital forcing � Earth system models
COSMOS � Seasonality � Climate variability � El Niño-Southern oscillation �
Atlantic multidecadal oscillation
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3.2.1 Introduction

The climate variability from the mid-Holocene (6,000 years before present) to the
present is of particular importance to understand the past climate change, due to
the relative stable boundary conditions in this period. The orbital change is the
major external forcing and can have considerable influence on the Northern
Hemisphere mid-high latitude climate. Comparably, its influence on the tropical
and subtropical regions is moderate. Concerning the Caribbean region, this
influence is even minor, with the annual mean temperature anomalies much
smaller than 1 �C during the mid-Holocene relative to the present (Braconnot et al.
2007a, b). Results based on the proxy studies (e.g. Giry et al. 2012) reveal that
there is a cooling trend during the Holocene in the Caribbean, but its magnitude is
still controversial.

On seasonal and interannual timescales, the Caribbean climate variability under
the present condition is thought to be controlled mainly by the internal variability
of El Niño-Southern Oscillation (ENSO; e.g. Giannini et al. 2000). On longer
timescales, i.e. decadal and centennial, the Atlantic Multidecadal Oscillation play
the most important role (AMO; e.g. Sutton and Hodson 2005). Studies based on
proxy and modelling find a reduced ENSO activity during the mid-Holocene (e.g.
Clement et al. 2000). Based on multi-proxy analysis, a quasi-persistent *55- to
70-year AMO is found to exist during the last 8,000 years (Knudsen et al. 2011).
However, the climate influence of them during the mid-Holocene has not been
investigated.

Considering the relative small quantity of high resolution proxy data in the
Caribbean during the Holocene, the paleo-modelling effort for this specific region
is even less. In this study, we will present the simulated climatology change in the
Caribbean during the Holocene based on modelling study. The forcing mecha-
nisms controlling the Caribbean climate variability on different timescales will
also be examined. Such achievements will enable us to better predict the future
climate change in the Caribbean, where it is vulnerable to natural phenomena and
under high development pressure.

3.2.2 Method

3.2.2.1 Model Description

Numerical experiments are performed with the Earth system model COSMOS
developed by the Max-Planck-Institute for Meteorology that describes the
dynamics of the atmosphere–ocean-sea ice-vegetation system. The atmospheric
component is the spectral atmosphere model ECHAM5 (Roeckner et al. 2003)
with the resolution of T31, corresponding to 3.75 9 3.75� in horizontal, and 19
hybrid sigma pressure level in vertical. The land processes are integrated into the
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atmosphere model using the land surface model JSBACH (Raddatz et al. 2007)
except for river routing, for which the hydrological discharge model is responsible
(Hagemann and Gates 2003). The ocean-sea ice component is the ocean general
circulation model MPI-OM (Marsland et al. 2003) with the resolution of GR30 in
horizontal and 40 unevenly spaced vertical levels, which includes the dynamics of
sea ice formulated using viscous-plastic rheology (Hibler III 1979). The atmo-
sphere and the ocean components interact through the OASIS3 coupler (Valcke
2006).

3.2.2.2 Experiment Setup

We have carried out two long-term experiments: a pre-industrial control experi-
ment (CTL) and a mid-Holocene (H6 K), by prescribing the appropriate orbital
parameters and greenhouse gases. For both experiments, the boundary conditions
(Table 3.1) are the same as those used in Paleoclimate Modelling Intercomparison
Project (PMIP) (Crucifix et al. 2005). Each experiment is run for 1,000 years as
spin-up and further integrated for 2,000 years. More detailed information about the
experiments setup has been elaborated in Wei et al. (2012).

3.2.3 Results

3.2.3.1 Mean Climatology

The simulated surface air temperature in the Caribbean shows a general warming
in summer and autumn and a cooling in the other seasons during the mid-Holocene
(Fig. 3.3a, b). Their spatial patterns and magnitudes are in general consistent with
a previous Holocene transient simulation using a similar model setup (Lorenz and
Lohmann 2004). Such change in the temperature leads to mid-Holocene season-
ality increased by approximately 1 �C in the Caribbean, which is more than 20 %
of the total seasonality. This result is also supported by the coral-based recon-
struction (Giry et al. 2012).

The easterly winds show a significant decrease over the Caribbean during the
mid-Holocene in all seasons, especially during the summer (Fig. 3.3a, b). These

Table 3.1 Boundary conditions used in the two long-term simulations

Experiment Boundary conditions Integration time (year)

Orbital Greenhouse gases

CO2 (ppm) CH4 (ppb) N2O (ppb)

CTL Present-day 280 760 270 3000
H6 K 6,000 years BP 280 650 270 3000
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anomalies tend to result in more convergence in the Caribbean and less water
vapor transported to the Western Pacific. This partly explains the remarkable
increase of the Caribbean precipitation in H6 K (Fig. 3.3c, d). However, the
precipitation anomalies are mainly related to the orbital induced intertropical
convergence zone (ITCZ) shift. Evidences for a more northward position of the
ITCZ over the Atlantic during the Holocene have been found in some proxies (e.g.
Haug et al. 2001). The ITCZ shift can be seen from the simulation results, which
illustrate a precipitation anomaly contrast between the northern South America and
the Caribbean. Such a shift brings more precipitation to the Caribbean in all
seasons (Fig. 3.3c, d). The warmer summer surface temperature (Fig. 3.3b) could
provide more energy for this wetter condition by more convection.

3.2.3.2 Climate Variability Associated with the ENSO

The relationship between the seasonal to interannual climate variability in the
Caribbean with the ENSO is shown by correlation maps (Fig. 3.4). During the pre-
mature phase of a warm ENSO [September–November (0)], the sea surface
temperature (SST) manifests positive anomalies over the tropical Pacific Ocean
(Fig. 3.4a). A zonal seesaw pattern in the sea level pressure exists between the
Pacific and Atlantic, with high pressure anomalies dominating the Caribbean
region, which favors less precipitation (Fig. 3.4c) due to a direct atmospheric
influence. With the easterly winds weakened (not shown), this warm anomalies
gradually propagate eastward and can reach the Caribbean during the mature phase
[December (0)–February (+1)]. After the warm ENSO, its influence can stay over
the Caribbean for another season [March–May (+1)], during which the warmer
SST spreads over the whole Caribbean region and also extends southward to the
tropical Atlantic Ocean (Fig. 3.4b). Precipitation is still anti-correlated with the
Nino3 index over the most Caribbean, especially the southern part (Fig. 3.4d).

To detect possible change of the ENSO and its influence on the Caribbean
climate during the Holocene, we apply the same analysis to the mid-Holocene
H6 K experiments. Interestingly, the spatial patterns of the correlation between the
Nino3 indices and the SSTs have no considerable change in H6 K, which also
leads to a similar pattern in the correlation maps of Nino3 indices with the pre-
cipitation in the Caribbean (not shown). This result indicates that the ENSO
phenomenon can be a stable forcing factor that controls the seasonal and inter-
annual climate variability in the Caribbean during the Holocene.

3.2.3.3 Climate Variability Associated with the AMO

The detailed analyses of the simulated AMO during the Holocene is conducted by
Wei and Lohmann (2012). Here, we concentrate on its climate influence on the
Caribbean climate. During a warm phase of the AMO, the Caribbean experiences a
warming up to 0.2 �C in the simulations (Fig. 3.5a, b). Considering the relative
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low seasonal and year-to-year variation in this region, the warming induced by the
positive AMO is significant. Associated with the warming, the precipitation in the
Caribbean is also increased considerably (Fig. 3.5c, d). The AMO influence on the
Caribbean climate shows no remarkable change during the Holocene in our sim-
ulation, which is evidenced by the quasi-persistent AMO feature based on the
proxies through the last 8 kyr (Knudsen et al. 2011).

3.2.4 Discussion and Conclusion

The mid-Holocene climatology anomalies from the present-day condition are
mainly due to the orbital change. The orbital induced insolation change in the
tropical and NH sub-tropical shows the maximum positive anomalies from July to
September and the maximum negative anomalies from January to March, which is
approximately 1-month lagging or leading with those in the mid-to-high latitudes.
The simulated surface air temperature follows this change, resulting in the
increased seasonality during the mid-Holocene.

(a) (b)

(d)(b)

Fig. 3.5 Composite maps of surface temperature (in �C) with the AMO index for a CTL and
b H6 K. c and d as a and b, but for the precipitation. The AMO indices are constructed based on
simulated sea surface temperature veraged over the region 0–60�N, 7.5–75�W. The band-pass
filter has been applied to both the indices and fields to assure only variations in multidecadal
timescale are represented. A linear trend is also removed before the composite analyses. The
composite maps shown here are calculated by subtracting the fields that have higher than one
standard deviation of the mean from those with lower than one standard deviation with respect to
the indices. Here anomalies with significance higher than 95 % are plotted
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The ENSO activity and its influence on the Caribbean climate demonstrate no
considerable change during the mid-Holocene. The climate variability associated
with ENSO in the Caribbean is also documented by several proxy records. A lake
sediment record from Southern Ecuador indicates that the ENSO has a continuous
influence in this region over the last 12,000 years (Moy et al. 2002). They also find
that changes of the ENSO frequency become more intensified over the Holocene
until 1,200 years ago, which is attributed to the orbital induced change. Clement
et al. (2000) conduct a numerical experiment with tropical Pacific driven by orbital
forcing and further conclude that, the ENSO is present throughout the Holocene
but undergoes a gradual increase from the mid-Holocene to the present, due to the
steady warming of the eastern tropical Pacific. Results from the MTM-spectral
analysis demonstrate that the periodicity of ENSO in the observation is in a range
of 2–8 years, as indicated by studies based on both observation and proxies (e.g.
Moy et al. 2002). However, the spectra of the Nino3 indices exhibit quasi-uni-
formly strong peaks around 3–4 years in CTL and H6 K, without distinguishable
change under different background climate conditions (no shown). This unimodal
feature of the ENSO periodicity in the simulation might result from the relatively
coarse resolution of the ocean model, which is about 5 9 5� along the equator.
As a consequence, the Kelvin waves, which signal the start of an ENSO cycle,
cannot be well represented. Thus, we argue that a higher resolution should be used
in order to simulate a more realistic ENSO character and its possible change
during the Holocene.

Previous studies have suggested that the AMO is highly linked to change in the
Atlantic Meridional Overturning Circulation (AMOC). In H6 K, due to the inso-
lation change, the AMOC is reduced by more than 2 Sv (Wei and Lohmann 2012).
However, the climate influence of the AMO on the Caribbean climate is similar in
CTL and H6 K, showing a warming and wetter condition during a positive AMO.
The results further supports that the AMO is a quasi-persistent internal ocean–
atmosphere variability during large parts of the Holocene (Knudsen et al. 2011).

Previous modelling study (Angeles et al. 2007) suggests that there will be a
future warming of approximately 1 �C in SST along with an increase in the rain
production during the rainy seasons in the middle of this century. However, the
SST seasonality will keep the same variation as present-day situation. It indicates
that change in orbital forcing and the increased anthropogenic CO2 can generate a
different climate condition in the Caribbean, although the magnitude of such
changes is comparable. Concerning influences of the internal variability on the
Caribbean climate in the future, not much effort has been made. Thus, our results
can supply useful information to better constrain the prediction of such influences.
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3.3 Oceanic d18O Variation and its Relation to Salinity
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Abstract Stable water isotope H2
18O is incorporated as into an oceanic general

circulation model. A control simulation under present-day climate conditions
shows an oceanic d18O distribution consistent with available observations, a pat-
tern of enriched water (0.6–2 %) in the subtropics and depleted (-1.8–0 %) at
mid-to-high latitudes. The model is also able to capture a quasi-linear relationship
between d18O and salinity of surface water masses as seen in the observational
data. The development of the diagnostic tool in ocean circulation models enables
the interpretation of changes in water mass characteristics and marine proxy data
during the Earth history.

Keywords Stable water isotopes � Ocean � Hydrological cycle

3.3.1 Introduction

The isotopic composition in marine archives is important to describe the conditions
of ancient oceans. Analyses of stable oxygen isotopes from biogenic carbonates are
crucial in paleoceanography to indicate paleo-temperature (Broecker 1986), paleo-
salinity (Duplessy et al. 1991), and sea level variations (Sower and Bender 1995).
These reconstructions are rely on the estimation from the oxygen isotopic compo-
sition in sea water, which is closely coupled to the Earth’s hydrological cycle,
comparable but not identical to salinity (Craig and Gordon 1965).

General circulation models (GCMs) including explicit stable water isotope
diagnostics have been used to investigate the relationship between d18O values in
water and various climate variables. H2

18O has been incorporated in atmospheric
(e.g. Joussaume et al. 1984; Hoffmann et al. 1998), oceanic (Schmidt 1998;
Wadley et al. 2002), ice sheet (Sima 2006) models, as well as in coupled atmo-
sphere–ocean models (Schmidt et al. 2007). Isotope-enabled ocean models have
the potential of applying d18O to characterize different water masses, and to
understand the spatial and temporal isotopic variations for a quantitative inter-
pretation of their relationship to climate changes.

Here, we show first results with a new isotope-enhanced version of the ocean
general circulation model MPI-OM (Marsland et al. 2003) and compare the model
output with observed present-day global oceanic distribution of d18O. This
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comparison examines the model performance in capturing the main characteristics
of the present-day oceanic oxygen isotopic distribution as well as of the d18O -
salinity relationship in different ocean basins.

3.3.2 Method

3.3.2.1 Ocean Model

The model employed in this study is the Max-Planck-Institute Ocean Model MPI-
OM which includes a dynamic-thermodynamic sea ice model (Marsland et al.
2003). The model is implemented on a bipolar orthogonal spherical coordinate
system, with the poles located over Antarctic and Greenland, respectively. The
second location avoids singularity in the Arctic Ocean while the horizontal reso-
lution is high in the deep-water formation regions of the Arctic Ocean and the
northern North Atlantic. Initial conditions for marine temperature, salinity and
restoring of sea surface salinity are interpolated from climatology with improved
Arctic Ocean information (Steele et al. 2001).

3.3.2.2 Isotope Tracer H2
18O

The stable water isotope H2
18O is incorporated as a conserved passive tracer in

MPI-OM. The isotopic variations of ocean surface waters are mainly due to the
isotopic fractionation occurring during evaporation as well as the isotopic com-
position of precipitation entering the ocean. The atmospheric forcing is derived
from a present-day control simulation as obtained by an atmospheric GCM
(Roeckner and Arpe 1995). The atmospheric forcing fields are bilinear interpolated
to the MPIOM grid set. The same atmospheric model was enabled with water
isotope diagnostics (Werner and Heimann 2002). The daily isotopic content of
precipitation and evaporated water vapor over ocean are taken from the same
simulation as for the freshwater, heat and momentum fluxes. This ensures maxi-
mum consistency between the prescribed climatological forcing and related iso-
tope fluxes.

The isotopic composition of river runoff is calculated from a simple bucket
model which drains the continental freshwater fluxes following the topographic
slope. Storage effects of lakes and continental ice are neglected to avoid an
unbalanced global water cycle in the ocean model.

For the phase transition of water occurring during the formation and melting of
sea ice, no change of d18O is assumed in our MPIOM model setup, as the oxygen
isotopic fractionation between liquid water and ice is very small (Craig and
Gordon 1965). This effect provides a difference to salinity where brine release
from sea ice provides an important source of high-salinities at high latitudes.
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As initial condition of H2
18O in the ocean, we set all values to a present-day

d18O value of 0 % with reference to the ratio of Vienna Standard Mean Ocean
Water (Baertsch 1976). No surface restoring of H2

18O is applied.

3.3.2.3 Observation Database of d18O

The Global Seawater Oxygen-18 Database (Schmidt et al. 1999) contains a col-
lection of over 26,000 observations since about 1950, which offers a unique
opportunity to compare the observed and modeled d18O values. All data entries of
the upper 5 m, where both salinity and d18O observations exist, are taken as
representative ocean surface water d18O values for the comparison with our model
results. These observations have been averaged over 0–5 m depth interval and
different sample years.

3.3.3 Results

In our performed present-day climate control simulation, the model is run for
3000 years to reach quasi-steady state. All reported results refer to the mean state
of the last 100 simulation years.

As illustrate in Fig. 3.6a, the simulated d18O depleted regions are mostly
located at high latitude oceans where the precipitation is dominant. In sub-tropical
ocean regions, the excess in evaporation enriches the isotopic composition of
surface waters. Extremely depleted values are seen in marginal see such as the
Baltic Sea (-10 to -13 %) and estuaries of Arctic rivers (-6 to -4 %). The most
enriched d18O values are found in the Red Sea (2.7 %), where evaporation is
practically the dominating process that changes the d18O of seawater. Because
substantial parts of the moisture evaporated over the Atlantic Ocean precipitate
over land surfaces and/or the Pacific basin due to the prevalent atmospheric cir-
culation, the Atlantic Ocean between 30�S and 40�N has much higher isotopic

Fig. 3.6 a The annual mean d18O distribution at the sea surface as simulated by MPI-OM. b The
global zonal–mean oxygen isotopic composition of sea surface waters from MPI-OM model
simulation (black line) and the zonal-mean observed d18O values (red dots)
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values (d18O [ 1 %) as compared to the Pacific Ocean, and the North Atlantic
current transports these enriched water to the Greenland and the Barents Sea. The
zonal mean d18O values exhibit relatively weak variability in the Southern Ocean,
which has less enriched subtropics and less depleted mid-to-high latitudes com-
pared to the northern hemisphere (Fig. 3.6b). The most depleted regions are
located around 60� and 70�N.

The measurements are averaged along the latitude with 1� interval and com-
pared with the simulated zonal-mean distribution. Although the MPIOM model
does not exactly reproduce the observed isotopic values, the simulated spatial
structures and basin features are similar to the observations (Fig. 3.6b). These
zonal-mean observed data scatter around the simulation results, and the simulated
southern oceans is in good agreement with observations. Main model deficits for
the general distribution are around 40–50�N, where the model results is approxi-
mately 1 % higher. Further analyses of the correspondence between simulated and
observed fields at surface suggest a well agreement between these two fields,
where the correlation coefficient is 0.78 and the normalized root mean square error
is 14.8 %.

Because similar key physical processes (precipitation, evaporation, and runoff)
affect the salinity and the isotopic composition of ocean waters, a positive salinity-
d18O relationship can be expected, particularly for ocean surface waters. In our
analyses, we have excluded observations and model results with salinity values
less than 30 psu to avoid a bias in the comparison towards the areas very strongly
affected by river runoff. The model is able to represent the basins features, as most
of the model results are have similar salinity-d18O features in different basin. There
is also a nearly horizontal relationship detected in Labrador Sea from the simu-
lation but the observation, where the salinity varies with almost no change at d18O.
The slope of global mixing line from measured data is flatter (0.47) in compare
with the model simulation (0.64). The d-S relationships in tropical and extra-
tropical oceans (Fig. 3.7) are well simulated for the Atlantic and Pacific, where the
slope and the d18O-S slopes and end members are consistent with the observa-
tions in both regions (not shown).

Fig. 3.7 a Relationship between d18O and salinity S for observed surface water. b Relationship
between d18O and salinity S for simulated surface water. Black Atlantic Ocean; Blue Arctic
Ocean; Green Labrador Sea; Yellow Pacific and Indian Oceans; Red Antarctic Ocean
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3.3.4 Discussion and Conclusion

We have included tracer routines into the MPIOM ocean circulation model to simulate
a global d18O distribution and its basin-specific relationship with salinity under
present-day climate conditions. Model limitations, which are mainly related to the
relatively coarse spatial resolution of our simulation setup, are especially important for
the Arctic estuarine areas and marginal seas. At those regions, our model is unable to
reproduce the runoff effects and results in higher d18O values. In addition, the obser-
vations at high latitudes are mainly measured at summer season, which may induce the
absence of sea ice formation influence in the observational data. Therefore there is a
nearly horizontal salinity-d18O relationship obtained from model simulation in Lab-
rador Sea but the measurements. This relationship indicate the seasonal variation of
sea ice in Labrador Sea which increase the salinity due to brine reject during ice
formation and lower it when ice melting, but no change on d18O because of the
neglected fractionation on ice formation and melting in our model.

In general, our model is able to capture the characteristic oxygen-isotopic
signatures of water masses found in observations. Despite some regional defi-
ciencies, a good general agreement is found concerning the meridional gradients
and basin-specific features of surface ocean waters. The simulated d18O-salinity
relationships of tropical and extra-tropical Atlantic and Pacific regions are also in
good agreement with the observations, the d18O-salinity slope increases with
latitude and there exist two clearly different d18O-salinity relationships in the
Atlantic versus Pacific tropical oceans, but almost identical ones in the extra-
tropical basins.

As a logical next step, our model will be applied to different paleo-climate
conditions to improve our understanding of observed past marine d18O changes
and its use for paleoceanographic reconstructions.

3.4 Ocean Adjustment to High-Latitude Density
Perturbations

Sagar Bora (&), Sergey Danilov and Gerrit Lohmann

Alfred Wegener Institute for Polar and Marine research, Bremerhaven, Germany
e-mail: sagar.bora@awi.de

Abstract We examine the influence of mesh resolution on ocean adjustment to
high-latitude forcing in a series of numerical simulations performed with a
reduced-gravity finite-element model. The mesh resolution is refined down to
5 km at coasts and 20 km at the equator to resolve Kelvin waves. Our numerical
experiments show that frequency of forcing in the high latitudes is one of the major
factors influencing the amplitude of the signal reaching the equatorial regions.
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High frequencies are filtered out through interference, whereas the ocean adjust-
ment at low frequencies is dominated by the large-scale patterns of westward
propagating Rossby waves. The shape of Kelvin wave broadens with decreasing
resolution for a reasonable range of lateral viscosity, however, the wave speed
remains constant for different resolutions. It is argued that future Earth system
models may benefit from a high-resolution along the coasts and equator as it
warrants better representation of adjustment of the large-scale circulation through
wave processes to high-latitude forcing.

Keywords Kelvin waves � Rossby waves � Rossby radius of deformation �
Unstructured mesh � Reduced gravity

3.4.1 Introduction

North Atlantic deep water formation (NADW) in the Greenland, Iceland, Norwegian
and Labrador Sea drives the large scale ocean circulation, leading to a strong
northward heat transport. This heat transport makes North Atlantic about 4 K
warmer than North Pacific. Variations in the NADW have been found in paleocli-
mate records, and it has been suggested that some past climate shifts have been
caused by these variations (Dansgaard et al. 1993). The ‘8200 year BP’ cooling
event, recorded in the North Atlantic region is another example of abrupt climate
change. It has been suggested that the shutdown in the deepwater formation at the
North Atlantic due to freshwater input caused by drainage of the Laurentide lakes
caused this dramatic regional cooling (Barber et al. 1999; Lohmann 2003). Manabe
and Stouffer (1993) showed for the North Atlantic that there is a threshold value
between two and four times the preindustrial CO2 concentration, after which, the
thermohaline circulation ceases completely.

Wave processes represent one particular way of transferring these perturbations
from one part of the ocean to the other. A reduced gravity set up is used here to
answer questions related to the role of mesh resolution, and the sensitivity of the
wave signal to the frequency of perturbations. In the framework of a reduced
gravity model, the elevation of sea surface height (SSH) represents isopycnal
displacement at the thermocline depth in the ocean.

Rotating fluids adjust their pressure and velocity in order to reach a geostrophic
balance. After it is reached, the flow is along the isobars. If there is a boundary
across the isobars, further adjustment is needed, as no flow across the boundary is
possible. This adjustment takes place through Kelvin waves (Gill 1982). The
amplitude of these waves is significant only within a distance of the order of the
Rossby radius from the boundary. They travel along the coast in only one direc-
tion, with the coast on the right side in the Northern Hemisphere and on the left
side in the Southern Hemisphere. Since the amplitude of Kelvin waves decreases
exponentially from the coast, modelling them requires fine resolution and can be
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expensive for traditional models. The model used here, is a barotropic shallow-
water model (Maßmann et al. 2008) derived from the Finite Element Ocean Model
(FEOM), developed at the Alfred Wegener Institute (see, e. g. Wang et al. (2008).
Its discretization is based on unstructured triangular surface meshes. Their variable
resolution helps us resolve the localized Kelvin waves.

A sinusoidal perturbation in time is excited at the Labrador Sea and travels
along the western coast towards the equator as a Kelvin wave. Upon reaching the
equator, the wave propagates eastwards along the equator till it reaches the eastern
coast. Then, the signal splits up, and it propagates northwards and southwards
towards the poles along the coast as a modified Kelvin wave. The interior of the
basin is adjusted by westward propagating Rossby waves.

In the following sections, we compare the coastal Kelvin wave propagation on
meshes with various resolutions, and also illustrate the role of perturbation fre-
quency in influencing the amplitude of signal reaching the equatorial regions.

3.4.2 Model Set-up

In the first set of experiments performed here, the Atlantic Ocean is represented
with a box setup. Figure 3.8a shows the mesh with the highest coastal resolution
(7–8 km). The experiments were carried out on 5 meshes with various coastal
resolutions, ranging from 7 to 150 km. This was done to compare the propagation
of Kelvin waves as a function of resolution. The perturbation is generated by
relaxing SSH to a prescribed Gaussian distribution of 3� in width centered at
57.5 N and 57.5 W which varies periodically in time with a period of 10 years on
all the meshes.

To test the sensitivity of the wave propagation to the frequency of forcing, we
used the mesh of the North Atlantic Ocean shown in Fig. 3.8b. We are only
interested in the North Atlantic and perform experiments for perturbations with a
period lower than a decade. Johnson and Marshall (2002) pointed out that due to
the equatorial buffer, effects of high frequency waves are limited to the hemisphere
where they originated. The shape of perturbation is as in the previous case and
periods of 2, 5, and 10 years are used.

The reduced-gravity model used in all experiments mimics the dynamics of the
thermocline layer resting on abyss. Reduced gravity models assume an ocean with
homogenous density and a step function in density representing the thermocline.
The fluid above the thermocline has higher density than the fluid below, which
again moves much slower than that above the thermocline. So, a reduced gravity
model assumes that a lighter active layer of fluid sits on a heavier stagnant layer of
fluid. The reduced gravity was selected such that the model simulates the first
baroclinic mode of Kelvin and Rossby waves. Under a reduced gravity set-up, the
SSH perturbations are thought of as representing isopycnal displacement of a
stratified ocean.
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3.4.3 Results

The adjustment of a SSH perturbation in the box setup (Fig. 3.9a) after switching on
the forcing, and the propagation of a perturbation on the realistic Atlantic Ocean is
shown in Fig. 3.9b. The patterns are similar in both cases. Initially, a Kelvin wave
propagates southwards along the western boundary to the equator. At the equator,
the coastal Kelvin wave turns eastward, crosses the Atlantic in a couple of months. It
splits upon reaching the western boundary and propagates polewards in both
hemispheres, whilst shedding westward propagating Rossby waves for interior
ocean adjustment.

Figure 3.10a shows how the Kelvin wave on the western coast of the Atlantic
Ocean at 40�N decays away from the coast in the box setup. The Rossby radius at
40�N is approximately 40 km. It can clearly be seen that, for the finest resolution
of 0.1�, the decay away from the coast is close to the theoretical decay (Gill
(1982). As the resolution coarsens, the Kelvin wave broadens. Figure 3.10b shows
the phase speed of the Kelvin wave on the western coast of the Atlantic Ocean at
40�N in the box setup, and we can see that the phase speed is independent of the
mesh resolution. Figure 3.10c shows the amplitude of the signal reaching the
eastern equatorial coast as a function of frequency. It is clear from the figure that
the higher the time period, or lower the frequency of the SSH forcing initiating the
waves, the higher is the amplitude of the signal crossing the equator and reaching
the eastern equatorial coast. The figure compares the amplitude for three different
periods, 2, 5, and 10 years.

Fig. 3.8 Unstructured mesh representation of the finite element grid for a a box model of the
Atlantic Ocean and b the Atlantic Ocean domain. The grid cells vary from 7 km near coast to
150 km in the open ocean
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3.4.4 Discussion and Conclusion

The aim of this study was to investigate the dependence of characteristics of
Kelvin wave propagation on the mesh resolution, and to analyse the baroclinic
response of the North Atlantic with realistic coastlines due to perturbation of
isopycnals at various frequencies in the Labrador Sea. After the perturbation has
spread as a Kelvin wave along the western coast and across the equator, the signal
splits upon reaching the western coast of Africa and propagates polewards. On this
stage the Kelvin wave sheds Rossby waves which propagate westward and per-
form the adjustment of the ocean interior.

Previous studies by Hsieh (1983) have shown that the phase speed of the
baroclinic Kelvin wave, in Finite-Difference Numerical Models, are distorted on
B-grids, but are more stable on C-grids under varying resolution. However, the off-
shore decay structure is better in the B-grid that in the C-grid, as grid scale
oscillations occurs in the C-grid. In our experiments, with the finite element
reduced-gravity model, we observe that as soon as we resolve the coastal area finer
than the local Rossby radius, the off-shore decay structure of Kelvin wave
resembles the theoretical one as calculated from the equations in Gill (1982). The
phase speed of the Kelvin wave seems to be independent of the resolution.

Our results also show that the amplitude of signal reaching the eastern equa-
torial coast depends on the frequency of forcing initiating waves. Here we use
frequencies of 2, 5 and 10 years, and show that the lower the frequency, the higher
is the amplitude of the signal reaching the eastern equatorial coast. Higher the
frequency, lower is equatorial response.

Fig. 3.9 Wave propagation indicated by sea surface height anomalies 150 days after the
initiation of the perturbation in a the Atlantic box model and b the realistic Atlantic Ocean setup
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Our experiments yield information on how the initial Kelvin wave processes are
important for density perturbation at the high latitudes as observed by Dickson et
al. (1996) during the 1970s. As a logical next step, we examine next the mecha-
nisms as identified here in a coastally-resolving climate model, representing proper
stratification of a real ocean, to see the interaction of the waves with a background
flow. It is also interesting to see how air-sea interactions influence these processes
by the use of a coupled atmosphere–ocean model.
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Abstract Geophysical data acquired along the Antarctic passive margins con-
strain the structure and geometry of the deformed continental crust. Crustal
thickness estimates range between 7 and 50 km and the Antarctic continent–ocean
transition zone (COTZ) extends up to 100–670 km towards the ocean. Continental
deformation prior to rifting over a c. 100 million years long time span resulted in
crustal stretching factors varying between 1.8 and 5.9. The time span of defor-
mation was sufficiently large and the rifting velocity low enough to extend the
margin by up to 300–400 km. Crustal thinning generates a significant subsidence
and shallow water passages might already have developed during the rifting phase
along the margin. Accounting for accurate continental margin deformation has
also consequences for plate-tectonic reconstructions.
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4.1.1 Introduction

Plate-tectonic reconstructions are based on the existence of magnetic anomalies
induced by sea floor magnetization parallel to mid-ocean spreading ridges (Cox
1973). Already in 1963 Vine and Matthews proposed that lava, erupted on the sea
floor, preserves the polarity of the Earth’s magnetic field upon solidification. As the
Earth’s magnetic field reverses and sea floor spreading along the ridge continues, a
set of magnetic stripes with opposite magnetic polarity develops parallel to the
spreading ridge (Fig. 4.1a). Anomalies of the same age, so-called isochrons, are
identified on both sides of the ridge and fitting these isochrons provides the relative
motion of the two diverging plates.

Magnetic sea floor spreading anomalies are only observed in oceanic crust.
Magnetic anomalies originating from deformed continental or transitional crust of
passive margins cannot be interpreted as spreading anomalies. Therefore, the
initial rifting times and extension rates of diverging plates need to be determined
by different means. Usually, geological markers, e.g., volcanic material erupted
during rift initiation, can be dated and allow estimating the onset of continental
rifting. Intra-plate deformation associated with the breakup process prior to the
formation of oceanic crust is predominantly located in the continent-ocean tran-
sition zone (COTZ). The zone of extended continental and transitional crust is
bounded by the landward unstretched continental crust limit (UCCL) and the
seaward continent-ocean boundary (COB, Fig. 4.1a). The width of the COTZ and
its crustal thickness give indications on the extension rates and the amount of
continental extension during the rifting phase (van Wijk and Cloetingh 2002).

Geological samples, gravity data and seismic tomography models suggest that
most, if not all, of Antarctica’s rifted passive margins consist of extended conti-
nental crust (Jokat et al. 2010; König and Jokat 2006; Leinweber and Jokat 2011;
Luyendyk et al. 2003; Stagg et al. 2005; Totterdell et al. 2000; Whittaker et al.
2010; Winberry and Anandakrishnan 2004; Gohl 2008; Wobbe et al. 2012).
Hence, the region presents an ideal opportunity to study conjugate rifted margins,
but this outcome has been hampered by logistic difficulties associated with col-
lecting data adjacent to Antarctica.

For the first time, this study classifies the continental deformation of the circum-
Antarctic passive margins based on new data and a review of relevant published
data. It also discusses the implications of the margin properties for plate-tectonic
and paleo-bathymetric reconstructions.

4.1.2 Method and Data

The motion of a rigid tectonic plate on the Earth’s surface may be described by a
rotation about a virtual axis through the center of the Earth. Cox and Hart (1986)
refer to such rotations as finite rotations and to the intersection of the axis with the
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Earth’s surface as finite pole of rotation. Hence, motion paths of points on a
tectonic plate as well as transform faults and flow lines of the generated oceanic
crust lie on small circles about this rotation pole. Likewise, the extension during
rift initiation is directed parallel to small circles about a finite rotation pole.

If the volume or cross section area, Ac of the deformed transitional crust is
constant throughout time and the amount of added material (e.g., melt addition) is
known, then a reconstruction of the pre-rift suture is possible (Fig. 4.1b). Ac is
determined by integrating the crustal thickness over the width, le, of the COTZ
along each small circle and the crustal thickness prior to its extension, t0, is
measured at the UCCL. The aforementioned parameters permit the calculation of
the pre-rift width of the COTZ, l0, the mean thickness of the extended crust, tr, and
the stretching factor, b, according to the equations in Fig. 4.1. Both, tr, and b, are
independent from the obliquity of the 2D section with respect to the COTZ, when a
three-dimensional continuation of the geological units to either side of the 2D
section is presumed (Wobbe et al. 2012).

Crustal thicknesses of the Antarctic passive margins are obtained from telese-
ismic, seismic and gravity data. Bayer et al. (2009), Reading (2006), and Winberry
and Anandakrishnan (2004) estimated crustal thicknesses by using teleseismic
earthquakes in Dronning Maud Land, in the Lambert Glacier region, and Marie
Byrd Land (Fig. 4.2). Deep crustal seismic data are available in the Weddell Sea,

Fig. 4.1 Simplified model of a rifted passive continental margin (a) and reconstructed geometry
prior to rifting (b). COB continent–ocean boundary; COTZ continent–ocean transition zone; MOR
mid-ocean spreading ridge; UCCL unstretched continental crust limit; b stretching factor; Ac/le
COTZ area/width; l0 pre-rift width of COTZ; t0/tr initial/extended crustal thickness
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the Lazarev Sea (Jokat et al. 2004), between the Kerguelen Plateau and Prydz Bay
(Gohl et al. 2007a), and in the Amundsen Sea (Gohl et al. 2007b; Wobbe et al.
2012). Further potential field crustal models from Stagg et al. (2005) and Wobbe
et al. (2012) off Enderby Land, Wilkes Land, and Marie Byrd Land were used to
estimate stretching factors and margin extension.

4.1.3 Results

Crustal thickness estimates of Antarctica’s passive continental margins range from
7 to 50 km. Winberry and Anandakrishnan (2004) as well as Wobbe et al. (2012)
estimate the continental crust of West Antarctica to be at most 24 km thick,
whereas values of less than 50 km are typical in Dronning Maud Land (Jokat et al.
2004; Bayer et al. 2009). In the Lambert Glacier region and off Prydz Bay the crust
is thinner than 44 km (Reading 2006; Gohl et al. 2007a). Distal potential field
crustal models off Enderby Land and Wilkes Land from Stagg et al. (2005) suggest
thicknesses of less than 18 km.

Fig. 4.2 Transitional crust of Antarctica and associated stretching factor (b). Black profiles and
triangles-location of known crustal thickness; white line-reconstructed pre-rift suture. Polar
stereographic projection
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Stretching factors were derived from the crustal thickness models for the five
extensional domains of Antarctica that represent the conjugate to South America,
Africa, India, Australia, and Zealandia respectively (Table 4.1). Figure 4.2 illus-
trates the geographical extent of the transitional crust and the associated stretching
factors. This and other recent studies demonstrate that the Antarctic COTZ is gen-
erally wider than previously assumed and can extend up to 100–670 km oceanward
from the UCCL (Gohl 2008; Jokat et al. 2010; Whittaker et al. 2010; Leinweber and
Jokat 2012; Wobbe et al. 2012). The wide COTZ reflects the c.100 million years
long timespan of intracontinental deformation that led to the final breakup of
Gondwana. The obtained stretching factors roughly correlate with the deformation
duration and COTZ width as predicted by numeric lithosphere extension models
(van Wijk and Cloetingh 2002).

4.1.4 Discussion and Summary

The separation of South America, Africa, India, Australia and Zealandia from
Antarctica was a complex process that stretched over a timespan of c.100 mil-
lion years. The breakup and rifting of the continents caused intraplate deformation
during which the continental crust was stretched by up to 300–400 km with
stretching factors of 1.8–5.9. Such large deformation zones develop over pro-
longed periods ([20 Myr) at low spreading rates (\8 mm/yr), causing the for-
mation of a series of failed rifts that migrate oceanward, referred to as basin
migration (van Wijk and Cloetingh 2002). Rifting along Antarctica’s margins
initiated at different times with varying velocities, generating heterogeneous
margin geometries and leading to distinct reconstructions of the pre-rift suture and
COTZ. In Marie Byrd Land for instance, pre-rift suture and present-day COB lie as
close as 90 km (Wobbe et al. 2012), whereas both are about 400 km apart in
Wilkes Land.

The implications of continental deformation on local plate-tectonic reconstruc-
tions are substantial: wrong estimation of the pre-rift suture or the neglect of
deformation altogether can result in inaccurate reconstructions and large overlaps as
illustrated in Fig. 4.3. Apart from the restored plate geometry, the palaeotopography
is particularly important for palaeobathymetry models that describe the history of

Table 4.1 Rate and lapse of continental deformation of Antarctica’s passive continental margins

Domain (conjugate margin) b-factor Period in Myr BP (duration)

Weddell Sea (South America) 1.9–2.6 167–147a (20)
Dronning Maud Land (Africa) 1.9–3.4 183–154b (29)
Enderby Land (India) 3.5–5.9 [118–84c ([34)
Wilkes Land (Australia) 4.8–5.9 160–84d (76)
Marie Byrd Land (Zealandia) 1.8–3.5e 90–(84)62e (28)

a König and Jokat (2006); b Leinweber and Jokat (2011); c Jokat et al. (2010); d Totterdell et al.
(2000); e Wobbe et al. (2012)
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seafloor topography. Crustal thinning along the Antarctic margins over large periods
might have been responsible for subsidence long before the breakup of the conti-
nents. Hence, shallow water passages already could have existed during the rifting
phase—much earlier than previously assumed.

Acknowledgments Many thanks go to the editors, and an anonymous reviewer, whose com-
ments helped to improve the publication.
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Chapter 5
Climate Archives

5.1 The Inorganic Carbon System in the Deep Southern
Ocean and Glacial-Interglacial Atmospheric CO2

Franziska Kersten (&) and Ralf Tiedemann

Alfred Wegener Institute for Polar and Marine Research, Bremerhaven, Germany
e-mail: franziska.kersten@awi.de

Abstract After a brief introduction into the marine carbon cycle, the calcite com-
pensation theory and the rain-ratio hypothesis, two theories that may explain glacial
to interglacial changes in atmospheric CO2 concentrations are presented. The
validity of these theories in the Southern Ocean is tested with B/Ca-reconstructed
carbonate ion concentrations of deep and intermediate waters. Deglacial [CO3

2-]
excursions reveal a close relationship between changes in the oceanic inorganic
carbon system and atmospheric CO2, which follow the predictions of the calcite
compensation theory on glacial-interglacial timescales. Short-termed [CO3

2-]
variations are likely due to the influence of the biological pump and/or changes in
circulation patterns.

Keywords Carbon cycle � CO2 � B/Ca � Carbonate ions � Southern Ocean deep
water

5.1.1 Introduction

Ice core records reveal a fluctuation of roughly 100 ppmv in atmospheric CO2

concentrations from glacials (low CO2) to interglacials (high CO2) during pre-
industrial times (Fischer et al. 2010). There is no broadly accepted explanation for

G. Lohmann et al. (eds.), Earth System Science: Bridging the Gaps between
Disciplines, SpringerBriefs in Earth System Sciences,
DOI: 10.1007/978-3-642-32235-8_5, � The Author(s) 2013

91



this yet. It has been recognized however, that the deep ocean regulates the carbon
exchange between the geosphere, hydrosphere and atmosphere on timescales of
thousands of years. Changes in the deep ocean carbon inventory are hence con-
sidered to be potential primary drivers of past atmospheric CO2 variations during
glacial/interglacial cycles (Broecker and Peng 1987).

When describing the inorganic carbon system in the seawater, two quantities are
of fundamental importance: dissolved inorganic carbon (DIC) and total alkalinity
(TA). DIC is defined as the sum of all inorganic carbon species in the water, i.e.
DIC = [CO2](aq) ? [HCO3

-] ? [CO3
2-], where [CO2](aq) is the concentration of

carbon dioxide in aqueous solution. Alkalinity as a parameter is more complex and
can be described as a measure of the charge balance in seawater or to put it more
specifically, it is the excess of bases over acids in a mixed electrolyte solution.
TA = [HCO3

-] ? 2[CO3
2-] ? [B(OH)4

-] ? [H3SiO4
-] ? [HPO4

2-] ? 2[PO4
3-]

? [OH-] - [H+] - [HSO4
-] - [HF] - [H3PO4] (Emerson and Hedges 2008).

The three inorganic carbon species introduced above represent roughly 99 % of
TA and are thus the most important acid–base pairs contributing to the seawater
pH buffering system (Emerson and Hedges 2008). At the present average pH of
surface water (pH = 8.2), [HCO3

-]:[CO3
2-]:[CO2](aq) have abundances of

roughly 90:9:1 (Fig. 5.1).
Several theories attempt to explain the interaction between inorganic carbon

species in the ocean and atmospheric CO2 on glacial-interglacial timescales. Two
of these theories and their key arguments will be discussed here. The calcite
compensation theory (Broecker and Peng 1987) predicts CO3

2- (carbonate-ion)
levels during glacials to be similar to (or lower than) interglacial ones. A con-
ceptual model for deep Pacific [CO3

2-] (Marchitto et al. 2005) demonstrates that
excess CO2 addition to the deep ocean (i.e. removal from the atmosphere) at the

Fig. 5.1 Concentrations of carbonate, borate and water species in seawater versus pH at average
salinity (S = 35) and temperature (T = 20 �C). Modified after Emerson and Hedges (2008)
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onset of glacials results in a pH decrease and thus a deep ocean [CO3
2-] and

TA:DIC drop (see Fig. 5.1). Due to the ocean being more acidic, CaCO3 disso-
lution is enhanced which raises TA:DIC in a 2:1 ratio until the system reaches a
new steady state. As stated above, the steady state glacial [CO3

2-] equals the
interglacial level provided the fluvial TA input and the global oceanic CaCO3

precipitation rates do not change (Keir 1988).
Then, starting at the Glacial termination, CO2 is removed from the deep ocean

by stratification breakdown and upwelling of deep waters in the Southern Ocean
(SO) (e.g. Fischer et al. 2010), and once again added to the atmosphere. This is
accompanied by a deep ocean [CO3

2-] excursion, which according to model
studies, lasts on the order of thousands of years before returning to a steady state
(e.g. Broecker and Peng 1987; Keir 1988). Model results show that CaCO3

compensation alone could explain roughly 30 % of the glacial-interglacial CO2

fluctuation (Köhler et al. 2005).
On the other hand, the rain ratio hypothesis (Archer and Maier-Reimer 1994)

states that a change in the ratio between organic and inorganic carbon (Corg:CaCO3)
which are transported from the surface layer towards depth (‘rain’) could potentially
decouple CaCO3 preservation from [CO3

2-]. This is due to the fact that organic
matter degradation and CaCO3 dissolution have different effects on DIC and TA.
The conceptual model of Marchitto et al. (2005) urges for a glacial increase in
Corg:CaCO3 that would result in enhanced dissolution of carbonate sediments, raise
TA and [CO3

2-] and thus explain the drop in atmospheric CO2. When deep water
[CO3

2-] is high enough to counteract dissolution (at least 50 lmol/kg higher than
today), a steady state is reached. At the end of the glacial, the model predicts that the
rain ratio would sink again, coeval with CO2 release.

A key argument of both theories is that glacial-interglacial CO2 fluctuations are
predominantly related to changes in deep-ocean [CO3

2-]. Due to the calcite
oversaturation of the upper ocean, it can be assumed that [CO3

2-] changes there
are of only minor importance (Marchitto et al. 2005).

5.1.2 Objective/Study Area/Materials and Methods

In order to test the theories outlined above, knowledge about past deep ocean
CO3

2- concentrations is needed. Marine sediments represent essential archives of
past climate conditions and allow reconstructing changes in the carbonate ion
signatures of different water masses over time.

This study was carried out in the Southern Ocean (SO), a key area for water mass
exchange between all world oceans. The importance of this region with respect to the
carbon cycle is demonstrated by a high correlation between Antarctic temperature
and atmospheric CO2 concentrations that is documented for the past 800.000 years
(Fischer et al. 2010).

We present results from two cores that were retrieved from the slope of Chatham
Rise (East of New Zealand), during Polarstern cruise ANT-XXVI-2 (Fig. 5.2a).
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Cores PS75/100-4 and PS75/103-1 stem from 2498 to 1390 m water depth,
respectively. Sediments from the deeper core were bathed by Circumpolar Deep
Water (CPDW), while samples from the shallower core are assumed to predomi-
nantly reflect the influence of Antarctic Intermediate Water (AAIW) (Fig. 5.2b). In
order to reconstruct [CO3

2-] changes in the CPDW and AAIW since the Last Glacial
Maximum (LGM), benthic foraminifer species C. wuellerstorfi and C.cf. wueller-
storfi were picked and their B/Ca ratios analysed on a HR-LA-ICP-MS (High Res-
olution-Laser Ablation-Inductively Coupled Plasma-Mass Spectrometer) at the
Geomar Helmholtz Centre for Ocean Research Kiel. Yu and Elderfield (2007)
documented a linear relationship between benthic foraminiferal B/Ca and deep water
D[CO3

2-] (degree of calcite saturation). Following their approach, past deep water
[CO3

2-] was reconstructed using: [CO3
2-] = D[CO3

2-] ? [CO3
2-]sat, where

[CO3
2-]sat is the carbonate ion concentration at saturation.

[CO3
2-]sat was calculated with CO2sys (Pierrot and Wallace 2006). Required

input parameters (TA, DIC, [Si], [P], temperature, salinity and pressure) were
taken from ANT XXVI-2 cruise-data (Rhee, pers. comm.) and, where not avail-
able, estimated from nearby GLODAP sites (Key et al. 2004).

5.1.3 Results/Discussion

Reconstructed deep water [CO3
2-] for PS75/100-4 and PS75/103-1 are shown for

the past ca. 25 kyrs in comparison to atmospheric CO2 (Monnin et al. 2006)

Fig. 5.2 Two views of the study area with position of studied cores: a map view with bathymetry
and oceanographic features and b GLODAP salinity (in practical salinity units) profile along
175�W (Key et al. 2004). The modern position of water masses is sketched. SAW = Subantarctic
Water, AAIW = Antarctic Intermediate Water, CPDW = Circumpolar Deep Water. The modern
position of the subtropical front (STF), according to Orsi et al. (1995), is indicated in red
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(Fig. 5.3). During this interval, carbonate ion concentrations range from -3.3 to
68.6 lmol/kg in core PS75/100-4 and between 13.5 and 54.5 lmol/kg in core
PS75/103-1. Overall, foraminiferal B/Ca and accordingly reconstructed deep water
[CO3

2-] appear to be highly variable on short timescales. Raitzsch et al. (2011)
documented a heterogeneous distribution of Boron in foraminiferal shells which
might be due to ontogenetic effects. Despite this intra-shell variability, they find a
linear correlation between B/Ca and the degree of deep water calcite saturation in
agreement with previous studies (e.g. Yu and Elderfield 2007).

Note, that the LGM as indicated by benthic d18O, appears slightly later in core
PS75/100-4 than in PS75/103-1. This might be an effect of age-model uncertainties
and can hopefully be resolved with additional d18O data. Trends in the data can
nevertheless be reliably interpreted.

Fig. 5.3 Reconstructed [CO3
2-] and mixed benthic d18O for PS75/100-4 and PS75/103-1 for the

past ca. 25 kyrs. Error bars contain analytical uncertainty (2r) and the intercept range of the
reconstruction equation (Yu and Elderfield 2007). Atmospheric CO2 from EPICA DOME C
(EDC1 timescale) is given for comparison (Monnin et al. 2006). The approximate interval of the
LGM is shaded in grey
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There are two peaks in the CPDW core between 25 and 19 kyrs BP (before
present), which likely reflect internal mechanisms, such as deep-sea CaCO3 dis-
solution events, seeing that atmospheric CO2 concentrations stayed constant
throughout this time. Both excursions are transient and CO3

2- concentrations
decrease towards a steady state that is stable for 4 and 2 kyrs respectively (see
Fig. 5.3, periods from ca. 25–21 kyrs BP and between ca. 17.5 and 15.5 kyrs BP).
In the shallower core, a drop in [CO3

2-] around 20 kyr BP from relatively constant
levels can be observed. This negative excursion appears to be roughly coeval with
the [CO3

2-] peak in PS75/100-4, an indication that deep and intermediate water
mass histories were decoupled during this time. When the deglacial CO2 rise
begins around 17 kyrs BP, [CO3

2-] in the deeper core remains in a steady state
until roughly 15.5 kyrs BP, when it shows an initial increase. Conversely, [CO3

2-]
reconstructed from PS75/103-1 rises until roughly 17 kyrs BP, when a transient
decrease is observed. The different response time in both cores might be another
reflection of temporarily divergent AAIW and CPDW ventilation histories.

It has been argued, that the deep SO was less well ventilated during the Last
Glacial (Hodell et al. 2003), effectively impeding exchange between the ocean and
the atmosphere and thus reducing atmospheric CO2 (Köhler et al. 2005). Stable
carbon isotope data from Elmore et al. (pers. comm.) reveal, that deep water near
New Zealand remained least well ventilated until well after the LGM, whereas
ventilation ages of the shallower AAIW and SAW (Subantarctic Water) decrease
dramatically at this time. We thus argue that longterm trends in our data can be
explained in line with the calcite compensation theory (Broecker and Peng 1987),
seeing that both cores show deglacial [CO3

2-] peaks. Calcite compensation tends
to bring carbonate ion concentrations back to their initial values, which explains
the transient nature of the deglacial [CO3

2-] rise. Several negative and positive
excursions occur throughout the past ca. 15 kyrs, possibly mirroring changes in the
efficiency of the biological pump (Sigman et al. 2010) and/or water mass reor-
ganization. Superimposed on these effects, calcite compensation drives the system
towards enhanced CaCO3 dissolution or preservation until [CO3

2-] equal to LGM
values are reached again during the Holocene.

5.1.4 Outlook

Analysis of core-top samples will provide insights into the most recent evolution
of carbonate ion concentrations in AAIW and CPDW, enabling us to directly
compare [CO3

2-] reconstructed from foraminiferal B/Ca with in situ measure-
ments. Single species d18O measurements are needed to refine the age-model and
thus allow a time-sensitive interpretation of deep and intermediate water [CO3

2-]
changes relative to atmospheric CO2 concentrations. Stable carbon isotopes
measured on the same samples will be used to further constrain water mass his-
tories in the study area, in order to test whether and during which interval AAIW
was decoupled from underlying CPDW.
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5.2 The Significance of the Long Lived (>400 Years) Bivalve
Arctica Islandica as a High-Resolution Bioarchive

Jacqueline Krause-Nehring1 (&), Thomas Brey1, Simon R. Thorrold2,
Andreas Klügel3, Gernot Nehrke1, and Bernd Brellochs4

1Alfred Wegener Institute for Polar and Marine Research, Bremerhaven, Germany
e-mail: thomas.brey@awi.de
2Biology Department MS 50, Woods Hole Oceanographic Institution, Woods Hole,
MA, USA
3Fachbereich Geowissenschaften, University of Bremen, Bremen, Germany
4Emil-von-Behring-Straße 37, D-85375 Neufahrn, Germany

Abstract Information about past environmental conditions is preserved in the
elemental signature of biogenic marine carbonates. Thus, trace elements to cal-
cium ratios (Me/Ca) of biogenic calcium carbonates, such as bivalve shells, are
often used to reconstruct past environmental conditions at the time of carbonate
formation (Foster et al. 2008). In this study, we examine the suitability of the long-
lived ([400 years) bivalve Arctica islandica as a high-resolution bioarchive by
measuring Me/Ca ratios in the shell carbonate. Pb/Ca concentrations in A. islan-
dica shells reflect anthropogenic gasoline lead consumption and further provide a
centennial record of lead pollution for the collection site off the coast of Virginia,
USA. With A. islandica shells from the North Sea we test the hypothesis that Ba/
Ca and Mn/Ca ratios are indicators of the diatom abundance. Our results indicate
that statistically both ratios correlate well with the diatom abundance, and yet, on a
year-to-year base, there is no consistent reflection of diatom abundance patterns in
the Ba/Ca and Mn/Ca annual profiles. These findings indicate that primary pro-
duction affects Ba/Ca and Mn/Ca shell ratios, though we suggest that both ele-
ments are coupled to primary production through different processes and are
affected by further, yet unknown processes.

Keywords Arctica islandica � Bivalve � Bioarchive � Biogenic carbonate � Trace
elements � Lead � Barium � Manganese � Gasoline lead pollution � Ocean
production
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5.2.1 Introduction

‘‘Bioarchives’’ are organisms that grow permanent hard body parts by periodic
accretion of biogenic material. These hard parts, e.g., bivalve shells, record the ambient
environmental conditions throughout the organism’s life-span. In the terrestrial sys-
tem, trees (dendrochronology) and in the marine environment calcium carbonate parts
of corals, bivalves, and finfish are used as such archives (sclerochronology). This
section focuses on the long-lived ([400 years) bivalve Arctica islandica as a high-
resolution bioarchive. In several studies we analyze the biogeochemistry in terms of
trace element to calcium ratios (Me/Ca) of A. islandica shells to reconstruct envi-
ronmental parameters of the marine ecosystem over time scales of decades to centuries.

Sample treatment prior to Me/Ca analysis often includes chemical removal of
organic matter from the biogenic calcium carbonate (Gaffey and Bronnimann
1993). The efficiency of this approach, however, remains questionable and
chemical treatment itself may alter the outcome of subsequent Me/Ca analysis
(Love and Woronow 1991). Thus, we first examine the efficiency of eight chemical
treatments and their impact on the carbonate composition (for further details see
Krause-Nehring et al. 2011a) (Effect of sample preparation).

Next, we aim at reconstructing environmental history by measuring trace elements
along the growth trajectory of A. islandica shells. We determine Pb/Ca ratios in an
A. islandica shell to examine influxes of lead into the seawater and to establish a
centennial record of anthropogenic lead pollution at the collection site off the coast of
Virginia, USA (Krause-Nehring et al. 2012) (Lead as a pollution tracer). In addition,
we measure Ba/Ca and Mn/Ca ratios in three A. islandica shells collected off the island
of Helgoland and correlate our results with the diatom abundance in the North Sea to
evaluate both ratios as potential indicators of ocean primary production (Krause-Neh-
ring et al. 2011b) (Barium and manganese as indicators of primary production).

5.2.2 Methods

5.2.2.1 Effect of Sample Preparation

To examine the efficiency and side effects of 8 chemical treatments, we conducted
a systematic study on inorganic calcium carbonate and A. islandica shell powder.
We combined different analytical techniques, such as

(1). inductively coupled plasma-mass spectrometry (ICP-MS),
(2). nitrogen (N) analyses, and
(3). X-ray diffractometry (XRD)
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to analyze the impact of each treatment on

(1). Me/Ca ratios,
(2). organic matter content (using N as a proxy), and
(3). the composition of the carbonate and of newly formed phases (Fig. 5.4).

5.2.2.2 Lead, Barium, and Manganese Measurements

Prior to Me/Ca analyses, we embedded each shell in epoxy resin and cut a narrow
section along the (red) line of strongest growth (Fig. 5.5a). Next, we ground the
section with sandpaper until the annual growth lines were clearly visible
(Fig. 5.5b). Finally, we used a laser ablation system connected to an inductively
coupled plasma-mass spectrometer (LA-ICP-MS) for element analyses (Pb/Ca,
Ba/Ca, Mn/Ca) of the shell carbonate (Fig. 5.5c). In the end, we either assigned
each laser spot a specific year using the growth lines as year markers (inter-annual
Pb/Ca variations) or converted the location of each laser spot between two adja-
cent growth lines into a point in time during the year (Ba/Ca and Mn/Ca intra-
annual variations).

Fig. 5.4 Preparation,
treatment (control ‘‘c’’;
treatment 1–8), and
subsequent analyses (ICP-
MS, N analyzer, XRD) of
inorganic (HB01) and organic
(A. islandica) calcium
carbonate powder samples
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5.2.3 Results and Discussion

5.2.3.1 Effect of Sample Preparation

Our results indicate that the different treatments

(1). alter the Me/Ca ratios (Fig. 5.6),
(2). vary in their ability to remove organic matter (with NaOCl being the most

efficient), and
(3). can alter the phase composition of the sample (e.g., Ca(OH)2 formation

during treatment 4).

Thus, chemical removal of organic matter prior to Me/Ca analyses has to be
applied with extreme caution (for further details see Krause-Nehring et al. 2011a).

Fig. 5.5 a and b Preparation of an A. islandica shell for subsequent element analyses of the shell
carbonate c using a laser ablation-inductively coupled plasma-mass spectrometer (LA-ICP-MS).
The red line in a indicates the line of strongest growth
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5.2.3.2 Lead as a Pollution Tracer

Our results indicate that the lead profiles we obtain from A. islandica shells reflect
local influxes of lead into the seawater. The Pb/Ca profile we measure between
1770 and 2006 in an A. islandica shell collected off the coast of Virginia, USA, is
clearly driven by anthropogenic lead emissions due to gasoline lead combustion
which are transported eastwards from the North American continent to the Atlantic
Ocean by westerly surface winds (Fig. 5.7). Depending on the prevalent sources of
lead at certain locations, the lead profiles of A. islandica shells may as well be
driven by random natural influxes of lead into the water or various other sources of
lead (e.g., dumping of sewage sludge or munitions; see Krause-Nehring et al.
2012). Our findings support the applicability of Pb/Ca analyses in A. islandica
shells to reconstruct anthropogenic lead pollution at specific locations. In addition,
we provide a centennial record of lead pollution for the collection site off the coast
of Virginia, USA. For comparison of A. islandica lead profiles from different
boreal sites (Iceland, USA, and Europe) (see Krause-Nehring et al. 2012).

5.2.3.3 Barium and Manganese as Indicators of Primary Production

Over several decades, we find a significant correlation between the Mn/Ca and Ba/Ca
ratios of three A. islandica specimens collected off the island of Helgoland and the
diatom abundance in the North Sea (Krause-Nehring et al. 2011b). Nevertheless,
the annual Ba/Ca (summer peak) and Mn/Ca profile (spring and summer peak) do not
resemble the annual diatom profile (spring and summer peak) in a consistent manner
(Fig. 5.8). Thus, we conclude that primary production does affect Ba/Ca and Mn/Ca
shell ratios, though we suggest that both elements are coupled to primary production
through different processes. We suggest that peak concentrations of barium in
bivalve shells result from sudden fluxes of barite to the sediment water interface as a
consequence of phytoplankton blooms (Stecher et al. 1996), and that this mechanism
involves an extended time delay (*3.5 months) between diatom blooms and Ba/Ca
peaks in A. islandica shells, as observed in our study (Fig. 5.8: *3.5 months time

Fig. 5.6 Effects of
treatments (control ‘‘c’’;
treatments 1–8) on the Me/Ca
ratios of the (left) HB01 and
of the (right) A. islandica
shell powder samples. (grey:
no significant difference
between the treated sample
and the control, red:
significant increase, green:
significant decrease)
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lag between the spring bloom and subsequent Ba/Ca summer peak). The second
diatom bloom in summer would cause another increase in barite in winter which
coincides with the winter growth inhibition (mid-December to mid-February)
(Schöne et al. 2005) of A. islandica, and is thus, not recorded by the shell. Mn/Ca
ratios, on the other hand, seem to be coupled to diatom abundance both through direct
influx of manganese to the sediment water interface or through remobilization of
manganese from sediments during post-bloom reductive conditions, and thus,
instantly record any phytoplankton debris reaching the ocean floor (Krause-Nehring
et al. 2011b).

5.2.4 Conclusion

Since environmental data is often limited in time and space, bioarchives provide
valuable information to reconstruct past environmental conditions. The bivalve
A. islandica is an important bioarchive due to its longevity, wide distribution, and
long-term occurrence throughout earth history. Our results demonstrate that both
long-term and high-resolution records of environmental history can be extracted
from A. islandica shells. They further illustrate, however, that it is crucial to

Fig. 5.7 Top graph: US gasoline lead consumption (in 10+6kg) [modified after Nriagu (1990)].
Bottom graph: Pb/Ca profile (in mol/mol) between 1770 and 2010 determined in an A. islandica
shell collected off the coast of Virginia, USA, with the black dots indicating the annual Pb/Ca
ratios (±1 standard error for years with [1 sample spot) and the red line being a cubic spline
trendline (k = 8,000). The yellow bar indicates the time of maximum gasoline lead emissions
(1980 ± 10 years)
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understand the mechanistic links between bivalve shell chemistry and environ-
mental parameters in order to extract valuable information from bivalve shells.
Future studies on the biogeochemistry and growth morphology of A. islandica
shells will facilitate our understanding of environmental processes within the field
of earth system science.

5.3 Sub-Annual Resolution Measurements of Dust
Concentration and Size in Different Time Slices
of the NorthGRIP Ice Core

Katrin Wolff1,2 (&), Anna Wegner1 and Heinz Miller1

1Alfred Wegener Institute for Polar and Marine Research, Bremerhaven, Germany
e-mail: anna.wegner@awi.de
2MARUM-Center for Marine Environmental Sciences, Bremen, Germany

Abstract Five ice sections extracted from the NorthGRIP ice core have been
analysed in sub-annual resolution in terms of dust concentration and size distri-
bution. The ice samples, covering time slices between 9900 and 35000 yrs before
A.D. 2000 (according to Greenland Ice Core Chronology 2005), are taken from the

Fig. 5.8 Left: Typical annual profile of the diatom abundance measured off the coast of
Helgoland as part of the Helgoland Roads timeseries (Wiltshire and Dürselen 2004). All data
points are plotted over the course of one calendar year (J = January to D = December) after
filtering (removal of the upper 5 % and lower 10 % of the data) and normalization
(minimum = 0; maximum = 1) of the data. Superimposed is the corresponding cubic spline
trendline (k = 0.025). Centre and right: Typical annual (centre) Mn/Ca and (right) Ba/Ca profile
obtained from three A. islandica shells collected off the coast of Helgoland. All data points are
plotted over the course of one calendar year (J = January to D = December) after detrending
(removal of linear trends, where necessary), filtering (removal of the upper 5 % and lower 10 %
of the data), and normalization (minimum = 0; maximum = 1) of the data. Superimposed are the
corresponding cubic spline trendlines (k = 0.0045)
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early Holocene, the Allerød Interstadial, the Last Glacial Maximum, the late
glacial, and the Dansgaard-Oeschger event 7. The seasonally resolved dust con-
centration records show systematic variations with one clear dust peak within each
year, secondary maxima are clearly visible in the early Holocene and Allerød
Interstadial. Pronounced seasonal amplitudes of a factor of *7 to *11 are found
in the dust concentration. Seasonal variations of the size distribution were
observed with the tendency towards coarser (finer) particles during the dust
maxima (minima). Mostly, the dust volume distributions are found to be lognor-
mal; the lognormal mode l varies on average between 2.03 and 2.22 lm. The
largest mode l was mostly found before or behind the dust maxima.

Keywords Dust � Greenland � NorthGRIP � Seasonality � Holocene � Glacial

5.3.1 Introduction

Mineral dust is an important component of the climate system and plays multiple
roles in physical and biogeochemical exchanges between the atmosphere, land
surface and ocean (Harrison et al. 2001). The amount, size distribution and
composition of dust deposited on polar ice sheets hold valuable information about
climate conditions of source areas, long-range transport and deposition processes
(Biscaye et al. 1997). The Taklamakan desert is the primary source in the dusty
spring season at present day for dust transported to Greenland, whereas the
Mongolian Gobi is the source area during the low-dust season from summer to
winter (Bory et al. 2002). The concentration of dust found in ice cores is extremely
variable over different climate periods, with 10–100 times higher dust concen-
trations in ice from the last glacial period compared to the Holocene (Steffensen
1997). Higher dust content in Greenland ice cores during glacial times are
explained by increased desert area in central Asia and changes in wind strength
(Ruth et al. 2003; Mahowald et al. 2006). Sub-annual resolution dust measure-
ments provide detailed information about past abrupt climate fluctuations (Stef-
fensen et al. 2008).

Most work has focused on long-term variations of dust concentration and size
distribution in Greenlandic deep ice cores using multi-annual mean values (e.g.
Steffensen 1997; Ruth et al. 2003). There are only a few studies dealing with the
seasonality of dust concentration in Greenland ice cores, which are only investi-
gating very recent time scales (e.g. Bory et al. 2002).

Here, we present dust concentration and size distribution in sub-annual reso-
lution measured in the NorthGRIP ice core from the early Holocene and for the
first time also from the last glacial and glacial/interglacial transition. Furthermore,
we investigate the relationship between mass concentration and particle size and
finally use the seasonal variations to determine annual layers.
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5.3.2 Method

In this study we present dust concentration and size distribution measured in a sub-
annual resolution on 5 selected ice segments, each 55 cm long, extracted from the
NorthGRIP ice core for the early Holocene (*9980 year BP), Allerød Interstadial
(IS, *13640 year BP), Last Glacial Maximum (LGM, *20870 year BP), late
glacial period (*25920 year BP) and Dansgaard-Oeschger event 7 (DO7,
*35420 year BP). The selected depth resolution for each ice segment ranged
between 2 and 7 mm depending on the accumulation rate, corresponding to a
temporal resolution of at least 7 samples per year. The amount of particles and the
size distribution for discrete samples were measured using a Multisizer 3 Coulter
Counter (CC). A lognormal function was fitted to the volume distribution to obtain
the lognormal mode l used as a parameter for the dust size. The fitting procedure
was applied to particles in the size range from 1.0 to 7 lm as larger particles have
too high uncertainties due to the low counting statistics. The mass concentration
was calculated assuming a mean particle density of 2.5 g/cm3.

The seasonal variations in dust concentration are used to determine annual
layers by locating a dust maximum followed by a minimum. Further criteria are a
minimum distance of two samples between two maxima, minimal amplitude of a
factor *2–3 between maximum and minimum and a minimal peak width of two
samples. If all of these criteria are fulfilled the annual layers are defined as certain,
otherwise as uncertain.

Fig. 5.9 Mass concentration, mode l (bottom) and number concentration of dust. Gaps in the
graph of size distribution arise from lack of distribution fitting. Certain annual layers are indicated
with full grey bars, uncertain layers with open bars. Hatched areas represent gaps due to breaks in
the ice
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5.3.3 Results

Seasonal variations of the mass concentration are observed in all analysed ice
intervals. The Holocene ice interval shows the lowest mass concentration of
*120 ± 50 lg kg-1 with seasonal amplitudes of a factor of *7.3 ± 4.7 (certain
annual layers) and *4.8 ± 4.0 (certain and uncertain annual layers) respectively
(Fig. 5.9). Often, secondary maxima can be determined in the course of the year.
The profile of the mode l shows numerous gaps mainly during the low-dust
periods, when no lognormal distribution could be fitted due to the low counting
statistics. The mean of the mode l was found at 2.22 ± 0.14 lm. There is a
tendency towards larger particles during high-dust periods, a moderate correlation

Fig. 5.10 As Fig. 5.9, but for Allerød IS

Fig. 5.11 As Fig. 5.9, but for DO 7
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between concentration and size (r = 0.62 at the 99.5 % significance level) was
found.

The Allerød IS ice section is also characterized by clear annual maxima and
frequently occurring secondary maxima, which mostly succeed the dust peak (e.g.
1556.27 m, Fig. 5.10). A mean mass concentration of *330 ± 190 lg kg-1 was
measured. The seasonal amplitudes of the mass concentration vary between
*10.7 ± 7.3 (certain years) and 9.1 ± 7.2 (certain and uncertain years,
Fig. 5.10). Again, the profile of the mode l has numerous gaps, especially in the
low-dust period. Considering this, the mean of the mode l in the Allerød IS was
found at about 2.07 (± 0.20) lm. There is a slight tendency towards larger par-
ticles in high-dust periods, however no clear correlation between dust concentra-
tion and size was found (r = 0.20 at the 95 % significance level).

The DO 7, the oldest IS analyzed in this study, shows an averaged mass
concentration of *250 ± 70 lg kg-1 and pronounced seasonal variations with an
amplitude of *7.7 ± 4.3 (certain annual layers) and *7.0 ± 4.3 (certain and
uncertain annual layers), respectively (Fig. 5.11). The shape of the seasonal cycle
differs from the previous intervals; in most cases a moderate increase to the dust
maximum is followed by a slow decrease to the low-dust level. Also, secondary
maxima are not clearly visible. The mean mode l was found at *2.04 ± 0.08 lm
and shows seasonal variations. The variation of the mode l and logarithmic mass
are not in phase, however, a weak significant correlation of r = 0.39 (at the 99.5 %
significance level) was found.

The ice sections belonging to colder periods of the last glacial, the LGM and
late glacial period, are characterized by higher dust concentrations of
*2500 ± 1360 lg kg-1 and *5600 ± 3500 lg kg-1, respectively (Figs. 5.12
and 5.13). The dust concentration in the LGM (late glacial period) shows an
increase of a factor of *21 (* 47) compared to the early Holocene. Seasonal
variations with an amplitude of a factor of *10 ± 12 (certain annual layers) and

Fig. 5.12 As Fig. 5.9, but for LGM
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*8–10 ± 11 (including uncertain annual layers) are found. Both periods are
characterized by a similar shape of the seasonal cycle with a sharp increase to the
dust maxima, followed by a moderate decrease to the low-dust level later on
during the year. On average, slightly smaller particles were observed in the LGM
(*2.03 ± 0.22 lm) than in the late glacial (*2.15 ± 0.27 lm). Clear seasonal
variations of the mode l can be seen. Mostly, the variations of the mode l are not
in phase with the mass, the largest particles are mainly found shortly before or
behind the dust peak. Mode l and logarithmic mass show no correlation (r = 0.13
at the 90 % significance level) in the LGM, whereas a weak correlation is found in
the late glacial (r = 0.38 at the 99.5 % significance level).

5.3.4 Discussion and Conclusion

A pronounced seasonal dust cycle was observed for the early Holocene and for the
first time also in the last glacial period. A sharp increase to the dust maximum,
especially in the Allerød IS, LGM and late glacial period might be attributable to
an abrupt modification of the atmospheric circulation in the source areas where the
seasonality is influenced by the migration of the Asiatic polar front (Roe 2009). At
present day the dust peaks found in the ice occur concurrent with dust storms in the
Taklamakan desert, mainly observed in spring (Bory et al. 2002). In the Holocene
and Allerød IS a secondary attenuated dust season exists in the course of the year,
which might be caused either by precipitation events or by transport processes.
Due to similar dust patterns in the presented periods we suggest that also in the
glacial the dusty season occurred in spring. The seasonal variation of mode and
mass concentration is mostly not in phase, although slightly coarser particles were
found in spring, which might be an indicator for paleo-storminess activity in the

Fig. 5.13 As Fig. 5.9, but for late glacial period
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Asian deserts and/or direct transport routes towards the interior of Greenland (e.g.
Zielinski et al. 1997). The finer particles (\2 lm) obtained in the low-dust periods
(summer to winter) might be an indicator for the background dust level in the
northern Hemisphere or according to Bory et al. (2002) originate from the Mon-
golian Gobi during that period of time.

We identified increased seasonal amplitude in the dust concentration during
colder periods, which should be taken into account when interpreting long-term
variability of dust concentration found in the glacial/interglacial transition.
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6.1 Predicting Habitat Suitability for Cold-Water Coral
Lophelia pertusa Using Multiscale Terrain Variables
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Abstract Lophelia pertusa is the most common reef framework-forming cold-
water coral species. The complex reef structure is known to support a high
diversity of benthic species. Mapping L. pertusa distribution is essential for
resource management, but challenging given the remoteness of their habitats. In
this study, maximum entropy modelling (Maxent) was used to predict the potential
distribution of L. pertusa at the Traena Reef on the Norwegian margin, with
multiscale (30, 50 and 90 m) terrain variables being used in the model run. Maxent
successfully predicted the potential distribution of L. pertusa at the Traena Reef.
The suitable habitat was predicted to occur on the easterly tips of extended
topographic features. Jackknife tests showed the terrain variables slope, aspect and
plan curvature (at scale 50 m) were the most useful terrain parameters for habitat
prediction of L. pertusa when used in isolation. The live L. pertusa occurrence at
the Traena Reef is to a large degree influenced by local scale terrain features, with
elevated areas of extant reef structures facing into prevalent current flows being
most suitable for ongoing L. pertusa growth and reef development.

Keywords Lophelia pertusa � Cold-water coral � Habitat suitability modelling � 21
Maxent � Multiscale terrain variables � Norwegian margin

G. Lohmann et al. (eds.), Earth System Science: Bridging the Gaps between
Disciplines, SpringerBriefs in Earth System Sciences,
DOI: 10.1007/978-3-642-32235-8_6, � The Author(s) 2013

113



6.1.1 Introduction

The cold-water coral (CWC) Lophelia pertusa (azooxanthellate scleractinian) has
a reported wide distribution, with highest densities observed to date occurring
from the southwestern Barents Sea along the eastern Atlantic continental margin
southward to West Africa (Roberts et al. 2009). As the most common reef
framework-forming CWC species, L. pertusa reefs are known to support a high
diversity of benthic species ([1,300 species, in the Northeast Atlantic; Roberts
et al. 2009). Mapping L. pertusa distribution is fundamental for assessing possible
anthropogenic impacts on these islands of seafloor biodiversity, and for develop-
ment of conservation management plans. Such endeavors however, are complex,
given the remoteness of their habitats. Modelling habitat suitability for L. pertusa
may give an indication of their potential distribution.

Cold-water corals are generally found on topographic relief structures (Fosså
et al. 2005; Mortensen and Buhl-Mortensen 2004). The elevated seabed topog-
raphy may influence the coral distribution by governing the local current regimes,
thus enhancing food particle delivery and larvae concentration (Mortensen and
Buhl-Mortensen 2004).

The use of terrain variables, comprising the four types, slope, aspect, curvature
and bathymetric position index (BPI), as well as terrain complexity, were com-
prehensively summarized by Wilson et al. (2007). Multiscale terrain analysis can
be used to describe seabed topographic features across a range of scales that may
provide distinct habitats, thereby supporting particular species (Wilson et al.
2007). The multiscale terrain variable approach has been applied to model the
potential distribution of scleractinian CWCs successfully on the Irish margin,
previously (Dolan et al. 2008; Guinan et al. 2009).

Maximun entropy modelling (Maxent) is a newly-developed predictive mod-
elling technique, based on the maximum entropy theory (Phillips et al. 2006).
Maxent has proved to outperform the Genetic Algorithm for Rule-Set Production
(Phillips et al. 2006) and the Ecological Niche Factor Analysis methods (Tittensor
et al. 2009).

In this study we employed the Maxent model to predict habitat suitability for
L. pertusa across a region of the Traena Reef complex based on multiscale terrain
variables.

(1) Can Maxent predict the potential distribution of L. pertusa at local scales using
terrain variables at Traena Reef?

(2) How is the potential distribution of L. pertusa predicted at Traena Reef?
(3) In what way does local topography at Traena Reef appear to influence

L. pertusa distribution?
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6.1.2 Materials and Method

6.1.2.1 Study Area

The Traena Reef complex is located in a sheltered embayment on the northern
edge of the Traenajupet trough on the Norwegian continental shelf (Fig. 6.1). A
large number of reefs of similar size have been observed at Traena Reef, with these
reefs elongated in WSW–ENE direction for *150 m (Fosså et al. 2005).

In this study, ship-borne multibeam bathymetry (Fig. 6.2, surveyed by Institute
of Marine Research, Norway in 2003), videos (obtained from manned submersible
JAGO dives) with associated positioning data (surveyed during Polarstern ARK
XXII/1a Expedition, 2007) were used to model the potential distribution of L.
pertusa. Still images were extracted with a 5 s time-interval from three JAGO
video transects, with occurences of living L. pertusa logged using the software
packages Adelie 1.8 and ArcGIS 9.2.

6.1.2.2 Multiscale Terrain Variables

The slope, aspect, mean curvature, plan curvature, profile curvature and (BPI) were
calculated at analysis scales 30, 50 and 90 m from the bathymetry data, corre-
sponding to moving window sizes of 3 9 3, 5 9 5 and 9 9 9 (Dolan et al. 2008;

Fig. 6.1 Overview map with
the study area—Traena Reef
on Mid-Norwegian
continental shelf
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Guinan et al. 2009; Wilson et al. 2007). Additionally, the terrain variables of
rugosity and terrain ruggedness index (TRI) were calculated at the analysis scale of
30 m. In total, 20 multiscale terrain variables, along with depth, were used to
model potential distribution of L. pertusa.

6.1.2.3 Predictive Method: Maxent

Maxent is a general-purpose machine learning method, which predicts a species
probability distribution subject to a set of known constraints (linear features, hinge
features, etc.) of all environmental variables on species distribution (Phillips and
Dudik 2008). The hinge features model arbitrary piecewise linear responses to the
environmental variables (Phillips and Dudik 2008). The ‘target-group’ background
sampling data has proved to be preferable than random background sampling as its
utilization largely decreases the influence of sampling bias (Phillips and Dudik 2008).

In this study, the default model settings were used, with the exception that hinge
features were employed alone and that the ‘target-group’ background data was
applied. L. pertusa occurrence data was randomly split into two partitions, 80 %
for training and the remaining 20 % for testing with the AUC (area under ROC
(receiver operating characteristic) curve) value calculated to evaluate the model
performance. Jackknife tests were performed to measure the importance of terrain
variables in prediction when used in isolation.

6.1.3 Results

The model evaluation showed the training AUC value to be 0.958, and the test
AUC value to be 0.956. The model performed significantly better than random
(P \ 0.0001, Wilcoxon rank-sum test).

Fig. 6.2 Bathymetry data of
the study area. The lines are
the transect sections of the
three JAGO dives with useful
video data
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The suitable habitat of L. pertusa (Fig. 6.3) was predicted to occur predominantly
on the easterly tips of the reefs, and along some of the reefs in the NW corner of the
study site.

Jackknife tests indicated (1) plan curvature (at analysis scales of 50 and 90 m),
and aspect and slope (at scale 50 m) to contain most useful information for pre-
dicting distribution of L. pertusa when used in isolation; (2) no one terrain variable
contained a substantial amount of useful information that was not already con-
tained to some degree within other variables for L. pertusa distribution modelling.

6.1.4 Discussion and Conclusion

The suitable habitat of L. pertusa (Fig. 6.3) was predicted to occur predominantly
on the easterly tips of the reef structures, which is consistent with the observations
from the JAGO dives conducted in this study. Such growth morphology of coral
reefs exposed to stable, prevalent currents has been reported (Buhl-Mortensen
et al. 2010). This unidirectional reef development may well be related to the
prevalent bottom current flow direction (Fosså et al. 2005), with the successive
generation of L. pertusa polyps growing most successfully in locations exposed to
the greatest flux of food, in this case the upstream side of the existing reef
structures.

The jackknife tests highlighted that slope, aspect and plan curvature at analysis
scale 50 m contained the most useful information in predicting distribution when
used in isolation. Slope may act as a proxy for suitable substrate type or for
regularly occurring suitable current conditions for maximum prey capture (Dolan
et al. 2008). In this study, L. pertusa was observed mostly on positions of topo-
graphic divergences and/or steep slopes. The aspect variable indicates orientation
of an area of the seabed (Wilson et al. 2007), and in locations such as at the Traena
Reef complex with a prevalent current flow direction, this variable therefore also

Fig. 6.3 Predicted habitat
suitability for L. pertusa at
Traena Reef. The high values
indicate the area more
suitable for L. pertusa
distribution
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indicates which areas are exposed to the greatest fluxes of incoming food material.
Locations with such an aspect, when combined with elevated topographic height
and a suitable flow velocity regime for successful prey capture and feeding (Purser
et al. 2010) appear from the Maxent predictions and JAGO observations to be the
most suitable for vigorous L. pertusa growth at the Traena Reef. Additionally,
these terrain parameters at scale 50 m with most importance in prediction when
used in isolation, which effectively captured the terrain variation of reef features,
may suggest that local terrain features, here the reef structures, play significant
roles in determining L. pertusa distribution and reef development.
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Chapter 7
Geoinformatics

7.1 Resource-Aware Decomposition and Orchestration
of Geoprocessing Requests in a SOA Framework

Michael Owonibi (&) and Peter Baumann
Jacobs University Bremen, Bremen, Germany
e-mail: p.baumann@jacobs-university.de

Abstract Current trends specify the use of service-oriented, distributed comput-
ing for executing geoprocessing tasks. This is motivated by the availability of high
speed networks, distributed data sets, high computation cost of geoprocessing
tasks, increase in geoprocessing application requirements, server capabilities and
limitations, and several more. However, it turns out that it is difficult to find a
means of dynamically composing services efficiently using the resource charac-
teristics of a set of heterogeneous servers. Therefore, in addressing these issues
with respect to multi-dimensional raster data processing, we propose a query based
approach using Open Geospatial Consortium (OGC) Web Coverage Processing
Service (WCPS) standard. Hence, a server, after receiving a WCPS query request,
can automatically extract portions of the query that are best resolved locally,
distribute other requested parts to other suitable servers, re-collect results and
package them. Some of the main contributions of our work include a framework
where several servers can share computation, load and data, a synchronized and
mirrored service registry infrastructure, server calibration methodology, coverage
processing cost model, distributed query optimization and scheduling algorithms,
and a P2P-based orchestration model for executing the distributed query.

Keywords Geo-processing � WCPS � Service orchestration � Service registry �
Query optimization � Scheduling
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7.1.1 Introduction

Service Oriented Architecture (SOA) is often used today for web service frame-
work where distributed geo-processing tasks are required. Distributed geo-pro-
cessing is necessitated by the distributed original locations, size, and costly
evaluation algorithms of geo-data. Such distributed processes should be embedded
into some overall service which hides the complex service workflow orchestration
tasks behind simple, easy-to-use interfaces. However, it turns out that it is difficult
to find a means of dynamically composing and orchestrating services efficiently.
We claim that this is due to the lack of semantic description of the data and services.
Therefore, the orchestrations of geoprocessing services are, typically, performed
manually using hardwired processing configurations, such as in the special case of
cascading OGC Web Map Service (WMS) requests, Web Processing Service
(WPS) chaining, WPS-Transactional and Business Process Execution Language
(BPEL) based OGC services orchestration. Conversely, the semantic web facilitates
the automated discovery, composition and execution of the web service, however, it
is difficult to establish not just syntax (i.e., function signatures) but semantics (i.e.,
effects), and besides it is not efficient in composing services.

Therefore, in addressing these issues with respect to multi-dimensional raster
data processing, we propose a query based approach which uses OGC Web
Coverage Processing Service (WCPS) standard. WCPS specifies the syntax and
semantics of a query language which allows for server-side retrieval and pro-
cessing of multi-dimensional geospatial coverages (Baumann 2008). Coverages, a
type of geospatial data, encompass any spatio-temporally extended phenomenon.
As currently overarching query languages in this generality are not sufficiently
understood, WCPS focuses on multi-dimensional raster data. Common examples
include satellite imagery, thematic maps, digital elevation models etc. WCPS
queries are given as expressions composed from coverage-centric primitives. Such
primitives include geometric, algebraic-based, summarization, format encoding,
reprojection, etc. operations. As such, the WCPS language can be understood as a
declarative notation for a coverage processing workflow. Therefore, WCPS can be
viewed as a process tree as shown in Fig. 7.1 where OPx represents coverage
processing operators. Due to the fact that the semantics of the service request is
known both to the client and servers, Owonibi and Baumann (2009) presume that
WCPS servers have the potentials for decomposing, dispatching, chaining and
optimizing services automatically without any human interference.

7.1.2 Query Decomposition and Orchestration

In this paper, we propose a framework where several coverage processing servers
can efficiently and dynamically share load and computations specified as a
declarative query. A similar framework has been used in distributed databases and
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grid computing. However, their algorithms are designed for relational and xml
databases as opposed to a coverage database. Besides, these use a mediator-based
approach, whereby a central server parses, optimizes partitions, and schedules a
query; centrally coordinate the execution of a query schedule, and integrates
partial query results. Therefore, the mediator constitutes performance bottleneck
and single point of failure. Furthermore, the overhead of running the grid frame-
work significantly reduces the efficiency of distributed processing of coverages.

In the infrastructure we designed, every server can act as the mediator. Hence,
each server can schedule and orchestrate a distributed query. The components of
each server are shown in Fig. 7.2.

After receiving a query, the server parses and optimizes the query. The opti-
mizations are broadly divided into two—single node and multi-node optimiza-
tions. Single-node optimization re-arranges the ordering of operators of a query
tree for a efficient execution on a single server. Overall, the idea is to minimize the
size of the data processed by an operator. This is because smaller input data for an
operator implies less processing work to be done by an operator and smaller data
transfer time between an operator and its operand. Examples of single node
optimizations include pushing down geometric operations on the query tree, and
the re-shuffling of operators to find the optimal operators arrangement using their
commutative and associative properties. On the other hand, multi-node algorithms
re-arrange the order of execution of operators to create bushy trees from left-deep
trees (in order to obtain better parallelism for the operators) as shown in Fig. 7.3. It
also brings operators which processes data on the same host as close together as
they can possibly get.

Furthermore, in order to be able to determine the cost of processing of each
operator on different node, we provide an algorithm for the modelling the cost of
executing of operators (Owonibi and Baumann 2010b). The components of the
cost function include the data transfer, read and write cost, and CPU cost. Also,
since it is difficult to base the performance of a system on its quoted speed, we
provided a calibrator for calibrating each system with respect to coverage pro-
cessing. Calibrators publish their execution result in the service registry.

After the optimization, we use a modified form of Heterogeneous Earliest
Finish Time (HEFT) algorithm (Topcuoglu et al. 1999) to schedule the coverage
processing operators. Some of the improvements we made include—enabling
intra-operator parallelism of expensive operators by data partitioning, clustering of

Fig. 7.1 Tree representation of WCPS
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the operators, incorporating the fact that one server can process multiple opera-
tions simultaneously without significant change in performance, and many more.

Finally, we modified the query structure such that distributed processing
information can be included. The distributed query schedule is, then, executed
using a Peer-to-Peer (P2P) paradigm (Owonibi and Baumann 2010a), whereby
each server recursively invoke other servers with distributed WCPS queries. Once
the distributed query is received, the server will invoke other servers with queries
(specified in the query it receives), execute its local query, merge the result and
ship it back to its client (the host which sent distributed query).

A central component of our proposed infrastructure is the registry. It stores the
server capabilities of all servers in the network together with their data properties.
All servers keep a local copy of the registry, and this is synchronized across all
servers in the network. Hence, every change e.g. addition and removal of servers
or data, change in server and data properties are monitored and propagated to all
servers in the network efficiently. In order to achieve this, we structure the network
such that each server has only one gateway to the network; however, it can serve as
gateway for many other servers which it monitors as shown in Fig. 7.4.

Fig. 7.2 Distributed WCPS server components

Fig. 7.3 Query tree transformation
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7.1.3 Performance Evaluation

The performance of the execution of a query depends on the structure of the query,
heterogeneity of servers, and the number of servers available. Some of the query
properties include maximum parallelism (maximum total number of operations
parallelizable), cost-to-communication ratio (ratio of CPU cost to data transfer
cost), sequential factor (ratio of cost of parallelizable to non-parallelizable oper-
ations), and skewness factor (ratio of cost of two parallelizable operations). Using
these factors, we determine the parallelizability of a query. Experimentally, we
determine the speedup (ratio of the time of distributed execution of a query to the
time it takes on one server) of different random query structures, Overall, we
obtain speed up the parallelizability of the query.

7.1.4 Conclusion

This paper presents an infrastructure for distributed coverages processing. Servers
can join this network by registering with any server on the network after it had
graduated itself against a set of server calibration parameters we proposed. This
calibration info, together with metadata for the coverages available on every server
is replicated on all servers. Therefore, we provide the means to efficiently syn-
chronize this information on all the servers’ registry. Based on the information in
the registry, we also propose a model for estimating the costs of distributed
coverages processing, query tree optimization methods, efficient query scheduling
algorithms, and a P2P-based distributed query execution technique. Several
servers can, therefore, efficiently collaborate in sharing data, computation, loads
and other tasks with respect to dynamic, resource-aware coverages processing.

Fig. 7.4 Mirrored registry synchronization
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7.2 A Specification-Based Quality Model to Improve
Confidence in Web Services of Multidisciplinary
Earth System Science

Jinsongdi Yu (&) and Peter Baumann
Jacobs University Bremen, Germany
e-mail: j.yu@jacobs-university.de

Abstract To ensure better global sharing of geospatial information in a hetero-
geneous world of multidisciplinary Earth system science, quite a few web services
of earth phenomena, are implemented to claim conformance to the unanimous geo
standards, such as the Open GeoSpatial Consortium (OGC), in collaboration with
the ISO, both of which are currently the main driving forces in open standards for
interoperable geo services. Conformance assessment, directly or indirectly deter-
mines that a process, product, or service meets relevant technical standards. The
assessment approaches are differentiated in the domain specific standards. How-
ever, how to establish a model to evaluate the provided standardization solution,
and to evaluate the extent to which the specification itself supports the improve-
ment of confidence in service implementations, tests and test results, is still
immature in the research of geo-service interoperability. To address these issues,
we derived a specification-based quality model based on the domain specific
standards. Corresponding metrics are derived to quantitatively measure these
qualities during the testing stage.

Keywords Geo service � Interoperability � Standardization � Conformance �
Quality model � Maturity � Validity

7.2.1 Introduction

Geo raster Web services, such as satellite image services, digital aerial photo
services, digital elevation data services, provide access to detailed and rich sets
of geospatial information being used in the multidisciplinary field of Earth
system science research, such as in atmosphere, ocean, cryosphere, solid earth,
and biosphere research. The use of internet and related web technologies for
accessing such geo-spatial data, as well as for performing basic queries and
processing, allow us to find, share, combine, and process geo-spatial information
more easily. For example, selected geological, remote sensing and climate data
for island effects research could become more accessible and more easily
combined within an open interoperable framework with unanimous service
interfaces. But the heterogeneity of the services on the multi-source data and the
corresponding processing constitute a barrier to such geo-spatial data sharing and
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interoperability. Open GeoSpatial Consortium (OGC), in collaboration with the
ISO, develops and maintains a family of open and interoperable geo service
standards. The corresponding conformance testing programmes have been set up
to ensure interoperability of implementations that claim to adhere to the speci-
fications. For example, an important, though not very visible activity in the OGC
OWS-8 Observation Fusion Thread consists of establishing systematic confor-
mance tests for the Web Coverage Service. The goal of the testing is to check
that all the different venders in the network communicate in common Earth
Observation service interfaces and data models. While such testing poses chal-
lenges in itself, the extent to which the specifications themselves support testing
of implementations is also of significance.

7.2.2 Methods

A geo service conformance assessment process claims the conformance level to
the specified geo standards during the testing stage. The external metrics (ISO
2003), which are measured during such a process, quantitatively reflect these
levels. Therefore, we derived the external metrics to measure the three derived
qualities, specifically, functional compliance, which is used to measure the com-
pliance items of the service interfaces, test coverage, which is used to measure the
maturity of the designed test cases, and audit trail capability, which is used to
measured the analyzability of test results. These metrics are detailed in Table 7.1.

To test the compliance items, a set of test cases are designed for the tasks.
However, the designed test cases can not 100 % guarantee the implementations
due to the incomplete nature of testing (Dijkstra 1972). In this case, a set of well
designed test cases will help to improve the confidence on the provided services.
To measure the test maturity of the designed tests, a metric of test coverage is
needed. Request Parameter Relationship Analysis (RPRA) (Yu et al. 2011), which
helps to generate finite search spaces of different complexities by considering the
specification-consistent parameter relationships, provides a measurement on the
total number of test cases that are to be performed to cover a compliance item.

Test results are important to test audit ability. Obviously, simple pass or fail is
inexpressive for the inconclusive verdict. Audit trail capability is used to measure
analyzability based on the evaluation properly, taking into account inconclusive
results. To measure the analyzability, a metric of audit trail capability is needed.
We propose the Integrated Dependency and Goal Model (IDGM) to address
subordinations and dependencies among the conformance statements.

7.2.3 Results

We designed the RPRA-query-language (RPRA-QL) based on the RPRA theory as
specified in (Yu et al. 2011) and applied it in the OGC WCS 2.0 (Baumann 2010a, b)
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test maturity analysis. We implement RPRA-QL in BNFC, a compiler construction
tool generating a compiler front-end from a Labelled BNF grammar (Forsberg and
Ranta 2005). An example for a RPRA-QL on a data retrieval is as follows:

IRCP(Service, Version, MDRCP(id, SR(MDR(d1, SSR(TDR(TrimL1, TrimH1),
SlicePoint1)), MDR(d2, SSR(TDR(TrimL2, TrimH2), SlicePoint2)), …, MDR(di,
SSR(TDR(TrimLi, TrimHi), SlicePointi)))))

This query generates test requests, constrained by the relations among param-
eters based on RPRA. By comparing with static approach, random approach and
exhaustive approach, the RPRA approach generates a search space which contains
minimum necessary requests and these requests are specification-consistent.

In IDGM, we treat statement subordination and dependency relationships as
directed edges in graph theory. We model the relationship between a statement and
its direct successors in Test Result Evaluation (TRE) language, which is based on a
three-valued logic (Fitting 1991) evaluation language, to evaluate validity of
global statements. For example, if the truth value of Conformance Statement (CS)
CS1 depends on CS2 or CS3 and CS4 and CS5, and CS2 consists of CS6 and CS7
and CS8, CS1 can be evaluated by (CS6 and CS7 and CS8) or (CS3 and CS4 and
CS5). An iteration process on compound statements will find all statements which
are necessary to be evaluated.

7.2.4 Discussion and Conclusion

We have investigated ‘testing Web services’ against complex specifications, such
as OGC WCS 2.0 series (Baumann 2010a, b), consisting of requirements with
manifold subordinations and dependencies among them. In order to insure general
applicability, a derived quality model is proposed to address service interface
compliance, test maturity and global conformance statement validity. Functional
compliance is used to measure the compliance items of the service interfaces. A
metric of test coverage based on RPRA-QL is proposed to quantitatively evaluate
the maturity of the design tests. TRE, a three-valued logic expression is modeled to
evaluate the statement result validity in the proposed Integrated Dependency and
Goal Model (IDGM).

We introduced three logic assumption-based evaluations to distinguish fully
credible, questionable and completely not credible statements. Specifically, Open
World Assumption (OWA) states that the truth value of a statement that is not
included in or inferred from the knowledge explicitly recorded in the system shall
be considered unknown. Closed World Assumption (CWA) is the assumption that
any statement is false that is not known to be true. We distinguish yet another case
in software testing. Frequently, there are test stubs which simulate the behavior of
the dependent test modules. In this case, the dependent test modules are always
assumed to be true when their truth evaluation results are not available. Hence, we
define Stub Assumption (SA) as the presumption that what is not currently known
to be true is true.
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We have proven that there is one and only one fix-point in the isolated testing
environment according to the Knaster–Tarski theorem (Echenique 2005). When a
fixed logic assumption strategy is adopted for the truth evaluation, the fix-point
location is unique. However, this fix-point location is always unknown since the
logic assumptions are not always explicit during the evaluation process.

Our study example is geo service standardization, specifically geo raster ser-
vices based on OGC WCS 2.0 (Baumann 2010a, b). The theoretical results
described here form the basis for the generation of a concrete Executable Test
Suite (ETS), which will become the official conformance test suite of WCS in
OGC’s Compliance and Interoperability Testing Initiative (CITE) programme.
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Chapter 8
Geoengineering

8.1 Feasibility Study of Using a Petroleum Systems Modeling
Software to Evaluate Basin Scale Pressure Evolution
Associated With CO2 Storage

Christian Ihrig (&) and Vikram Unnithan

Jacobs University Bremen, Germany
e-mail: v.unnithan@jacobs-university.de

Abstract Carbon Capture and Storage (CCS) has been identified to be a prom-
ising method to reduce anthropogenic CO2 emissions, helping to mitigate the risk
of climate change. Among several challenges that come along with the industrial
deployment of CCS, it is important to study and evaluate the influence of CO2

storage project(s) on the surrounding area (i.e., outside of the reservoir). In this
context, a relevant issue is the pressure evolution in the subsurface that is asso-
ciated with CO2 injection. Instead of using conventional reservoir simulators to
model the pressure development, we apply the petroleum systems modeling
software PetroMod� to simulate selected aspects of CO2 storage. This software
type has the advantage to include the long-term perspective of CO2 storage, and
the large spatial scale (basin wide) that is needed to fully evaluate this process.
Since using a petroleum systems modelling software in the field of CO2 storage is
a new approach, we first present a method we have developed to simulate CO2

injection in PetroMod. We then run a 2D model to test whether PetroMod can be
used to model the pressure buildup resulting from CO2 injection.

Keywords CO2 storage � CCS � Pressure � PetroMod � Basin scale � Long-term
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8.1.1 Introduction

Carbon Capture and Storage (CCS) is considered to be a potential method to
reduce anthropogenic CO2 emissions in order to combat climate change (IPCC
2005, 2007). If the technology is to play its part in the portfolio of CO2 mitigation
options, a large fraction of the annually released CO2 will have to be stored in
geological formations. Respective global numbers are estimated to be around
10 Gtons per annum in the year 2050 (IEA 2009). Major targets are saline aqui-
fers, i.e., porous rock formations such as sandstones that are saturated with salty
water (i.e., brine), allowing the injection of fluids like CO2.

Apart from the premise to safely contain CO2 below the surface (which basi-
cally includes the study of reservoir scale processes), a critical issue of industrial
CCS deployment is the investigation and evaluation that CO2 project(s) may have
on the surrounding area:

During the injection period of a storage project (Fig. 8.1), the native brine is
displaced by the injected CO2, which can lead to a significant pressure buildup
inside the reservoir. However, while the spreading of CO2 is limited to the storage
site (i.e., reservoir scale), the pressure front may migrate far beyond the reservoir
scope, affecting a much larger subsurface volume than the CO2 plume itself. The
induced pressure change may also lead to brine migration outside of the reservoir
as a result of pressure attenuation in the subsurface. Accordingly, pressure change

Fig. 8.1 Illustration of CO2 injection and related processes outside of the reservoir scope (i.e.,
pressure perturbation and brine migration). 1 reservoir = storage formation; 2 cap rock = seal-
ing formation; 3 potential brine leakage; 4 potential change in piezometric head due to pressure
changes in the subsurface. Adapted from and modified after Birkholzer et al. (2009)
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and/or brine migration may change groundwater levels or salt contents in fresh-
water reservoirs in far distance from the injection site. The relevance and risk of
these issues has been reported by several recent studies (e.g., Birkholzer et al.
2009; Birkholzer and Zhou 2009; Zhou et al. 2009).

The conventional way of addressing these problems is computer modelling
using reservoir modelling software types. Their advantage is their high resolution
associated with great speed; however, considering the potentially affected areas of
basin scale, the demanded CPU power is too high. In this context, we try to install
another software tool that can deal with the relevant processes. The respective tool
should be able to

(a) deal with a large number of CO2 storage projects
(b) include important basin scale processes like the pressure-buildup and/or brine

migration
(c) cover large areas and time scales up to 10,000 years to make long-term

predictions.

For this approach, we use the standard industry software PetroMod�,
(Schlumberger 2009) a petroleum systems modelling software, which has been
designed to model geological basin history (up to several 100 million of years)
with associated generation, migration and accumulation of hydrocarbons (i.e.,
petroleum). Accordingly, the software can cope with the considered time scale of
up to 10,000 years and the large spatial scale (i.e., basin wide). However, since this
type of software has never been used in the field of CO2 storage, our goals are

(i) to develop a way to simulate CO2 injection in PetroMod since this option is
missing;

(ii) to evaluate whether we can use PetroMod to model pressure buildup resulting
from CO2 injection

(iii) to evaluate whether the software can be used to make long-term predictions
concerning vertical CO2 migration (not presented in this paper).

8.1.2 Principles of Petroleum Systems Modelling

Petroleum Systems Modelling (PSM) incorporates a large number of various
processes that are needed to fully simulate and understand the evolution of geo-
logical basin with associated hydrocarbon history. Simplified, the following pro-
cesses and modelling steps may be distinguished (Hantschel and Kauerauf 2009):

• Deposition, erosion and burial of sediments
• Diagenetic processes, i.e., lithology transformation (e.g., changes in porosity

and permeability caused by compaction or mineral transformation); pressure
calculation
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• Heat flow analysis, which is needed to calculate proper subsurface temperatures;
The thermal history is a crucial parameter for petroleum generation

• Fluid analysis (petroleum composition)
• Petroleum migration
• Reservoir volumetrics.

In this context, the following method should be considered as a part of a more
comprehensive simulation ‘‘workflow’’.

8.1.3 CO2 Injection Method in PetroMod

CO2 has been generated in a layer (CO2 SR, see Fig. 8.2), following the same way
hydrocarbon generation is modeled in PetroMod. Two impermeable layers on the
top (IL 02) and the bottom (IL 01) of the generation layer hinder the outflow of
CO2. Using a function of PetroMod (i.e., the ‘‘salt piercing tool’’), a part of the
upper layer (IL 03) is changed from impermeable to permeable, allowing the
outflow (=‘‘injection’’) of CO2 into the reservoir. This way, time and space of CO2

‘‘injection’’ can be controlled. To stop ‘‘injection’’, another layer (IL 04) is
changed from permeable to impermeable, using the mentioned ‘‘salt piercing
tool’’.

The presented method can be used to model one or several storage projects
within one model.

Fig. 8.2 2D model setup for the pressure evaluation in PetroMod. The figure also describes the
general procedure of the developed CO2 injection method. IL01 impermeable layer 01; CO2 SR
layer where CO2 is generated; IL 02 impermeable layer 02; IL 03 2 cells that are changed from
impermeable to permeable to start CO2 ‘‘injection’’. IL 04 permeable layer that can be changed to
impermeable to stop CO2 ‘‘injection’’. For more information, see text
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8.1.4 Evaluation of the Pressure Buildup in PetroMod

8.1.4.1 Method

We choose a 2D model (Fig. 8.2) to test whether we can use PetroMod to model
the pressure development following CO2 injection. The model domain
(100 9 1 9 1,18 km) is discretized into 8000 cells. Each layer consists of 1000
cells except for the Cap Rock, which is split vertically by a factor of 3 into 3000
cells due to its thickness. The dimensions of each cell in x-, y- and z-direction are
100 9 1000 m 9 layer thickness of the corresponding layer. The storage forma-
tion (Reservoir) is represented by a sandstone layer (porosity = 0.32, vertical
permeability = 3.47D), the sealing formation (Cap Rock) by shale (poros-
ity = 0.3, vertical permeability = 2.6 lD). We inject 4 Mtons of CO2 over a
timespan of 100 years, using the introduced injection method. The pressure
response is recorded in four observation cells (of which only one is presented here)
for the next 500 years, i.e., 600 years in total; the observation cell is directly
located above the injection point (Fig. 8.2). To verify that the recorded pressure is
a result of the injected CO2, we also run a reference scenario where no CO2 is
injected (following the protocol of the injection method but without generating
CO2 in the CO2 SR).

8.1.4.2 Results

Hundred years after CO2 injection, the pressure in our observation cell has
increased by 0.1 bar. Throughout the rest of the simulation (i.e., another
500 years), the pressure remains constant. The reference scenario, where no CO2 is
injected, delivers identical results.

8.1.5 Discussion and Conclusion

In reality, the injection of CO2 should lead to a significant pressure change, which
is not observed in our model. Instead, the absence/presence of CO2 does not
influence our results. We are testing the model for consistency and also run a
discussion on what is causing the small pressure increase in PetroMod. At the
moment, we consider the observed pressure increase (0.1 bar) 100 years after
injection to be a combined result of:

(a) aquathermal expension of the CO2 SR formation water, i.e., brine that is
trapped in that layer (along with or without CO2); this leads to a significant
pressure increase in CO2 SR (around 10 bars above hydrostatic pressure, not
presented here); and
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(b) the pressure compensation between the Reservoir (in situ pressure is about
hydrostatic, not presented here) and CO2 SR that follows after IL 03 is opened
to start CO2 injection.

With regard to the current state of our research, i.e., the absence/presence of
CO2 in the model does not affect the pressure results, we consider PetroMod not to
be suitable to study subsurface pressure evolution associated with CO2 injection.
Accordingly, we favor/support the application of reservoir simulators to evaluate
this process in combination with computer techniques (e.g., parallel processing) to
accelerate the model.
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