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Preface 

This volume contains a selection of papers referring to lectures presented 
at the symposium "Operations Research 2004" (OR 2004) held at Tilburg 
University, September 1-3, 2004. This international conference took place 
under the auspices of the German Operations Research Society (GOR) and 
the Dutch Operations Research Society (NGB). 

The symposium had about 500 participants from more than 30 countries all 
over the world. It attracted academicians and practitioners working in various 
fields of Operations Research and provided them with the most recent ad
vances in Operations Research and related areas in Economics, Mathematics, 
and Computer Science. 

The program consisted of 4 plenary and 19 semi-plenary talks and more 
than 300 contributed presentations, selected by the program committee, to 
be presented in 20 sections. 

Due to a limited number of pages available for the proceedings volume, the 
length of each article as well as the total number of accepted contributions 
had to be restricted. Submitted manuscripts have therefore been reviewed 
and 59 of them have been selected for publication. 

We would like to thank the GOR-board for the abundant collaboration, which 
we always found to be helpful and fruitful. We are grateful to all the review
ers, which were asked to review one or more submitted papers. Finally, we 
would like to thank our colleague Annemiek Dankers and Barbara Fess from 
Springer-Verlag for their support in publishing this proceedings volume. 

Tilburg, March 2005 

Hein Fleuren 
Dick den Hertog 

Peter Kort 
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Koordination von Abruf- und Lieferpolitiken in 
Supply Chains 

Eric Sucky 

Seminar fiir Logistik und Verkehr, Johann Wolfgang Goethe-Universitat, 
Mertonstr. 17, 60054 Frankfurt am Main, esucky@wiwi.uni-frankfiirt,de 

1 ElnleJtung 

Der Materialfluss in Supply Chains, von der Rohstoffgewinnung tiber die 
einzelnen Veredelungsstufen bis hin zum Endkunden, resultiert aus der 
Verknupfung von Beschaffungs-, Produktions- und Transportprozessen einzelner, 
in der Supply Chain agierender Untemehmen. Die zeitlichen und quantitativen 
Auspragungen dieser Wertschopfimgsprozesse werden in individuellen Abruf-
und Lieferpolitiken spezifiziert. Aufgrund der bestehenden zeitlichen und 
quantitativen Interdependenzen ist die zielgerichtete, untemehmensubergreifende 
Koordination von Abruf- und Lieferpolitiken eine zentrale Aufgabe des Supply 
Chain Management. 

Sowohl in der relevanten Literatur als auch in kommerziellen 
Softwaresystemen werden Planungsansatze des Supply Chain Management 
weitgehend auf der Basis zentraler Koordinationsprinzipien diskutiert. In real 
existierenden Supply Chains sind i.d.R. jedoch nicht die Voraussetzungen fur 
eine zentrale Koordination gegeben: Eine zentrale Koordination bedingt, dass die 
Untemehmen in der Supply Chain 1.) ihre Planungsautonomie aufgeben, 2.) alle 
planungsrelevanten Informationen (d.h. auch sensible Kosten- und Kapazitats-
informationen) einer zentralen Koordinationsinstanz zur Verfiigung stellen und 
3,) ihre Handlungen an ubergeordneten Supply Chain-Zielen ausrichten [8]. Darin 
ist der Grund zu sehen, warum kommerzielle Softwaresysteme des Supply Chain 
Management (Advanced Planning Systems), bisher lediglich untemehmensintem 
eingesetzt werden, obwohl sie fur einen untemehmenstibergreifenden Einsatz 
entwickeh wurden [9]. 

Zentrale Planungsansatze bilden relevante Problemstellungen des Supply 
Chain Management nicht adaquat ab. Praxisrelevante Fragestellungen der 
Allokation von Supply Chain-Gewinnen in Win-Win-Situationen oder der 
Kompensation von Akteuren in Win-Lose-Situationen sowie relevante 
Rahmenbedingungen, insbesondere Informationsbedingungen und Machtverhalt-
nisse, werden nur bedingt oder gar nicht beriicksichtigt. Zur Unterstiitzung der 



Koordination des zielgerichteten Zusammenwirkens der verteilten Leistungs-
erstellung in Supply Chains liefem zentrale Planungsansatze daher nur einen 
geringen Beitrag. Wahrend produktionswirtschaftliche und logistische Ansatze 
zur Planung integrierter Materialflusse durch eine weitgehende Vemachlassigung 
von Wettbewerbsaspekten und der Dominanz hierarchischer Koordinations-
prinzipien gekennzeichnet sind, eignen sich spieltheoretische Ansatze, die 
strategische Interaktion zwischen Untemehmen zu analysieren und eine dezentral 
abgestimmte Planung zu unterstiitzen [4]. 

2 Das Koordinationsproblem 

Dem zu analysierenden Koordinationsproblem liegen folgende Annahmen zu 
Grunde: Es wird ein Abnehmer (A) und ein Lieferant (P) eines bestimmten 
Produkts betrachtet, fur das eine im Zeitverlauf gleichbleibende Nachfrage in 
konstanter Hohe besteht. Fijr die Phasen des Materialflusses werden auf 
Lieferantenseite Produktion und Warenausgangslager und auf Abnehmerseite 
Beschaffung und Wareneingangslager, wie in Abbildung 1 dargestellt, 
unterschieden. 
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c 
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Q. 

tf> (D 
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Abb. 1. Betrachtete Lieferanten-Abnehmer-Beziehung 

1st die vom Lieferanten an den Abnehmer zu liefemde Periodenquantitat 
gegeben, muss festgelegt werden, zu welchen Lieferzeitpunkten welche Liefer-
quantitaten erfolgen, d.h. es muss eine gemeinsame Abruf- und Lieferpolitik 
ermittelt werden. Die Abru^olitik des Abnehmers lasst sich durch die Anzahl der 
Abrufe je Periode, den Abrufzyklus, d.h. der Zeitspanne zwischen zwei Abrufen 
sowie der Quantitat je Abruf charakterisieren, Der Lieferant legt simultan die 
Produktions- und Lieferpolitik fest. Wahrend sich die Lieferpolitik an der Anzahl 
der Lieferungen je Periode, dem Lieferzyklus sowie der Quantitat je Lieferung 
konkretisiert, ist die Produktionspolitik durch die Anzahl der Losauflagen je 
Periode, dem Produktionszyklus sowie der LosgroBe je Losauflage gekenn
zeichnet. 



2.1 Individuelle Planungsprobleme der Supply Chain-Partner 

Die bekannte Periodenquantitat des vom Lieferanten an den Abnehmer zu 
liefemden Produkts, gemessen in Mengeneinheiten je Periode, betragt b [ME/PE]. 
Der Lieferant, der das vom Abnehmer nachgefragte Produkt im Rahmen einer 
Serien- bzw. Sortenfertigung erzeugt, plant simultan seine Liefer- und 
Produktionspolitik unter dem Ziel der Minimierung seiner relevanten 
Periodenkosten. Dabei ist zu beachten, zu welchem Zeitpunkt fertiggestellte 
Produkteinheiten eines Produktionsloses zur Weitergabe an den Abnehmer zur 
Verfugung stehen. Im Folgenden wird angenommen, dass der Lieferant seine 
Liefer- und Produktionspolitik auf der Basis einer Lot-for-Lot-Politik disponiert, 
d.h. direkt nach Abschluss der Bearbeitung eines Produktionsloses wird das 
gesamte Produktionslos vollstandig an den Abnehmer weitergegeben; die 
Lieferquantitat entspricht der ProduktionslosgroBe. 

Die Periodenkapazitat des Lieferanten betragt d [ME/PE]. Es gilt d > b und 

die Nachfrage des Abnehmers wird durch y Lieferungen identischer Quantitat 

X [ME] gedeckt. Die variablen Produktions- und Transportkosten je 
Mengeneinheit werden als im Planungszeitraum konstant angenommen und sind 
daher nicht entscheidungsrelevant. Die Summe der relevanten Riist- und 
Lagerkosten je Periode stellt somit die ZielgroBe dar; als Hohenpraferenzrelation 
gilt „Minimierung". Die Rtistkosten, die bei jeder Losauflage in gleicher Hohe 
anfallen, betragen R [GE]. Der Lagerhaltungskostensatz sei mit hp 

[ G E / M E P E ] bezeichnet. Die relevanten Periodenkosten, die individuell 
optimale Produktions- und Lieferpolitik sowie die resultierenden minimalen 
Periodenkosten des Lieferanten lauten [1]: 

Zp «-MT^--=il̂ -<--#¥^ •" 
Der Abnehmer plant seine Abrufpolitik ebenfalls unter dem Ziel der 

Minimierung seiner eigenen entscheidungsrelevanten Periodenkosten, welche die 
Abruf- und Lagerhaltungskosten umfassen. Die variablen Beschaffungskosten je 
Stuck werden als im Planungszeitraum konstant angenommen und sind daher 
nicht entscheidungsrelevant. Unter der Annahme einer unendlich schnellen 
Lieferzeit sowie eines kontinuierlichen Lagerabgangs mit konstanter 

Nachfragerate ist der Gesamtbedarf b [ME/PE] durch y Abrufe identischer 

Quantitat x [ME] zu decken. Die Abrufkosten, die bei jedem Abruf in gleicher 
Hohe anfallen, betragen B [GE]. Der Lagerhaltungskostensatz betragt h^ 
[ G E / M E P E ] . Die Funktion der relevanten Periodenkosten, die individuell 
optimale Abrufpolitik sowie die daraus resultierenden minimalen Periodenkosten 
des Abnehmers ergeben sich mit: 



ZA(x) = B ~ + - - -h , 
2 B b , z^(x;) = V2-B.b.h, (2) 

2.2 Die integrierte Liefer- und Abrufpolitil< der Supply Chain-
Partner 

Die Koordinationsaufgabe des Supply Chain Management besteht in der hier 
betrachteten Problemstellung in der zielgerichteten Abstimmung der dezentral 
ermittelten Teilplane der Supply Chain-Partner, d.h. in der Koordination der 
Abruf- und Lieferpolitik des Abnehmers und des Lieferanten. Eine integrierte 
Abruf- und Lieferpolitik ist durch die LFbereinstimmung von Abruf- und 
Liefermenge gekennzeichnet. Das Problem der Ermittlung einer integrierten 
Abruf- und Lieferpolitik kann als Vektorminimumproblem formuliert werden: 

mm X z = 
Z A W 

Zp(x) 

B b 

R b 

i .h 
2 

1 b 
2 d 

- • h „ 

fl^ 
x e R , (3) 

Existiert eine Abruf- und Lieferpolitik x, ftir die beide Zielfunktionen z^(x) 

und Zp(x) ihre individuellen Minima erreichen, so wird diese Losung als 

perfekte Losung von (3) bzw. als perfekte Abruf- und Lieferpolitik bezeichnet. 
Eine perfekte Losung existiert jedoch nur, wenn die individuell optimale 
Abrufmenge und die individuell optimale Produktions- und Lieferlosgrofie 

identisch sind. In diesem Fall gilt x = x^ = Xp und es ergibt sich der ideale 

Zielfunktionswertvektor: 

z' = (z^ (x), Zp (x)) = V^-B-b-h^, b • I 
2 - R ' h , 

(4) 

In realen Planungssituationen wird die individuell optimale Abrufpolitik nicht 
der individuell optimalen Lieferpolitik entsprechen. Im Allgemeinen gilt 

x]l̂  7̂  Xp und das Vektorminimumproblem (3) besitzt keine perfekte Losung. Die 

Akteure mtissen eine Kompromisslosung fmden, d.h. sie mussen sich z.B. im 
Rahmen bilateraler Verhandlungen tiber die zu realisierende Abruf- und 
Lieferpolitik einigen. Kandidaten fur eine solche Verhandlungslosung sind 
Abruf- und Lieferpolitiken, die bezuglich der Zielfunktionen z^(x) und Zp(x) 

funktional-effizient sind. Die Menge der funktional-effizienten Abruf- und 
Lieferpolitiken ist [10]: 

X^^={XERJX€[X1,X;]}. (5) 



Ausgehend von einer funktional-effizienten Abruf- und Lieferpolitik xeX^^ 
kann kein Akteur besser gestellt werden (im Sinne der Realisierung niedrigerer 
Periodenkosten), ohne dass der jeweils andere Akteur schlechter gestellt wird. FUr 

jede Politik x ^ X^^ hingegen, kann mindestens eine Politik xeX^^ angegeben 
werden, fiir die beide Akteure niedrigere Periodenkosten realisieren. Nicht 
funktional-effiziente Altemativen sind daher keine potenziellen integrierten 
Abruf- und Lieferpolitiken, ihre Wahl verstoftt gegen den Grundsatz formaler 
Rationalitat [5]. Die Ermittlung der Menge funktional-effizienter Politiken (5) 
reduziert die Komplexitat des dem Vektorminimumproblem (3) zu Grunde 
liegenden Koordinationsproblems, eine endgiiltige Auswahl der integrierten 

Abruf- und Lieferpolitik gelingt aber nicht. Es existiert fur x\ ^x^, folgender 

Zielkonflikt: 

Z A ( 4 ) > Z A W > Z A ( X 1 ) und Zp(x*A)>Zp(x)>Zp(Xp)Vxe]x*A,x;[ (6) 

Ausgehend von einer funktional-effizienten Abruf- und Lieferpolitik fuhrt die 
Verringerung des Zielfunktionswertes eines Akteurs zur Erhohung des 
Zielfunktionswertes des jeweils anderen Akteurs. In Abbildung 2 sind fur 

x^ <Xp die streng konvexen Verlaufe der relevanten Periodenkosten der 

Akteure dargestellt. Verhalten sich die Supply Chain-Partner rational im Sinne 
ihrer Zielsetzungen, so strebt der Lieferant die Realisierung seiner individuell 
optimalen Produktions- und Lieferpolitik an, wahrend der Abnehmer seine 
individuell optimale Abrufpolitik realisieren mochte. Lediglich in dem 
unrealistischen Fall x^ = Xp besteht somit kein Interessenkonflikt und das 
Koordinationsproblem ist gelost. 

^ A ^ P 

Abb. 2. Verlaufe der relevanten Periodenkosten 

Im praxisrelevanten Fall x^ ^ Xp miissen sich die Akteure z.B. im Rahmen 
bilateraler Verhandlungen iiber die zu realisierende Abruf- und Lieferpolitik 
einigen. In der relevanten betriebswirtschaftlichen Literatur wird vorgeschlagen, 
die integrierte Abruf- und Lieferpolitik so zu bestimmen, dass die Summe der 



Periodenkosten der Akteure ihr Minimum amiimmt (vgl. z.B. [1], [2] und [3]). 
Dies impliziert jedoch einen zentralen Planungsansatz auf der Basis einer 
kompensatorischen Kompromisszielftinktion mit identischer Gewichtung der 
individuellen Zielfunktionswerte. Neben den in Abschnitt 1 genannten 
Hemmnissen einer zentralen Koordination bleiben insbesondere die 
Machtverhaltnisse der Supply Chain-Partner unberiicksichtigt. 

Im Weiteren wird angenommen, dass sich der Abnehmer in der Machtposition 
befmdet, seine individuell optimale Abrufpolitik auch gegen den Widerstand des 
Lieferanten durchzusetzen (zur Analyse altemativer Machtkonstellationen in 
Lieferanten-Abnehmer-Beziehungen vgl. [10]). Der Abnehmer hat nur dann einen 
Anreiz, einer anderen als seiner individuell optimalen Abrufpolitik zuzustimmen, 
wenn fur ihn daraus eine so genannte Win-Situation resultiert. Da fur jede 
integrierte Abruf- und Lieferpolitik x ^ x ^ gilt z^(x)>z^(x^), ergibt sich fur 
ihn jedoch eine Lose-Situation. Der Abnehmer hat somit zunachst keinen Anreiz, 
eine andere als seine individuell optimale Abrufpolitik zu wahlen und 

durchzusetzen. 1st die Abrufpolitik mit x^ gegeben, so ergibt sich aus der 

Perspektive des Lieferanten eine Lose-Situation, da gilt: 

Zp(x^) > Zp(Xp) V x^,Xp > 0,x*A ^ Xp . 

Im Rahmen von bilateralen Verhandlungen mochte der Lieferant daher eine 
Einigung uber eine gemeinsame Abruf- und Lieferpolitik XQ erzielen, fur die 

gilt: Zp (Xp) < Zp (XQ) < Zp (x^) . Damit der Abnehmer eine Abruf- und 

Lieferpolitik XQ ^x\ akzeptiert, muss mindestens die dadurch bei ihm 

induzierte Kostenerhohung durch eine Transferzahlung s [GE/PE] vom 
Lieferanten kompensiert werden. Das Planungsproblem des Lieferanten besteht 
somit in der simultanen Ermittlung der anzubietenden Abruf- und Lieferpolitik 
sowie der damit korrespondierenden Transferzahlung. Ein Angebot des 
Lieferanten bezeichnet daher eine Kombination aus Quantitat je Lieferung x^ 
und Transferzahlung s. 

3 Die Verhandlungslosung 

In der relevanten Literatur wird analysiert, wie der Lieferant die Abrufpolitik des 
Abnehmers durch Preisnachlasse beeinflussen kann (vgl. z.B. [7] und [6]). Diese 
Planungsansatze bilden das zu Grunde liegende Verhandlungsproblem jedoch 
nicht adaquat ab. Insbesondere sind die bestehenden Planungsansatze durch die 
Annahme der vollstandigen Information des Lieferanten bezuglich der 
Auspragung der Kostenfunktion des Abnehmers gekennzeichnet. Praxisrelevante 
Verhandlungssituationen werden jedoch dadurch gekennzeichnet sein, dass der 
Lieferant nur uber unvoUstandige Informationen verfugt, d.h. die Kostenstruktur 
des Abnehmers nicht mit Sicherheit kennt. Da der Abnehmer keinen Anreiz hat, 



die wahre Auspragung seiner Kostenfunktion preiszugeben - der Abnehmer hat 
im Gegenteil einen Anreiz, fur jede angebotene Abruf- und Lieferpolitik 
uberhohte Kosten anzugeben, um eine moglichst hohe Transferzahlung zu 
erzielen - muss der Lieferant die Auspragung der Kostenfunktion des Abnehmers 
bei der Angebotsgestaltung schatzen. 

Aus der Perspektive des Lieferanten sind mehrere Auspragungen der 
Kostenfunktion des Abnehmers denkbar. Der Lieferant muss dann ein ganzes Set 
von Angeboten ermitteln, d.h. auf Basis jeder angenommenen Auspragung der 
Kostenfunktion des Abnehmers ist ein spezielles Angebot zu generieren. Die 
einzelnen Angebote miissen einerseits individuell rational sein, d.h, es muss sich 
fur den Abnehmer lohnen, ein Angebot auch anzunehmen. Andererseits miissen 
die Angebote anreizkompatibel sein: Der Abnehmer muss einen Anreiz haben, 
genau das Angebot anzunehmen, welches auf der Basis seiner tatsachlichen 
Kostenfunktion generiert wurde. Da dem Abnehmer ein Set von Angeboten 
vorgelegt w îrd, aus dem er selbst ein Angebot ausw^ahlen kann, wird diese Form 
der Angebotsgestaltung auch als Selbstwahlmechanismus oder Self-Selection 

bezeichnet. Im Weiteren bezeichnet Z,^(XQ) (i e {1,2,...,m}) die i-te potenzielle 

Auspragung der Kostenfunktion des Abnehmers. Es sei w- die (subjektive) 

Wahrscheinlichkeit, mit der der Lieferant annimmt, dass die i-te Auspragung der 
m 

Kostenfunktion des Abnehmers die tatsachliche ist, mit Wj >0 Vi,^Wj = 1 . 
i = l 

Schliefilich sei (xQj,Si) die angebotene Kombination aus Lieferquantitat und 

Transferzahlung, fur die i-te angenommene Auspragung der Kostenfunktion des 
Abnehmers. Wird angenommen, der Lieferant sei risikoneutral, so lasst sich zur 
Losung des stochastischen Planungsproblems ein Ersatzmodell auf der Basis des 
Erwartungswertes der relevanten Periodenkosten des Lieferanten heranziehen: 

m / X ( 7 ) 
min E[ZP(XG,,,XG,2V..,XG,„,SI,S2,...,S^)] = X W , •iZp(xG.) + s J 

i = l 

unter Beachtung der Restriktionen 

zt(x^,)-s.,<zt(xl) Vie{l,2,...,m} W 

Z.^(XG, . ) -S , <Z .^ (XG,^ ) -S^ Vi,j€{l,2, . . . , m} , i . ^ j (9) 

XG,i>0, Si>0 Vie{l,2,...,m} (10) 

Die Zielfunktion (7) gibt den Erwartungswert der relevanten Periodenkosten 
des Lieferanten an. Die Restriktionen (8) sind die Teilnahmebedingungen 
(individual-rationality constraints) und bei den Restriktionen (9) handelt es sich 
um die Anreizkompatibilitatsbedingungen (self-selection constraints). Insgesamt 
miissen m + m • (m -1) Teilnahme- und Anreizkompatibilitatsbedingungen 

beachtet werden. Aufgrund der strengen Konvexitat der Kostenfunktionen Zp(x) 

und z^(x) ViG{l,...,m} stellen die Karush-Kuhn-Tucker-BQdingangQn sowohl 

die notwendigen als auch die hinreichenden Optimalitatsbedingungen dar. 



Speziell im Fall iG{l,2}, d.h. wenn der Lieferant zwei potenzielle 
Auspragungen der Kostenfiinktion des Abnehmers fur moglich halt, kann das den 
Erwartungswert der relevanten Periodenkosten des Lieferanten minimierende 
Angebotsset direkt aus den Karush-Kuhn-Tucker-BQdingungQn ermittelt werden 
[10]. 

4 Fazit 

Die Bestimmung integrierter Abruf- und Lieferpolitiken stellt ein 
Verhandlungsproblem dar, das dadurch gekennzeichnet ist, dass die Supply 
Chain-Partner zwar das gemeinsame Interesse an einer Einigung bezuglich des 
Verhandlungsgegenstands haben, sie aber individuell sehr unterschiedliche 
Einigungsresultate herbeifuhren wollen. Verhalten sich beide Akteure individuell 
rational im Sinne ihrer Zielsetzungen, so strebt der Abnehmer die Realisierung 
seiner individuell optimalen Abrufpolitik an, wahrend der Zulieferer seine 
individuell optimale Liefer- und Produktionspolitik realisieren mochte. Dieses 
interdependente Planungsproblem mit interpersonellen Zielkonflikten kann als 
ein kooperatives Zwei-Personen-Nichtkonstantsummenspiel identifiziert werden. 
In realistischen Verhandlungssituation mit asymmetrischen Machtverhaltnissen 
und beiderseitiger unvollstandiger Information besteht fiir den starkeren Supply 
Chain-Partner zunachst kein Anreiz, eine andere als die individuell optimale 
Losung zu wahlen und diese gegeniiber dem schwachen Akteur durchzusetzen. 
Eine andere als die individuell opthnale Losung des starken Akteurs ergibt sich 
nur, wenn der starke Akteur ftir sein Abweichen „belohnt" bzw. kompensiert 
wird. Es wurden daher Transferzahlungen beriicksichtigt, die ftir den Fall 
verbindlich zugesagt werden konnen, dass starke Akteure von ihren individuell 
optimalen Losungen abweichen. Die Ermittlung der anzubietenden Abruf- und 
Lieferpolitik sowie der korrespondierenden Transferzahlung, stellt ftir den 
schwachen Supply Chain-Partner ein Planungsproblem unter Risiko dar. Der 
schwache Akteur muss sich eine Wahrscheinlichkeitsverteilung iiber die 
moglichen Auspragungen der Funktion der entscheidungsrelevanten 
Periodenkosten des starken Akteurs bilden auf deren Basis er ein umfassendes 
Angebotsset ermitteln muss. Die einzelnen Angebote miissen sowohl individuell 
rational als auch anreizkompatibel sein. Aufgrund der Komplexitat dieses 
Verhandlungsproblems bei Risiko ist eine softwaretechnische Unterstiitzung des 
Entscheidungstragers anzustreben. Es wurde daher ein prototypisches 
Verhandlungsunterstiitzungssystem entwickelt und implementiert, das den 
Entscheidungstrager bei der Generierung und Bewertung von Angeboten 
interaktiv unterstutzt. Sowohl Aufbau und Funktionalitat dieser Software-
Applikation als auch ihr Einsatzpotenzial sowie die Integration in bestehende 
Supply Chain Management-Systeme werden in [11] dargestellt. 
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Abstract. Im Rahmen einer Zusammenarbeit mit der Firma Stahlwerk Ergste-
Westig GmbH, einem Unternehmen der ZAPP AG, wurde ein Verfahren zur Losung 
eines 1.5-dimensionalen Verschnittproblems entwickelt und prototypisch implemen-
tiert. Das Problem zeichnet sich durch einen begrenzten Lagerbestand mit sehr he-
terogenem Sortiment und zusatzlichen Nebenbedingungen zur Materialverwendung 
aus. Es wird durch ein Uneares ganzzahliges Modell abgebildet und mittels einer 
Branch-and-Cut Strategie unter Einsatz der MlP-Solver MOPS und CPLEX gelost. 
Dabei wird durch ein um die Beriicksichtigung von Range-Bedingungen erweit-
ertes MOPS IP-Preprocessing eine entscheidende Verbesserung der Losungsqualitat 
und Verkiirzung der Rechenzeit erreicht. Das implementierte Entscheidungsun-
terstiitzungssystem konnte die realen Probleminstanzen effizient und im Sinne des 
Unternehmens losen und erzielte in den durchgefiihrten Vergleichsrechnungen ein 
Reduzierungspotential fiir den Verschnitt von etwa 30% zum bisherigen Vorgehen. 
Unter Verwendung des Systems ist neben der Ersparnis durch die Verschnittre-
duzierung auch ein deutliches Einsparpotential an personellen Ressourcen durch 
den im Vergleich zur manuellen Disposition geringen Zeitbedarf vorhanden. 

1 Einfiihrung und Problemstellung 

Das Service-Center (SC) der Stahlwerk Ergste-Westig GmbH vertreibt hoch-
wertigen rostfreien Federbandstahl. Federbandstahl ist auf Rollen gewickeltes 
Prazisband und wird dem Service-Center als Halbfabrikat geliefert. Aufgabe 
des Service-Centers ist es, Kundenauftrage durch Zuschneiden der gewiinsch-
ten Breite zu bedienen. Im Lager des Service-Centers sind begrenzte Mengen 
verschiedener Ausgangsbreiten (Chargen) vorratig. Beim Zuschnitt werden 
jahrlich mehrere hundert Tonnen Material in kleinere Breiten (langs) zer-
schnitten, wobei das eingesetzte Material oft nicht komplett verbraucht wird, 
so dass nicht weiter verwertbare Reststiicke entstehen konnen. Ziel der Ver
schnittoptimierung war es, Schnittmuster zu finden, die die Kundenauftrage 
erfiillen und den Verschnitt unter Beriicksichtigung der Herstellkosten mini-
mieren. Weitere Ziele aus Sicht des Unternehmens waren eine reproduzier-
bare Dispositionsstrategie und eine (halb)automatische Materialsuche fiir 
Auftrage iiber alle Lagerorte und Bestandsstufen. 

Das Service-Center fertigt und liefert ausschhefilich nach Kundenbestel-
lungen, die im WesentUchen die Materialanforderungen, die Auftragsmengen 
in Kilogramm und die Breite der Streifen definieren. In der Logistik werden 
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fiir die Kundenauftrage zunachst alle zulassigen Chargen im Lager gesucht 
und daraufhin Schnittmuster (siehe Abbildung 1) bestimmt, die moglichst 
wenig Verschnitt erzeugen. Zur Zeit wird eine manuelle Verschnittoptimierung 
durch Biindelung von Auftragen durchgefiihrt. 

Fig. 1. Schematische Darstellung eines Schnittmusters 

Ein Kundenauftrag legt eine Reihe von Materialmerkmalen fest, anhand 
derer alle Chargen aus dem Lager ausgewahlt werden konnen, die ein zu-
lassiges Einsatzmaterial fiir den Auftrag darstellen. Die Merkmale sind ent-
weder durch das Material eindeutig festgelegt oder konnen durch den Ferti-
gungsprozess verandert werden. 

Sind alle giiltigen Einsatzmaterialien fiir eine Menge von Auftragen gefun-
den, so konnen daraus Schnittmuster aufgezahlt werden. Ein Schnittmuster 
ist eine Schneidanweisung einer Charge auf einer Maschine, die die Anzahl 
und die Breite der zu schneidenden Streifen festlegt. Jeder Streifen wird genau 
einem Kundenauftrag zugeordnet. Ein Schnittmuster kann prinzipiell aus vie-
len Streifen verschiedener Breiten bestehen, wobei alle fertigungstechnischen 
Beschrankungen der ausgewahlten Maschine zu beachten sind. Eine Charge 
kann quer zur normalen Schneidrichtung geteilt werden. Eine Querteilung 
kann nur iiber die gesamte Breite eines Coils erfolgen (Guillotinenschnitt). 

Nach der Generierung der zulassigen Schnittmuster sind Restriktionen 
und Ziele zu definieren, unter denen die Optimierung durchgefiihrt werden 
soil, um aus der Gesamtmenge der Schnittmuster die optimalen auswahlen 
zu konnen: 

Anforderung 1 (Auftragsmengenrestriktion) Jeder durch den Lagerbe-
stand erfiillbare Kundenauftrag muss durch die ausgewahlten Schnittmuster in 
ausreichender Menge beliefert werden. Eine begrenzte, anteilige Unter- oder 
Uberlieferung eines Auftrags ist zuldssig. Die Unter- und Uberlieferquoten 
sind grundsdtzlich als konstant anzusehen. 

Anforderung 2 (Lagerbestandsrestriktion) Fiir eine Menge von Schnitt-
mustern diirfen nur die tatsdchlich im Lager befindlichen Chargen eingesetzt 
werden. 

Jede Charge entstammt genau einer Schmelze. Mehrere Chargen konnen aus 
derselben Schmelze vorgefertigt worden sein. 
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Anforderung 3 (Schmelzenrestriktion) In Abhdngigkeit von seiner Auf-
tragsmenge darf ein Auftrag nur durch Verwendung von Chargen aus einer 
begrenzten Anzahl verschiedener Schmelzen erfiillt werden. 

Anforderung 4 (Zielsetzung) Zielsetzung der Verschnittoptimierung sind 
Minimierung des Verschnitts und der Herstellkosten. Die Vergleichbarkeit bei-
der Zielsetzungen muss sichergestellt werden, daher wird der Verschnitt eines 
Schnittmusters mil Kosten bewertet. Jedem Schnittmuster wird die Summe 
aus Herstellkosten und Verschnittkosten als Gesamtkosten zugewiesen, 

Der Gilmore-Gomory Ansatz ([3], [4]) lost die kontinuierliche Relaxation 
fiir Verschnittprobleme mit verschiedenen Breiten der grofien Objekte durch 
Column-Generation Techniken und rundet die im Allgemeinen nicht ganz-
zahlige Losung. Dieser heuristische Ansatz fiihrt bei einer Standardbreite oft 
zu einem Optimum, da der abgerundete optimale Zielfunktionswert der LP-
Relaxation oft dem des ganzzahligen Problems entspricht ([5], [8]). 

Fiir allgemeine eindimensionale Verschnittprobleme (1-CSP) mit grofien 
Auftragsmengen konnten in den vergangenen Jahren LP-basierte exakte Me-
thoden erfolgreich zur Losung eingesetzt werden ([2], [7]). Es wurde dabei eine 
Kombination von Branch-and-Bound und Column-Generation, auch Branch-
and-Price genannt, zur Losung grofier Modelle eingesetzt. Valerio de Carvalho 
greift dabei auf eine Arc-Flow Formulierung zuriick, die iibrigen Modelle auf 
die Gilmore-Gomory FormuHerung. De Carvalho verweist in seiner Ubersicht 
[6] auf die Erweiterbarkeit der genannten Modelle auf verschiedene Standard-
breiten der grofien Objekte. Ein Cutting-Plane-Algorithmus wurde von Belov 
und Scheithauer [1] ebenfalls mit verschiedenen Standardbreiten getestet. 

2 Mathematisches Modell 

Das im vorhergehenden Abschnitt beschriebene Verschnittproblem wird ana
log zum Gilmore-Gomory Modell formuliert und um einen begrenzten Lager-
best and mit sehr heterogenem Sortiment sowie zusatzHche Nebenbedingun-
gen zur Materialverwendung erweitert. 

Das eindimensionale Verschnittproblem wird durch die Daten (p, P, 6 = 
(6 i , . . . , bp^p),g — (^1,...,gp+p)) charakterisiert. Hierbei sind p die Anzahl 
der Auftrage, P die Anzahl der zur Verfiigung stehenden Chargen, 6 i , . . . , 6p 
die Auftragsbreiten in mm, 6p+i, . . . ,6p die Breiten der Chargen in mm, 
gii" • iQp die Auftragsgewichte in kg und ^̂ p-f-i, -- ">gp die Chargengewichte 
in kg. Seig = p + Pundseien (Bi , . . . , J5p) = (6^4.1,... ,6^), ( G i , . . . , G p ) = 
(igfp+i,... ,gq) die Teilvektoren der Chargen. 

Ein Vektor a = ( a i , . . . , a^)^ G Ẑ _ beschreibt ein zulassiges Schnittmuster, 
falls YH=i^i^i ^ Z)j=p+i%"^j (Rucksack-Bedingung) und X)j=p+i %" = 1-
Die Elemente â  mit I < i < p legen fest, wie oft die Auftragsbreite hi 
geschnitten wird, ohne die Breite der Charge zu iiberschreiten. Die Kompo-
nente ap^j* bestimmt die fiir das Schnittmuster benutzte Charge j * und wird 
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Eins gesetzt, alle anderen Elemente a^+j fiir 1 < j < P^j ^ j * sind Null. 
Das spezifische Ringgewicht pj = Gj/Bj bestimmt das Gewicht eines 1mm 
breiten Streifens der Charge j . Fur das Ringgewicht eines Schnittmusters h 
gilt ph = Pr^ 

Sei n die Anzahl aller Schnittmuster. Die Matrix A = {aih) G Z^^"" mit 
den Schnittmustern als Spalten wird Schnittmustermatrix genannt. Einer 
Schnittmustermatrix A ist ein Kostenvektor c := {c{a))aeA zugeordnet. Die 
Schnittmustermatrix und der Kostenvektor werden explizit definiert und miis-
sen wahrend der InitiaUsierung des Modells generiert werden. 

Einem Schnittmuster ist liber die Charge genau eine von I Schmelzen 
zugeordnet. Mehrere Chargen und somit auch Schnittmuster konnen dieselbe 
Schmelze besitzen. Ein Vektor 5* = (^ i , . . . , si)^ G {0,1}^ stellt eine zulassige 
Schmelzenzuordnung von Auftrag i und einem Schnittmuster dar, falls die 
Ungleichung Y^j^^i 5fc < 1 gilt. Das Element Sk* mit 1 < /c* < / wird Eins 
gesetzt, wenn die Charge des Schnittmusters zu Schmelze /c* gehort, alle 
anderen Komponenten Sk mit 1 < k < l^k ^ k* sind Null. Es sind genau 
dann alle Elemente des Vektors s* Null, wenn das Schnittmuster nicht fiir 
Auftrag i eingesetzt wird. 

Die Matrix 5^ = (5^^) G {0,1}^^'^ mit den Schmelzenzuordnungen als 
Spalten wird als Schmelzenzuordnungsmatrix von Auftrag i bezeichnet. Ein 
Auftrag i darf mit maximal d'^ verschiedenen Schmelzen beliefert werden. 

Jeder Auftrag kann um die konstanten Faktoren u e [0,1] unterliefert und 
o > 1 iiberhefert werden. 

Man nehme an, die Schnittmustermatrix, Schnittmusterkosten und Schmel-
zenzuordnungsmatrizen seien bekannt, dann lautet das ganzzahlige lineare 
Modell wie folgt: 

n 

Y^ChXh ^min (1) 

h=l 

s.t. QiU < ^ aihphbiXh < 9iO (1 < i < p) (2) 

n 

Y^ajhXh < 1 {P<j<q) (3) 

n 

J2sif,Xh<iP+l)yi {l<k<l,l<i<p) (4) 

{l<i<p) (5) 

(6) 

(7) 

,=1 

tvi 
/ c = l 

yi 
Xh 

< d} 

€ {0,1} 
e {0,1} 
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Die Optimierungsaufgabe ist demnach, den Schnittintensitatsvektor x = 
(x i , . . . ^Xn)^ zu bestimmen, so dass die Kosten minimiert (1), alle Auftrage 
erfiillt (2), jede Charge maximal einmal verwendet (3) und fiir jeden Auftrag 
die maximalen Schmelzenanzahlen eingehalten werden, siehe (4) und (5). 

3 Losungsverfahren 

Fiir das in den vorangehenden Abschnitten beschriebene Problem und for-
malisierte Modell wurde ein Entscheidungsunterstiitzungssystem implemen-
tiert. Das System erhalt als Eingabe die Auftrags- und Bestandsdaten aus 
dem im Unternehmen eingesetzten SAP R/3 System. Zusatzlich werden die 
Eigenschaften der vorhandenen Maschinen, wie z.B. die maximal zulassige 
Streifenanzahl, sowie eine Reihe weiterer Parameter iibergeben. Die Para
meter umfassen bspw. die Unter- und Uberlieferungsquoten und die Strategie 
zur Generierung der Schnittmuster. Die Ausgabe des Systems umfasst eine 
Beschreibung der ausgewahlten Schnittmuster mit alien fertigungsrelevanten 
Informationen und den benotigten Verschnitt. 

Das in Abbildung 2 dargestellte Losungsverfahren kann in drei Phasen 
unterteilt werden, die im Folgenden kurz beschrieben werden. 

Auftrage 

Chargen 

• • • • • • • 

Euro MlP-Solver 

Aufbau und Partitionierung Aufzahlung, Post-Processing und Aufbau und Losen 
der Zuordnungen von Bewertung der Schnittmuster eines IP-Modells 

Chargen und Auftragen 

Fig. 2. Losungsverfahren 

In Phase eins wird ein Zuordnungsgraph erstellt, der jeder Charge alle 
im Sinne der Anforderungen zulassigen Auftrage zuordnet. Ist nur das spezi-
fische Ringgewicht einer Charge nicht in der Spezifikation eines Kundenauf-
trags, kann durch Querteilungen versucht werden, die Anforderung zu erfiillen 
und eine Zuordnung zu erstellen. Die Zuordnungen zwischen Auftragen und 
Chargen sind bidirektional. Jede Zuordnung wird im Anschluss validiert, 
um spatere Unzulassigkeiten im ganzzahligen hnearen Modell abzufangen. 
Es wird u.a. fiir jeden Auftrag iiberpriift, ob die Auftragsmenge theoretisch 
durch alle zugeordneten Chargen aufgebracht werden kann. Alle unzulassigen 
Zuordnungen werden aus dem Graph entfernt. Der Zuordnungsgraph wird 
anschliefiend in disjunkte Teilgraphen partitioniert. 
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Fiir jede Charge und ihre zugeordneten Auftrage innerhalb eines Teil-
problems werden in Phase zwei mit Hilfe eines Backtracking-Algorithmus alle 
moghchen Schnittmuster aufgezahlt. Optional konnen neben den die Char-
genbreite bestmoghch ausnutzenden Schnittmustern zusatzHch auch nicht-
maximale Schnittmuster aufgezahlt werden. Jedes einzelne Schnittmuster 
wird durch ein gesondertes Post-Processing auf fertigungstechnische Mach-
barkeit iiberpriift, ggf. angepasst und mit den fertigungsrelevanten Informa-
tionen versehen. Fiir jedes Schnittmuster wird die giinstigste Maschine be
st immt. Aus den Herstell- und Verschnittkosten werden die Gesamtkosten 
eines Schnittmusters berechnet und dem Schnittmuster zugewiesen. 

In der letzten Phase werden fiir jedes Teilproblem die Schnittmuster-
matrix, der Kostenvektor und die Schmelzenzuordnungsmatrizen aus den 
Auftragen und den bewerteten Schnittmustern aufgebaut und das entsprech-
ende ganzzahlige lineare Modell initialisiert. 

Das ganzzahlige Optimierungsmodell jedes Teilproblems wird durch ein 
Branch-and-Cut-Verfahren iterativ gelost. Fiir den ersten Losungsversuch 
werden dem Modell in der Regel nicht alle Restriktionen hinzugefiigt. Wird 
in der Losung eine der ausgelassenen Restriktionen verletzt, so wird sie dem 
Modell angefiigt und ein erneuter Losungsversuch gestartet. 

Kann in einem so initialisierten Modell beim ersten Losungsversuch mit 
einem Standard-MIP-Solver wie MOPS oder CPLEX keine ganzzahlige Lo
sung gefunden werden, werden den Auftragsmengenrestriktionen kontinuier-
liche Schlupfvariablen hinzugefiigt. 

Weiterhin wird durch ein um die Beriicksichtigung von Range-Bedingun-
gen erweitertes MOPS IP-Preprocessing eine entscheidende Verbesserung der 
Losungsqualitat und Verkiirzung der Rechenzeit erreicht. 

4 Ergebnisse 

Die Anzahl der generierten Schnittmuster eines Problems hangt von den 
vorhandenen Chargen- und Auftragsbreiten ab, insbesondere aber auch von 
der Anzahl der gefundenen Auftragszuordnungen einer Charge. Grofie Char-
genbreiten, kleine Auftragsbreiten sowie eine hohe Anzahl von Zuordnun-
gen pro Charge lassen die Schnittmusteranzahl zum Teil sehr stark wach-
sen. Umspulquerschnitte in Kombination mit einer moderaten Anzahl von 
Querteilungsfaktoren stellen ein wirksames Instrument zur Minimierung der 
nicht zuzuordnenden Auftrage dar. Diese Minimierung ist gerade aus Sicht 
des Unternehmens als sehr wichtig anzusehen. Mit dieser Minimierung geht 
eine zum Teil deutliche Erhohung der Schnittmusteranzahl einher. 

Bei einem Vergleich der MlP-Solver MOPS 6.37 und ILOG CPLEX 8.0 
anhand kleiner, mittlerer und grofier Probleminstanzen wurde deutlich, dass 
sich ein Grofiteil der kleinen und mittleren Instanzen mit beiden Solvern in 
kurzer Zeit losen lassen. Bei schwierigen Problemen konnten allerdings mit 
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CPLEX deutlich bessere Ergebnisse in Bezug auf Zeitbedarf und Losungs-
qualitat erzielt werden. 

Des Weiteren wurde die Wirksamkeit des implementierten Branch-and-
Cut Verfahrens zur Reduzierung der Losungszeit verifiziert, wobei insbeson-
dere kontinuierliche Schlupfvariablen in den Auftragsmengenrestriktionen zu 
einer drastischen Verschlechterung des IP-Preprocessings sowie der Ableitung 
von Cuts fiihrten. Mit dieser Verschlechterung ging eine signifikante Erhohung 
der Losungszeit einher. Eine Reduktion der Zeilenanzahl durch das iterative 
Hinzufiigen verletzter Schmelzenrestriktionen verringerte den Zeitbedarf zur 
Losung kleiner und mittlerer Instanzen. 

Aus wirtschafthcher Sicht ist eine Maximierung der Lieferquote sinnvoll. 
Diese Maximierung kann durch das implementierte System nicht vollautoma-
tisch erreicht werden, sondern erfordert den Eingriff des Bedieners. Die vor-
geschlagene iterative Vorgehensweise, durch Variation der Parameter eine 
Erhohung der Lieferquote zu erreichen, ist auch aus Sicht des Unternehmens 
wiinschenswert. 

In einer Vergleichsrechnung anhand zweier realer Eingabesatze zur Quan-
tifizierung des Reduzierungspotentials konnte ein reahstisches Einsparpo-
tential von mindestens 30% identifiziert werden (siehe Abbildung 3), was 
einer monetaren Einsparung eines deuthch sechsstelhgen Eurobetrags pro 
Jahr entspricht. Durch den geringen Zeitbedarf des Systems im Vergleich 
zur manuellen Disposition ist weiterhin ein eindeutiges Einsparpotential an 
personellen Ressourcen erkennbar. 
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Nach der Minimierung der Verschnitte iiber den gesamten Horizont war 
die Betrachtung geringerer VorgriflFszeitraume sinnvoll, da mit steigendem 
Vorgriff das Risiko einer Auftragsdatenanderung steigt. Eine solche Anderung 
kann dazu fiihren, dass schon gefertigte Streifen unter Umstanden nicht mehr 
ausgeliefert werden konnen. Ein geringer Vorgriffszeitraum bei der Auftrags-
selektion von ein bis zwei Perioden fiihrte bei den Eingabesatzen zwar zu 
sehr geringen Verschnitten, diese gingen allerdings mit der Entstehung vieler 
breiter Reststiicke einher. Vor dem Hintergrund der Ergebnisse scheint ein 
moglichst weiter Vorgriff sinnvoll, da sich durch die hohe Anzahl an Kombina-
tionsmoglichkeiten Schnittmuster mit geringen Restbreiten und Verschnitten 
finden lassen. 

Bei der Vergleichsrechnung traten sehr groBe Instanzen mit bis zu 700000 
Spalten auf. Die Skalierbarkeit des Systems ist auch bei sehr grofien Pro-
bleminstanzen durch Strategien wie das manuelle Splitting oder die Auftrags-
mengenbeschrankung gewahrleistet. Beide Strategien reduzierten die Pro-
blemgrofie und die Losungszeit durch die systematische Deaktivierung von 
Auftragen. Es konnte gezeigt werden, dass diese Verringerung der Problem-
groBe nicht zu einer Erhohung der entstehenden Verschnitte fiihrt. 

Das implementierte Entscheidungsunterstiitzungssystem wurde vom Un-
ternehmen als valide und effizient akzeptiert und wird zur Zeit von einer 
internen Projektgruppe in das SAP R/3 System des Unternehmens zur ope-
rativen Nutzung integriert. 
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Abstract. We present an algorithm for the problem of routing Automated Guided 
Vehicles (AGVs) in an automated logistic system. The algorithm avoids coUisions, 
deadlocks and livelocks already at the time of route computation (conflict-free rout
ing). After a preprocessing step the real-time computation for each request consists 
of the determination of a shortest path with time-windows and a following readjust
ment of these time-windows. Both is done in polynomial-time. Using goal-oriented 
search we get computation times which are appropriate for real-time routing. Ad
ditionally, in comparison to a static routing approach, used in Container Terminal 
Altenwerder (CTA) at Hamburg Harbour, our algorithm had an explicit advantage. 

1 Introduction 

Nowadays automation in logistic systems is very popular. In such an au
tomated logistic system Automated Guided Vehicles (AGVs) are used for 
transportation tasks and the control of these AGVs is the key to an efficient 
transportation system. Usually, the aim is to maximize the throughput. 

Here, control means computation of routes (routing) on the one hand and 
collision avoidance on the other hand. The assignment of transportation tasks 
to AGVs is not part of this work. 

Various aspects of the considered problem are of importance. The routes 
must be computed in appropriate time (for a real-time computation) with 
respect to the physical properties of the AGVs. The collision avoidance par
ticularly has to deal with the dimensions of the AGVs. In our approach 
collisions are avoided already at the time of route computaion. This is called 
conflict-free routing. 

One of the first paper on routing (free-ranging) AGVs without causing 
collisions was done by Broadbent et al. [3] in 1987. Krishnamatury, Batta 
and Karwan [9] discussed the problem for the special case when all requests 
are known right from the beginning. 

We consider the online problem where requests appear sequentially and 
one must answer each request without having any information about later ar
riving requests. We extend the approaches of Huang, Palekar and Kapoor [7] 
and Kim and Tanchoco [8], respectively. In particular, we take physical prop
erties of the AGVs into consideration in a more exact and flexible way and 
present an eflScient algorithm for the problem. 
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2 The Model 

Let G = (V^A) he a. directed graph which represents the lanes of the auto
mated transportation system and let T{a) be the transit time on arc a. Then 
an online routing algorithm has to deal with a sequence a = r i , . . . ,rn of 
requests. Each request TJ = {sj,tj,6j) represents a task with start node Sj 
and end node tj while 6j denotes the desired starting time. 

2.1 Problems with static routing approaches 

In static approaches for this problem one computes a route without taking 
time dependencies into consideration. This can be done by standard shortest 
path algorithms, i.e., the Dijkstra algorithm (see [4]). In such an approach 
congestion can be considered by additionally using load dependent arc costs 
(see [1]). The arising routes are not conflict-free and therefore one needs an 
additional conflict management at real-time. To guarantee that there are no 
coflisions the moving AGVs must allocate the area they want to use next. 

The advantage of this approach is clear: it is easy to implement a fast 
routing algorithm. But the disadvantages of the described collision avoid
ance, namely the appearance of deadlocks and livelocks (see Fig. 1), have an 
enormous effect on the performance of the system. 

Deadlock Livelock 

T 
Fig. 1. Deadlocks and Livelocks 

Deadlocks appear if two or more AGVs wish to allocate the same area. 
None is able to continue its route and the system is blocked. Livelock is the 
generic term for situations where an AGV is blocked repeatedly by other 
AGVs without having the possibility of allocating the area which is next on 
its route. 

2.2 Conflict-free routing 

In order to avoid the problems of the simple model given in Section 2.1, we 
compute conflict-free routes because in a conflict-free approach there is no 
need for an additional collision avoidance. 

There are two key ingredients which must be considered in that approach. 
On the one hand, one has to deal with the physical dimensions of the AGVs 
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because they usually have to claim several arcs in the directed graph at 
the same time. On the other hand, the approach has to be time-dependent 
(dynamic). 

To avoid conflicts we use polygons P{a) for each arc a which describe the 
blocked area when an AGV (the center of an AGV) is on arc a. Thus, it is 
prohibited to use two arcs at the same time if the corresponding polygons 
intersect each other. For each arc a, this leads to a set confl{a) of so called 
geographic-dependent arcs which should not be used at the same time. 

The time-dependent behavior is modelled by time intervals. If an AGV 
travels over an arc a during the interval [^1,̂ 2], all geographic-dependent 
arcs are blocked from ti to ^2- This leads to time-windows for each arc of 
the directed graph G. These time-windows represent the times when arc a 
is free. After routing a request one has to readjust these time-windows ac
cording to the used arcs and their geographic-dependent arcs. If this is done 
consequently, one does not have to take care of the AGV dimension in route 
computation since it is already considered. 

3 The Algorithm 

The algorithm consists of a preprocessing step and (for each request) a route 
computation followed by a readjustment of the appropriate time-windows. 

3.1 Preprocessing 

In a preprocessing step all polygons P{a) are compared pairwise. If two poly
gons P{a) and P(6), for arcs a,b e A{G)^ intersect, a is assigned to confl(b) 
and h is added to confl{a). 

Additionally, in this preprocessing step the behavior of the AGVs is mod
elled by a list OUT{a) of arcs, containing the set of arcs, which are allowed 
to be used after arc a respecting the physical properties of the AGV. 

3.2 Route computation: shortest paths with time-windows 

As pointed out in Section 2.2, the route computation can be done in an 
idealized model where the dimension of the AGV is not considered explicitly. 
One just has to compute a route for an infinitesimal point which represents 
the center of the AGV. 

This problem is known as Shortest Path Problem with Time-Windows 
(SPPTW) [5,10]: Given are a graph G, a source node 5, a destination node 
t, a start time 6, transit times To, costs Ca and a set of time-windows J^a 
on each arc a. The aim is to compute a shortest path (concerning costs c) 
respecting the given time-windows. Here "respecting" means that AGVs wait 
and traverse the corresponding arc only during (open) time-windows. 
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The SPPTW is AfV-haid. The hardness can be shown by reduction of 
the of the Constrained Shortest Path Problem (CSPP, see [2]).^ 

Our algorithm for this problem is a generalized arc-based Dijkstra algo
rithm which deals with labels. A label L = (aL^dL^lL^predL) on an arc a^ 
consists of a distance value d^, a predecessor predi, and a time interval 7^. 
Each label L represents a path from start node s to the tail of a^, whereas 
dL contains the overall transit time (travelling and waiting together) and the 
label interval II = {AL,BL) represents the possible arrival times at arc aL 
(at the tail of a^). predz, is the predecessor of a^ on that path. 

We define an order for these labels. 

Definition 1 A label L dominates a label V if and only if 

dL < dL' and II' ^ II-

The labels are stored in a priority queue H (a binary heap for example). 
The generalized arc-based Dijkstra algorithm works as follows. 

• Initialization. 
Create a label L = (a,0, {6, oo), nil) for all outgoing arcs a of 5 and add 
them to the priority queue H. 

• Loop. 
Take the label L with lowest distance value dL from H. If there is no 
label left in the queue, notify that there is no path from s to t. lit is the 
tail of aL, write the corresponding path to output. 

- For each time-window on a^. 
* Label Expansion. 

Try to expand the label interval along a^ through the current 
time-window (new label interval should be as large as possible, 
see Fig. 2), add the costs c{aL) to the distance value and set the 
predecessor. If there is no possible expansion, consider the next 
time-window. 

* Dominance Test. 
Add the new label to each outgoing arc a in OUT{aL), if it is not 
dominated by any other label on a. 

In general, the algorithm cannot be executed in polynomial-time, unless 
p ^ J\fp, But in our setting we have special costs on the arcs: the transit 
times of the paths including the corresponding waiting times. In that case 
we get a polynomial-time algorithm, because costs (distance values) correlate 
with the lower bounds of the label intervals. 

Theorem 2 In the case of transit times (including waiting times) as cost 
function, the described generalized arc-based Dijkstra algorithm solves the 
SPPTW in polynomial-time. 

^ The instance of the SPPTW is constructed by placing time-windows [0, R] at 
each arc while R denotes the resource constraint in the CSPP instance. 
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Fig. 2. Label Expansion. The label intervals are represented by grey bars (nodes). 
The blockings are colored black (arcs). The white intervals between these blockings 
are the time-windows. The figures (a) to (d) show the successive expansion of the 
label intervals. 

Proof. The algorithm computes all required paths since the expansion of the 
label intervals is maximal and no required path (label) will be dominated. 

Consider the correlation between costs and transit times: they differ just 
by an constant additive, namely the starting time. Thus, for two labels that 
are expanded via the same time-window the distance value controls the dom
inance relation. That means, that in this case a label dominates another if 
and only if it has a lower distance value. 

Therefore, the number of labels on an arc a is bounded by the number 
of time-windows on all ingoing arcs. Thus, the number of iterations in each 
loop is either bounded by the number of arcs or bounded by the number of 
time-windows. Hence, the algorithm terminates in polynomial-time with a 
shortest path (or the notification that there is no path). D 

We can directly conclude for the SPPTW: 
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Corollar 3 The SPPTW with transit time (including waiting times) as cost 
function can be solved in polynomial-time. 

For additional acceleration of the algorithm we use goal-oriented search [6]. 

3.3 Readjus tment of the time-windows 

For each arc a of a computed route we consider all geographic dependent arcs 
in confl(a) during the time interval [̂ 1,̂ 2] representing the transit over a. 
Then we verify for each time-window on an arc of confl(a), whether the time-
window and [̂ 1,̂ 2] overlap. Depending on that, the time-window is shortened, 
erased or left unchanged. 

4 Computational Results 

Two questions certainly arise concerning the presented conflict-free approach. 
Is the approach really better than the static one? Is the algorithm suitable for 
real-time computation? Concerning these questions we present some results 
for test instances (scenarios) on a graph with about 30.000 arcs. 

4.1 Comparison with a static approach 

In order to measure the performance of the computed routes we consider the 
sum of all transit times (all requests). We compare these overall transit times 
with a static approach used in Container Terminal Altenwerder (CTA) at 
Hamburg Harbour. 

The comparison shows that the conflict-free approach is superior to the 
static one. The strongest dominance of our algorithm is achieved for scenarios 
with heavy traffic (many AGVs) which clearly indicates the potential of the 
conflict-free approach. 

4.2 Computation times 

Besides obtaining a better solution in comparison with other approaches, 
a real-time computation requires fast answers. The computation times^ in 
Table 1 show that our algorithm is able to provide this. The table is divided 
into computation times for determining a shortest path with time-windows 
(search) and computation times for readjusting the time-windows (blocking). 

On average, the computation (in both cases) take not more than some 
hundredth of a second. The entire real-time computation (search and blocking 
together) in all tested cases takes less than half a second which is suitable for 
this real-time computation. 

2 Hardware: AMD-Athlon 2100+ (1,7 Mhz) with 512 MB RAM. 
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Table 1. Computational times (in sec.) 

Scenarios 

lA (15 AGVs) 

2A (15 AGVs) 

3A (20 AGVs) 

4A (44 AGVs) 

IB (32 AGVs) 

2B (38 AGVs) 

IC (22 AGVs) 

2C (44 AGVs) 

3C (48 AGVs) 

Search 

maximal 

0.21 

0.14 

0.22 

0.21 

0.18 

0.28 

0.09 

0.17 

0.17 

0 

0.018 

0.020 

0.021 

0.019 

0.022 

0.021 

0.021 

0.023 

0.022 

Blocking 

maximal 

0.19 

0.17 

0.20 

0.19 

0.18 

0.17 

0.13 

0.09 

0.12 

0 

0.026 

0.038 

0.030 

0.022 

0.024 

0.025 

0.042 

0.029 

0.040 
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Abstract. All-optical telecommunication networks allow for switching connections 
by lightpaths which can pass several network links without any opto-electronic con
version. Upon arrival of a connection request, it must be decided online, i.e., without 
knowledge of future requests, if it is accepted and in that case on which lightpaths 
the connection is routed. This online problem with the goal of maximizing the total 
profit gained by accepted requests is called Dynamic Singleclass Call Admission 
Problem (DSCA). We present existing and new algorithms for DSCA as well as their 
theoretical and practical evaluation. 

1 Introduction 

The links of an all-optical telecommunication network consist of optical fibers 
by which data is transmitted using optical signals. With optical switches in 
the network nodes, an optical signal may be transmitted along several fibers 
without leaving the optical layer, i.e., no opto-electronic conversion is per
formed at intermediate nodes. Such an optical channel is called a lightpath. 
In the absence of optical conversion devices, each lightpath uses just one 
wavelength since the optical switches maintain the wavelength of a passing 
signal. Applying the technique of wavelength division multiplexing (WDM), 
it is possible to transmit several optical signals of different wavelengths along 
one fiber at the same time. Hence, multiple lightpaths may traverse one fiber 
simultaneously if they have different wavelengths. However, any two light-
paths which share one fiber must use different wavelengths. This condition is 
called wavelength conflict constraint 

One crucial aspect in today's telecommunication service is the following. 
In many real-world applications like telephony and video conferencing de
mands change in a highly dynamic way. This requirement can be realized in 
all-optical networks using novel optical switches that are software-controlled 
and reconfigurable within milliseconds, thus, data connections can to be set 
up and taken down on demand. Moreover, the requested demands usually 
become known only shortly before they are actually required, which results 

* This paper gives a brief summary of [9]. The accomplished research is based on 
a joint project with T-Systems Nova GmbH, financed by the DFN. 
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in substantial uncertainty for planning. We refer to them as connection re
quests or calls. Depending on the provided capacities of the optical network, 
the customers may suffer service blocking, especially in situations of demand 
peaks. Hence, for each newly arriving connection request, the network op
erator has to decide whether he accepts or rejects the call. In doing so it 
is also admissible to reject a call even if a corresponding connection could 
still be estabhshed. For accepted calls fixed lightpaths must be provided for 
the total holding time of the connection. Each accepted call yields a spe
cific profit. We call this problem with the goal of maximizing the total profit 
gained by accepted connection requests Dynamic Singleclass Call Admission 
Problem^ or DSCA for short. Note that the decision on each request must be 
made irrevocably and without knowledge of future calls. Therefore, DsCA is 
counted among the so-called online optimization problems (see [3] for details 
on online optimization). 

In this paper we are concerned with all-optical networks without wave
length conversion capabilities and assume that there is no crucial limit in the 
switching capability of the optical switches in the network. As a consequence, 
the only bottleneck for realizing lightpaths results from the fiber capacities, 
i.e., the numbers of provided wavelengths. Prom now on, we will refer to 
all-optical networks simply as optical networks. 

1.1 Related Work 

In previous work for DsCA, the following simplifying assumptions are usually 
made on the problem parameters: Each network link consists only of one 
optical fiber, each fiber is equipped with the same set of wavelengths, and 
each call requires only one lightpath and yields the same profit, i.e., the goal of 
maximizing the total profit is equivalent to minimize the blocking probability 
for a connection request. 

Also motivated by the need for distributed implementations, particularly 
simple algorithms for DsCA have previously been proposed. These schemes 
restrict for each pair of end nodes the set of allowed routes for connecting 
lightpaths to a few predefined paths. The actually used path is chosen accord
ing to availabihty and some priority order. For the selection of the wavelength, 
first approaches used fixed and random wavelength search orders [4,2], i.e., 
the first possible wavelength in the given order is chosen. In [1], Bala, Stern, 
Simchi, and Bala propose adaptive search orders that incorporate network 
state information, namely the current utilizations of different wavelengths. 

As a counterpart, Mokhtar and Azizoglu present five algorithms, also 
called greedy algorithms^ where any lightpath can potentially be chosen. In 
particular, these algorithms always accept a connection request if possible. 
Greedy algorithms are based on shortest path computation and different 
strategies for selecting the wavelength. Experimental results exposed the su
periority of this approach over the algorithms above using restricted path 
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selection w.r.t. the blocking probability in realistic settings where only a lit
tle fraction of calls must be rejected. Moreover, it turned out that taking 
into account network state information like the wavelength utilization can 
improve the behavior of algorithms. 

In joint work with Hiilsermann, Jager, Krumke, Poensgen, and Rambau, 
we proposed adapted versions of the greedy algorithms, including the speci
fication of tie-breaking rules [6]. In our model, still one fiber is installed per 
link but the wavelengths provided by the fibers may differ. Using extensive 
experimental studies that are based on a well-founded traffic model, which 
is also applied in this paper, we showed that the choice of breaking ties can 
affect the blocking probability of a greedy algorithm significantly. 

To the best of our knowledge, no rejection criteria for the call admission 
part have yet been proposed, except for the restriction to few admissible 
lightpaths due to constraint routing. 

1.2 Outline 

The following section is devoted to the mathematical problem definition of 
DSCA. In Section 3, we present the algorithms considered in this paper. Then 
the main results of their evaluation, concerning theory and simulation, are 
given in Section 4. Finally, we make some concluding remarks in Section 5. 

2 Problem Definition 

The foundation in the problem definition is the optical network. 

Definition 1 An optical network is a triple (G, yl, W), where 

• G = {V^ E) is a simple and undirected graph, 
• A = {Ai , . . . , Xk} is a set of wavelengths, and 
• W : E ^ 2^ is a map from E to the power set of A, where W{e) is the 

set of wavelengths generally available on edge e. 

A lightpath in the optical network (G, yl, W) is a pair (p. A) which consists 
of a path p in G together with a wavelength X e A such that X G W{e) for 
each edge e G E{p). 

The wavelength conflict constraint may now be formulated as follows. 

Definition 2 (Wavelength conflict constraint) For each two simultane
ously routed lightpaths (pi, Ai) and (p2)A2) in an optical network (G,yl, W), 
we have: 

E{pi) n £"(^2) = (/} or Xi^ A2. 

A lightpath (p. A) is called free if it can be realized without violating the wave
length conflict constraint 
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Having defined an optical network and the wavelength conflict constraint, 
we can now state the considered problem. 

Definition 3 (Dynamic Singleclass Call Admission Problem) An in
stance of the Dynamic Singleclass Call Admission Problem f DsCAJ is given 
by an optical network (G^A^W), a time horizon T, and a sequence of con
nection requests (cri,a2,...) with GJ = (uj^Vj^bj^tj^dj^pj), where 

Uj, fj G V are the end nodes, 

bj G N is the number of required lightpaths, 

tj G [0, T] is the start time, 

dj € R+ is the duration, 

Pj e R+ is the profit, 

The task is to maximize the total profit gained such that valid answers are 
given to all connection requests. The answer for each aj must be given without 
knowledge of calls with later start times and specifies whether the request is 
accepted or rejected. If aj is accepted, it contributes pj to the total profit but 
requires bj lightpaths connecting Uj and Vj in (G, A, W) from tj until tj + dj. 
In doing so, the wavelength conflict constraint must be satisfied all the time. 

3 Algorithms 

In the following, we present two different classes of online algorithms for 
DsCA. The greedy algorithms have originally been proposed by Mokhtar 
and Azizoglu in [7]. We distinguish between two variants: partial wavelength 
search (pws) and total wavelength search (TWS). Let u and v denote the end 
nodes of the requested connection. 

PWS: Let Ai l , . . . , ^ik ^^ some order on the set of wavelengths. If there 
is a free [t̂ , t;]-lightpath, route a shortest one in wavelength A, 
where A is the first wavelength in the order providing any free 
[u, f ]-lightpath. 

TWS: Let Ai l , . . . , "^ik be some order on the set of wavelengths. If there 
is a free [u, i;]-lightpath, route a shortest one in wavelength A, 
where A is the first wavelength in the order providing a globally 
shortest free [u, f ]-lightpath. 

Sorting the wavelengths in order of decreasing current availability (num
ber of edges where the wavelength can currently be used) turned out to yield 
the best versions in partial and total wavelength search [8,9]. We denote the 
corresponding algorithms by PACK(P) and PACK(T). 

On the other hand, so-called network fitness algorithms have been de
veloped at Konrad-Zuse-Zentrum fiir Informationstechnik Berlin (ZIB) in a 
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joint project with T-Systems Nova GmbH (cf. [8,9]). The idea is to route a 
given connection request, if accepted, in such a way that the resulting net
work state allows for a maximum potential profit of future calls. Since we do 
not know the calls to come, we can only relate potential future profit at any 
point in time to the current network state (a network state corresponds to a 
configuration of routed hghtpaths). Hence, we would like to assign a fitness 
level to each network state that reflects the network's capability to accept 
further calls. Obviously, it is desirable to maintain the state of the network 
as fit as possible. To this end, we route an accepted call in such a way that 
the remaining network fitness after realizing the lightpath is maximized. Af
ter expiration of a routed connection, the fitness value increases again. The 
crucial task is to define a proper measure for the network fitness. 

FIT: Let fit : S -^ R+ be some network fitness function, where S 
denotes the set of all possible network states of (G, yl, W). If there 
is a free [i6, fj-lightpath, route such a lightpath (p. A) that the 
resulting state S -f- (p. A) yields a maximum fitness value. 

Note that a network fitness algorithm must consider all currently free 
[lA, t']-hghtpaths for each routing decision. Since their number is in general 
exponential in the size of the optical network, we cannot hope for an efficient 
implementation. However, as simulations show, a reasonable fitness algorithm 
always select short lightpaths. Hence, it suffices to consider only the / shortest 
[u, f ]-lightpaths for some / € N, which can be computed in polynomial time. 

We consider two network fitness algorithms called available-lightpaths-re-
duction (ALR) and single-flow-reduction (SFR). While ALR defines the fitness 
as the total number of currently free lightpaths in the optical network, the 
algorithm SFR defines the fitness as the sum over all pairs of distinct nodes s 
and t and each wavelength A of the maximum number of free edge-disjoint 
[5, t]-lightpaths in wavelength A. 

4 Results 

Concerning the theoretical evaluation of online algorithms the standard tool 
is competitive analysis (cf. [3]). A deterministic online algorithm ALG is called 
c-competitive if for each sequence of requests a its profit ALG(cr) is at least 1/c 
times the profit of an optimal offline algorithm OPT that knows the sequence 
in advance, i.e., ALG((7) > 1/c • OPT{a). The competitive ratio of ALG is 
defined to be the infimum of all c > 1 such that ALG is c-competitive. 

It is easily shown that for a special version of DSCA all online algorithms 
have the same competitive ratio. 

Theorem 1 ([9]) For the problem DscA with dj = 00 and pj = bj for each 
request GJ, the competitive ratio of each deterministic competitive algorithm 
is km, where k denotes the number of wavelengths and m denotes the number 
of edges in the optical network. 
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Proof. Let ALG be an arbitrary deterministic algorithm for DSCA. If ALG 
rejects the first given call, it is not competitive: For a sequence a = (cri) 
consisting of one request, ALG makes zero profit, while OPT((J) = 6I > 0. 

If ALG accepts the first call of a request sequence cr, we have ALG(cr) > 1. 
Moreover, OPT can at most gain a profit of one for each edge and wavelength, 
yielding km in total. This imphes that ALG is /cm-competitive. 

It is shown in [5] that no deterministic algorithm can be better. Denote 
each call by {uj, Vj, bj) specifying the end nodes Uj, Vj for the connection and 
the number bj of required lightpaths. Consider the line graph with nodes 
denoted by vi,.., ^Vn from left to right where all k wavelengths are available 
on all m edges and the following request sequence: 

^1 = {vi,VnA)^(^2 = {vi,V2^k),as = {v2,V3,k),...,an = {Vn-l,Vn,k). 

Since ALG accepts cri, it must reject all subsequent calls, achieving a total 
profit of ALG (a) = 1. In contrast, OPT accepts the calls a 2 , . . . , cr̂  at a total 
profit of km. D 

Motivated by the incapability of competitive analysis to evaluate algo
rithms for DsCA, the remaining part of this section deals with the experi
mental evaluation of the presented algorithms. 

The simulation studies have been carried out for a 14-nodes network with 
the dimensioning depicted in Fig. 1. The dimensioning is based on the static 
traffic demands shown in Table 1 which were generated w.r.t. US-American 
population data (see [6]). It is worth to mention that this dimensioning is 
capable of satisfying all static demands simultaneously. 

Fig. 1. The 14-nodes network with dimensioning (on an edge with label n the 
wavelengths Ai, A2, •.., An are generally available) 

In the experiments we make the assumptions that each accepted call yields 
a profit of 1 and the holding time of each connection is randomly chosen 
according to an exponential distribution with mean 1. Hence, each connection 
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Table 1. Demand matrix for the 14-nodes network 

Node 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

1 -
2 13 
3 2 3 
4 4 6 1 
5 6 9 2 4 - - - -
6 3 4 1 2 3 
7 5 7 2 3 6 2 -
8 1 1 0 1 1 0 1 
9 4 6 1 3 4 3 4 1 
10 9 13 2 6 10 5 8 1 14 - - - - -
11 6 9 2 4 6 4 5 1 13 16 - - - -
12 11 16 4 7 11 4 8 2 7 15 10 -
13 1 2 0 1 1 0 1 0 1 2 1 2 - -
14 3 5 1 2 3 1 2 0 2 4 3 5 1 -

request GJ is of the form: 

[Uj, Vj, tj ,Cij). 

Denote by d{s, t) the amount of static demand between nodes s and t, and 
let m € N. Calls for connections between s and t are generated by m • d{s, t) 
sources according to a Poisson arrival process with intensity 1/12, i.e., the 
inter arrival times between two requests are exponentially distributed with 
mean 12. The parameter m is called multiplex factor, and it controls the 
offered traffic load. The relation between call durations and the call inter 
arrival times reflect the observation that a customer who has a permanent 
connection uses it only for about 1/12 of the time. We compare the blocking 
probabilities of the considered algorithms on request sequences which are 
generated for multiplex factors from 1 to 12. Since blocking probabilities 
greater than 5% are considered unacceptable the graphics are plotted within 
a logarithmic scale. The results are depicted in Fig. 2. It turns out that the 
total wavelength search version PACK(T) is superior to the partial wavelength 
search version PACK(P) and produces solutions with about the same quality 
as ALR. But the network fitness algorithm SFR performs best. Similar results 
are obtained in the case when the duration of each call equals 1. 

5 Conclusions 

We have shown that from the competitive analysis perspective all online al
gorithms are equally bad for a special version of DSCA. Furthermore, exper
imental results showed that the algorithm SFR performs best, corresponding 
to intuition. Concerning the incorporation of rejection criteria, we believe 
that rejecting calls can only be advantageous if either the call profits vary 
significantly or network load is high, which is not the case in real-world ap
plications. 



32 

? ib 

Fig. 2. Results of selected algorithms in a 14-nodes network 
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Abstract In this paper we discuss the value of accurate inventory information for distribu
tion planning purposes in a reverse logistics system. Three levels of information are intro
duced and the value is assessed in a simulation loop. For every planning period the opera
tional vehicle routing problem is solved to optimality by route enumeration and set 
partitioning. Extensive sensitivity analysis is performed and discussed to analyze the fac
tors that influence the value of accurate inventory information for reverse distribution 
planning. Network density appears to be one of the main determinants. 

1. Introduction 

1.1 Reverse logistics and uncertainty 

Reverse logistics is the management of good flows in the opposite direction of the 
traditional supply chain, with the purpose of value recovery or proper disposal 
(Rogers and Tibben-Lembke 1998). Products can be returned at several stages of 
their life cycle as so-called commercial, repairable, end-of-use or end-of-life re
turns. The complexity of reverse logistics management is largely caused by un
certainty (Fleischmann et al. 2000). Uncertainty in the behavior of the system is 
caused by the lack of information and control mechanisms regarding quantity, 
timing, product compositions and quality of returns. Uncertainty and the type of 
return are among the major determinants of the right reverse supply chain (Krikke 
et al. 2004). Within the right logistic network design, the application of modem 
sensor technology can help in reducing and managing the uncertainty. Examples 
in reverse logistics are the application of so-called "data-logs" in power-tools 
(Klausner and Hendrickson 2000) or sensors embedded in cars and car tires (Van 
Nunen and Zuidwijk 2004). These applications reduce the complexity in foresee
ing when the return occurs, the handling of the returns or the selection of the ap
propriate recovery option. Here we focus on returns of end-of-life products, 
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where material recycling is the appropriate disposition option. Recovery proc
esses in these networks are typically centralized, resulting in relative high trans
portation cost for these low valued recyclables. 

In forward logistics, inventory management and control is common practice. 
Real-time stock information has become the standard. In reverse logistics, the 
stocks of cores or recyclables are often disregarded and no registration exists at 
all. If a certain amount of recyclables is available at a collection point, transfer to 
a centralized facility takes place. The lack of information about the stock size at 
the collection sites makes it impossible to plan collection trips ahead. Ultimately, 
inventory and routing decisions should be taken simultaneously (Herer and Levy 
1997). A research on the collection of liquids coming from end-of-life vehicles 
showed opportunities for significant cost savings in a network with low density 
(Le Blanc et al. 2004). In this research, based on a real-life case study in the 
Netherlands, we focus on the value of inventory information for the collection 
planning of containers for various network densities. 

1.2 Background case study 

The study presented in this paper is performed for Auto Recycling Nederland 
(ARN). ARN is an organization coordinating the recycling of end-of-life vehicles 
(ELVs) in the Netherlands on behalf of the automotive industry. Existing ELV-
dismantlers, logistic service providers (LSPs) and recyclers carry out the work for 
ARN on a commercial basis, recycling over 275,000 wrecks yearly. High volume 
materials dismantled from ELVs such as PU-foam, rubber, glass, tires and bump
ers are stored and collected in containers. When a container is fiill, the ELV dis-
mantler places a request at the LSP to collect the container. Within 5 working 
days, the LSP visits the dismantlers and exchanges the full container for an empty 
one. The containers are brought to a depot where some processing takes place. 
Afterwards, they are sent to the recyclers in consolidated batches. Figure 1 gives 
an overview of the system. Yearly, approximately 5,000 containers are collected 
in this manner in the ARN system. The collection of containers concerns about 
70% of the total collection cost incurred by ARN. Research has shown that, in the 
earlier mentioned collection system for oils and fiiels, the cost of collection can 
be reduced significantly by knowledge of accurate stock levels at the ELV-
dismantlers. The goal of this research is to examine the possibilities to extend 
these results to the collection system of containers. 
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Fig. 1. Overview of the logistic chain of ARN 

2. Three degrees of information 

The better and more accurate the data on the inventory levels, the higher the costs 
of obtaining these data. We are interested in the tradeoff between the level of in
formation and the costs in the system or in other words: what is the value of in
formation? To this end we compare three degrees of information: 
• Degree 1: there is no information on the inventory levels. A container is col

lected only if the ELV-dismantler indicates the container is full. This scenario 
corresponds to the current situation. 

• Degree 2: inventory levels are forecasted and the forecasts, together with the 
collection requests of the ELV-dismantlers are used to construct the collection 
planning. 

• Degree 3: inventory levels are known accurately at any time. The logistic ser
vice provider can plan the collection of containers proactively. To obtain this 
level of information, expensive sensors are needed to determine the filling of 
the containers at the ELV-dismantlers. 

Schreurs (2004) investigates and tests several types of forecasting models for 
the container collection system of ARN. Schreurs suggests an intuitive model 
based on the ratio between the time passed since the last collection and average 
time between two collections and ratio between the number of deregistrations and 
the average number of deregistrations. ARN has real-time insight in the number 
of deregistrations in the national vehicle register for each ELV-dismantler. The 
model of Schreurs performs well and even outperforms more sophisticated fore
casting models. We consider this easy to implement model of the estimates on the 
inventory positions in the degree 2 scenarios. 
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3. Simulation of the distribution planning 

3.1 Simulation 

In order to estimate the value of information, a simulation model is used. The 
number of deregistrations is simulated using the empirical distribution for each 
ELV-dismantler. Furthermore, the amount of materials in the containers is esti
mated, based on the number of deregistrations. Since the ELV-dismantlers won't 
put the materials in the containers one-by-one, it is assumed that materials of the 
ELVs end up in a container after 20 deregistrations. When the amount of materi
als in a container exceeds a certain limit, the container must be collected and an 
order that must be collected ("MUST-order") is generated. If a container is not 
ftill yet, but almost fiill according to the forecasting model or accurate informa
tion, a "CAN-order" is generated. These CAN-orders can be collected but don't 
necessarily need to. Since orders are created a vehicle routing problem needs to 
be solved for each period, we have to express the ftiture benefits for collecting the 
CAN-order in the current period. The ftiture benefits that we use are: 

FBco = a * LCco * Leo (1) 

where: 
FBco Future benefits of collecting CAN-order co in this period 
a Correctionfactor between !/2 and 1 
LCco Linehaulcost 
Leo Loadfactor of the container 

The correction factor a expresses the combination possibilities for must-orders. 
If a = 1 no combinations are made and the ftiU linehaul cost are charged to collect 
a single container. If a = Vi perfect combination possibilities exist, because half 
of the vehicle capacity is used, and therefore half of the linehaul cost are charged. 

The simulation is performed with 10 replications. Each replication runs over 
11 years, 10 years to calculate the costs of the scenario's plus an additional first 
year to exclude start-up effects. 

3.2 Vehicle routing 

For pure comparison we want to exclude the randomness of a vehicle routing 
heuristic and compare "optimal" solutions with each other. These solutions are 
obtained by enumeration of all possibilities and selecting the optimal combina
tions by solving a set partitioning problem (Fleuren 1988). ARN hires four LSPs 
in the Netherlands for four separate areas and for each LSP all possible routes in
cluding at least one MUST-order are generated. The orders included in the routes 
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are only the orders in their respective collection-areas. The small number of or
ders that fit in a truck makes it easy to enumerate all possibilities (Laporte et al. 
2000). After that, the set-partitioning problem is solved for each LSP. To solve 
the set partitioning instances, we use a solver developed by Van Krieken et al. 
(2004). The main building blocks of the solver are Lagrangean relaxation for de
termining the lower bounds and branch and bound for finding the optimal solu
tion, Furthermore, several problem reduction techniques are used to reduce the 
number of variables and constraints in the problem. Calculation times for a simu
lation run 10 replications of 10 years are within two hours on a normal desktop 
PC. 

Indices 

mo G MO Must-orders 

CO e CO Can-orders 

r G R Routes 

Parameters 

FB, 

Variables 

Cost of router 

Future benefits of route r (future benefits of the can-order in the 
route) 

1 if MUST-order mo is in route r, 0 else 

1 if CAN-order co is in route r, 0 else 

1 if route r is executed, 0 else 

1 if CAN-order co is not executed, 0 else 

Routing problem 

Min 2](C,-FBr)*Xr 
r 

s.t. XY-o.r*x, =1 
r 

2^^co,r *Xj. +8^0 =1 
r 

X, e {0,1} 

Vmo 

Vco 

Vr 

(2) 

(3) 

(4) 

(5) 
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Sco e {0,1} Vco (6) 

Eq. (2) minimizes the costs of the routes that are executed. The comparison 
takes place on real cost corrected for future benefits. Eqs. (3) and (4) make sure 
that each MUST-order is executed and each CAN-order is executed at most once. 

The data used is gathered together with logistic experts of ARN. Extensive 
tests on the model and datasets are performed, validating and verifying its cor
rectness. 

4. Results 

4.1 Base scenarios 

The results of the ARN case study for the base scenarios are given in Table 1. We 
see that some savings can be made. If we accurately know the inventory levels we 
can save 3.1% on the total costs. More than 12% of the containers are collected 
before the ELV-dismantler requested the collection. When we have to use the 
forecasts these values drop. 

Savings as percentage of total 
costs 
Savings in distance 
(km per year) 
Savings in distance as 
percentage of total distance 

Percentage of CAN-orders 

Degree 1: 
No information 

0.0 % 

0 

0.0 % 

0.0 % 

Degree 2: 
Forecasting model 

2.0 % 

13,600 

3.2 % 

9.0 % 

Degree 3: 
Accurate information 

3 .1% 

19,000 

4.5 % 

12.3 % 

Table 1. Results of the base scenarios 

4.2 The influence of changing the network density 

The savings in the ARN case are limited to a few percent, however Le Blanc et al. 
(2004) reports considerable savings in a comparable system with less denser net
work density. In order to analyze the influence of the network density to the re
sults, we now change the density. This is done by assuming that a lower volume 
of materials is collected; e.g. a network density of 60% means that the amount of 
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materials collected from each vehicle drops with 40%. In Figure 2 we can see 
what this means for the savings that can be made. 

Fig. 2. Costs of each information level compared for different network densities (the costs 
of degree 1 always equals 100%) 

We can see clearly that the lower the network density, the higher the relative 
value of information, due to the fewer combination possibilities with MUST-
orders. The number of vehicle registrations in the forecasting model is a good 
predictor for the inventory levels. Therefore, with the forecasting model instead 
of accurate information the performance is marginally worse, such that the in
vestment in expensive sensor technology to obtain precise information is not jus
tified. 

5. Discussion and conclusion 

In a real-life case study we have analyzed the effects of the value of inventory 
data in collection planning for various network densities. In dense networks, the 
transportation costs are hardly influenced by the irregularity in the occurrence of 
transportation orders, since the number of possible combinations to build a route 
is large. Note that accurate inventory information can still be valuable in the 
matching of supply (returns) with demand. When the network density decreases, 
fewer combinations can be made and the value of the information increases. 
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Network density is related to the average capacity occupation of orders in 
comparison to the truck. When orders are smaller compared to the vehicle capac
ity, more transportation orders are required to consider a network dense. In the 
ARN case discussed here, a container occupies half of a trucks capacity, such that 
the network density is high. 

In fiirther research we will elaborate this topic further with analysis on the in
fluence of consolidation decisions, the influence of other order sizes and vehicle 
capacities and the efficiency gain by planning on a central level. 
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Abstract. We consider a production inventory problem under periodic review 
with stochastic demand and stochastically proportional yield. Defective products 
(i.e. the yield loss) arising from the unreliable production process can be tempo
rarily stored in an inventory and passed through a rework process. Rework is 
completely reliable and brings defective products up to the same quality level as 
new ones, so that they can be used for demand fulfilment. We focus on the appli
cation of linear heuristic policies similar to those emerging from MRP applica
tion, and develop simple expressions for the computation of policy parameters. 
Results of a numerical study indicate that the heuristic approach performs quite 
well. 

1 Introduction 

The production-and-rework problem is common to several industrial production 
processes where a production reject arises as a result of deficiencies in the proc
ess or due to inconsistent raw material quality. Whereas a fraction of the produc
tion output can be directly used to fulfil the demand, the remaining fraction is 
passed through a rework process to receive products offering the desired quality 
level. 

We consider a production inventory problem with stochastic yield and de
mand. Production yield is a random fraction of the production order. This yield 
model is usually referred to as stochastically proportional yield. Defective prod
ucts, i.e., the yield loss, are stored in an inventory to be available for fiiture re
work. There is no disposal option. Yield and demand distributions are assumed to 
be stationary and independent. Procurement, rework, holding and shortage costs 
are strictly proportional. Any unsatisfied demands are backlogged. Production 
and rework leadtimes are deterministic but may differ. 

Production-inventory problems with stochastic yield have been addressed by 
several authors. In [2] and [3] it is shown that the optimal control policy is rather 
complex even without a rework option. Applying linear heuristics for this prob-
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lem as proposed in [1] and [3] has proven to give a good approximation. How
ever, there is only few research directed to production systems with rework, 
mostly considering lot-sizing problems without regarding uncertainty, see [6] for 
an overview. An adjusted MRP approach for a hybrid production and remanufac-
turing planning is presented in [4]. 

In the next section of our paper we formulate a simple control policy for the 
problem under general leadtime conditions. In a subsequent section, we derive 
expressions for the determination of policy parameters and present results of a 
numerical study. We end with some final conclusions. 

2 Control Policy 

In the sequel we will consider a production and rework facility as described 
above. Events and decisions are timed in the following manner. At the beginning 
of period t, inventory levels are observed and the decision on the production 
quantity pt is made. In case of a zero production leadtime Ap, the yield fraction 
z^ • p^ becomes unmediately available at the serviceables inventory, otherwise it 

becomes available at the end of period t+Xp-X. At the same time, the yield loss 
( l - z , ) p , enters the recoverables inventory. Then the decision on the rework 

quantity is made based on all information available at this time. Zero leadtime 
rework orders increase the serviceables inventory immediately whereas for re
work leadtimes A;?>0 the reworked items become available at the end of period 
t+XR'\. After this decision, the demand of period t is realised and fulfilled from 
the inventory. 
We use the following notation: 

hs : serviceables holding cost per unit 
hn : recoverables holding cost per unit 
V : shortage cost per unit 
d : stochastic demand with mean jUd and variance a] 

z : stochastic yield fraction with mean jUz and variance a] 

xs : initial serviceables net inventory (on hand minus backorder) 
XR : initial recoverables inventory 
p : production quantity 
r : rework quantity 

Production and rework quantities are determined using a two-parameter (S^Af)-
policy with produce-up-to level S and rework-up-to level M. This policy structure 
has proven a good performance in a hybrid production-remanufacturing system 
with external returns, see [5]. The production decision is based on a comparison 
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of an appropriately defined inventory position x^, with a critical inventory level 

S, 

p ,=max{5 , -<„0} (1) 

Based on the rework-specific inventory position x^^^ the rework quantity is 

chosen to raise the inventory up to a critical level M as far as there is a sufficient 
quantity of recoverables available. 

r^ = min |x^^, max |M^ - x^^, oU (2) 

In order to define the inventory positions x^, and x^^ adequately we will look 

at the different leadtime relations separately. First we consider the cases of identi
cal leadtimes and shorter production leadtime (/IR>/IP). 

Production affects the serviceables inventory in period t+Ap, but in addition 
has an effect on the inventory level of period ^+Ap+/l/? for the following reason: 
Since only a fi^action z^ • p^ of the production order will enter the serviceables in
ventory after production leadtime Ap and the remaining quantity will be available 
for rework in t-^Ap, this part of the original production quantity will arrive Ap pe
riods later at the serviceables inventory. It is important to account for the * de
layed' items, particularly if the yield fraction is very low. An inflating production 
rule (as proposed for the case without rework, see [7]) that focuses only on the 
time point t-^Ap neglects this effect and would generate excess recoverables in
ventory in the case of lower yield fractions. Therefore, the inventory position for 
production x^, aggregates net stock (including currently available recoverables) 

minus backorders and all outstanding production and rework quantities. 

Ap-l Ai^-l 

A rework order at time t will affect the serviceables inventory of period t+A^. 
In addition, outstanding production orders placed in period t-Ap-^l to ^ l and re
work orders placed in period t-Ap-^l to /-I will affect the inventory up to this 
point of time. Including on-hand inventory minus backorders and estimating the 
production yield by its expectation gives for x^ 

4,=^SJ-^M: 
Ap-l Xp-l 
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If the rework process provides items faster than production, i.e. /IR</IP, then the 
inventory position for production is given as in (3). Yield losses that arise from 
all outstanding production orders as well as the yield loss to be expected for the 
current production order being available (after rework) until period t-^Ap+^R are 
enclosed in this inventory variable. 

The inventory position for rework includes the serviceables on hand minus 
backorders plus the yield expectation of all production orders as well as all re
work orders that will increase the serviceables inventory until ^+/IR. 

3 A Heuristic for Determining Policy Parameters 

As a next step, we will derive parameters for the policy in (1) and (2), based on a 
modified newsboy approach. The optimal order-up-to level from the basic news
boy model is known to be s = F~^ (a) with a = c~/(c~ •{•c'') where c' denotes the 

overage (holding) cost, c denotes the underage (backlog) cost and F~\..,) is the 
inverse of the demand cdf. For the problem under consideration, a production un
derage is associated with marginal costs of v. If, on the other hand, an overage is 
caused by excess units, then the marginal costs can be estimated by 
c^ = hs + ju^ '\(ju^ -l)'hs -\-(l- juj'hj^l to reflect the different holding costs asso
ciated with both fractions of the production output. Applying these marginal costs 
to the newsboy optimality condition, we can express the produce-up-to level by 

witha,=v/[v + /2,+//,{(//,-l)./2,+(l-//,)-/^,]]. F-^\,^,, stands for the in
verse cdf of the complete demand net of yield deviations from the respective ex
pectations during the time span of/lp+/l/?+l periods. 

A surplus unit reworked causes marginal costs of c^=hs-hR since the item is 
transferred from the recoverables to the serviceables inventory. A single unit 
short that causes a backlog has marginal costs of v. However, if one excess unit is 
stocked in the recoverables inventory, additional costs of HR are incurred so that 
we can express the underage costs by c = v^hR. Therefore, using 
a^=(v + hj^)/(V + /ẑ ) we can determine the rework-up-to level by 

Â  = ^ 4 . , K ) (7) 
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In order to derive expressions for S and Mwe determine the parameters of the 
particular probability function F, starting with the cases of equal leadtimes and 
shorter rework leadtime which can be treated jointly (/IP>AR). 

First we consider the production decision, and thereby separate the two limit
ing cases. In case of a very high yield fraction, almost all of the material flow 
goes directly through production into the servicables inventory. Then, the ser-
viceables inventory on hand y^^^ at the end of period t-^Zp after the demand is 

met can be written as 

Ap'^i /vy^""! / in—/ID Ap 

After inserting (8) with rrXpj (describing the steady state) and 

y ^ - V A . ^ \.p (reflecting returns becoming available for rework 
/ = ! 7=1 

up to period t+Xp-Xp in case /lp>/l/?) into the respective newsboy condition 
Probiy^^;^^ > o} = a^ ^^^ separating the stochastic variables we obtain 

t /=0 /=! J 
(9) 

or FAX^ -\-p\-a • Using the order-up-to policy condition that production 

equals recent period's demand, we find that the stochastic variable ^̂  has mean 

//̂ . = ( A ^ + 1 ) - / / , + ( 1 - / / J . X A - / + ( 1 - / " Z ) - ^ M ' ^^^ ^̂^ variance is given by 
7 = 1 

a} ={X, +\)-a]+al-Y,pl +^.'-<, • 
7 = 1 

In the second case, if the yield fraction is very low then most of the material 
flows through both production and rework processes so that we face a two-stage 
serial system. The serviceables inventory after demand is met in period t+Xp^Xp 
is given by 

Ap~l '^i?""* ^R Ap-^Ap 

7 = 1 7 = 1 7 = 1 7 = 0 

In this case the yield uncertainty relating to any outstanding production orders 
(including the current period 0 disappears, because returns arising from these or
ders can be reworked until period t+Xp and therefore are available at the service
ables inventory up to period t+Xp-^Xp, However, ftiture production orders that will 

file://-/-p/-a
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be placed in periods ^+1 to t-^JlR are afflicted with yield risk. Inserting (10) with 
with rrxRj into Prob[y,^;^^^;^^ ^o} = â . yields 

/=0 /=1 J 
(11) 

or F2 (x^, +/?,) = a^ • After some transformations, (f can be shown to have mean 

M^.=[^P+{1-M.)'\+I}M, and variance 

C7;,=(A,+l).C7J+4.[c7,^//j + C7J-(l-//J^C7,^.CTj]. 

To find a single expression for the produce-up-to parameter S and the correspond
ing safety stock value SSTp we propose a linear combination of ^̂  and ^ with 
weighting factor ju^, i.e. ^:=//^.^^+(l-//J-^^ guaranteeing that both limiting 

cases are properly incorporated. Assuming ^ to be normally distributed and solv
ing F^{xs,+p,) = as for p^ yields p^= ju^+kp-a^-xl, where kp denotes the 

safety factor ^^=0"'(a^) with 0~' as the inverse standard normal cdf. 

SSTp = kp-a. represents a safety stock. As a result for /l/?>0, we obtain the fol

lowing expression for the safety stock 

uul p — Kp * 

I'^R-t 
\A,+l)-<T',+Mr<^r\Xpf-:+dl 

V - = i (12) 

\+ii-M.y\{<j^-M',+<riii-M.y+cr'^-<T',] 

which is added to ju^ to calculate the produce-up-to level 

S = \A,+{l-MS-^n+A-M,H^.-MM'tp.-, + d,XsST,- I" the special 

case /l/?=0 all returns can immediately be reworked so that the yield risk com

pletely disappears and we obtain S = {Zp-\-\)ju^+kp'^(A^+l)-crj • 

Now we turn to the rework-up-to parameter M The serviceables inventory af
ter the current rework and production orders are received and demand is met, is 
given by 

J-R ^~^ ^R ^ 
(13) 
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After inserting (13) into the condition Prob{y^^;^ >o}=a^ 

a^ = (v + hj^ )/(v + /̂ )̂ we obtain 

with 

(14) 

or F^{xl^-\-r^) = aj^ where the random variable C has mean //^ =(/i^+l).;/^ 

and variance cr̂  =f; +iVcr^+cr^Y z?̂  • Defining the safety factor kR as 

kj^-^~Ha^) we can find the following expression for the safety stock value 

which is used to compute the corresponding rework-up-to parameter 
M = {X,+\)-n,+SST,. 

For the case AR>/IP, proceeding in the same way we obtain the expression 

!D!D1 p — Kp • (16) 

for the safety stock and 

5 = [ A , + ( 1 - / / J ' - / 1 , + I ] - / / , + / / , 

for the produce-up-to level. For the rework decision, the safety stock turns out to 
be 

Xp-\ 

SSTj^ - kj^ • (17) 

and the respective rework decision parameter is given by 

Finally, we present some results of a computational study to show how the 
above heuristic performs in an infinite horizon setting. In a base-case scenario, 
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demand is normally distributed with juj=lOO and cr/=15, the yield rate is beta-
distributed with jUz=0,5 and 0-2=0.1, holding and shortage costs are hs=3, hR=2 and 
v=27, leadtimes are AR=/ip=\2. Numerical results are given in Tab. 1 where the 
yield rate expectation and leadtimes are varied under ceteris paribus conditions. 
To evaluate the performance of our heuristic approach we used the ordering pol
icy as described in section 2 as well as a production policy based on a linear infla
tion rule and optimised over their parameters. Costs are expressed relatively to 
the respective numerically obtained lower bound which has been standardised to 
100. As it can be seen from the data, in the case of equal leadtimes (/l/?=/lp) the 
heuristic performs quite well for general yield rate situations. This can also be ob
served if JiR<Ap. However, if the rework leadtime is very long compared to the 
production leadtime then the performance considerably deteriorates. In this par
ticular case, an inflating production rule seems to be preferable. 

Table 1. Cost performance for different yield and leadtime conditions 

Mz 
0,05 
0,20 
0,35 
0,50 
0,65 
0,80 
0,95 

C 
100 
100 
100 
100 
101 
100 
100 

AR 
0 
2 
4 
6 
8 
10 
12 

C 
101 
101 
100 
100 
100 
100 
100 

Ap 

0 
2 
4 
6 
8 
10 
12 

C 
131 
109 
101 
100 
100 
100 
100 

4 Conclusions 

In this paper we discussed a stochastic yield problem with rework and focused on 
the question of formulating an adequate ordering policy and determine their pa
rameters. In comparison to inflating production rules as known from heuristics 
for the problem without rework, the proposed (iSjAO-policy is still suitable to cope 
with very low yield situations where the model shows characteristics of a serial 
two-stage inventory problem. Our results show that, except for cases where the 
rework leadtime is very long compared to the regular production leadtime, the 
heuristic approach guarantees a high performance. For the situations with bad 
performance further research is needed to develop a better heuristic approach. 
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Abstract. Remanufacturing is the most valuable product recovery option since 
here the value added to the product can be obtained. The goal of this contribution 
is to develop an instrument which supports decision makers in their considera
tions about implementing a remanufacturing strategy. The framework is built on a 
two-stage proceeding, where in the first step an approach for modeling this stra
tegic decision process is presented. In the second step, the contribution aims to 
show how to evaluate alternative decisions economically by developing a life cy
cle model for remanufacturing and calculating the life cycle costs. 

1 Introduction 

Typically, legal reasons are the main driver for the take-back of products at the 
end of the use phase [11]. Regulations, e.g. on waste electrical and electronic 
equipment [4], define producers' responsibility for their products throughout the 
entire product life including the after-use phase. In addition to this, [7] identify 
business motives for product take-back like market forces and recapturing hidden 
economic value. Actually, these drivers contribute to the increasing significance 
of recovery strategies. 

Two main types of recovery options can be identified in dependence of the ob
ject they refer to: product recovery and material recovery [13]. Remanufacturing 
is a high-grade product recovery option where the product is disassembled to part 
level, all modules and parts are inspected and repaired or replaced if necessary 
and the product is upgraded to an as new quality level. Another product recovery 
option is cannibalization, where a limited set of reusable parts are recovered and 
used as spare parts or for the production of new products. 

Current literature on remanufacturing mainly covers specific operational [e.g. 
10, 6] and process oriented [e.g. 8, 9] topics. Thus, the focus of this contribution 
is placed on the strategic decisions related to remanufacturing and aims at the de
velopment of a concept for decision support for choosing a recovery option. 

mailto:w.stoelting@tu-bs.de
mailto:t.spengler@tu-bs.de
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2 Model of the decision situation 

In order to realize legal demands and to pursue recovery options in an economi
cally efficient way a number of strategic decisions have to be made by the pro
ducer in an insecure environment. 

In order to be able to balance decision alternatives, external influencing factors 
which will develop in an unknown way have to be taken into consideration. De
pending on the particular specification of these factors one decision alternative 
might be more promising under a business perspective than another. Relevant ex
ternal factors that influence the internal decisions about the choice of the recovery 
option are: 

• Market development 
• Development of competitors 
• Development of technology 
• Development of legal regulations 
• Return flow of discarded products 
• State of returned products 

For the given decision situation we assume that subjective probabilities for the 
development of these factors can be achieved by questioning experts about their 
expectation and to derive the needed data from their statements. 

The characteristics of the decision process considered in our field of research 
can be subsumed as follows: The producer faces a multi-stage dynamic decision 
process under risk. An approach to model this type of decision situation is the de
cision tree, which shows the logical structure of the decision problem and con
tains all relevant elements of the decision situation as outlined in Fig. 1 [3]. 

Period,/ = ; , . . . ,r 
Decision alternatives 
States of nature 

C \,if alternative j is chosen 

Binary decision variable X., = { 
^ ^J K 0,else 

State of nature in t which leads to decision node / result Dt/Ru 

Decision node / in period /; A/ = {dy which are possible) 
Chance nodey in period t; Sij = (sa which are possible} 
Probability that state of nature Sn will occur 
Result node if the state of nature Sn occurs in period t: Ru = Rfsa) 
Result node of a decision altemativey in period /; Rtj = Rti 

ifie{I,...,I}A StiEStj 
EVfRtj) : Expected value of result R^ 
jd'^t : Maximum expected value of all decision altemativesy in period t 

Stj 

Pti 

Rti 

Rtj 
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Fig. 1. Basic structure of a decision tree 

Squares indicate decision nodes Du where a number of different decision alter
natives j can be made by the decision maker in period t. Circles denote chance 
nodes Stj representing states of nature characterized by the external influencing 
factors above. At each chance node a number of different states of nature Su can 
occur. To each of the states of nature a subjective probability p/, = p(sti) for its oc
currence can be assigned. The final leaves of the tree show the ultimate conse
quences and therefore the results Ru = R(stj) associated with each decision alter
native y and state of nature Su combination. In cases where the result of a decision 
alternative and state of nature combination leads to a new decision that has to be 
made, the nodes are denoted by Dt/Rtt-

Since for the stochastic situation considered in our field of research the results 
Rti will only occur with a certain probability pu we have to use the expected value 
approach to identify the best decision alternativey [1]. The expected value of the 
result Rtj of a decision alternative j is the sum of the weighted results Ru for the 
decision alternativey: 

(1) 

Rtj becomes Ru if state of nature 5//occurs subsequent to the decision alternative 
j that was chosen. In each period t the maximum expected value of all decision al
ternatives y has to be detected: 

lUf = max (EV(R,)) (2) 
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Then the binary decision variable Xtj denotes that the decision alternative^* with 
the maximum expected value is chosen: 

'̂̂  = { 0. 
\jf EV{R,J)=H', 

else 

(3) 

The probabilities of the states of nature following one chance node must add to 
one: 

;€{l,..,/}A5-rt€5,y 

(4) 

At each decision node one decision has to be made: 

= 1 \ft (5) 
je\[,...,j}^d.eD„ 

The problem formulation stated above is valid for single-stage decision prob
lems. In order to determine the optimal decision policy for a multi-stage decision 
problem the evaluation of the different decision alternatives has to take place at 
each stage of the decision tree. The optimal policy can then be determined using 
the dynamic optimization approach [2] of backward recursion (Fig. 2). 

The starting point is the last stage of the problem for which an optimal solution 
must be found. Then, one has to move step by step backwards finding the optimal 
solution for each stage under consideration of the preceding result until every 
stage including the first is covered and the optimal policy for the entire decision 
problem has been found. 

Optimal decision policy was 
found -> Way through the 
decision tree along the x^ = 1 

Start at the last stage of the 
decision tree t=T 

1 

Calculation of the expected 
values of the decision 
alternatives for ail D„ I R„ of the 
current stage t 

x Selection of the optimal 
decision alternative 
according to the maximum 
expected value 

X 
Verification if you are in the first 
stage t=1 of the decision tree 

I' ' " " Z 

^ 

Move one stage towards the 
beginning of the decision tree 

Fig. 2, Flowchart for the backward recursion of the decision tree 
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A simplified decision tree representing the decision about the adequate recov
ery option is illustrated by Fig. 3. 

5,, Pn=9A High demand for _ 
"> x^„„--'-'^remanufactured products 
^Market ̂  

/Wjj 

' ^ , > 

low demand for _ 
Pi2 = 0,4 remanufactured products 

Which recovery 
option should 
be taken? 

Remanufacturing 

Xj2 /Market 
Cannibalization -{ develop

ment 

A, 

p^^ = 0,7 high demand for 
^ spare parts 

low demand for 
spare parts A 4 = 0 , 3 

Material recovery 

high prices for 
secondary materials 

low prices for 
secondary materials 

Fig. 3. Decision tree for choosing a recovery option 

The identification of the optimal decision can take place by assigning a value 
to each of the ultimate consequences represented by the final leaves of the tree. 
Since the choice of a recovery option is a product oriented decision, we can use 
the product life cycle costing (LCC) approach to ascertain this value [5]. For that 
purpose, we have to model the product life cycle and determine the net present 
value related to the cash flows of each decision alternative and state of nature 
combination. This will take place in the following section. 

3 Evaluation of the life cycle costs 

In this section a model will be developed that represents the entire life cycle of a 
product under consideration of the remanufacturing option^ Based upon this 
model, the life cycle costing calculation can be realized in the subsequent step of 
the concept. In this contribution the life time of a product is considered as the 
time the company has to deal with the idea of the product starting with research 
and development and then covering the actual physical existence of the product 
through production and use until all the individual members of the product pro
ject end their life. 

^ To keep this contribution short we will not depict the life cycle models for the other re
covery options, they have to be set up likewise. 
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When developing a life cycle model for remanufacturing a connection between 
product project oriented modeling approaches and models concerning product in
dividuals has to be established. A product project can be understood as the inte
grated consideration of all the single pieces belonging to one type of product in 
contrast to the isolated consideration of every single piece of product as a product 
individual [12]. The combination is reasonable since the strategic decisions are 
made for the product project while the cash flows surveyed for the life cycle cost
ing calculation are referred to the individual products. 

The model of the product project life cycle comprises the three main periods of 
preparation, production and after-care. Research and development of the product 
are carried out during the preparation period. The production period covers the 
tune span of the market distribution of the product and ranges from start until end 
of production. During the after-care period finally all the activities related to the 
products that are still out in the field after the end of production are conducted 
like e.g. repair service or disposal. 

We integrate a pattern of the individual product's life into this model. The con
sideration of product individuals is especially reasonable during the production 
period since here the relation of cash flows to each product individual is estab
lished. A relation of the product individual to the preparation period does not 
seem reasonable since development does not form part of the life of each individ
ual product. The product individual runs through the phases of production, distri
bution, use, take-back, remanufacturing, remarketing, 2"̂  use, take-back and dis
posal. 

The integrated depiction of these two perspectives takes place in one life cycle 
model for remanufactured products (Fig. 4). Here, the life cycle of a product indi
vidual starts at a certain point during the product project's production period and 
ends some time later during that period. 
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Preparation period Production period After-care period 

Production 

Remanu-
facturing 

Re
marketing 

2nd use 

Take-back 

i(Product individual) 
Disposal 

(Product project) 

Fig. 4. Integrated closed-loop product life cycle model for remanufacturing 

The decision about the recovery option can be considered as an investment de
cision. Thus, methods of dynamic investment appraisal can be applied. The cash 
flow for the preparation and for the after-care period is estimated for the entire 
product project. For the market period the cash inflows and outflows for each 
product individual can be determined for each phase of its life cycle. In depend
ence of the assumptive development of the sales figures an aggregation of these 
cash flows for the entire product project can be conducted. Thus, the cash flow of 
the production period can be determined. Based upon this data a calculation of the 
net present value (NPV) of the investment (the remanufacturing decision) can 
take place: 

NPV = Y,(Ci,-Co,)-il + rr' 
(6) 

/=1 

t : Period of the product project life cycle, t = ],...,T 
Cit : Cash inflow in period t 
Coi : Cash outflow in period t 
R : rate of interest 

The NPV for the other recovery options can be calculated likewise. For the de
termination of the cash flows it is necessary to consider the possible states of na
ture concerning the market development identified in the decision tree. The NPVs 
are finally assigned to the corresponding branches of the tree. The evaluation of 
the decision tree using the life cycle costing calculation of the NPVs and the 
probabilities given by experts will then lead to the identification of the optimal 
decision. 
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4 Perspective: Further strategic planning problems 

The decision situation described in this contribution represents only one sub prob
lem of the strategic planning problems that relate to the implementation of a re-
manufacturing system. There are a number of additional strategic questions that 
have to be considered by the decision maker. Relevant among these are: 
• Should the remanufacturing process be outsourced or carried out internally? 
• Which capacities should be set up for the recovery process? 
• Should certain agreements concerning the return of the products be concluded 

between producer and costumer? 
For each of these sub problems an economic evaluation of the different deci

sion alternatives has to be carried out. A combination of the economically effi
cient alternatives will then lead to the optimal overall strategy. To give an exam
ple: A producer implements a remanufacturing strategy for the products taken 
back, carries the process out himself, sets up a certain capacity for the remanufac
turing process and distributes the products via leasing contracts. 

When evaluating the different alternatives it seems to be reasonable to take 
into account, that certain strategies offer the possibility to postpone decisions to a 
later point in time. Thus, the decision maker can watch the development of the 
external influencing factors and gather additional information. This flexibility 
should be considered in the process of evaluating the alternatives. This is the field 
of research we will address in the future. 
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Abstract. We investigate the interest of migrating from a call center where all 
agents are pooled and customers are treated indifferently by any agent, towards 
a call center where customers are grouped into clusters with dedicated teams of 
agents. Each cluster will be called a portfolio. Customers of a same portfolio are 
always served by an agent of the corresponding team. There is no specialization 
involved in this organization in the sense that all customer portfolios as well as 
all agents teams have (statistically) identical behaviors. The purpose of this paper 
is to investigate how the benefits of moving to this new organization in terms of 
the management of the workforce can outweigh its drawback that comes from the 
increasing of variability. 

1 Introduction 

A call center is a complicated service system, in which managers must take 
into account the behavior of both customers and agents [1]. The purpose of 
this paper is to provide insights to help managers in the design and manage
ment of call centers. It is the result of a collaboration with Bouygues Telecom^ 
a french mobile phone company. We investigate the adequacy of migrating 
from a call center where all agents are pooled and customers are treated in
differently, towards a call center where customers are grouped into clusters 
with dedicated agents. The aim of Bouygues Telecom through migrating 
into customer portfolio management is to better manage their employees 
and as a consequence to satisfy customers more accurately. This manage
ment approach makes agents more responsible towards their own customers. 
Moreover, partitioning agents into groups creates competition, which moti
vates agents to give better answers to customers. In this paper, we argue 
how these advantages may outweigh the variability that results from the loss 
in economy of scale originally associated with the pooled system. Also, in 
the proposed organization, all portfolios and corresponding set of dedicated 
agents are totally identical (statistically). Therefore, issues such as training 
and forecasting can be done in a homogenous manner. 
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Our study is linked to pooling phenomenon. Pooling in queueing systems 
has been described first by Kleinrock [2]. Results on pooling queues are ob
tained in [3], [4], and [5]. Whitt has also studied the issues of partitioning 
customers into service groups [6]. All above results do not take into account 
the human element. This takes us to a second area of literature, that is, hu
man element. It is the main characteristic of call centers and contact centers. 
Both customers and agents are people [7]. Indeed, call center management 
requires a mix of disciplines that are not typically found in organizations [8]. 
The review of Boudreau [9] follows through this new area. He propose a 
framework which is a fertile source of research opportunities. 

The remainder of this paper is structured as follows. In Section 2, we 
develop a simple queueing model that is then used to address the issue of 
benefits versus costs of migrating from the pooled organization to the ded
icated organization. In Section 3, we extend this analysis to the situation 
where there is an out-portfolio flow. Finally, we conclude and propose some 
directions for future research. 

2 Analysis of the Efficiency of the Team-Based 
Organization 

In this section we present simple models of call centers. Complex aspects, such 
as abandonment, retrials, time-varying operations, etc, are not considered. 
Analyzing simple models are relevant by their intuitive interpretations, and 
insights to support managers' decisions. 

2.1 The Models 

The first model is a call center viewed as an M/M/C (Erlang C) queue with 
s identical servers; arrival process of customers (or calls) is assumed to be 
Poisson, service times are assumed to be exponentially distributed and inde
pendent of each other, and the service disciphne is assumed to be first-come, 
first-served (FCFS). The mean interarrival time is given by 1/A, and 1/// is 
the mean service time. Blocking, abandonment, and retrials are ignored. We 
refer to this model as the Pooled System (see Fig. 1). 

M 
X - • 

Fig. 1. Pooled System 

The second model is the unpooling of the first model to n identical call 
centers, so that 5 is a multiple of n. Each call center is viewed as an M/M/C 
queue with Sn identical servers. The arrival rate to each call center is A^, and 
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the service rate is /x„. We refer to this model as the Dedicated System (see 
Fig. 2). 

Fig. 2. Dedicated System 

In the Dedicated System, customers are grouped into identical portfolios. 
We assume that all the portfolios have the same arrival and service rates, and 
we associate to each portfolio a set of service agents (pool of servers). On the 
one hand, 100% of customers in this system are served by their dedicated 
service agents which provides significant benefits in terms of quality of re
sponse. But on the other hand, this way of management requires that: either 
we increase the total number of servers to reach the same QoS in terms of 
waiting time, or we let customers wait longer than in the case of the Pooled 
System. We focus on the QoS measured by the average waiting time before 
beginning service W and the 80/20 rule W{t < 20 5), which is an industry 
standard for telephone service [1]. Under the 80/20 rule, at least 80% of the 
customers must wait no more than 20 s. In Bouygues Telecom^s call center, 
like in most call centers, the arrival rate of calls varies over time. We assume 
constant number of agents, and constant arrival and service rates, as well as a 
system that achieves a steady-state quickly within each half-hour interval of 
time. Under the stability condition A/5/x < 1, performance measures in terms 
of the waiting time distribution in queue, are obtained using the Erlang C 
formulas. Note that the Pooled System is a special case of the Dedicated 
System. They are identical when n = 1. 

The comparison between the Pooled System and the Dedicated System 
will always show that, when keeping the service rate /i fixed, the average wait
ing time is smaller in the first system for any total arrival rate A and any total 
number s of servers. Under these conditions, it is intuitively clear that the 
Dedicated System is less efficient because a call may wait for one server while 
another server is idle, such situation does not occur in the Pooled System. It 
was shown in [3] that efficiency increases when separate traffic systems are 
combined into a single system. However, it is assumed that the service time 
distributions are the same in the systems being combined. This common dis
tribution condition is crucial since it may be in some cases disadvantageous 
to combine systems with different service time distributions [6]. 
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2.2 Evaluation of Service Rate Percentage Increase 

We start from a Pooled System with a given QoS {W{t) or W), and our 
purpose is to evaluate the required service rate in a Dedicated System with 
n pools in order to ensure the same QoS {Wn{t) = W{t) or Wn = W). Total 
staffing level and total arrival rate are held constant. 

We consider a Pooled System with an arrival rate of A = 197.06 calls 
per min, the service rate is /x = 0.2 calls per min (the average service time 
is 5 min) which is the case in Bouygues Telecom), and there are s = 1000 
agents in the call center. In this system, 80% of customers wait no more than 
20 s and the corresponding average waiting time is H^ = 0.18 min. In the 
Dedicated System, each call center has a staffing level Sn = s/n = 1000/n, 
and an incoming of calls rate of A^ = A/n. We vary n from 1 to 50. For each 
number n of separated call centers, we calculate the service rate fXn, so that, 
the average waiting time is Wn = 0.18 min. We repeat the same analysis for 
the QoS in terms of the 80/20 rule. Fig. 3 shows the curves of the required 
percentage of service rate increase, calculated as 100 x (//^ — /i)//x, according 
to number of pools n in order to reach Wn = 0.18 min and Wn{20s) = 80%, 
respectively. For both types of QoS, the required increase of the service rate 
do not grow in a dramatic fashion. We notice that for a Dedicated System 
with n = 20 separate systems, required mean service time is about 4 min and 
25 s in order to reach Wn = 0.18 min, and it is about 4 min and 30 s in order 
to reach Wn{20s) = 80%. The required value is not too far from the actual 
mean service time (5 min). In practice, an increase in service rate efficiency of 
the order of 10% seems very reasonable to achieve because of the team-based 
organization. 
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Fig. 3. Percentages of service rate increase according to number of pools n in a 
Dedicated System in order to achieve Wn = 0.18 min and Wn(205) = 80% 

Another advantage of dedicated systems is their robustness with respect to 
errors in the estimation of the arrival rate of calls. For example, consider the 
Pooled System, n = 1, described above and the Dedicated System, n = 10, 
obtained by increasing the service rate in order to ensure the same QoS as in 
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the pooled system. The QoS of the Pooled System is much more affected than 
the one of the Dedicated System by an underestimation of the arrival rate of 
calls. Let us give an explanation. Under the original expected arrival rate, the 
server utihzation in the Pooled System, 98.53%, is closer to 1 than the one 
in the Dedicated System, 91.99%. When the arrival rate is underestimated, 
the deterioration of the quality of service is increasing faster when the server 
utilization is closer to 1 since the queue becomes less and less stable. For 
example, assume now that we underestimate the total arrival rate of calls 
(which is now A = 197.06 calls per min for both systems) by only 1.41%. Then 
real server utihzation of the Pooled System becomes 99.92% and the one of 
the Dedicated System becomes 93.28%. As a consequence, the average waiting 
time of the first system goes beyond 5 min and the one of the second system 
is only 0.27 min. This shows that the team-based organization is much more 
robust than the original pooled organization. This is a very attractive feature 
that gives another strong argument in favor of the team-based organization. 

3 Call Center Models with Out-Portfolio Flow 

In this section, we address the same issues as in Section 2 by considering two 
new models (a pooled model and a dedicated model) of call centers. They 
differ from the above models by taking an anonymous flow (out-portfolio flow) 
of calls into account. The latter consists of calls for which one cannot associate 
a portfolio to them when they enter the call center. An anonymous call can 
be a call of a customer of Bouygues Telecom who does not communicate his 
phone number to the Computer-Telephone Integration (CTI), a person who 
is not a customer of Bouygues Telecom^ etc. 

3.1 The Models 

The flrst model is a call center viewed as a non-preemptive priority MjMjC 
queue with the parameters A, [i and s servers. The arrival rate A is composed 
of the identifled flow (PTF) and the anonymous flow (OPTF). An anonymous 
call is served only if at least one server is idle and no identified call is in queue. 
Let p be the proportion of the anonymous call flow (In Bouygues Telecom 
p is order of 10%). The arrival rate of the identifled flow is (1 — p) A, and 
the arrival rate of the anonymous flow is p A. We refer to this model as the 
Portfoho Pooled System (see Fig. 4). 

PTF:(1-/?)A • 

OPTF:pA • ' 

Fig. 4. Portfolio Pooled System 
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As in the subsection 2.1, we propose a second model given by unpooling 
the Portfoho Pooled System to n identical call centers, so that 5 is a multiple 
of n. Each call center is viewed as a non-preemptive priority M/M/C queue 
with Sn identical servers and a service rate /i^- The total arrival rate of 
the PTF flow is A^^^ = {I — p) A. The arrival rate to each call center is 
A^^^ = A^^^/n, and there is an OPTF flow which must wait in a lower 
priority queue. This queue is served only when at least one of the s service 
agents is idle and no customer is waiting in the corresponding portfolio queue. 
The arrival rate of the OPTF flow is X^^^^ = p X, We refer to this model 
as the Portfolio Dedicated System (see Fig. 5). 

(i-p) 

OPTF: pXy^ 

Fig. 5. Portfolio Dedicated System 

Performance measure of the Portfolio Pooled System (non-preemptive pri
ority M/M/C queue) in terms of the waiting time distribution was treated by 
(Davis 1965). Literature on priority in queueing systems is abundant [2], [10]. 
However, the particular configuration of the Portfolio Dedicated System makes 
its quantitative analysis complicated. For this, we developed a set of models 
that give us lower bounds of performance measures of the Portfolio Dedicated 
System. So the improvement in efficiency that will follow from our analysis 
can be viewed as an upper bound on the efficiency improvement that will 
actually be required. 

3.2 Evaluation of Service Rate Percentage Increase 

We define a global quahty of service QoS^^^^^^ for all types of customers as 
QoS9iobai ^ (1 _ ^ ) QoS^^^ +pQoS^^^^. In what follows, we focus only on 
the QoS measured in terms of the average waiting time. Similar results could 
be obtained for the 80/20 rule. We start from a Portfolio Pooled System with 
a given quality of service W^^^^^^, and our purpose is to evaluate the required 
service rate fin in a Portfolio Dedicated System with n identical teams in 
order to ensure the same global average waiting time W^^^^^^ = W^^^^°'^. 
Total staffing level, and total arrival rate of calls are held constant. 

In the Portfolio Pooled System, the arrival rate is A = 197.06 calls per 
min, the service rate is // = 0.2 calls per min, and there are s — 1000 agents 
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in the call center. Server utilization is then p = 98.53%. In addition, let 
the proportion of OPTF customers varies, p = 0%, p = 5%, p = 10%, or 
p = 20%. As expected, ^^^^baZ ^^^g ^^^ depend on p. Indeed, in a Portfolio 
Pooled System, we have not the case that one server is idle while a customer 
(PTF or OPTF) is waiting for service. If we vary p, order of service of a 
given customer may change, but the overall average waiting time remains 
unchanged. Here, W^^^^^^ = 0.18 min for all values of p. For each value of p, we 
consider now the corresponding Portfolio Dedicated System. We vary n from 
1 to 50. For each n, we evaluate the required service rate fin (using pessimistic 
models), so that, the global average waiting time is Î ^^^^«^ = ^^^o6ai ^ Q ig 
min. In Fig. 6, we plot for each value of p, the curve of the percentage of 
required service rate increase, calculated as 100 x (//^ —/i)//i, in the Portfolio 
Dedicated System according to the number of pools n, in order to reach a 
global quality of service of W^^^^^^ = 0.18 min. We notice that for a given p, 
we have the same qualitative results as in Section 2.2. Indeed, the required 
increase of the service rate is not very important and it is feasible to reach in 
practice. In particular, when p = 0% we find the same quantitative results, 
because the Portfoho Pooled System reduces to the Pooled System and the 
Portfolio Dedicated System reduces to the Dedicated System. 

The new interesting insight here is that the more the proportion of OPTF 
customers is important, the more the impact in terms of the required increase 
of service rate is reduced. Particulary, migrating towards a Portfolio Dedi
cated System (with any p > 0%) is always less costly than migrating towards 
a Dedicated System {p = 0%). For example, consider a Portfolio Dedicated 
System with n == 10. If the OPTF proportion is p = 5%, we need to increase 
the service rate by 4.91%. However, with a proportion p = 20% we need only 
to increase the service rate by 1.17%. We explain this advantage by the fact 
that the OPTF flow is used to reduce idle periods of servers while customers 
are waiting in the Portfolio Dedicated System. Idle times would not exist in 
the case of p = 100% (Pooled System). 
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Fig. 6. Percentages of required service rate increase according to number of pools 
n in a Portfoho Dedicated System in order to achieve ]/̂ ^̂ °̂ ^̂  =0.18 min 
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4 Conclusion 

We focused on a fundamental problem in the design and management of call 
centers, and in general, stochastic service systems, that is, pooling effects 
versus team management benefits. We argued how team management bene
fits, that comes from the portfolio/team one to one link, may outweigh the 
economy of scale associated with the pooled organization. First, we study 
partitioning of a large call center into identical and separated call centers, 
where agents of a same team are dedicated to one portfolio of customers. 
Queueing models involved in this part of the study are simple. They give us 
important insights and help us to understand the behavior of more compli
cated systems. Then, we extend our analysis to the more general situation 
with an additional out-portfolio flow. We show that the costs of migrating 
towards the Dedicated System are not as important as it may appears. We 
also present further insights, as robustness of dedicated systems regarding 
errors in the estimation of the arrival rate. In a future study, we will extend 
our models by considering abandonments and limited waiting lines and more 
general service times distributions. We will also try to improve the approxi
mation models discussed here to get more accurate analysis. Finally, a more 
ambitious extension will be to investigate the introduction of team-based 
organization in a call center where agents have specific skills. 
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Abstract. In the production of perishable products such as dairy, meat, or bakery 
goods, the consideration of shelf life in production planning is of particular im
portance. Retail customers with relatively low inventory turns can benefit signifi
cantly from longer product shelf life as wastage and out-of-stock rates decrease. 
However, in today's production planning and control systems shelf life issues 
with regard to specific products or customers are seldom taken into account. 
Therefore the objective of this paper is to pay attention to these issues. The way 
to do that is by means of optimization models in which shelf life aspects are inte
grated into operational production planning and scheduling functions. Specifi
cally we make use of so-called Mixed Integer Linear Programming (MILP) mod
els. Our research is based on an industrial case study of yogurt production. 
Relying on the principle of block planning, an MILP model for weekly produc
tion planning is presented that is based on a combination of a discrete and a con-
tmuous time representation. Batch sizing and scheduling of numerous recipes and 
products on several packaging lines are considered in the model. Overnight pro
duction and, hence, the necessity for identifying two different shelf life values for 
the same batch is also included in the model formulation. Numerical experiments 
show that near-optimal solutions can be obtained within a reasonable computa
tional time. Finally, the proposed MILP model can be adapted to cover specific 
features arising in other fresh food industries. 

1. Introduction 

Production planning of yogurt is certainly one of the most challenging tasks in 
the dairy industry as the planner has to cope with e.g. an extraordinary high num
ber of products and variants as well as with sequence-dependent set-up times and 
costs on capital-intensive processing equipment. One important distinctive factor 
to consider in fresh food production planning is shelf life. Shelf life restrictions 
directly infiuence wastage, inventory levels and out-of-stock rates in the retail 
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outlets. Furthermore, consumers tend to buy the product with the longest possible 
shelf life. The possibility to offer a longer shelf life than its competitors consti
tutes a pivotal competitive advantage for fresh food producers. Hence, the con
sideration of shelf life is crucial for production planning systems in the dairy or 
other fresh food industries. The remainder of this paper is organized as follows. A 
short literature review of research of scheduling in make-and-pack production as 
well as on production planning for perishable products is given in Section 2. An 
introduction into the production of yogurt is provided in Section 3. In the main 
part of this paper (see Section 4), a MILP model is presented that integrates shelf 
life into production planning and scheduling. The model is numerically validated 
in Section 5. Finally, an outlook is given on its applicability in other fresh food 
industries. 

2. Literature Review 

Batch production in the chemical industry can be taken as a reference for the 
production of yogurt as both must consider numerous variants, which are based 
on few product types or recipes. In literature, this production environment is 
named "make and pack production" (e.g. Neuhaus et al., 2002; Mendez and 
Cerda, 2002). Major issues of operational production planning are lot sizing and 
scheduling, which can be performed in one single or two separate planning steps. 
As set-ups in yogurt production are sequence-dependent, the exact set-up costs 
and times can only be determined after the sequencing of the orders. Moreover, as 
sequencing depends on lot sizing, both tasks must be performed simultaneously 
(c.f Sikora et al., 1996). Neuhaus et al. (2002) present an approach that simulta
neously considers lot sizing and scheduling based on the block-planning princi
ple. By integrating several variants of a product type or recipe into a "block", the 
complexity of the model can be significantly reduced without being unrealistic. 
For the determination of the sequence of batches within a block, a "natural" se
quence of batches often exists, for example from the lower taste to the stronger or 
from the brighter color to the darker. 

With regard to the consideration of shelf life in production planning, two dif
ferent avenues can be distinguished. A vast body of literature exists on inventory 
management for perishable products, which covers food products as well as the 
behavior of radioactive materials, photographic film, prescription drugs, or blood 
conserves, Nahmias (1982) and Raafat (1991) give comprehensive literature over
views and an analysis of proposed inventory models for perishables. The major 
drawback of all perishable inventory models is that production issues are almost 
completely neglected although the shelf life of products is actually determined by 
their time of production. In addition, production capacities, sequence-dependent 
set-up times, or production on multiple units or lines are not reflected. Consider
ing the integration of shelf life into production planning and scheduling, most re-
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search is concerned with adding a shelf life constraint to the Economic Lot 
Scheduling Problem. Soman et al. (2004) provide a review of the major contribu
tions. Shortcomings of this model type include the constant demand rate assump
tion, the single facility consideration and the neglect of sequence-dependent set
up times. 

3. Production of Yogurt 

The production of yogurt consists of five major steps. First, the raw milk is 
collected from the farms by tanker trucks and stored in silos in the dairy factory. 
Second, the raw milk is subject to a number of preparatory treatments, which in
clude its standardization (in many cases with milk powder), its heating in a plate 
heat exchanger, its concentration in an evaporator and its homogenization. Third, 
the raw milk is transformed into yogurt during the fermentation process by adding 
starter cultures. For stured yogurt, the fermentation is performed in tanks while 
set yogurt is fermented in the packaging after filling. This research, however, fo
cuses on stirred yogurt. In fermentation, the recipe complexity is still relatively 
low compared to the packaging step. Fourth, the yogurt is flavored with fruits and 
other ingredients and filled into the retail containers on capital-intensive filling 
and packaging lines. This flavoring and packaging step has to cope with a high 
number of product variants, which is caused by the vast variety of packaging ma
terials and tastes. In packaging, sequence dependent set-up times occur; nonethe
less in many cases a natural sequence exists that can help to avoid extensive set
up times (e.g. the brighter color before the darker). Fifth, the packed products are 
stored and delivered to the retail outlets. 

4. Model Formulation 

The presented MILP-model aims at generating a weekly plan for the produc
tion of yogurt and focuses particularly on the filling and packaging stage. It is 
based on the block planning approach; all products that can be filled on the same 
packaging line and that are based on the same recipe are part of the same block. 
The model applies a combination of a continuous and a discrete time representa
tion. Start and end times of batches on the packaging lines are reflected by con
tinuous variables, while a discrete time grid is used for shelf life considerations. 
The planning horizon covers one week from Monday to Friday, including the 
possibility to use overtime capacity on Sunday before and on Saturday after the 
planning week. The demand to be covered also includes Monday and Tuesday of 
the following week. 
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Indices, sets 
j,k eJ 
I eL 
s eS 
p eP as 
d sD a S 
r €R 
J ^J(r) 
I eLR(r) 
I eLJ(j) 
deD(s) 

s eS(d) 

Data 
revj 
varcj 
Slj 

B 
capi 
steri 
cli 
berij 

lossr 
cloSSr 
djd 

Cl 

mb 
psj 
fir 
fc 
crj 

OSi 

adj 
fdp 
Idp 
bpj 

final products 
lines 
days 
production days 
demand days 
recipes, blocks 
products based on recipe r 
lines that can process recipe r 
lines that can process product^ 
demand days (to meet the demand of these days, lots produced on 
day s can be considered) 
days (the lots produced on these days can be considered to meet 
the demand of demand day d) 

revenue for selling one unit of producty 
variable costs for the production of one unit of producty 
shelf life of producty in days 
sufficiently large number 
capacity of line /, in units per day 
time for sterilizing line / 
time for cleaning line / 
maximum additional benefit for meeting the maximum shelf life of 
producty, in € per unit 
cleaning loss of fermented plain yogurt of recipe r, in kg 
cost for the cleaning loss of plain yogurt of recipe r, in € per kg 
demand of producty on demand day d 
mventory of producty, produced on day s 
costs of utilization of line / on a weekday, in € per day 
minimum batch size to be processed, in kg 
packaging size of producty, in kg per unit 
fermentation time for recipe r, in hours 
fermentation capacity, in kg-hours per day 
minimum remaining shelf life of producty required by the cus
tomer (in % of maximum shelf life) 
quarantine time of producty 
overtime supplement for weekend production on line /, in € per day 
percentage of plain yogurt contained in one unit of producty 
start of the first possible production day within the week (Sunday) 
start of the last possible production day within the week (Saturday) 
position of producty in the corresponding block 
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Decision variables 
Srpi ^ {0,1} =1, if recipe r is produced on production day/? on line / 

(0, otherwise) 
Cjpi ^ {0,1} =1, if product y is produced until the end of production day p-7 

and at the beginning of day/? (0, otherwise) 
Xjpi e {0;<x)J units of producty produced on line / on production day/? 
Zjds ^ {0;^J units of producty produced on production day s that are used to 

meet the demand of demand day d 
Lrpi e {0;<^] duration of recipe/block r on production day/? on line / 
ENDrpi e {0;^] end time of recipe/block r on production day/? on line / 
ESTi e {0;co] start time of line / in the production week 
LFTi E {0;<^J end time of line / in the production week 
SAO J e {0;^J overtime at the end of the week on line / 
SUOi € {0;^] overtime at the beginning of the week on line / 

ji-^^^j 

Objective function 

j&j deD s€S(d) V ~ ^ 0 / y J^-^ ^^^ 

- S S I,X^^ry^f^j-Y,{LFT,-EST,yc,-Y,{SAO,+SUO,yos, (D 

f \ 
I^L 

peP reR leLR{r) \ j^J{r) J 
loss^ • closs^ 

The objective function aims at maximizing the contribution margin taking into 
account a shelf life dependent pricing component. As the demand must be cov
ered (Equation 5c), the regular revenues are fixed in the model. They are only in
cluded in the objective function in order to better interpret the objective value. 
Costs include the variable costs for input factors, the costs of the utilization of the 
packaging lines in regular and overtime mode and the set-up costs for cleaning 
losses. 

Set-up of lines 

JeJ(r) 

Output Quantities 

( \ 

V yeJ(r) y 
ster^ -h 

/? €P;r eR; I e LR(r) 

( \ X-i 

jeJ{r) J jeJ{r)Capj 

p eP:p< Idp: r e R; leLR(r) 

(2) 

<L rpl 

(3a) 
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X, 
^rp,- SC^p, [ster,+S,^rd,+ X - ^ ^ L 

J^J{r) J 

p eP:p = Idp; r e R; leLR(r) (3b) 

The utilization of line / is determined by the production volume per product di
vided by the capacity of the line and the necessary sterilization and cleaning ti
mes. 

Sequencing and day bounds 

END^pi > L^^i + END,_^pi p eP;r eR: r>\; I eLR(r) 

END^pi < /7 + 1 p eP;r eR;l € LR(r) 

END^^i - Z,^, >p p eP; r eR; I e LR(r) 

Stock balance and demand satisfaction 

leLiJ) deD(s) 

deD{s) 

djd = 
SES(d):s+qj <dA{d-s)<{\-crj )-slj seS(d) 

J eJ;s e S: ldp>s >fdp; p e P: p=s 

j eJ;s eS 

j eJ; d eD 

Utilization of packaging lines 

LFTi >END^pi -{^-S^pi)'B p eP; r eR; I eLR(r) 

EST, < END^^, - L^^i + (l - S^^i \B peP;r eR; I eLR(r) 

SUOi>fdp^\-ESTi leL 

SAOi >LFTi-ldp leL 

Minimum batch size 

•B>mb 

r € R; p e P: p < Idp; I e LR(r) 

(4a) 

(4b) 

(4c) 

(5a) 

(5b) 

(5c) 

(6a) 

(6b) 

(6c) 

(6d) 

(7a) 
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f 
H^jprP'j^^^jA Z^ . 

j^J{r) 
'jpl 

\ ( \ 
B>mb'S rpl 

\jeJ{r) J 

r eR;p eP:p < Idp; I E LR(r) 

( 

B>mh'S 

r ER;P eP:p = Idp; I e LR(r) 

rpl 

(7b) 

(7c) 

Fermentation capacity 
r \ 

3 S Z .̂/-/'V«4 A+IS " .̂̂ -Iq 
reR\jeJ(r)leLMr) J reRleLMr)\ MHr) 

-jpl 'los^'ft^<fc peP{%) 

Conservation of the set-up state 

Y,X,^, < (l - q ^ „ _ , ) - B r eR:j eJ(r);p sP:p<ldp; I €LR(r) (9a) 
keJ{ry.hp}^>bpj 

END^^,-p>Cj^^^,, 

^Jpl - ^J,P*U 

r €R;j eJ(r);p e P: p<ldp; I e LR(r) (9b) 

j eJ;p € P: p < Up; I e UQ) (9c) 

END^^,-L^,-p<\- Y,Cj,i reR.peP;leLR(r) (9d) 
ye./(/-) 

f 
^M^ 

I keJ(r) keJ{r):bpi^<bpj J 

jeJ 

jeJ{r) 

B r eR;j e J(r); p eP;l e LR(r) (9e) 

p€P;leL (9f) 

r €R;p eP;l e LR(r) (9g) 

j GJ;1 elJ(j);p^fdp (9h) 

In case of overnight production, the value of 1 is assigned to the binary vari
able Cjpi, This is only allowed if producty is produced until the end of the day and 
the production of the same product or a successor within the same block starts di
rectly at the beginning of the following day. 
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5. Computational Results 

The data set used to demonstrate the appUcability of the proposed models con
sists of 30 products based on 11 recipes that are processed on 4 packaging Hnes (3 
different line types). All products are assigned to a specific line type. The nu
merical investigation was performed on a PC with AMD XP 2600+ CPU and 1 
GB RAM using ILOG's OPL Studio 3.6.1 as a modeling environment and the 
standard optimization software CPLEX 8.1. To solve the model, short computing 
times are desirable as the model is used every week for the weekly production 
planning. Furthermore, the model can be used for simulation purposes. When op
timizing all four lines simultaneously, the model delivered an objective ftmction 
value of 1,416,089 € after 300s with a remaining MIP gap of 2.37%. The shelf 
life dependent pricing component accounts for ca. 10% of the revenues. After 
1,800s, the MIP gap was reduced to 2.34% with an unchanged objective value.^ If 
each of the three line types is optimized separately, the objective value is in
creased to 1,431,929 € after 330.1s (sum of CPU times for all three optimization 
runs) with a remaining MIP gap of 0.57%. Therefore, decomposing the problem 
has shown to be effective in reducing computational times without impairing the 
overall quality of the production schedule. When analyzing the different line 
types in detail, it can be concluded that the presented model is particularly appro
priate for large-scale bulk production with a limited variety of recipes, which re
quires the assignment of several shelf lives to a production batch. 

6. Conclusion 

The MILP model presented has shown to be suitable to generate near-optimal 
solutions for a planning and scheduling problem fi*om the dairy industry. As the 
product shelf life has been considered explicitly, the proposed planning tool can 
be applied to generate production schedules, which result in an improved product 
freshness. As a next step, the transferability of the approach to fresh food prod
ucts should be examined. Apart fi-om other dairy products, shelf life integrated 
planning is especially advisory for meat products. The shelf life of fi*esh meat is 
even less than the shelf life of fresh yogurt products (e.g. minced meat products 
only last a few days), which increases the influence of the freshness on the pur
chasing decision. Moreover, fish, fruits, and vegetables as well as bakery goods 
may be subject to shelf life integrated planning. 

* The MIP gaps always depend on the used data set. 
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Dynamic optimization of routing in a 
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Abstract. We consider a semiconductor manufacturing facility with multiple prod
ucts and associated routes, single servers and batch servers, job class dependant 
service times and external arrivals. The system is modelled as an open queueing 
network. The aim is to optimize routing such that cycle time constrained capac
ity is maximized and can be checked in reasonable computation time. We use a 
decomposition approach based on the connected components of a properly defined 
fab graph. Taking into consideration arrival rate vectors and service time matrices 
the routing problem for the network is formulated as a Quadratic Programming 
Problem (QP) involving averages and variances. The strategy for use of the man
ifold routing options as they typically occur in semiconductor manufacturing is to 
distribute load in a way such that each connected component, also called closed 
machine set (CMS), approaches heavy traffic resource pooling behaviour. In the 
presence of batch servers, mainly in the furnace area of a fab, results for the batch 
service queue MJU^^'^^IX with threshold server starting policy are combined with 
a new result for a batch service system with infinitely many job classes and Round 
Robin service discipline and applied along with the QP solver. 

1 Introduction and Problem Statement 

In this paper we consider the problem of routing in a semiconductor front 
end manufacturing facility (called fab throughout this paper) as part of shop 
floor scheduling. Material is started into the fab in units of lots, also called 
jobs, where each lot includes a prespecified number of wafers. There is no 
defined upper bound on the number of jobs in the fab. To a small degree ad
mission control is imposed by specific batch service operations occurring at 
some early process step for a given product, but as material flow is reentrant, 
and since scheduling can generally not be sufl^ciently tuned with respect to 
downstream batch operations because of product variety, this sort of admis
sion control is neglected. For the interior of our network the reentrance of flow 
has the consequence that scheduling policies are taken to be non-anticipating. 
Therefore the mathematical model for the type of fabs considered is an open 
stochastic queueing network with external arrivals. 

Each type of the multiple products is manufactured by accomplishing a 
product specific set of tasks in some specific order. The activity of processing a 
specific task requires a single machine resource, single server or batch server. 
Alternate machines as a means of accomplishing a task are considered as 

mailto:hermann.gold@infineon.com
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routing alternatives. Routing alternatives are memory less, i. e. the set of 
machines of which the system manger can choose from to perform a given 
task does not depend on earlier choices for routing alternatives regarding the 
associated product. Routing alternatives can be categorized as to whether a 
routing decision has to be done immediately after a job finishes a previous 
step and enters the queue for the machine where the next processing step 
will be done, or each machine can choose from a global queue where all jobs 
belonging to a job class, which is qualified on that machine, reside. The former 
is called push routing, the latter is called pull routing (see e.g. [9]). In practice 
push routing does not exist in its pure sense, but the machines qualified for 
one and the same process can be located in different halls. Hence a set of 
machines can be partitioned into subgroups with push routing on the level 
of the subgroups and pull routing inside the subgroups. 

In our mathematical model all the routing-relevant information of a job 
is included in the number of the closed machine set (CMS) currently visited 
and the number of the job class as which this CMS is visited by that job. A 
CMS is a connected component of the fab graph. The fab graph contains all 
machines of the fab as vertices and an edge between every pair of machines 
for which a process or task exists which is qualified on both machines. As 
we deal with Markovian routing, the problem of routing optimization can be 
decomposed into optimizing routing for each CMS independently. 

For the network described we aim at minimizing some linear or convex 
function of cycle times (waiting plus service) for job classes as well as lin
ear operating costs (e. g. costs for recycling wafers, chemicals, energy and 
labour). A widely used approach for controlling stochastic multiclass queue-
ing networks, ideally in heavy traffic, is heavy traffic approximation using 
Brownian network models on the grounds of [5] - applications are typically 
shown under 90% load. This approach offers valuable insights into the be
haviour and most critical aspects concerning a CMS. It uses discretization 
methods (called BIGSTEP, see [6]) to find the best candidate of discrete re
view policies for some given problem instance, however only the most basic 
parameters of such a policy can be found in a straightforward way. Further
more the so called nominal plan which is input to the Brownian network is 
suggested to be created by a linear program. In our type of problems for a 
CMS with m job classes and n servers this nominal plan would select only 
at most m -1- n — 1 of the totally possible routing alternatives as routing op
tions to be used by a scheduhng pohcy (see e. g. [7]). This is optimal under 
heavy traffic in the strict sense (Utilization [/ —» 1~) but far from optimal 
under the usual load conditions in a semiconductor wafer fab since for a fully 
fiexible multi-server with k servers cycle time decreases with growing k. In 
addition there exists a more theoretical problem. The LP solution underlying 
the nominal plan in [7] might include routing alternatives in its optimal ba
sis with respective value 0. Thus the graph for the corresponding CMS with 
edges between two machines, only when there exist routing alternatives in the 
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nominal plan with probability > 0 for some job class on both machines, would 
be disconnected, hence the resources would not pool in the sense of [8] when 
applying the corresponding scheduling pohcy, which is a big disadvantage. 

Incorporating the lessons learned from Harrison and other's work on 
Brownian network modelling, we approach the optimization problem as fol
lows. i.) Create a nominal plan which balances utilization levels of the dif
ferent machines of a CMS near the minimum possible value and distribute 
the load of each job class broadly upon the machines qualified to process it. 
ii.) In the presence of batch servers the goal of minimizing avoidable idleness 
has to be put back behind the goal of balancing the server efficiency ry, de
fined as the average number of jobs per start on a batch machine divided 
by the maximum number of jobs per start on that batch machine, and cycle 
time targets for job classes with relatively low traffic intensity, i.) implies the 
aim to employ heavy traffic resource pooling in non-heavy traffic instances. 
Heavy traffic resource pooling is the art to make certain nodes of a stochastic 
network act as one single resource pool with respect to queue length (see 
[8] for a survey on resource pooling) under heavy traffic. For the types of 
network considered here this art comes down to making n servers with het
erogeneous task qualifications inside a particular CMS behave as a G/G/n 
system. Since routing is Markovian, resource pooling of machines belonging 
to different CMS cannot occur. 

The nominal plan is calculated by a quadratic program (QP) in our ap
proach and is explained in the next section. The incorporation of estimates 
for server efficiencies in the presence of batch servers is described in Section 
3. Experiences from apphcation of the methods in the physical world of a 
semiconductor fab are summarized in Section 4. 

2 Nominal Plan and Scheduling Policy 

In the perspective of the decomposition of the fab graph, as defined in Sec
tion 1, into connected components the different routes of our open stochastic 
queueing network are given by zix 2 matrices where zi is the number of steps 
on route Ri for product type I as follows 

Ri 

(cmsi jci \ 
CmS2 JC2 

I G L. (1) 

The first column of this matrix denotes closed machine sets as they are 
successively visited by route Ri, The second column gives the job classes as 
which a product of type I shows up at the CMS of each corresponding row 
as it travels through the network along route Ri. Lot release is given by a 
vector a of arrival rates ai, I e L, where L is the index set of product types 
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with distinct routes. Product types with identical routes have the same index 
in this set. In the stationary case the vector a is used to calculate the arrival 
rates at the different closed machine sets. In the instationary case, e. g. during 
ramp-up or major changes in product mix, the vector of arrival rates is a 
multi-dimensional stochastic process a{t) with time dependent arrival rates 
ai{t) where the index set L also depends on time. Note that there is no 
freedom of choice regarding routing at the level of routing described by the 
matrices of eqn. (1). 

In the following an optimization technique for the routing of jobs inside closed 
machine sets is developed. Job classes with the same machine qualifications 
and identical service times on any given machine are identified and repre
sented by one single job class index, the corresponding arrival rates are added. 
Beyond that, it is sufficient to distinct only job classes with linearly indepen
dent rows in the service time matrix as presented below. This latter reduction 
is particularly important, when there exist several of thousands of job classes 
as for instance in the photolithography area. 

The following notation is used for a particular closed machine set. 

m number of job classes 
n number of machines 
/ Index set for job classes / = {!,..., m} 
J Index set for machines J = { 1 , . . . , n} 
F Indicator function matrix, with fij = 1 if job class i is qualified 

on machine j and 0 otherwise 
B service time matrix with bij the service time of job class i on 

machine j 
P branching probability matrix with pij the probability that a job 

of class i is processed on machine j 
U utilization vector with Uj as the average utilization of machine j 
A arrival vector with Â  the arrival rate of jobs from class i 

The utilization vector associated with the closed machine set considered is 
given by 

Uj =Y^XiPijfijbij j e J (2) 

We consider the following optimization problem: 

/ = ciE[U] + C2Var[U] (3) 
Minimize . n n ^ n 

j = l j = l j = l 
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0 <Pij < 1, i e IJ e J 
n 

under the constraints Z^ Pij — ^^ i G I 

fij = 0 =^ pij = oj e IJ e J 
0<Uj <1, j G J 

Typically we choose C2 > ci in eqn. (3) The objective function / of this 
minimization problem is quadratic and the constraint functions are linear. 
Hence we deal with a quadratic programming (QP) problem. Writing the 
problem in quadratic form standard solution techniques can be applied. As a 
result we get the optimal branching probability matrix P, also called nominal 
plan. As a by-product of the solution of the quadratic program we get the 
groups of machines which can be loaded homogeneously on a time average 
bases. If in addition the CMS graph with edges associated only to the activi
ties corresponding to some Pij > 0 in the nominal plan is still connected, these 
groups would fulfil the heavy traffic resource pooling condition under heavy 
traffic, i. e. if the arrival vector were scaled up by some specific constant. 

We finally come to the problem of identifying scheduling policies for each 
CMS in a straightforward way from nominal plans. As we do not operate 
the different CMS under ideal heavy traffic conditions we work with contin
uous review policies, basically using the concept of polling. A polling table 
is assigned to each server of each CMS following [1]. Beyond that we also 
attach a polling table to each queue, i. e. job class, of the system. The former 
polling tables are applied, when a server finishes a job and at least one of 
the job classes being polled by the server is non-empty at this time epoch. 
This mode will be dominant under heavy traffic. It is sometimes also referred 
to as sequencing in the literature, but we keep to the nomenclature of [9] 
or [7] and consider sequencing as the problem of ordering jobs within job 
classes. The polling table for queues comes into play when a job arrives to 
an empty queue and at least one of the servers which are qualified for and 
poll this job is free at the moment of the arrival. This situation is prevalent 
under low traffic. The polling table for servers and job classes are calculated 
on the basis of the branching probabihty matrices for servers and job classes, 
respectively. A cycle stealing mechanism is implemented, when an infiexible 
machine is in danger to starve because a flexible machine drains too many 
jobs from a flexible job class, or when particular constellations of states of 
the bottleneck subnetwork appear. More details will be given in a separate 
paper. 

3 Batch Service Systems 

Batch servers are servers which, upon becoming free, can collect multiple 
lots up to a certain maximum, all of whom receive service simultaneously. 
Hence there is a trade-off as to when a service period should be started with 
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a partially full batch. Therefore, in the presence of batch servers inside a 
particular CMS the nominal plan has also to tell when to build a batch for 
processing. We assume that maximal batch sizes inside a particular CMS 
are identical on one and the same machine for all qualified job classes and 
that the service times are nearly independent of machines in batch server 
environments, as it is common in semiconductor furnace areas. For single 
server batch service systems with Markovian arrivals it is known from [2] 
that the optimal policy is of threshold type. We apply this type of scheduling 
also in the multi-server multiple job class case with a mixture of single and 
batch arrivals in the arrival stream and non-anticipating scheduling, i. e. the 
principal design of our batch collection rule is 'Allow for building a batch for 
job class i on machine j only when there are at least Vij jobs of class i waiting 
to be processed, 1 < r^j < Kij, where Kij is the maximum number of jobs per 
start for job class i on server j . First order data now includes server efficiencies 
(as defined in Section 1) and the resulting effective machine utilizations Ueff. 
These characteristics as well as normalized waiting time can be calculated 
for individual batch machines with one job class using the analysis presented 
in [4] adapted for arrival processes as mentioned above. We also consider 
the system M/D^^'^^/l with threshold r and maximum batch size K^ infinite 
waiting room, infinitely many job classes, each job class appearing with equal 
probability. Round Robin service discipline, and equal mix of single arrivals 
and batch arrivals of size K in the arrival stream with the following exception: 
The first arrival of each service cycle with respect to any job class is a single 
arrival. This reflects the fact, that the first lot of a batch will be seperated 
from the group after processing for sample testing thus imparting a single 
arrival through the reentrance of fiow. For this special queueing system we 
have developed the following limit for the server efficiency via simulation 
analysis. 

{^^^)-{K-r){l + K/2y 
lim T] = max ( UFB, '^{K-\-I\ ^^ ^^~:^^— I ' ^̂ ^̂  

denoted by rjoo in the sequel, where UFB is the nominal load under full batch 
policy (start server only with maximally sized batches). For a batch service 
system with finitely many job classes and job classes not appearing with 
equal probability we use the entropy of the job classes on a given machine to 
interpolate between the server efficiency rji of the system with only one job 
class and rjoo- Let the vector of positive probabilities of job classes allocated 
to a given machine j be q. Then entropy of job classes H{q) on that machine 
is given by Y^—qild{qi)^ Id the logarithmus dualis. We consider the virtual 
number Wj of jobs experienced on that machine as Wj = 2"^i\ Finally we 
calculate r]i^j for job class i on machine j according to 

rh,3 = e-^'"'-'^Vi,i,j + (1 - e-^^^-'^)Voo,iJ (5) 
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Hereby r/oo,i,j is calculated according to (4) with UFB substituted by UFBJI 

K substituted by Kj and r substituted by r̂ -̂. Note that for the calculation 
of both r^i^i^j and r]oo,i,j the total load seen on machine j has to be taken into 
account. The vectors UFB and q for each j G J are won from QP solution with 
each term on the right hand sides of eqns. (2) divided by the corresponding 
Ki^j. The individual load contributions of job class i on machine j are denoted 
by UFB,1,3' e is the Euler number. 

Now we estimate effective machine utilizations and cycle times for job 
classes for some given threshold matrix of a CMS as follows: 

1. Calculate eflfective load contributions Ueff^ij = UFB,ij/Vij' 
2. Calculate normahzed waiting time to build a batch according to [3]. 
3. Calculate the normalized waiting times for batches using M/D^'^'^^/l 

analysis, where r — K := \j]i,jKi^j\, 
4. Calculate total normalized waiting time by adding the results from 2. 

and 3. (as in [3]). The resource pooling effect is captured by division of 
the summands of 3. by the respective number of machines in the resource 
pool, thus yielding a (pessimistic) upper bound for the contribution on 
average waiting times for batches. Operating costs are calculated in the 
obvious way using Ueff,ij and rjij. 

These estimates correlate well with simulated results for problem in
stances with given threshold matrix. For smaller CMS with a number of 
possible threshold matrices < 500 a full search is possible to find the optimal 
threshold matrix with respect to cycle time targets and operational costs. 
Above this value we use gradually increased upper limits for the waiting 
times to build a batch, this way restricting the region of possible threshold 
matrices. 

4 Practical Application and Outlook 

We have presented a fab modelling approach which combines methods from 
quadratic optimization, queueing theory, graph theory and simulation. The 
benefits of the application of the methods presented in a fab can be divided 
into three categories. Firstly, there is a gain in transparency of fundamen
tal network data by reporting it in table form on the basis of CMS and 
heavy traffic resource pools. Secondly, for short term planning on a weekly or 
monthly basis the abihty to decide whether a fab can handle a potential lot 
release scenario has been improved, mainly in two aspects. Computational 
times have been reduced due to proper decomposition, and we have now a 
clear cut between instances where eventually occurring imbalance of load is 
due to too bad scheduling and where imbalance of load is unavoidable due 
to dedication. Using simple load balancing heuristics can lead to utilization 
vectors with the maximum utilization up to 20% higher than under the op
timal scheduling pohcy. Thirdly, scheduling parameters are given to system 
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managers which helped for instance to improve overall server efficiency in the 
furnace area significantly by about 1.4%. 

Amongst the manifold details which should be included in the queueing 
network model in the future, the following are considered most important: 
Modelling of job classes which require more than one resource for processing, 
e. g. reticles in the photolithography area, and parameterization of set up 
strategies with parameters gained from mathematical optimization. As far 
as the application of analytic queueing model results is concerned we will 
step towards more general arrival processes, e. g. Markov-Modulated Poisson 
Processes (MMPP). Last but not least a queueing theoretical proof of formula 
(4) for a specific batch service system with infinitely many job classes is 
considered as a challenging problem. 
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Abstract. Blood banks produce and store blood products in order to fulfil the 
uncertain demand at hospitals. Platelet pools are the most expensive and most 
perishable blood product having a shelf life of only four to six days. Production 
volumes need to be chosen carefully in order to reduce outdating while keeping the 
occurrence of shortages low. 

We investigate the structure of the optimal production policy by solving a down 
sized periodic Markov Decision Problem. The optimal production volumes appear 
to depend on the number of pools on stock and their ages. Simulation results for the 
optimal MDP-policy suggest two rules: the ID and 2D rule. Both rules perform 
quite well. The 2D rule performs nearly optimal even if one acknowledges the 
distinction of multiple and limited compatible blood groups and the uncertainty in 
the supply by donors. 

1 Problem setting 

Blood banks collect blood and produce blood products from it. From one 
whole blood donation, of 500 ml by a single donor, most of the red blood 
cells and plasma are filtered. The residual called, the 'buffy coat\ contains 
a high concentration of blood platelets. The platelets of five buffy coats are 
distilled and pooled into a so-called platelet pool. These pools are delivered 
to hospitals on demand at least once a day (in the morning). 

Blood banks are interested in setting (near-)optimal production volumes 
of platelet pools since it is the most expensive and most perishable blood 
product. The price of a platelet pool sold to a hospital is in the Netherlands 
458 euro. The maximal lifetime of a platelet pool is set at 5 days at most 
blood banks, but current developments allow raising this maximum to 7 days. 
Since collection, production, and laboratory tests together take one day the 
effective shelf life of a platelet pool is 4 to 6 days. All other blood products 
can be kept on stock for weeks or even months. 

Platelets are of live saving importance. As small particles inside the blood
stream platelets prevent bleeding by recognizing and 'repairing' damaged 
blood vessels. Platelets deteriorate rapidly in quality even inside the blood 
stream, but most people's platelets production at the bone marrow is suffi
cient to retain a safe level. Nevertheless after a major bleeding caused by a 
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trauma or a surgery, patients may temporarily have a lack of platelets. These 
patients need to be transfused with platelet pools of any age up to the max
imal shelf life. This demand category is called 'any\ since there is no strong 
preference with respect to the age of the pools. The 'any' demand comprises 
30% of the total demand of about 176 pools per week per Dutch blood bank. 

The remaining 70% of the demand is for patients suffering from a platelet 
function disorder. They need to be transfused at least once a week with 
'fresh' pools that are stocked for at most 3 days. Transfusing older platelet 
pools is less desirable. Although part of the transfusions at the hospitals are 
scheduled, a considerable amount of demand is unknown to blood banks. 

At the supply side enough buffy coats are available. In the Netherlands 
only a third to a half of the buffy coats is used for processing platelet pools 
depending on the occurrence of donors. So it seems reasonable to ignore the 
uncertainty in the supply of buffy coats. 

Another complication is the distinction of eight different blood groups 
based on four ^jBO-categories and the Rhesus-D factor {RhD-\- or RhD—), 
Figure 1 shows the compatibility of the different blood groups and the fre
quencies by which they occur in the Western population. In section 5 we 
deliberate on the compatibility of the blood groups and also on the stochas
tic supply of buffy coats. 

Donor Patient Donor Patient 

16% 

( + ) 84% 

Fig. 1. Compatibility of blood groups of donor and patient following the 
i4J50—system and Rhesus-D system (+/—) 

We distinguish four types of linear costs: 

• shortage costs: for demand that cannot be fulfilled from stock 
• mismatch costs: for demand for a 'fresh' pool that is met by an older pool 
• outdating costs: for a pool that has to be disposed because of its age 
• holding costs: for keeping a pool on stock during a day. 

Under this linear cost structure we are interested in (near-)optimal pro
duction volumes that minimize the long-run average weekly cost^ taking into 
account: 

• two types of 'periodic' demand 
• the limited shelf life of the pools 
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• the production stop during weekends 

• the uncertainty in the supply of buffy coats 

and 

• the distinction of multiple and limited compatible blood groups. 

2 Literature and Main results 

The work on inventory management of perishables started by Van Zyl, Nah-
mias, Cohen and Pierskalla, amongst many others. We refer to [4], [5] and 
[2] for an overview of the literature in this field. Most of the blood bank
ing applications report on inventory models for Red Blood Cell Concentrates 
{RBC's). From these studies we learn that both outdating and shortages 
can be kept low by setting the ordering or production quantities according to 
an order-up-to rule. Most of the perishable inventory models are simulation 
models or based on the Markov Decision Problem (MDP) under very limiting 
assumptions to circumvent the computational complexity of the problem. 

Studies on platelet inventory management show that hospitals can reduce 
significantly outdating by ordering more carefully. In the Netherlands out-
dating at the hospitals is reduced by stocking the pools at the blood banks. 
Still about 15 to 20% of the platelet pools remain unused due to outdating. 
This figure is reported in many other studies on platelet inventory manage
ment and seems to apply for many blood banks or hospitals in the USA and 
Europe. 

The recent trend of raising the shelf life of platelet pools makes it desir
able to distinguish demand for Jresh' pools and demand with less preference 
with respect to the age of the pools. This together with the periodicity in 
demand, the production stop during weekends, the production lead time, the 
distinction of multiple limited compatible blood groups and the uncertainty 
at the supply side, was not studied before. 

Main results. Although the modeUing of the production problem as 
an MDP is not new, our study seems to be the first that reports on the 
optimal policy obtained by solving a realistic MDP. The structure of the 
optimal solution suggests, what we call, a 2D replenishment rule. The 2D 
rule is in most of the cases less than 1% away from the optimal cost level and 
reduces the outdating to less than 1% of the production. Shortages and mis
matches appear to occur almost never, even with all of the above mentioned 
complications. 

3 Markov Decision Problem 

The platelet production problem can be modelled as a Markov Decision Prob
lem {MDP) minimizing the long-run average weekly cost. Relevant cost com
ponents are the holding, shortage, mismatching and outdating cost. In order 
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to formulate the MDP let us define the decision epochs, the decisions, the 
states, the transitions and associated probabilities. For the moment we ignore 
the distinction of blood groups and we assume an unlimited supply of buffy 
coats. In section 5 we will put these assumptions to the test. 

MI>P-formulation. At the start of each working day a decision is taken 
on the number {k) of platelet pools to produce. This decision is based on the 
day of the week {d) and the number of pools on stock (x). li d = 1,2,..., 7 
represent successively Monday till Sunday, then k must be 0 at d = 6 and 7. 

The stock state x is a vector with the number of pools of each age category 
as its elements: x = (0:1,0:2, ...,a:^), with m is the maximal shelf life in days 
and Xr is the number of pools with r days residual shelf life. 

The state transition from one day to the next, so from (d, x) to ((i+1, y), 
depends on the demands for 'fresh' {j) and for 'any' (i) pools during that 
day, the production k and the issuing policy R. We write y = y^(x , i , j , k). 

The demand distributions for 'fresh' and 'any' pools are day dependent 
and denoted by p^{j) and p^{i). So the MDP is periodic. For simphcity we 
model both types of demand as Poisson processes. 

In most perishable inventory models issuing the oldest items first mini
mizes the long run average cost, since this reduces outdating. One often refers 
to this policy as a First-In-First-Out (FIFO) policy. Since we consider two 
types of demand, i? is a combination of two issuing rules. The demand for 
'any' pools is met by issuing the oldest pools first {FIFO). The demand for 
'fresh' pools is fulfilled by issuing the youngest pools on stock: a so-called 
Last-In-First-Out pohcy (LIFO). Within our discrete time model we treat 
the demand for fresh pools prior to the demand for pools of any age. 

Let c^((i, X, k) denote the expected cost on day d when having x on stock 
at the beginning of the day and producing k pools. c^{d^yL^k) is the sum 
of the holding, shortage, mismatch and outdating cost. Let V^(c?, x) be the 
minimum expected cost over an horizon of n days, starting at day d with 
initial stock x. Setting VQ^ = 0, one can compute iteratively V^(d, x) by: 

V«(d,x) = mm I c^Kx.fc) + ^ p / ( j ) p 2 ( i ) V ^ _ i ( d + l ,y^(x,fc,i , i)) 

When n tends to infinity V^^7(d,x) — V:^(d, x) converges to the minimal 
average weekly cost and the minimizing actions construct the optimal MDP-
pohcy (cf. [3] and [6]). 

In the next section we show some numerical results and we investigate 
the structure of the optimal policy. Let us first deliberate a bit more on the 
complexity of solving the Markov Decision Problem. 

Complexity. Within each iteration all possible state transitions are con
sidered for each pair (state, decision)= (d, x, k). Due to the number of states 
this iterative process is very time consuming: in our case with a maximal 
shelf life of 6 days each iteration would require about 10-̂ ^ computations. 
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Scaling the demand distribution with a factor 4 reduces the computational 
work to a reasonable level. In the original setting of the problem we have 
assumed Poisson demands, now we fit new demand distributions, such that 
the means and standard deviations are the original ones divided by 4 (cf. [1]). 
The (variable) costs are multiplied by 4. 

4 Optimal policy and Simple rules 

Since the MDP cannot be solved for real-sized instances, we like to derive 
simple rules that closely resemble the optimal policy. The optimal policy 
obtained by solving the MDP of the down sized problem with a shelf life of 
6 days is a benchmark for simple decision rules. All results we report here are 
based on realistic estimates of the parameters for a Dutch blood bank. We 
have set the following cost figures per pool, which are related to the variable 
production cost of about 150 euro per pool: 

• shortage costs: 750 
• mismatch costs: 200 
• outdating costs: 150 
• holding costs: 1 per day. 

In [3] is shown that the structure of the optimal policy is not very sensitive 
to the actual numbers other than major changes in their ratios. 

Simulation table. By simulating the optimal MDP-policy we con
structed frequency tables that visualize the structure of the optimal produc
tion policy. For example, consider table 1 that shows the aggregated stock 
states and implied replenishment levels on Tuesday based on a simulation 
run of the optimal policy for 100,000 weeks. 

The first row shows the total number of pools on stock minus the expected 
demand and the expected outdating: the so-called expected final stock level. 
The last row shows how many times each expected final stock level occurs 
during the simulation. The first column shows the replenishment levels, ob
tained by adding the optimal production volume to the expected final stock 
level. The last column shows that a replenishment level of 15 occurs in 74.8% 
of the Tuesdays within the simulation. The other numbers in the table denote 
the frequencies by which each combination of replenishment level and stock 
level occurred during the simulation, e.g. the combination (15, 5) occurs on 
23,724 out of the 100,000 simulated Tuesdays. The associated production is 
15-5=10. 

Apparently a simple rule with a fixed order-up-to level of 15 closely ap
proximates the optimal production policy. Often the optimal production vol
ume is higher than this rule would imply. By looking at the stock state in 
more detail, it appears that higher replenishment levels are related to states 
in which relatively many 'old' pools are on stock. This suggests to consider 
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Table 1. Frequency table of stock and replenishment level combinations occurring 
on Tuesday for the optimal MDP-policy. Frequencies are obtained from a simula
tion of 100,000 weeks. 

S i stock —» 

23 
22 
21 
20 
19 
18 
17 
16 
15 

2 

3152 

3 

14168 

4 

21030 

5 

23724 

6 

8292 

10082 

7 8 

34 
6257 3703 

2116 1504 

2590 39 

9 10 

1 
6 703 

1818 31 

177 25 

175 1 

7 

11 

248 
3 
1 
1 

12 

86 

13 

22 

14 

4 

Cum. freq. 

4 
22 
86 
249 
712 
1884 

10163 

12088 

74792 

Cum. freq. 3152 14168 21030 23724 18374 10963 5280 2183 761 253 86 22 4 100000 

a replenishment rule that takes into account both the total number of pools 
on stock and their age. 

ID and 2D rule. From the structure of the optimal MDP-solution we 
derive two simple near-optimal decision rules, which we refer to as the ID 
rule and 2D rule. 

• The ID rule consists of a replenishment level S^ for each working day d. 
The production volume k is derived from S^ by subtracting the expected 
number of pools left the next morning prior to replenishment, which is 
in fact the total expected final stock prior to replenishment but after 
disposing off the outdated pools (y*). 

• The 2D rule consists of two replenishment levels S^ and S^ for each 
working day. Production volumes are set to max{5^ — y*,S^—y^}, where 
y^ is the expected number of fresh pools left the next morning prior to 
replenishment. 

S^ and S^ can be seen as target-inventory levels for the next morning. 
A local search procedure is used for optimizing the replenishment levels 

for fresh and total stock. The local search is based on simulation and steepest 
decent search. Table 2 shows that the replenishment rules for the down sized 
problem obtained this way perform nearly optimal for varying values for 
the maximal shelf life. We conclude that raising the shelf life from 4 to 6 
days results in considerable cost savings, since outdating becomes then less 
a problem. 

Table 3 presents the results for the real sized problem with maximal life 
time 6 days. The 95%-Confidence Interval (CI) is based on 10 simulation 
runs of 100,000 weeks each. Compared to the down sized problem the cost 
levels are a bit higher, due to the scaling of the problem. The fitting technique 
resulted in demand distributions that are somewhat skewed to the left. In [3] 
one finds more results that illustrate the superior quality of the 2D rule. 
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Table 2. Comparison of the optimal MDP-policy and the (local) optimal ID and 
2D rules for the down sized problem. The exact average weekly costs are obtained 
by solving the associated Markov Chains. 

Shelf Ufe Opt. policy ID-rule 2D-rule 

4 1680 +3.2% +1.8% 
5 1034 +2.3% +0.6% 
6 692 +3.3% +0.5% 

Table 3. Comparison of the ID rule and 2D rule by ten simulation runs of the 
real sized problem for 100,000 weeks (maximum shelf Ufe = 6 days). 

Local search results ID-rule 2D-rule 

95% CI weekly cost [788.7 ± 2.1] [774.9 ± 2.3] 
5* (48,64,47,53,72) (44,63,47,52,72) 
S^ - (27,49,31,38,36) 

Outdating and shortages. Based on the simulations we conclude that 
both outdating and the occurrence of shortages can be kept at a low level. 
Applying the rules reduces outdating to 1%, the shortage rate to 0.1% and 
mismatches occur almost never. 

Conclusion. By a combined MDP and simulation approach it is shown 
that near-optimal simple replenishment rules can be found: the so-called ID 
and 2D rules. As opposed to substantial outdating in practice (in the order 
of 20%) these rules are promising: outdating can be reduced significantly. 

Remark. One could simplify the rules somewhat by aggregating the 
present stock instead of the expected final stock. Although outdating occurs 
not frequently, one still has to account for the ageing process, e.g. some pools 
that are today 'fresh' might be too old to meet tomorrow's 'fresh' demand. 

5 Multiple blood groups and limited supply 

Thus far we ignored the eight different blood groups and the stochastic supply 
of buffy coats. Incorporating the blood groups in the MDP would dramat
ically blow up the state space. (With a shelf life of 6 days and 8 different 
blood groups the state space would have 1 + 6 • 8 = 49 dimensions.) In this 
section we show that one can closely approximate the minimal cost level by 
adopting the production volumes from the aggregated model. 

In practice blood banks produce pools only from donor groups 0 and A, 
since compatible matching is the standard. Therefore we limit our attention 
to the supply of buffy coats of types 0 and A, In figure 1, we read that about 



91 

90% of the Western population has either blood group 0 or A. With respect 
to the Rhesus-D factor we note that not even 50% of the RhD— patients 
requires strict matching. This is only 8% of all demand. 

Based on blood bank data we estimate that of all available buffy coats 
on average 10% is of type 0 - , 50% is of type 0+, 10% of type A- and 30% 
of type A-\-. The supply of buffy coats is stochastic as is the appearance of 
donors. We model the supply of buffy coats by Poisson processes. Further we 
assume that the supply on Friday is 10% higher than on the other working 
days. During the weekends the supply is zero. 

We have developed a multiple-group simulation program that evaluates 
the 2D rule in a setting where one distinguishes blood groups and acknowl
edges the uncertainty in the supply of buffy coats. The required aggregated 
production volume suggested by the 2D rule is reached by producing as many 
pools of the 'most compatible huffy coats' m the order 0—, 0+, A—, A+. Ful
filling the demand for 'fresh' prior to the demand for 'any' pools one first 
matches the demand of the 'least compatible patients' in the order 0—, J5—, 
A—, AB—, 0+, B+, A-\-^ AB-\-. The demand set by each patient group is 
fulfilled by issuing the 'least compatible pools' ?ixsi {A-\-^ A—^ 0+, 0—). This 
way one keeps the occurrence of shortages and outdating low. 

Table 4 reports on the (relative) production volumes of each blood group 
as well as the average weekly cost for the multiple-group model. When only 
a third of the buffy coats is used for platelet production it suffices to produce 
only from 0— and 0+ buffy coats. When buffy coats are more scarce some 
pools of blood group A are produced. The average weekly cost should be 
compared with 774.9 for the single-group model reported in table 3. 

Table 4. Average weekly costs and the distribution of the production of the 
different blood groups for varying fractions of used buffy coats. The results are 
obtained from 10 runs of 100,000 weeks of the multi-group simulation model. 

% buffy coats 

33% 

40% 

50% 

Costs 

[775.8 ±3.1] 

[777.4 ± 2.9] 

[779.8 ±3.1] 

0 -

28.8% 

23.7% 

18.7% 

0+ 

71.2% 

75.7% 

75.3% 

A-

0% 

0.6% 

4.3% 

A^ 

0% 

0% 

1.7% 

Conclusion. The results show that the replenishment rules found by the 
single-group model perform almost as well as those found by the multiple-
group model. Hence, when searching for good replenishment levels, one can 
ignore the existence of blood groups and the uncertainty at the supply side. 
This observation is of practical importance: not only to simplify the search 
for good replenishment levels but also to simplify the determination of pro
duction volumes based on the replenishment rules. 
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6 Evaluation 

Finding optimal production volumes for blood banks is complicated due to 
the 'curse of dimensionality^ of the MDP. It has been shown that two major 
complicating factors of the platelet production problem 

• the distinction of blood groups and 
• the uncertainty in the supply of buffy coats 

can be relaxed. As a consequence we can investigate the structure of the 
optimal policy by solving a simplified and down sized but still realistic MDP. 

Prom a simulation of the optimal MDP-policy frequency tables of stock 
and optimal replenishment levels are obtained, which illustrate that a simple 
ID rule approximates well the optimal policy. It also suggests a 2D rule that 
performs even better. 

It appears that the optimal production volumes depend on both the num
ber of pools on stock and their ages. As both rules are easy to use in practice, 
implementation and extensions seem of practical interest. 
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Abstract. Die Steuerung der Fertigung von Chips in der Halbleiterindustrie wird 
aus Vorgabewerten von so genannten Performance-Indikatoren abgeleitet. Kenn-
zahlen der Liefertreue werden dabei als LeistungsgroBen und Plan-Vorgaben 
verwendet. Um die Wechselwirkungen der Plan-Vorgaben in der intemen Supply 
Chan einer Halbleiterfertigung zu untersuchen, wurde ein zeitdiskretes Modell 
entwickelt. Die Ergebnisse zeigen, dass sich die einzelnen Leistungs-Vorgaben 
gegenseitig beeinflussen und somit nicht unabhangig festgelegt werden konnen. 

1 Einleitung 

Die Mikroelektronik spielt im taglichen Leben eine zunehmend wichtigere Rolle. 
Neben Anwendungen in Computem und Telekommunikationsgeraten sind 
Mikrochips mittlerweile in Dingen des allgemeinen taglichen Gebrauchs wie 
Haushaltsgeraten oder Kraftfahrzeugen in groBer Anzahl zu fmden und praktisch 
unverzichtbar geworden. Fur das Jahr 2004 erwartet man laut World 
Semiconductor Trade Statistics (WSTS) ein weltweites Marktvolumen in der 
gesamten Halbleiterbranche von ca. 213 Milliarden US-Dollar bei einem Wach-
stum von 28,4 Prozent gegentiber 2003. In der gegenwartigen Aufschwungsphase 
sind Verbesserungen hinsichtlich der Steuerung und Kontrolle der firmenintemen 
und iibergreifenden Wertschopfungskette von hohem Interesse (Levine 2004). 
Abbildung 1 zeigt im Uberblick die Struktur der intemen Wertschopfungskette 
eines typischen Halbleiterchipherstellers. Die Gesamtausbeute an guten Chips 
liegt auch bei reifen Technologien teilweise unter 100%. Die gesamte Durch-
laufzeit eines Auftrages kann bei sehr komplexen Produkten bis zu vier Monate 
betragen. 

mailto:Kirsten.Hilsenbeck@tum.de
mailto:Hansch@tum.de
mailto:Alexander.Schoemig@infmeon.com
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Kunden-
bestellung 

Abb. L Die interne Supply Chain besteht aus drei Stufen (Frontend, Backend, Delivery) 
sowie zwei Zwischenlager (Die Bank, Distribution Center) 

Die groBte Herausforderung bei der Steuerung und Leistungsbewertung der in-
temen Wertschopftingskette liegt in deren Struktur und mit weltweiten Ferti-
gungsstatten, Beziehungen mit Zulieferer und Verflechtungen mit ausgelagerten, 
extemen Fertigungsschritten (Frederix 1996, Schomig u. Fowler 2000) begriindet, 
sowie in der Heterogenitat dieser Knotenpunkte im Materialfluss. Bei den 
meisten Halbleiterchipherstellem erhalten das Frontend wie das Backend 
wochentlich basierte Mengenvorgaben je Chiptyp, basierend auf einen MRP 
Planungslauf (Schneeweiss u. Wetterauer 2000) unter Beriicksichtigung von 
festen Kundenauftragen, Bedarfsprognosen und Lagerwiederbefullungen. Die 
Feinterminierung der Einlastung der Fertigungsauftrage {„Emschleusung") 
obliegt der Fertigung, die in der Kegel eine gleichmaBige Verteilung anstrebt. Die 
Durchsteuerung durch das Frontend bzw. das Backend erfolgt dann relativ 
losgelost vom tibergeordneten Planungssystem, mit taglichen, automatischen 
Riickmeldungen hinsichtlich des Fertigungsfortschritts. Die der Planung zugrunde 
liegenden Fertigungsauftragsdurchlaufzeiten sind den tatsachlich realisierten 
angepasst. 

Diese Werte dienen dann auch zur Leistungsbewertung des Gesamtsystems. 
Zu den wichtigsten Leistungsgroiien zahlen dabei die Produktionsausbeute, die 
Liefertreue gegeniiber den Kunden, sowie die interne Durchlaufzeit. Eine weitere, 
in der Halbleiterindustrie wichtige und geme benutzte LeistungsgrolJe, ist die sog. 
Confirmed Line Item Performance (CLIP). Gemafi ihrer Definition (s. Gl. 1) ist 
diese GroBe gleichzeitig Mengen und Termin bezogen (im Beispiel auf die 
Woche t, Fehlmengen werden liber die Zeit akkumuliert). 

CL/P5^(0 = min 
LiefermengSsj^jt) 

Bestellmer^eQ^ (t) + FehlmengeQj^rj^ {t-\) 
100% (1) 

Sie wird flir das Frontend, das Backend und mittelbar fur den 
Kundenendtermin in Gestalt eines Zielwertes vorgegeben und ermittelt. Das 
Erreichen der Vorgaben hangt dabei offensichtlich von Faktoren wie der 
Durchlaufzeit, der Streuung der Durchlaufzeit, der Plandurchlaufzeit, dem 
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Einschleusmodus und der Zwischenlagerstrategie ab. Diese einzelnen Leistungs-
vorgaben beeinflussen sich gegenseitig und konnen im Grunde nicht unabhangig 
festgelegt werden. Mangels einfacher Berechnungsmoglichkeiten werden in der 
Praxis diese Abhangigkeiten vemachlassigt, so dass sich inkonsistente Zielvor-
gaben ergeben konnen. 

Das im Folgenden vorgestellte Rechenverfahren zeigt, wie iiber mehrere Ferti-
gungsstufen hinweg konsistente Zielvorgaben fur den CLIP abhangig von Soil 
und Ist-Durchlaufzeiten, sowie deren Streuung berechnet werden konnen. Wir 
verwenden ein stochastisches, zeitdiskretes Berechnungsmodell, wie es in (Tran-
Gia 1996) beschrieben wird und erfolgreich zur Modellierung von Lagerhal-
tungspolitiken (Tempelmeier 2003) oder komplexen Warteschlangensystemen 
(Dtimmler u. Schomig 1999) verwendet wurde. Die an sich kontinuierlich Zeit-
gro6e wird mit der Konstante At diskretisiert. Fur Berechnungen hat sich eine 
Diskretisierungskonstante von At = 0,001 Tage als sinnvoll erwiesen. 

2 Modell 

2.1 Frontend 

Die Einschleusung ins Frontend wird durch die Zufallsvariable Rf (Release 
Frontend) mit gleicher Wahrscheinlichkeit der Einschleusung zu jedem diskreten 
Zeitpunkt der Einschleuswoche beschrieben. Ihre Wahrscheinlichkeitsfunktion 
ergibt sich zu: 

^ W = 

-— ]<k<7 AlAt ( ^ ) , \<k<l(MAt 
IdlAt 

mit ^ = 1,2,3,. 
0 , k>ldJAt 

Die Durchlaufzeit der Lose eines Produktes im Frontend CTf (Cycle Time 
Frontend) wird als normalverteilt angenommen mit einem Mittelwert / /und einer 
Standardabweichung qf. Ihre Wahrscheinlichkeitsfunktion ergibt sich somit zu 
(3). Dabei steht g{t) ftir die Dichtefunktion der GauBschen Normalverteilung und 
G{t) fur ihre Verteilungsfunktion. Die Zufallsvariable Fertigstellung Frontend Cf 
(Completion Frontend) ergibt sich aus der Addition der Zufallsvariablen fur den 
Zeitpunkt der Einschleusung /^/und der Durchlaufzeit CTf, Ihre Wahrscheinlich
keitsfunktion berechnet sich somit aus der Faltung der beiden Wahrschein-
lichkeitsfunktionen. 

fcrr{k)= %{t) (̂ ^ 
{k-\)At 

= G{k'At)-G[{k-\)'At) 

Cf = Rf + CTf (4) 
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/c/W = /./W®/cr/W (5) 

Der Stichtag fiir den Liefertermin DDf(D\xQ Date Frontend) ergibt sich aus der 
Plandurchlaufzeit CrP/(Cycle Time Plan Frontend) plus sieben Tage aufgrund 
der siebentagigen Einschleuswoche. Die Plandurchlaufzeit wird in Wochen ange-
geben, d,h. ihr Wert ist immer ein Vielfaches von sieben Tagen. Die Wahrschein-
lichkeit fiir das rechtzeitige Erreichen der Die Bank, also die On-Time-Delivery 
des Frontends OTDf kdivm in der Verteilungsfunktion der Fertigstellung Frontend 
am Zeitpunkt des Stichtages abgelesen werden. 

DDf = CTPf+7d (6) 

, , F,Jk = DDf/At) (7) 
OTDf = P{Cf<DDf)= '-^^ . ' ^ ^ ̂  

^Cf l^max ) 

2.2 Backend 

Der CLIP BE bewertet die Performance des Backends unabhangig von der Vorge-
schichte der Produktion. D.h. alle Chips, die nicht rechtzeitig in der Die Bank wa-
ren, werden aus der bestellten Menge zur Berechnung des CLIP BE herausgenom-
men. Zur Ermittlung der Performance des Backends (Backend Only) werden 
deshalb gleichmaBig verteilte Wahrscheinlichkeiten der Einschleusung innerhalb 
der Einschleuswoche verwendet. 

fR,o{k) = 

— \<k<imt ^^^ 

mitA: = l ,2,3, . . . 
IdlAt 

0 , k>ldlAt 

Der Stichtag DDb zur Ermitlung der On-Time-Delivery Backend ergibt sich 
aus der Plandurchlaufzeit des Backends plus sieben Tage. Die Plandurchlaufzeit 
des Backends betragt wie die Plandurchlaufzeit des Frontends immer ein 
Vielfaches von sieben Tagen. Die Durchlaufzeit der Lose eines Produktes im 
Backend CTb wird wiederum als normalverteilt angenommen mit einem Mittel-
wert jub und einer Standardabweichung ob, 

DDb = CTPb-h7d (9) 

= G{k'At)-G{(k-iyAt) 

Die Wahrscheinlichkeitsfunktion der Fertigstellung fiir die alleinige Betrach-
tung des Backends (Backend Only) ergibt sich aus der Faltung der optimalen Ein-
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schleusung und der Durchlaufzeit. Die On-Time-Delivery Backend ist der 
Funktionswert der Verteilungsfunktion der Fertigstelung Backend Only fiir den 
Zeitpunkt der Falligkeit Backend DDb. 

fcM-fR,o{k)^fcn{k) (11) 

FcboKKJ 

Zur Ermittlung der Liefertreue des Backends bezogen auf das Gesamtsystem 
muss zunachst die Wahrscheinlichkeitsfunktion der Einschleusung mit Bertick-
sichtigung des Vorgeschehens ermittelt werden. Die Einschleusung in das Back
end erfolgt nach der planmaBigen Lieferwoche des Frontends. Verspatete 
Bestellungen werden im Backend bevorzugt weiterverarbeitet. Der Zeitpunkt der 
Einschleusung in das Backend liegt also immer nach dem Falligkeitstermin des 
Frontends. 

Rb>DDf (13) 

Ftir die Wahrscheinlichkeitsverteilung der Einschleusung ins Backend gilt 
folgendes: Ist ein Los im Frontend rechtzeitig fertig gestellt worden, so hat es 
innerhalb der planmaBigen Einschleuswoche des Backends eine fur jeden 
Zeitpunkt gleich groBe Wahrscheinlichkeit eingeschleust zu werden. Ist ein Los 
im Frontend nicht rechtzeitig fertig gestellt worden, seine Lieferung fallt aber 
noch in die Einschleuswoche, so hat es fiir die restlichen Tage der 
Einschleuswoche eine gleichverteilte Einschleuswahrscheinlickeit. Lose, die erst 
nach Ablauf der Einschleuswoche des Backends vom Frontend fertig gestellt 
werden, werden sofort in das Backend eingeschleust und weiter verarbeitet. 

Um die Wahrscheinlichkeitsfunktion der Einschleusung ins Backend ermitteln 
zu konnen, wird zunachst die gestutzte Wahrscheinlichkeitsfunktion der Fertig-
stellung Frontend benotigt, Dazu wird der zeitdiskrete Operator der Stutzung 
(Tran-Gia u. Schomig 1996) verwendet (14). Der Stutzungs-Operator TT^ addiert 
alle Werte der Wahrscheinlichkeitsfunktion fur Variablenwerte kleiner oder 
gleich m und weist sie als Funktionswert genau diesen Variablenwertes zu. Die 
Wahrscheinlichkeitswerte aller Variablenwerte kleiner als m werden zu null 
gesetzt, die Wahrscheinlichkeitswerte aller Variablenwerte grower als m behalten 
ihren urspriinglichen Wert. 

'^Mk))-

0 , k<m (14) 

x{k) , k>m 

Die auf das erste diskrete Zeitintervall der Einschleuswoche des Backends ge
stutzte Wahrscheinlichkeitsfunktion der Fertigstellung Frontend wird somit durch 
folgenden Ausdruck beschrieben: 
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^^{fcfik)) (15) 

Ausgegangen wird von der gestutzten Wahrscheinlichkeitsftinktion der Fertig-
stellung Frontend. Sie gibt die Wahrscheinlichkeit an, an welchem Tag ein Los 
frUhestens zur Einschleusung ins Backend bereit steht. 

Die Wahrscheinlichkeitsfunktion fur die Einschleusung in das Backend ergibt 
sich aus der Summe der Einzelfunktionen, die mit dem jeweiligen Wert der ge
stutzten Wahrscheinlichkeitsfunktion der Fertigung Frontend multipliziert 
werden. Ftir die Zeit nach der Einschleuswoche des Backends sind die 
Wahrscheinlichkeitswerte der Fertigstellung Frontend und der Einschleusung 
Backend identisch. Mathematisch wird dieser Sachverhalt in folgender Gleichung 
beschrieben. 

0 . k<^ 06) 
At 

fM= 
^ At At 

At 

Die Durchlaufzeit der Lose eines Produktes im Backend CTb wird wiederum 
als normalverteilt angenommen mit einem Mittelwert jub und einer Standardab-
weichung ob. 

fcn{k)= %it) ^^^^ 

= G{k'At)-G{{k-l)At) 

Die Zufallsvariable Fertigstellung Backend Cb ergibt sich wiederum aus der 
Addition der Zufallsvariablen Einschleusung Backend Rb und Durchlaufzeit 
Backend CTb, womit sich die Wahrscheinlichkeitsfunktion aus der Faltung der 
beiden Wahrscheinlichkeitsfunktionen ergibt. 

fM=fRM®fcn{k) (18) 

Die On-Time-Delivery Manufacturing wird am Ende der planmaBigen Liefer-
woche des Backends ermittelt. Daraus ergibt sich der Stichtag der Lieferung. Er 
ergibt sich aus den Falligkeitsterminen des Frontends und des Backends. 

DDm = DDf + DDb (19) 

Die Wahrscheinlichkeit fiir das rechtzeitige Erreichen des Distribution Centers, 
die On-Time-Delivery Manufcturing kann in der Verteilungsfunktion der Fertig
stellung Backend am Zeitpunkt des Stichtages DDm abgelesen werden. 



99 

^^^^ r>/̂ r ^̂  r. \ F^Ak = PDm / At) (20) 
OTDm = P(Cfc < DDm) = -̂ ^^^ ^ \ 

3 Ergebnisse 

Abbildung 2 zeigt die Wahrscheinlichkeitsfunktionen einer Bespielrechnung. 
AUgemein gilt: Die OTDm ist immer kleiner als die OTDb, Ftir eine OTDf= 1 ist 
die OTDm gleich der OTDb. Die Abhangigkeit der OrD/und der OTDm von /// 
ist gekoppelt mit der CTPf. Eine Anderung von jufwird durch die entsprechende 
gleiche Anderung von CTPfhQi gleich bleibenden Ubrigen Werten kompensiert. 
Es erfolgt keine Veranderung der OrD-Werte. Das gleiche gilt fur eine 
gleichmafiige Anderung von jub und CTPb. Der Einfluss der Standardabweichung 
der Durchlaufzeit im Frontend auf die OTDm ist je nach juf und CTPf 
unterschiedlich. Ftir einen gleichen Abstand zwischen CTPf und juf ergeben 
gleiche Standardabweichungen die gleichen OTO-Werte. Siehe dazu auch 
Abbildung 3. 

Zu einem Wertepaar aus OTDf und OTDb konnen mehrere OTDm existieren. 
Eine eindeutige Zuordnung einer OTDm kann gegeben werden, wenn die 
Angaben je um eine zusatzliche Information uber die Wahrscheinlichkeits-
verteilung der Durchlaufzeit des Frontends und des Backends erganzt werden. 
Dabei kann es sich wahlweise um die Standardabweichung der Durchlaufzeit 
Oder die Differenz von Plandurchlaufzeit und Mittelwert der Durchlaufzeit 
handeln. 

4 Zusammenfassung und Ausblick 

Wir haben ein zeitdiskretes Berechnungsverfahren vorgestellt, mit dem die Zu-
sammenhange der Liefertreue innerhalb der Supply Chain uber mehrere Stufen 
dargestellt werden konnen. 

In weiteren Modellen kann gezeigt werden, dass alleine durch Veranderungen 
in den SteuergroBen und Modifikationen in der Einschleustechnik die Perfor
mance-Werte verbessert werden konnen. So konnen durch tagesfeine Lieferter-
mine bei sonst gleichem Produktionsverhalten sowohl die Durchlaufzeit als auch 
die OTDm verbessert werden. Ein Wegfall der Einschleuswoche in das Backend 
erzielt weitere Verbesserungen far Durchlaufzeit und OTDm. 
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Abb. 2. On-Time-Deliveries fiir 
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Abb. 3. Werte der einstufigen On-Time-Delivery in Abhangigkeit von der Differenz aus 
Plandurchlaufzeit und Mittelwert der Durchlaufzeit sowie der Standardabweichung der 
Durchlaufzeit 
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Germany 

Abstract Our paper is dealing with the Capacitated Stochastic Lot-Sizing Prob
lem. In addition to the usual model assumptions as stochastic demand and manu
facturing times, cost for setup, we also consider cost for waiting and lost demand. 
The goal is to find release and sequencing decisions with minimal expected cost per 
time unit. To solve the problem we use simulation optimisation, i. e., we combine 
a simulator with a Parallel Genetic Algorithm. Some numerical examples show the 
applicability of the proposed approach. 

1 Introduction 

One of the most important problems for manufacturing firms is production 
lot-sizing and sequencing. At present diflFerent problem formulations exist: 
ELSP, Economic Lot Scheduling Problem; SELSP, Stochastic Economic Lot 
Scheduling Problem; CLSP, Capacitated Lot-sizing and Scheduling Problem; 
CSLSP, Capacitated Stochastic Lot-sizing and Scheduling Problem. For a 
literature overview for all problem formulations see Kuik et al. (1994). 

In our paper we investigate the simulation optimisation approach to a 
generalised formulation of the CSLSP (Kampf and Kochel (2004)). Some main 
characteristics are: N items, a single manufacturing unit, item dependend 
setup times and cost, arbitrary demand processes, finite space in the storage, 
backordering and rejection of demand. 

2 Model and problem formulation 

The model we will investigate consists of various parts (see Fig. 1). We assume 
continuous time and infinite horizon. 

The demand process is modeled as a compound renewal process with 
An as intensity of arriving clients and Bn as random variable for the demand 
size of a client, Vn. If there is no inventory on hand arriving demand can be 
backordered in a queue with capacity 0 < 6n < oo, Vn. Clients who meet a 
full backorder queue will be rejected. 
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Figurel. Scheme of the production-and-inventory system 

Produced items are used to satisfy backordered demand. If there is no 
waiting client the produced items will be stored in the warehouse. Each 
item occupies a defined size Pn in the warehouse. The warehouse itselves 
has capacity P with 0 < P < oo. In dependence of the release policy the 
warehouse sends a production order to the production pool. 

The manufacturing unit works without failures. Item n is produced 
with rate /x^, where it needs a random time to manufacture one unit. The only 
reasons why the production process must stop are no place for the produced 
item in the warehouse or emptiness of the pool of production orders. 

Next we introduce various policies for the release of manufacturing orders 
and their sequencing in the production process. The corresponding decisions 
are called release decision and sequencing decision. 

The production sequencing decision chooses from the pool of manufac
turing orders the next one for manufacturing. A concrete decision is defined 
by a sequencing rule or sequencing policy. Some examples are the following 
ones: 

First come first serve (FCFS): The production order first inserted in the 
pool will be produced next. It's denoted by P^^^^. 

Random: The next production order will be chosen randomly (^p^andomy 
Cyclic: There exist a precalculated cyclic production sequence P^ '^ — 

{ci, C2, . . . ,CAr}. If the pool containts no production order for the cur
rently choosen item the next position in the cycle will be considered and 
so on. In our case the order is predefined as p|'J"̂ "<̂  = {1, 2, . . . , iV} 
without any claim of optimality. 
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Longest Waiting Queue (LWQ): This policy chooses as the next one the 
item with the longest waiting queue ( P ^ ^ ), i. e., maximal number of 
waiting demand orders. 

Most Waiting Values (MWV): Similar to LWQ but from all produc
tion orders will be selected that with the highest backlogged demand 
^pMWVy 

In the literature various policies to define release decisions can be 
found. One possible classification is to distinguish between make-to-order 
policies and make-to-stock policies. Make-to-order policies are well known 
from queueing theory polhng models (cf. Takagi (1986)). We adapted to our 
model three policy classes: 

Exhaustive policy: the machine will manufacture all production orders of 
an item until all waiting or backlogged demand is served, 

Gated policy: the machine will manufacture all production orders of an 
item which are backlogged when the queue was polled, and 

Limited policy: an item is manufactured until either the backlogging queue 
is emptied or a specified number of backlogged order units is produced. 

More flexible are make-to-stock policies. We use (5, Q) policies to generate 
release decisions, i. e., for item n the parameter Qn defines the size of a 
manufacturing order. An order will be released if the inventory position for 
item n will fall below the order point Sn, i.e. if /n(^) < Sn at time t. To be 
more concrete we need the following definitions: 

On{t) — number of waiting demand orders, 

Mn{t) — amount of all outstanding manufacturing orders in front of 

the production unit, 

In{t) — available inventory or inventory on hand, 

/~(t) — backordered demand, and 

In{t) — inventory position. 

We have the usual relations In{t) = I:^{t) - I~{t) + Mn{t), Ini^) = rnax{0, 
In{t) — Mn{t)}^ ^ni'^) "= max{0, Mn{t) — In{i)} and the two restrictions 
En=iPn • It{t) < P, t > 0 and On{t) < 6,, n = 1, 2, . . . , AT, t > 0. 

We also adapted the (5, S) policy to our model. The order point Sn is as 
for the (5, (5)-policy. But now we have to decide how much of a given product 
to manufacture. For instance, the gated (5, S) policy means that we produce 
Sn — Init) parts of item n, where t is the time moment the manufacturing 
order was released. 

Differentiating between release and sequencing decisions we separate the 
control of the system into two parts - the release of manufacturing orders (re
lease policy) and the sequencing of manufacturing orders (sequencing policy). 
We call it decomposed policy. Let IJ denote the set of all these policies. 
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As optimisation criterion we consider the total average gain G(7r) per 
time unit earned under policy n from the system in steady-state. We remark 
that in case of finite queueing capacities bn the system is stable for arbitrary 
policies. Otherwise we have to restrict our considerations to an appropriate 
subset of 77. Regardless of the great importance of stability considerations 
they are behind our main topic and they will be neglected here. We define 
the following: 

Thn{7r) - throughput as the expected amount of item n, manufactured 
per time unit; 

ifn(^) - average inventory on hand; 
Wn{7r) - average backordered demand; 
Rn{'^) - expected amount of demand for item n rejected per time unit; 
Unmi'^) - average number of production switches from item n to item m 

per time unit; 
hn - holding costs per item n per time unit; 
Wn - waiting costs per item n per time unit; 
Tn - rejection costs per rejected client requested item n; 
pcn - production costs per item n per time unit; 
Cnm ' setup costs per setup switch from item n to item m. 

Now for G{7T) we can write G(7r) = Yln=i 9^ ' Thn{^) — C{7r) with 

TV 

c{^) = E 
n = l •-

hn ' Hn{7r) + Wn ' Wni^r) + Vn ' Rn{^) + (1) 

N 

+ pCn/ l^n ' Thnin) + ^ Cnm ' Unm{'^) 
7 7 1 = 1 

The terms at the right-hand side of (1) express for the steady state the average 
per time unit occurring holding, waiting, rejection, production, and set-up 
cost respectively. We remark that pCn / /̂ n represents the expected cost to 
manufacture one unit of item n. 
Since Thn{7r) — Xn — Rn{'^) holds for TT G i l and each n we can write 
G^(^) = 12n=l ^n' Xn- C i (7r ) , whcrC Cn = Qn - PCn / (Jin dcUOtCS t h e prof i t 
for selling one unit of item n and 

N 

n = l 

N 

^ 1 W ^ X ^ hnHnin) + WnWn{7r) + {Vn + en)Rn{'^) + Yl ^nmUnm{'^) 
7 7 1 = 1 

Because of maximization of G(7r) is equivalent to minimization of C\{TT) the 
optimisation problem to be solved is 
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min Ci(7r) 

N 

On{t) < bn, forn = l, 2, . . . , AT. 

(2) 
n = l 

Obviously the CSLSP mentioned in section 1 without constraints is not an
alytically tractable. So more in our formulation of problem (2). Simulation 
optimisation seems to be the only practicable approach. We will briefly dis
cuss this approach in the next section. 

3 Simulation optimisation approach 

In optimisation problems, for which the calculation of an analytical solution 
is difficult or even not possible, we prefer a technique called simulation opti
misation (see e.g. Fu (2001)). The basic idea is to couple a simulation system 
with an optimiser to get an optimal solution (see Fig. 2). 

Problem 

Propo 
a sol 

sal of 
utlon 

i 

f 

Simulator 

Simulc 
resi 

ition 
4lt 

Assess or 

Solution 

1 
Figure2. Scheme of the simulation optimisation 

We remark that once the optimiser is started the search process runs 
automaticaly without user interaction. When the optimisation stops the best 
of all solutions found up to now will be returned. 

Optimisation. As optimiser we prefer Genetic Algorithms (GA) or Par
allel Genetic Algorithms (PGA) because of different reasons. They are ap
plicable to many other general optimisation problems, independend of the 
solution domain, can handle with different starting points (robustness), and 
can leave local optima to find the global one. The other advantage is the 
need of only a few input data. Kochel et al. (2003) showed the successful 
application of GA's to another complex optimisation problem. 

PGAs are build up to compute the fitness of several individuals at the 
same time on different computers connected through a computer network. To 
control this technique different approaches are formulated. For more details 
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and an other concrete implementation see Haase and Kohlmorgen (1996). We 
use a global master-slave PGA model were one master task holds the central 
population and the multiple clients evaluate the individuals. 

Simulation. We use the event-oriented approach for the design of our 
simulation model. The main model element of this approach is the future 
event list It is organized as heap and holds the different events characterized 
by its event time and type. In our simulation model we need only two groups 
of event types. One group consists of the two events "arrival of a demand 
order" and "completion of manufacturing of an item". These events are spe
cific for the investigated production-and-inventory-system. They reflect the 
dynamics of the model. To the other group belong simulation specific events 
like "completion of the transition phase" and "end of simulation". 

4 Numerical examples 

This section contains empirical results on three numerical examples with 
(s, (5)-release-pohcies and all introduced sequencing polcies. 
First we define the common settings for all examples with n = 1, 2, . . . , A .̂ 

• Demand processes are compound Poisson processes with different arrival 
rates An but identical order size distribution 

^ / 1 10 50 
^ ^ [ 0.6 0.3 0.1 

• Storage capacity is infinite, P = oo. 
• Queueing capacities for waiting demand orders are finite with bn = 10, 
• Cost factors are hn = I, Wn = I, {rn + en) = 20, and pcn = 1. 

The single-item model (Example 1) refiects the case that only average 
data are available. For Example 2 (two items) and Example 3 (five items) 
we assume that data about two resp. five groups of the production mix are 
known. 

Example 1 (Single-item model). In the single-item model with N = 1 
we set A = 5 and fx = 50 item units per time unit and setup costs to c = 3. 
Setup times are set to t = 3 time units. 

Example 2 (Two-item model). Now AT = 2, Ai = 3, and A2 = 2. The 
manufacturing rates are set to /xi = /i2 = 50. The definition of the setup 
costs c and setup times t are as follows 

(Cnm) = ( 1 5 4 ) ^^SP- i^nm) = f 1 5 4 ) ^^^^ ^^^^^^ ^^^ n , m = 1, 2. 

Example 3 (Five-item model). We assume AT = 5, An = 1, and /in = 
50, Vn. For setup costs and setup times we define Cnm = ^nm = m, for 
n, m = 1, 2, . . . , 5. 
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Optimisation results. As described in section 3 a special simulator 
and a parallel genetic algorithm were combined for optimisation. The search 
process was restricted to policy parameter values s and Q, each between 1 
and 400. Each simulation experiment consists of three runs with simulated 
time of 200000 time units (days) including 40000 time units for the transition 
phase. Thus we simulate about 1 million demand arrivals. 

Table 1 contains the values found by the apphed PGA for the release pol
icy parameters. The most interesting case is that with 5 items, which are all 
identical excluding setup data. As a consequence the PGA stopped at poli
cies with nearly identical parameter values. This fact indicates that the PGA 
has "recognised" that the items are identical in some sense. Furthermore, it 
shows that the PGA moves in the "right" region (near the global optimum) 
of the decision space. 

Table 2 shows the cost details: manu for the utilisation of the machine; 
wait, reject, and hold as the average costs for waiting, rejection, and holding 
respectively; setup denotes the amount of time needed for setup changeovers. 
Since in all examples we have pcn = 1 and setup cost of one per time unit 
the columns in Table 2 for manu and setup represent also the corresponding 
costs per time unit. We see that the cyclic sequencing policy is not the best 
for the two-item case as well as for the five-item case. The increase of the 
cost with increasing number N of items is caused by the fact that waiting, 
rejection and holding costs are considered for each of the items as well as 
multiple backorder queues exist. 

no. of sequencing (5, (5)-release policy parameters 
items decision release points (s) order sizes (Q) 

item item item item item item item item item item 
1 2 3 4 5 1 2 3 4 5 

1 FCFS/Random/ 75 - - - - 49 - - - -
Cyclic/LWQ/MWV 

2 FCFS 84 35 - - - 35 275 -
Random 38 38 - - - 157 247 -
Cyclic 210 194 - - - 168 236 -
LWQ 22 37 - - - 245 162 -
MWV 13 28 - - - 155 17 -

5 FCFS 166 166 166 164 161 161 166 166 167 166 
Random 141 138 137 138 134 154 147 141 141 134 
Cyclic 139 136 135 136 130 160 148 145 145 139 
LWQ 201 202 172 147 133 132 149 182 172 177 
MWV 105 102 108 101 105 101 101 101 102 105 

Tablel. Optimisation results for the problems ((s, Q)-release policy) 
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no. of 
items 

1 

2 

5 

sequencing 
decision 
FCFS/Random/ 
Cyclic/LWQ/MWV 
FCFS 
Random 
Cyclic 
LWQ 
MWV 
FCFS 
Random 
Cyclic 
LWQ 
MWV 

"Ci 

61.93 

154.07 
156.34 
162.68 
156.89 
152.86 
397.00 
369.46 
381.99 
362.74 
267.10 

manu 

0.78 

0.62 
0.62 
0.59 
0.62 
0.58 
0.54 
0.50 
0.50 
0.53 
0.42 

wait 

32.07 

87.72 
88.31 
94.02 
92.77 
94.82 
244.24 
199.65 
282.77 
258.76 
194.40 

reject 

9.40 

27.47 
18.22 
30.74 
28.55 
32.08 
37.44 
41.38 
42.42 
38.02 
51.63 

Hold 

19.50 

37.89 
38.81 
36.91 
34.57 
24.96 
114.32 
127.43 
55.81 
64.96 
20.07 

setup 

0.18 

0.37 
0.38 
0.41 
0.38 
0.42 
0.46 
0.50 
0.50 
0.47 
0.58 

Table2. Cost details for the policies in Table 1 (cost per time unit) 

5 Conclusions 

In this paper we investigated how to apply simulation optimisation to a gen
eral formulation of the CSLSP with multiple items. Our model consists of 
general demand processes, general cost and gain structure and is flexible 
enough to include and analyse other release and sequencing policies. Beyond 
it there exists the possibility to couple the implemented simulator with other 
optimisation tools. 

Further research will go to complex production systems in order to replace 
the single manufacturing unit. Also, the coupling with a supply chain system 
in front of this new complex production system could be investigated. 
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Zusammenfassung Im folgenden werden flexible FlieBproduktionssysteme mit 
Montagestationen untersucht. An solchen Stationen werden Komponenten von meh-
reren Zulieferstationen zur Bildung eines neuen Werkstiicks zusammengefugt. Das 
ist die sog. Synchronisationsbedingung. Der MaterialfluB ist asynchron. Die Puffer 
sind beschrankt. Die Bearbeitungszeiten sind beliebig verteilt. Der folgende Bei-
trag beschreibt ein Verfahren zur Abschatzung der Produktionsrate eines solchen 
Systems. Hierfiir wird ein Dekompositionsansatz verwendet. Die betrachteten 2-
Stationen-Subsysteme werden als Warteschlangenmodelle abgebildet, fiir die die 
virtuellen Ankunfts- und Bearbeitungsraten sowie die zugehorigen Variationskoef-
fizienten zu ermitteln sind. Die Approximationsgiite des Verfahrens wird mit einem 
Simulationsexperiment untersucht. 

Abstract In this paper multi-stage assembly lines are studied. These production 
systems involve simple processing stations as well as assembly stations at which the 
workpieces from two input stations have to be joined to form a new one for further 
processing. Thus, asynchronous flow production systems with a convergent flow 
of material and synchronisation constraints are being analyzed. This paper descri
bes an approximation procedure for determining the throughput of such systems. 
In addition, finite buffer capacities and generally distributed processing times are 
considered. Exact solutions are not available in this case. For performance evalua
tion the decomposition approach is used. The 2-station submodels are analyzed as 
G / G / l / Z stopped-arrival queueing systems. In this heuristic approach, the virtual 
arrival and service rates as well as the squared coefficients of variation of these 
subsystems have to be determined. A system of decomposition equations which are 
solved iteratively is being presented. The solution indicates estimated values for 
the unknown subsystems' parameters. The quality of the presented approximation 
procedure is investigated by carrying out various simulation experiments. 

1 Fliefiproduktionssysteme mit Montagestationen 

Flexible Fliefiproduktionssysteme werden fiir Erzeugnisse eingerichtet, die 
in hohen Stiickzahlen und verschiedenen Varianten eines Grundmodells in 
beliebiger Reihenfolge gefertigt werden sollen. Die Arbeitssysteme werden 

mailto:manitz@wiso.uni-koeln.de
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raumlich so angeordnet, dafi ein einheitlicher MaterialfluB entsprechend der 
Reihenfolge der Arbeitsgange im Arbeitsplan entsteht. Sie sind in der La-
ge, jeweils eine gewisse Menge von ahnlichen Arbeitsverrichtungen an den 
Werkstticken durchzufiihren, ohne dafi dabei aufwendige Umrlistvorgange er-
forderlich werden. Vgl. [15]. 

1st die Anordnung der Arbeitssysteme linear, so sind fiir Systeme mit 
stochastischen, beliebig verteilten Bearbeitungszeiten die Verfahren in [2] 
und [16] geeignet, die Produktionsrate abzuschatzen. Bei exponentialverteil-
ten Oder deterministischen Bearbeitungszeiten konnen die 2-Stationen-Subsy-
steme einschliefilich eventueller operationszeitabhangiger Stationsausfalle als 
Markow-Ketten modelliert und ausgewertet werden, s. [4], [9]. Unterscheiden 
sich die deterministischen Bearbeitungszeiten von Station zu Station, so mufi 
approximativ das Verfahren von [1] fiir kontinuierhches Material verwendet 
werden. Vgl. auch [5]. 

In der betrieblichen Praxis, z. B. im Karosserierohbau (vgl. z. B. [13] und 
[14]), findet man haufig keine lineare, sondern eine konvergierende Mate-
rialflufistruktur vor. Solche Montagelinien unterscheiden sich von linearen 
Systemen dadurch, dafi es sog. Montagestationen (assembly stations) gibt, an 
denen Werkstiicke als Komponenten, Baugruppen oder Einzelteile zu einem 
neuen Werkstiick zusammengefligt bzw. -montiert werden. 

Montagestationen sind Stationen mit mehr als einer direkten Vorganger-
station. Sie sind charakterisiert durch eine Synchronisationsbedingung, die in 
Abb. 1 illustriert wird. An einer Montagestation treffen Werkstiicke von meh-

D •M 

D 
Synchronisation 

(matching) 
Montage 

(assembly) 

Abb. 1. Synchronisation und Montage an einer Montagestation 

reren Zulieferstationen ein. Unter Synchronisation (matching) versteht man 
in diesem Zusammenhang, dafi sich die jeweils ^-ten Werkstiicke aus jeder 
Warteschlange vor einer Montagestation von einem bestimmten Zeitpunkt 
an synchron durch das System bewegen, wenn sich zu diesem Zeitpunkt in 
jeder Warteschlange mindestens n Werkstiicke befinden, i = 1,2,.. . , n. Nur 
zuvor synchronisierte Werkstiicke konnen durch einen nachfolgenden Bearbei-
tungsvorgang physisch zusammengefiigt werden (Montage, assembly). Dieser 
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kann erst dann beginnen kann, wenn in jedem Eingangspuffer Werkstiicke 
verftigbar sind. 

Verfahren zur Leistungsanalyse von Fliefiproduktionssystemen mit Mon-
tagestationen miissen die Synchronisationsbedingung beriicksichtigen und ab-
bilden. Fiir Montage-Demontage-Systeme, in denen die Bearbeitungszeiten 
deterministisch sind, an deren Stationen aber operationszeitabhangigen Sto-
rungen auftreten, werden in [8], [6] und [10] entsprechende Analyseverfahren 
prasentiert. In [11] und [12] werden exponentialverteilte Bearbeitungszeiten 
betrachtet. Im folgenden sollen Montagesysteme mit beliebig verteilten Bear
beitungszeiten betrachtet werden. Operationszeitabhangige Stationsausfalle 
konnen mit dem Completion-Time-Konzept gemafi [7] beriicksichtigt werden. 

2 Der Dekompositionsansatz 

Wir zerlegen das Modell eines M-Stationen-Montagesystems in insgesamt 
M — 1 puflFerbezogene Zwei-Stationen-Subsysteme. Ein solches Subsystem 
soil den Materialfiufi und die Belegung des betrachteten Puffers nachbil-
den. Die dem PuflFer zwischen den Stationen i und m vorgelagerte Station 
heiCt Upstream-Station Mu{i^m) des Subsystems (i^m). Und die dem Puf
fer B{i,m) nachgelagerte, materialflufiabwarts gelegene Station heiBt Down
stream-Station Md{i,m), Montagestationen tauchen in mehreren Subsyste-
men als Downstream-Station auf. In Abb. 2 ist die pufferbezogene Dekom-
position eines Montagesystems fiir einen Ausschnitt aus dem Montagesystem 
veranschaulicht. Gleichzeitig wird die verwendete Notation illustriert. Die Be-
zeichnung Vmj bezieht sich auf die j - te Vorgangerstation der Station m, rim 
auf die Nachfolgerstation. Die Menge der Vorgangerstationen der Station m 
wird mit Vm bezeichnet, die Menge der Nachfolgerstationen mit Afm-

Jedes Subsystem lafit sich als {G/G/1/Ci^rn + 2)-Warteschlangensystem 
modellieren, m = 1,2,.. . , M, Vm 7̂  0- Eine Blockierung der Station Mu{i^ m) 
tritt ein, wenn ein fertig bearbeitetes Werksttick nicht in den nachfolgenden 
Puffer mit der Kapazitat Ci^rn transferiert werden kann, weil sich bereits ins
gesamt Ci^rn + 1 Werkstiicke in der Bearbeitungseinrichtung (Server) an der 
Station Md{i,m) und im Puffer B{i,m) aufhalten (Blockierung nach Bear-
beitung, blocking after service). Aus der Sicht des reprasentierenden Warte-
schlangensystems fiillt das blockierte Werkstiick das System, das somit eine 
Kapazitat von insgesamt Ci,rn + 2 Platzen aufweist. Im Fall einer Blockierung 
wird der AnkunftsprozeB unterbrochen, d. h., es liegt ein sog. Stopped-arrival-
AnkunftsprozeB vor. 

Aus dem Prinzip des Dekompositionsansatzes folgt, daB die Subsysteme 
unabhangig voneinander analysiert werden. Tatsachlich vorhandene Abhan-
gigkeiten miissen sich in einer Modifikation der die Subsysteme beschreiben-
den Modellparameter niederschlagen. Die eigentliche Problemstellung eines 
Dekompositionsverfahrens zur Leistungsanalyse eines Montagesystems be-
steht deshalb darin, virtuelle Ankunfts- und Bearbeitungsraten fiir die aqui-
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Ausschnitt aus dem Original-Montagesystem: 

AquivalenteZwei-Stationen-Subsysteme: 

Mu(i,m 

i 

) Md{i,m 

m 

) 

M u(vmj>fn) Md(vmj>m) 

''rnj 
m 

Mu(m,nrrd Mdim.Urrd 

Abb. 2. PufFerbezogene Dekomposition eines Montagesystems in Zwei-Stationen-
Subsysteme (Ausschnitt um die Station m herum) 

valenten Warteschlangenmodelle zu bestimmen, so dafi sie den Materialflufi 
im entsprechenden Abschnitt des Originalsystems nachempfinden. 

Die Modellierung eines Subsystems als Warteschlangensystem impliziert, 
daB die Downstream-Station niemals blockiert ist, wogegen die von ihr re-
prasentierte Originalstation durchaus blockiert sein kann. Das Blockiert-Sein 
der Station m wird daher als Verlangerung der Bearbeitung an der Down
stream-Station Md{vmjy'^) des aquivalenten Warteschlangensystems aufge-
faCt. Die Blockierzeit entspricht der Restverweilzeit eines Werkstlicks an der 
Nachfolgerstation n ^ , deren Wahrscheinlichkeitsverteilung bei Annahme der 
Gedachtnislosigkeit der Verteilung der virtuellen Bearbeitungszeit im nachfol-
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genden Subsystem entspricht. Analog wird die Wartezeit einer Komponente 
auf Synchronisation beriicksichtigt: Das Werkstiick der Zulieferstation Vmj 
mufi - bei unabhangiger Bestxickung - am Server der Station m solange 
warten, bis alle anderen Zulieferstationen mindestens ein Werkstiick gelie-
fert haben. Die Wartezeit auf Synchronisation entspricht damit der langsten 
Restfertigstellungszeit an den Zuheferstationen, die durch das Maximum der 
Zwischenankunftszeiten in den parallelen Subsystemen approximiert werden 
kann. Die virtuelle Bearbeitungsrate an der Station Md{vmj,'^)i fJ^d{vmji'm), 
ist damit kleiner als die Originalbearbeitungsrate firn- Man ermittelt den Er-
wartungswert der virtuellen Bearbeitungszeit wie folgt: 

fidivmj.rn) fim ' "̂  fid{m,nm) 

+ P* I M Uhm) leer"} I • max ( .^ . 1 (1) 

(m G { { 1 , . . . , M}| |V^| > 2, A/-̂  ^ 0}; j = 1 , . . . , |V^|) 

Dabei ist p%{m,nm,) die zeitpunktbezogene Blockierwahrscheinlichkeit des 
Subsystems {m^rim)' P*{') ist die zeitpunktbezogene Wahrscheinhchkeit da-
fiir, dafi mindestens eines der zu {vmj,Tn) parallelen Subsysteme leer ist. Als 
eine weitere Approximation kommt hinzu, dafi das Maximum der Momente 
anstelle des entsprechenden Moments eines Maximums von Zufallsvariablen 
verwendet wird. 

Die Station Mu{m,nm)^ die ebenfalls die Originalstation m reprasentiert, 
ist verantwortlich flir den Zugangsprozefi in das Subsystem (m, rim), d. h., sie 
erzeugt den abzubildenen Ankunftsprozefi in das aquivalente Warteschlan-
gensystem. Die virtuelle Zwischenankunftszeit (bei aktivem Ankunftsprozefi) 
umfafit aber nicht nur die Bearbeitungszeit an der Station m, sondern auch 
die Leerzeit dieser Station. Die Wartezeit der Station m auf die Komponen
te j kann durch die Zwischenankunftszeit im Subsystem {vmj, ^ ) modeUiert 
werden. Hinzu kommt wieder die Wartezeit der j- ten Komponente auf Syn
chronisation. Es ergibt sich 

+ P* I M Uhm) leer"} I • max ( / J (2) 

(m G {{1, . . . ,M}| |V^ | > 2,Mm 7̂  0}; j = 1 , . . . , |V^|) 

mit p'sivmj 1 ^ ) als zeitpunktbezogene Starving- bzw. Leerwahrscheinlichkeit 
des Subsystems {vmj^rn). 

Aus den ermittelten virtuellen Ankunfts- und Bearbeitungsraten und ggf. 
analog approximierten VariationskoeSizienten konnen die Kenngrofien der 
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Warteschlangensysteme bestimmt werden. Fiir beliebig verteilte Zwischen-
ankunfts- und Bearbeitungszeiten lafit sich mit dem Ansatz von [3] z. B. die 
stationare Zustandswahrscheinlichkeit Pn abschatzen, d. h. die Wahrschein-
lichkeit dafiir, dafi sich im Warteschlangensystem genau n Werkstiicke auf-
halten, n = 0 , 1 , . . . , Ci^rn + 2. Fiir die Produktionsrate des Subsystems (i, m) 
folgt dann 

X(i, m) = fXdih m) • (1 - ps{i, m)) (m G {1 ,2 , . . . , M}; i G V.^) (3) 

mit ps{i,rn) = Po{iJ^u{h''^)Xu{iirn),iJ.d{i,m),Cd{h'rn),Ci^rn + 2) als Leer-
bzw. Starvingwahrscheinlichkeit der Station Md{i^m). 1st die Produktions
rate X{i^m) bekannt, dann konnen mit Hilfe der Gleichungen (1) und (2) 
die zeitpunktbezogenen Blockier- und Leerwahrscheinlichkeiten der Warte
schlangensysteme, p^(^,m) und P5(i,m), ermittelt werden. 

3 Das Verfahren und Rechenergebnisse 

Die Bestimmungsgleichungen (1) und (2) sowie ggf. entsprechende Ausdriicke 
fiir die Variationskoeffizienten beschreiben die Beziehungen zwischen den Pa-
rametern benachbarter Subsysteme und werden als Dekompositionsgleichun-
gen bezeichnet. Sie bilden ein Gleichungssystem, das iterativ - initialisiert 
mit den Original-Bearbeitungsraten - zur Abschatzung der unbekannten, 
virtuellen Parameter ausgewertet wird. In jeder Iteration werden fiir jedes 
Subsystem zunachst in einer der MaterialfluBrichtung entsprechenden „Vor-
wartsrechnung" die Upstream-Parameter aktualisiert. Alle dafiir benotigten 
Upstream-Parameter von Vorgangersubsystemen sind in der laufenden Itera
tion bereits aktualisiert worden. Fiir die Downstream-Parameter setzt man 
die Werte aus der letzten Iteration ein. Anschliefiend werden in einer „Riick-
wartsrechnung" die Downstream-Parameter bestimmt. Als Abschatzung fiir 
die Produktionsrate des gesamten Montagesystems verwendet man die Pro
duktionsrate des Subsystems mit der Station M als Downstream-Station. 
Wegen der Conservation-of-Flow-Eigenschaft, nach der alle Subsysteme (zu-
mindest annahernd) die gleiche Produktionsrate aufweisen, ist diese Auswahl 
jedoch behebig. 

Rechentests haben ergeben, daC das beschriebene Dekompositionsverfah-
ren gute Abschatzungen der Produktionsrate liefert. Die Ergebnisse liegen 
fiir die hier untersuchte konvergierende Struktur des Materialflusses in dem 
Bereich, den [2] bereits fiir lineare Systeme dokumentiert haben. Fiir ein 
Montagesystem gemafi Abb. 3 konnten Abweichungen der analytisch ermit-
telten Produktionsrate von einem entsprechenden Simulationsergebnis von 
unter 4 % festgestellt werden. Es lafit sich beobachten, dafi die analytischen 
Abschatzungen mit zunehmenden Puffergrofien besser werden, vgl. fiir ba-
lancierte Systemkonfigurationen Abb. 4. Voraussetzung dafiir ist, dafi die 
Variationskoeffizienten der Bearbeitungszeiten kleiner als 2 sind. 
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Abb. 3. Ein 13-Stationen-Montagesystem 
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Abb. 4. Durchschnittliche Abweichungen vom Simulationsergebnis 

Im Gegensatz zum beschriebenen analytischen Ansatz liefert das Simulati-
onsmodell mit 20 Replikationen und einer Laufzeit von 101000 Zeiteinheiten 
nicht „auf Knopfdruck", sondern erst nach durchschnittlich 25 Minuten ei-
ne ausreichend genaue Abschatzung der Produktionsrate fiir eine konkrete 
Konfigurationsalternative des Montagesystems. Aus Rechenzeitgrtinden ist 
daher im Rahmen von Optimierungsverfahren zur Losung des BWAP {buf
fer and workload allocation problem) die analytische Vorgehensweise bei der 
Leistungsbewertung vorzuziehen. 
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Abstract Supplier selection decisions at the strategic level are focused on strategic items 
with both a high supply risk and a high profit impact. Therefore, strategic supplier selec
tion decisions have to be long-term orientated considering (i) mutual commitments be
tween the partners involved, (ii) fixed costs upon selection of a new supplier in the form of 
investment in training, and technology, as well as (iii) significant costs of switching from 
one supplier to another. Existing approaches of supplier selection neglect the interdepend-
encies in time arising from investment costs of selecting a new supplier and costs of 
switching from one supplier to another. Moreover, it is assumed that the set of employed 
suppliers can be changed each period without cost. These shortcomings of current ap
proaches motivates the research presented in this paper. A stochastic dynamic model for 
supplier selection based on hierarchical planning approaches will be presented. This model 
enables the evaluation of alternative dynamic supplier selection strategies. 

1 Introduction 

A supply chain (SC) can be considered as a network of different geographically 
dispersed facilities, where products are transformed and stored, and transportation 
links that connect these facilities. The major task of supply chain configuration 
(SCC) - the strategic level of supply chain management (SCM) - is the design of 
the SC in such a way, that a given set of objectives is achieved. SCC decisions 
concern the entire SC process. On the production side decisions about the loca
tion and capacity of plants are the typical tasks of SCC. On the distribution side, 
in general, the locations of warehouses have to be determined. This paper focuses 
on the major task on the procurement side: strategic supplier selection. Each po
tential supplier is equipped with his own production facilities and warehouses. 
Therefore, by selecting suppliers the network's structure will be influenced. 

Supplier selection decisions are complicated by the fact that multiple criteria 
must be considered in the decision making process [12]. Supplier selection deci
sions are further complicated by the fact that some suppliers may have different 
performances in regard to the different criteria. For example, the supplier who has 
the best quality performance may not have the best delivery performance [13]. 
Since the 1960's when Dickson [2] suggested 23 different selection criteria, the 
analysis of these criteria has been the focus of a large number of publications. 
Quantitative approaches supporting supplier selection range from simple linear 
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weighting models to complex mathematical programming models. Extensive lit
erature overviews on available approaches to supplier evaluation and selection are 
given by De Boer/Labro/Morlacchi [1] and Weber/Current/Benton [12]. 

Supplier selection decisions at the strategic level of SCM are focused on stra
tegic items with both a high supply risk and a high profit impact. Here, the buyer 
aspires to a long-term orientated strategic partnership type relationship with his 
suppliers [3]. The considered long-term planning environment is characterized by 
only a few suppliers, long-term contracts and substantial switching costs, either 
because of a high unique specification or because of the scarcity of the material 
[1]. Therefore, strategic supplier selection decisions have to be long-term orien
tated considering (i) mutual commitments between the partners involved, (ii) 
fixed costs upon selection of a new supplier in the form of investment in training, 
and technology [6], as well as (iii) significant costs of switching fi-om one sup
plier to another. Besides the price, the quality, and the delivery time of the sup
plier's products, these switching and investment costs have to be taken into ac
count selecting one ore more alternative suppliers for a strategic item. 

Existing approaches of supplier selection neglect these interdependencies in 
time arising from investment costs of selecting a new supplier and costs of 
switching from one supplier to another. Moreover, it is assumed that the set of 
employed suppliers can be changed each period without cost. These shortcomings 
of current approaches motivates the research presented in this paper. We propose 
a stochastic dynamic model for supplier selection based on hierarchical planning 
approaches. Our model enables the evaluation of alternative dynamic supplier se
lection strategies. The remainder of this paper is organized as follows: In section 
2 we first present a generic single-period supplier selection model. With it the 
impacts of the supplier selection decisions on medium-term supply chain per
formance can be evaluated. Using this model we generate the base-level of our 
hierarchical approach, presented in section 3. On the top-level of the proposed hi
erarchical approach we model supplier selection alternatives and the correspond
ing investment and switching costs. In section 4, we show, how this hierarchical 
approach can provide valuable decision support for strategic supplier selection 
decisions. 

2 A deterministic one-period supplier selection model 

In this paper, we utilize a modified version of the deterministic single-period sup
plier selection model presented by Jayaraman/Srivastava/Benton [5]. The model 
simultaneously determines the set of suppliers and allocates the demand of the 
buyer's plants among them. For a more detailed formulation, which splits the re
garded period in multi sub-periods, considering time-varying prices dictated by 
time-varying quantity discounts, and the possibility of carrying forward products 
to a future sub-period, incurring holding costs, see Tempelmeier [11] and Reith-
Ahlemeier [8]. In our model, the buyer of a specific product selects one or more 
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suppliers from a set of potential suppliers H, pre-selected by using a scoring-
model, The supplier selection decision is constrained (i) by the supplier's specific 
lead-times with regard to the buyer 's different geographically dispersed plants, 
and (ii) by the supplier's specific production and supply capacities. Therefore, a 
supplier h e / / c a n be selected only, if he can meet the required lead-time and if he 
has the capacity to achieve the demands, as well. The following notation is used: 
H Set of potential suppliers h e {1,.. . ,H} 
J Set of the buyer 's plants j € { 1 , . . . , J} 
dj Demand per period at buyer 's p l an t ]eJ 
caph Production and supply capacity of supplier heH 
suph Minimum supply agreement with supplier h e / / 
Ihj Lead-time for supplier h to produce and supply the product to plant j G J 
Lj Maximum lead-time accepted for buyer 's plant j e J 
Chj Price per unit from supplier h e / / t o buyer 's plant j e J 
Ch Fixed transaction cost associated with utilizing supplier h e / / 
Ch Cost per non accepted unit of supplier h e / / if the buyer does not fiilfill 

the minimum supply quantity agreement suph 
Cj Penalty cost per unit if the suppliers' deliveries do not fiilfill the demand 

per period at buyer 's plant j e J 
Xjj Quantity of the minimum supply quantity agreement with supplier h e / / 

non fiilfilled by the buyer 
X j Quantity of the demand at plant j e J non fiilfilled by the suppliers 

x^j Quantity supplied from supplier h to buyer 's plant j e J 

Yh = 
1 if supplier h is employed for purchases 
0 otherwise 

_ f 1 if supplier h is employed to supply plant j 
^^j " \0 otherwise 

The supplier selection problem can be formulated as follows: 

min TRC^^^ = Z I c^ j -x^j + I c j -x^ + I c^ -x^ + ZC^ -yh (1) 
heHJ€j jeJ heH heH 

subject to 
X x h j + X j = d j for all j (2) 

heH 

for all h (3) 

for all h (4) 

for all h and j (5) 

for all h and j (6) 

for all h and j (7) 

SXhj+Xh ^ 
j€j 

Zxhj<caph 
jeJ 

Ihj-

yhj 

Xhj 

y h j ^ L j 

^Yh 

^ y h j - d j 

SUPh 
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Xhj,Xj,Xh>0; yhj,yje{0,l} forallhandj (8) 

The objective is to minimize the buyer's total relevant cost. In this formula
tion, the objective function (1) has four components: the purchasing costs, the 
costs for not fulfilling the supply agreements, the penalty costs for not fulfilling 
demands, and the fixed transaction costs associated with utilizing a supplier. The 
feasible solutions are subject to the constraints (2)-(8). Constraints (2) ensure that 
the delivered quantities do not exceed the demands of the buyer's plants. Con
straint set (3) is used to ensure that the minimum supply agreements with the sup
pliers are satisfied. Each supplier has a certain fixed capacity that he can use to 
produce and supply products. Constraints (4) are the supplier's capacity con
straints. Each supplier needs a specific lead-time in which to fulfill an order of the 
buyer. The supplier's lead-time may vary for each of the buyer's plants. Con
straint set (5) ensures that a supplier will only be selected to supply a specific 
plant if he satisfies the required lead-time. Constraints (6) and (7) require that an 
order can only be placed with a supplier if he is employed. Constraint set (8) en
sures nonnegativity of the decision variables and defines the binary decision vari
ables. 

This supplier selection model may be adopted in a short-term planning envi
ronment focusing on the operational problems of order sizing and supplier selec
tion for routine items with low supply risk and low profit impact [11]. Applying 
this model in a multi-period planning problem implies that the selected set of 
suppliers can be modified in every period without cost. However, supplier selec
tion decisions for strategic items are characterized (i) by long-term contracts as
sociated with contractual penalties m case of premature termination of an existing 
relationship, and (ii) high costs of investment in training and technology as well 
as joint costs of development if a new relationship is established. Therefore, 
switching from one supplier to another induces significant costs, which have to be 
considered in the selection process. To incorporate these time interdependencies a 
dynamic stochastic model for supplier selection based on hierarchical planning 
approaches will be developed. On the top-level of this hierarchical approach we 
model supplier selection alternatives and the corresponding investment and 
switching costs. The model presented above will be used as the base-level to 
evaluate the impacts of the supplier selection decisions on medium-term perform
ance. In the following we first describe the buyer's dynamic decision problem. 

3 The dynamic supplier selection problem 

The planning period of the dynamic supplier selection problem is assumed to be 
[0,T] and can be divided into T sub-periods [0,l],...,[T-l,T], whereas the begin
ning point of a sub-period [t,t+l] is tG{0,...,T-l}, and the end point of [t,t+l] is 
t+1. The state ŝ  of the buyer's supply side - the buyer's supply system - at the 
beginning of a sub-period [t,t+l] is characterized by the set of employed suppli
ers, the potential supply linkages, and the buyer's plants. For t=0, we assume, 
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there is still no supplier employed for supplying the regarded product. Therefore, 
the state SQ of the buyer's supply system at the point of time t=0 can be charac
terized by the set of potential suppliers H and the associated set of potential sup
ply linkages. Each supplier \\eH can be characterized by his supply capacity per 
period, an agreed on minimum supply quantity, his plant specific lead-times, and 
the relevant costs. The buyer can identify the set of alternatives for supplier selec
tion Ao(so). An alternative â o G AQCSQ), with iG{l,...,I}, determines a spe
cific combination of suppliers he//employed for supplying the regarded product 
in sub-period [0,1]. We assume that the suppliers selected by choosing the alter
native Sjo G Ao(so) are employed in [0,1]. Determining the set of employed 
suppliers for [0,1], induces costs of investment in training, technology, and de
velopment. Note, that the decision â o can be considered as an investment into 
buyer-supplier relationships. Whether an employed supplier is used for supplying 
or not depends on the plants specific demands in sub-period [0,1]. Therefore, in 
sub-period [0,1], the buyer has to allocate the plant's demand to the employed 
suppliers. The buyer determines the activated supply linkages and the associated 
order quantities. These decisions depend on the expected plants specific demands 

d'o = (djo V5 djo). We assume that the discrete random variable do has the pos

sible realizations diov-jd^O' ^i^h associated probabilities w(dro), 

w(dio) + ...+ w(dRo) = l. 

h=1.. 

h=2 
X /A 
h = 3 " 

^^ 
j=1 

^^, 
j=2 

Legend 

t=0 [0,1] t=1 

Fig. L Dynamic supplier selection process 
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The state of the buyer's supply system Sj depends on SQ , Sjo e AQCSQ) , and 

do , i.e. the state of the supply system at the end of period [0,1] is a random vari

able ?i =/o(so,aio,do). At the beginning of each sub-period t=l,...,T-l the 

buyer can choose from a set of alternatives At(St) which depends on the realized 

state St, with ŝ  = /t_i(St_i,ajt_i,dt_i). Thus, for the planning period [0,T], the 
buyer has to determine a supplier selection strategy, i.e. a series of interdependent 
decisions (^io,^i\,^i2,"">^iT-\) • For that, first, the buyer has to generate all real
izable dynamic decision sequences. Second, the decision sequences have to be 
evaluated in regard to the associated relevant cost, and finally, the buyer has to 
choose precisely one alternative â o e AO(SQ) at point of time t=0. The decision 
tree in figure 1 exemplarily illustrates the dynamic decision process. 

In this example a buyer has two geographically dispersed plants j=l,2. The 
buyer has identified three potential suppliers h= 1,2,3 for a specific strategic item 
which has to be procured. It is assumed that the buyer follows a double sourcing 
strategy, i.e. in each period he wants to select two of the potential suppliers. The 
set of alternatives AQCSQ) is given by {aio,a2o,a3o}. Regarding the sub-periods 
[0,1] and [1,2], one realizable supplier selection strategy (aio>a2i) may be: em
ploy the suppliers h=l and h=2 for [0,1] and substitute supplier h=2 by supplier 
h=3 in [1,2] (see figure 1). The state of the supply system Sj, i.e. the set of em
ployed suppliers, the activated supply linkages, the buyer's plants, and the supply 
quantities depends on the plant specific stochastic demands in [0,1]. We assume 
do e {d 10, d 20}, with associated probabilities w(dio)>0, w(d2o) = l -w(d io) . 

4 A hierarchical approach supporting supplier 
selection 

Based on the dynamic decision process, described m the preceding section, we 
now introduce a hierarchical planning approach supporting the dynamic supplier 
selection. According to the framework of Schneeweiss [9] and Huchzermeier/ 
Cohen [4] we propose the following hierarchical approach in order to evaluate 
supplier selection strategy alternatives. 
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Instruction 

Base-Level 
Determination of 

the impacts of supplier 
selection alternatives 

(planning period [t,t+l]) 

TRCrn(ait,dt,s,) 

Scoring-Model Forecasting-Model 

Set of potential 
suppliers 

Switching Costs 
Investment Costs 

Estimated 
demands 

(Potential) 
Commitments 

Supply 
agreements 

Top-Level 

Valuation of alternative supplier selection strategies (planning period [0,T]) 

Z = T R C r ( a i o ) + Z O + : t ) - ^ T R C f ( a J + E r i O + 7i)-('^'>.TRCr^t(«it.d.,»t) 

Value TRC°^^(ai,,dt,s,) 

Fig. 2. Modeling framework 

Expected strategy values 

Figure 2 shows the overall modeling framework for dynamic strategic supplier 
selection. First, at the top-level, we define a set of supplier selection strategies. 
Second, the value of a particular supplier selection strategy is determined by solv
ing the deterministic single-period supplier selection model, presented in section 
2, for every possible realization of the stochastic demand. Third, a multi-period 
stochastic dynamic programming formulation uses these values as inputs for de
termining the buyer's expected present value of relevant costs for each ahemative 
at t=0. Thus, the stochastic dynamic programming model is formulated as fol
lows: 

T-l 
min Z = TRC f (a^o) + S (1 + ^ ) ' ' ' TRC f (aj^) 

t=i 

+ ZO + 'i)-^''"-E[TRC;'^J(a„d,,s,)] 
t=0 

subject to 
aio eAo(so) 

ait eAt(St) 

St-hl =/t(St»ait,3t) 

dt G{dit,d2tv..,dRt} 

fort=l,2,...,T-l 

fort=0,l,...,T-l 

fort=0,l,...,T-l 

(9) 

(10) 

(11) 
(12) 

(13) 

The decision maker, the buyer, is assumed to be risk-neutral. The objective of 
the buyer is to minimize the expected present value of his total relevant cost in 
the planning period [0,T]. The objective function on the top-level (9) is composed 

of two components. The strategic total relevant cost TRCf'*(ait) describes the 

switching and investment costs resulting from an alternative ajt G At(St). We re

fer to them as costs of (re-) configuring the supply system. We assume that 

TRC f ̂  (a jt) occur at the beginning of period [t,t+l]. Using the discount rate n, 

the buyer's time preferences are considered. Thus, for every realizable supplier 

selection strategy (aio,aii,aj2,...,ajx-i) the buyer's strategic total relevant costs 
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can be calculated. We assume, without loss of generality, that a supplier selected 
in t is able to supply the regarded product in sub-period [t,t+l], i.e. no switching 
time arise. In case switching time has to be considered, e.g. a switching time of 
one period, the (re-) configuration cost has to be taken into account one period 

earlier: TRCf (ait^i). 

The operative total relevant cost TRC^^[(ajt,dt,St) for t=0,...,T-l are calcu
lated by solving the deterministic, single-period model presented in section 2. For 
each combination (St,ajt,drt) the optimal solution of this supplier selection 
model is determined. Considering the probabilities w(drt) the expected value 
will be calculated for each strategy (aio>aii,aj2,...,ajT_i). For discounting we as
sume that the operative total relevant costs occur at the end of period [t,t+l]. With 
the sets of constraints (10)-(13) the dependencies between the alternatives are 
taken into consideration. The objective function (9) is decomposable. Thus, the 
optimal supplier selection alternative ajo at point of time t=0 as well as the 
strategies (aji,...,ajT-i)* , which are contingent on the realized states can be de
termined by applying standard stochastic dynamic programming techniques [10], 
[7]. 

It is easy to see that the model complexity as well as the solution time depend 
on the regarded number of (i) periods, (ii) the possible realizations of the ex
pected plants specific demands in each period, and (iii) the sets of alternatives for 
supplier selection in each period. Regarding the example presented in section 3 in 
each period two of three potential suppliers could be selected and two possible 
realizations of the plants specific demands have to be considered. Therefore, in 
order to evaluate the realizable supplier selection strategies, for each period 
[t,t+l], with t=0,...,T-l, 6̂"*"̂  deterministic, single-period models have to be 
solved at the base-level. In order to reduce the solution time, these single-period 
models may be solved parallel on different computers using a standard optimiza
tion software. Pibernik [7] solves a similar problem of dynamic capacity configu
ration in a production network with more than four thousand models on the base-
level within ten hours. However, using the presented hierarchical approach, the 
decision maker - the buyer - is able to calculate the optimal supplier selection al
ternative for different estimated demand scenarios. Therefore, our hierarchical 
approach can provide valuable decision support for the strategic supplier selec
tion. 
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Abstract. A major problem in modelling and subsequent simulation of process-
oriented systems (ProC/B models), is the functional correctness of the model. 
Therefore a model should be first analysed for its functional correctness before 
it is analysed by simulation. Petri nets are well suited for model based and state 
based functional analysis, but are often not adequate or not used for the specifi
cation of process models. We present in this paper a transformer for an automatic 
mapping from ProC/B models onto PNs. The resulting PN-models can be analysed 
with PN-algorithms and the results from the PN-analysis can be interpreted at the 
ProC/B level. 

1 Introduction 

To find optimal or at least good designs and strategies for large logistic net
works often a model based approach is necessary. Usually the networks are 
modelled using some process oriented approach like process chains [5]. Ideally 
the model should be usable for the automatic analysis of performance, reli
ability and correctness of the logistic network. One formalism which allows 
an automatic mapping of the process chain model onto a simulator is the 
ProC/B formalism [1] which has been developed together with a correspond
ing toolset within the Collaborative Research Center 559 'Modelling of Large 
Logistics Networks'. 

One major problem of modelling and subsequent simulation is the func
tional correctness of the model. Simulation can only hardly detect functional 
errors like deadlocks or livelocks in a system such that the simulative analysis 
of an incorrect model can result in strange and incorrect simulation results. 
Therefore a model should be first analysed for its functional correctness be
fore the simulation is started. Unfortunately, process oriented descriptions 
like ProC/B often do not support functional analysis. On the other hand 
Petri nets are well suited for functional analysis of discrete event systems 
and a large number of analysis algorithms are available. Thus, a natural so
lution is to map the process chain model onto a PN. In this paper, we present 
an automatic mapping of ProC/B models onto Petri nets (PNs) show how 
diflFerent functional analysis algorithms can be applied to this model and in
dicate which results for the process chain can be derived from the PN and 
where are the limits of the approach. 

The paper is structured as follows. In the next section we give a brief 
overview of the ProC/B formalism. Before introducing the translation of 

* This research is supported by DFG, collaborative research centre 559 'Modelling 
of Large Logistic Networks' 
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ProC/B models onto PNs in section 4, some basic definitions for PNs are 
briefly introduced in section 3. Section 5 explains the functional analysis of 
ProC/B models via PN analysis. In section 6 we show an example of a store 
for a freight village and conclude the paper with a summary and an outline 
of future work. 

2 ProC/B formalism 

A modelling language which is especially designed to the needs of logistic 
networks is the ProC/B formalism, which is accompanied by a corresponding 
software toolset including a graphical interface for specification and a set of 
analysis tools [1]. Table 1 includes the core ProC/B modelling elements. The 
ProC/B formalism has proved its value in several industrial projects and it 
is the joint specification language in a large, interdisciplinary, and longterm 
collaborative research centre (SFB 559) at the university of Dortmund ^. 

The main structuring elements of ProC/B-models are Functional Units 
(FUs), which encapsulate one or more Chains. A chain can be viewed as 
a structured and measured set of activities starting with Sources for pro
cess creations (demand), denoted by a circle with midpoint © , followed by 
a chronological sequence of Process Chain Elements (PCEs) describing ac
tivities, denoted by arrow-like hexagons, and the chain is accomplished by 
a sink, denoted by 0 . Horizontal connections between PCEs indicate a se
quential behavioural pattern of processes. Branches into and merges from 
alternative sub-chains are allowed and represented by vertical bars. Process 
Chains can be hierarchically structured. PCEs may invoke sub-chains from 
so-called subordinated FUs. Subordinated FUs and sub-chains are described 
in the same manner as their super-ordinated FUs and chains (self-similarity). 
Actually, two types of subordinated FUs are distinguished: user-defined FUs 
and simple, predefined FUs of type Server or Counter. Servers are used to 
model active, possibly shared resources, i.e. machines, assembly lines, work
ers. In principle, servers correspond to single stations in queueing networks. 
Counters are used to describe passive resources, i.e. stores and waiting areas 
of usually restricted capacity. 

3 Basic Definitions of Petri nets 

First, a brief introduction to Petri nets (PNs) and some associated terminol
ogy is provided before we describe the translation of ProC/B onto PNs. Only 
some concepts which are relevant for understanding the rest of the paper are 
addressed. More complete material can be found in the literature e.g. [6]. 

A Petri net is a bipartite directed graph composed of places, drawn as 
circles, and transitions, drawn as rectangles. As usual, a directed graph is 
formally given by the description of its elements and functions or matrices 
specifying their interconnection. 

Definition 1. A Petri Net (PN) is an 5 tuple PN = ( P , T , / - , / + , M o ) , 
where P = {p i , . . . ,Pn} is a finite and non-empty set of places, T = { t i , . . . , tm} 

^ see h t t p : //mrvi. sf b559. uni-dortmund. de/index. php?lang=eng 
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P r o C / B 
element 
Source 
Sink 
Process Chain 
Element (PCE) 
Process Chain 

Server 

Counter 
OR-Connector 

AND-Connector 

Functional Unit 
(FU) 

Graphical 
Denotation 

0 
® 

arrow-like hexagons 

all denotations in bet
ween Source-Sink pair 

rectangle with 
curved corners 

trapezoid 
vertical bar 

two vertical bars 
in parallel 
rectangle 

Semantics of 
Dynamic Behaviour 
process creation 
process termination 
activity involved in process, semantics: 
(stochastic) delay, resource demand/release 
description how process evolves over time 

familiar queueing station 

familiar passive resource (semaphore etc.) 
probab./boolean branching into subprocesses, 
or combination of alternative subprocesses 
synchronisation of incoming and 
outgoing processes 
structuring element, a form of container, 
semantics given by included Process Chains, 
Server, Counter etc. 

Table 1. Overview: Core ProC/B modelling elements: graphical denotation and 
semantics of dynamic behaviour 

is a finite and non-empty set of transitions (PflT = 
are backward, forward incidence functions, MQ : P 
ing. 

0 ) , / - , / + : P x T ^ I N o 
—> INo is the initial mark-

The initial marking MQ is a special case of a marking M : P —> INQ. A 
marking M can be interpreted as an integer (row) vector which includes per 
place p one integer value describing the number of tokens on place p. 

Definition 2. Let PN = ( P , r , / - , / + , M o ) be a Petri Net. 

Input places of transition t: •t := {p G P\I~{p,t) > 0}, 
Output places of transition t: t9 := {p G P|/"^(p, t) > 0}, 
Input transitions of place p: •p := {t G T|/+(p, t) > 0}, 
Output transitions of place p: p» := {t G T\I'~{p,t) > 0}, 

In the sequel we consider only nets where the undirected graph of the net 
is strongly connected. If also the directed graph is strongly connected, then 
the PN can potentially have a cyclic behaviour which means that it can be 
live (see the explanation below). 

The dynamic behaviour results from the firing of transitions. A transition 
t is enabled in a marking M (denoted by M[t >) iff Vp G P : M{p) > I~{p,t). 
Any transition t eT with M[t > can fire, changing the marking of any p £ P 
to marking M\p) = M{p) + /+(p,t) - I~{p,t), This will be indicated by 
M[t > M\ M[> describes the set of enabled transitions in M. The incidence 
matrix C of a PN is a n x m matrix with C{p,t) = I'^{p,t) — I~{p,t). 
Typical functional results for PNs include safety, boundedness and liveness. 
A net is safe if in every reachable marking the number of tokens at each place 
is bounded by one, it is bounded if the number of tokens is finite and it is 
live, if in every reachable marking every transition can eventually fire (i.e., a 
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marking is reachable where the transitions is enabled). Especially liveness is 
important since non-live nets often indicate a design error. 

For functional analysis two classes of analysis techniques exist. First, 
model based techniques that use the structure of the model for analysis. 
These techniques include invariant analysis and several specific techniques 
for restricted net classes. Alternatively, results can be derived from the set 
of reachable states in a so called state based analysis. State based analysis 
techniques allow a very detailed analysis of the functional behaviour, but are 
faced with the so called state space explosion indicating that the state space 
often grows exponentially with the size of the model such that even with 
contemporary computers and advanced data structured only small models 
with some hundreds of milhons of states can be analysed [2]. 

The following classes of PNs are commonly distinguished and allow a 
more efficient models analysis (for details see [6]) which is, if possible, also 
exploited for the analysis of ProC/B models. 

Definition 3. Let PN = ( P , T , / - , / + , M o ) be a Petri Net with I~{p,t), 
I-^{p,t) e {0,1}, Vp G P,t G T. PN is called a 

1. State Machine (SM) iff Vt G T : | • |̂ = |̂  • | < 1. 
2. Marked Graph (MG) iff Vp G P : | • p| = |p • | < 1. 
3. Free Choice net (FC-net) iff 

Vp,p' G P : p 7̂  p' =^ (p • np'» = 0 or |p • I = |p' • I < 1). 
4. Extended Free Choice net (EFC-net) iff Vp,p' G P : p • flp'* = 0 or 

4 Translation of ProC/B onto Petri nets 

In the ProC/B toolset, an automatic mapping of ProC/B models onto PNs 
are employed in order to make existing functional analysis techniques for PNs 
available for ProC/B models. Along general lines, the mapping of ProC/B 
modelling elements onto PNs is fairly natural. Clearly, all core elements of 
the ProC/B formalism (Table 1) need to be expressed by PN places and 
transitions. 

The general idea is to map a PCE to a place-transition pair in order to 
account for the number of processes that currently reside in the PCE by the 
marking of the place, and to account for processes that move away from a 
PCE by firing of the transition, cf. Figure 2. This construction allows us to 
map a sequence of PCEs to a PN in a straightforward manner, by connecting 
the transition of a PCE with the input place of its successor PCE. 

The model mapping seems to be straightforward as long as we only focus 
on how core modelling constructs of the ProC/B formalism are mapped onto 
their corresponding PNs. However, the actual burden of implementation is to 
link together "local replacements" in order to achieve a consistent PN (assum
ing the ProC/B model is consistent) which has to be bounded whenever state 
based analysis techniques should be or have to be applied. Furthermore the 
resulting state space has to be manageable in this case. Many process chain 
models result in PNs which are unbounded, but by restricting the number of 
processes that can be active concurrently, the net becomes bounded. 
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Being aware of the consequences for state space dimension and since low 
level and not high level PNs are used, modelling of data and data dependent 
decisions is only possible in very limited and special cases {Counters are 
modified only by constant values, parameter and variables are excluded, data 
dependent decision needs to be randomised). This decision reduces the state 
space size significantly and seems to be mandatory for state based analysis. 
One could think of using high level PNs which allow a detailed modelling of 
parameters and decisions, but if model based or state based techniques are 
applied, then high level PNs are usually also mapped onto low level PNs. 
Nevertheless, one should keep in mind that the neglection of details results 
in a model which includes all possible behaviours of the process, but may 
include additional behaviour patterns that are not possible in the original 
system and possibly have to be ruled out by a more detailed analysis of the 
ProC/B model. 

Another key decision in mapping Process Chains was whether each indi
vidual process is mapped onto a single safe PN or whether all processes of 
a Process Chain are mapped onto the same and the token population cor
responds to the number of active processes. The latter solution reduces the 
state space size drastically and is therefore used. The price for this state space 
reduction is that fork/join structures cannot be described exactly since in a 
join operation the subprocesses arriving first and not the subprocesses result
ing from the previous fork operation are joined. This problem was identified 
as Min-Match Problem in [4]. 

In the mapping each FU is described by an acyclic net where a pair of 
source and sink places describes one process behaviour pattern (see fig. 2). By 
joining the source and the corresponding sink place, the net becomes cyclic 
and boundedness and liveness can be analysed. By putting a finite number of 
tokens into the source/sink place, a finite number of parallel process incarna
tions is described. This description is similar to the specification of workfiows 
by workflow nets [7]. However, in contrast to workflow nets, PNs resulting 
from ProC/B models are more complex and have to consider resorces which 
might be shared by different PCEs or FUs. 

Clearly, our transformer turns out to be somehow restrictive regarding 
the subset of ProC/B models that can be treated or requires a more ab
stract model. Nevertheless, experience shows that many practically relevant 
ProC/B models fulflll all restrictions. Observe that all required restrictions 
can be statically checked efficiently at the ProC/B model level. The resulting 
PNs can be easily classified according to the net classes defined above. The 
intoduced restricted PN structures are observed only in some cases. Never
theless, even if a complete ProC/B model does not result in such a restricted 
structure, it is not unusual that a PN for a FU results in such a restricted 
net. 

5 Functional Analysis of ProC/B models via PNs 

In this section we present the algorithm that is used for the functional anal
ysis of ProC/B models (cf. algorithm 1). To reduce the effort of functional 
analysis, it is preferable to analyse the PCEs of the system in isolation to 
avoid state space explosion. As already mentioned only in some cases, the 
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PCE 
Source 
Sink 
Server with one access 
Counter with one allocation and one release 
Opening and-connector 
Closing and-connector 
Opening or-connector 
Closing or-connector 

PN class 
SM/MG 
SM/MG 
MG 
MG 
MG 
MG 
SM 
SM 

Table 2. List of Uve PCE and classification of the PN description of this PCE 

whole P N has a specific simple structure such tha t liveness of the whole net 
can be decided from the liveness of the components. Nevertheless, in a first 
step model based analysis is used for all PCEs where it is possible. 

A l g o r i t h m 1 Functional analysis of ProC/B models via PNs 

if (ProC/B model contains only l i v e PCE) / / Model based ana lys i s 
ProC/B model l i v e ; 

e l s e 
{ 

if (ProC/B model can be t r a n s l a t e d onto PN) 
{ 

Transla te ProC/B model onto PN model; 
Check l iveness of PN model; / / S ta te based ana lys i s 
if (PN model i s l i ve ) 

ProC/B model l i v e ; 
e l se 
{ 

Transform PN t r a c e onto ProC/B t r a c e ; 
Detect deadlock in ProC/B v i s u a l i s a t i o n t o o l ; 

} 
} 
e l se 

Functional ana lys is v ia PN impossible; 
} 

For the model based analysis step of algorithm 1 we consider only the 
P N descriptions of PCEs. These descriptions can be classified in the PN 
classes SM, MG, FC-net or EFC-net and afterwards a liveness check for this 
PN class (cf. section 3 and [6]) can be done. Both the classification and the 
liveness check for the P N classes are realized in the APNN-Toolbox [2]. So if 
a model only consists of live PCEs, then the whole model is live because the 
connection of live PCEs doesn't change the liveness. Due to space restrictions 
we list in table 2 the live PCEs and the PN class in which the PN description 
of the PCEs falls. 

If the P r o C / B model contains one non-live P C E , then a translation onto 
a PN model and a s tate based functional analysis are necessary. First, the 
P r o C / B model must be checked if a translation onto a PN model is possible 
(cf. restrictions of the translation, sec. 4). A state based functional analysis 
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via PNs is impossible when the ProC/B model contains one PCE which 
cannot be translated by the transformer. In this cases we cannot decide if the 
ProC/B model is functional correct. State based functional analysis requires 
the generation of the whole transition system and reaches its limitations due 
to the size of the state space. Although advanced data structures are used 
in the APNN-Toolbox which allow us to analyse fairly large state spaces [3], 
many practically relevant models cannot be analysed at the state space level. 

6 Example 

This section demonstrates, how functional analysis can be applied to a ProC/B 
models of a Freight Village (FV). Fig. 1 shows the ProC/B model of the store. 

^(.o.l^)~y J-

(po8lllon:INT)->(conl«nl.valu«:INT) 

Fig. 1. ProC/B model 'Store' of a FV 

This model contains two process chains. Processes which are created at the 
source of the upper process chain put goods into the store. The bottom pro
cess chain creates at the source processes which want to get goods out of the 
store. Both processes need the resource 'ForkLift' which is allocated before 
the processes can put or get goods and afterwards the resource is released. 
The model based analysis step at ProC/B level detects non-live PCEs so a 
translation onto a PN and afterwards a state based functional analysis is 
necessary. Fig. 2 depicts the PN model of the ProC/B model of fig. 1. The 
state based analysis of the PN model detects a deadlock in the PN model 
and generates a PN trace. This trace is a firing sequence of the transitions of 
the PN. The PN trace can be transformed onto a ProC/B trace which can be 
visualised by a ProC/B tool. The ProC/B trace can be observed in forward 
and backward direction, such that the deadlock in the ProC/B model can be 
located and modified into a functional error free model. The model in fig. 1 
contains a deadlock, which can be easily explained. Processes in the upper 
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Fig.2. PN model of the ProC/B model 'stol-e' 

process chain put goods into the store as long as the store has free capacity. 
When the store is full, then these processes are blocked inside the store. Be
fore deblocking, goods have to be removed, but since processes with goods 
are blocked inside the store still holding the fork lifts, no new processes to 
remove goods can enter the store. 

7 Conclusions 

In this paper we present some results on the functional analysis of ProC/B 
models by using PNs and related analysis algorithms. A model based analysis 
approach checks the liveness of the system without translating the ProC/B 
model onto a PN. If the ProC/B model does not fall into the class of models 
which can be structurally analysed, it is translated onto a PN and analysed 
via state based analysis algorithms. In future research we plan to improve 
of the transformer from ProC/B onto PN to reduce the existing restrictions 
and we plan to investigate reduction rules to reduce the complexity of the 
resulting PN and also the size of the state space. 
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Abstract. Currently, many railway operators are increasing the frequencies of 
their trains. By condensing the timetable, routing trains becomes increasingly diffi
cult as the chosen routes not only have to meet safety restrictions, but also guarantee 
some stability if delays occur. 

We address the problem of routing trains through railway stations for a given 
timetable and outhne two algorithms. The first algorithm searches for a feasible 
solution for the train routing problem based on an independent set modeling that 
is solved using a fixed-point iteration method. The initial solution is then amended 
by applying the second algorithm in order to increase the time slot of a chosen 
route, i.e. the time interval during which a train may arrive and find its designated 
route open. This algorithm is based on a local search optimization scheme. 

Results showed that the fixed-point iteration found feasible solutions within 
minutes even for difficult cases, i.e. tight timetables. Though more time-consuming, 
the second algorithm allowed the average time slot length to be doubled, thus 
implying that it is possible to find routings which are more delay-tolerant. This 
helps to decrease impacts of late trains. 

1 Introduction 

We consider the problem of routing trains through stations. As many railway 
operators are currently decreasing the cycle-time of their periodic timetables, 
finding a feasible and good train routing will become increasingly difficult. 
In particular, the problem of scarce capacity will be accentuated in major 
stations where it is desirable to provide for connections. As a consequence, 
trains tend to arrive and leave during a short interval. 

We assume for the problem that a timetable and a layout of the station 
are given. The goal then is to find for each train a route from an entry point 
to a leaving point of the station area via its platform. Zwaneveld et al. have 
studied this problem in [1], [2], and [3]. They show that the problem is NP-
complete and propose an independent set modeling that they solve with a 
Branch and Cut algorithm. We apply the same modeling, yet propose a fixed-
point iteration heuristic for solving the problem as some of our test-instances 
are too large for a Branch and Cut algorithm. 

To our knowledge, other researchers have so far only addressed the ques
tion of finding feasible routings. However, by choosing a good routing, the 
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impact of late trains on the timetable can be decreased. Ideally, the planned 
route for a train stays clear even if it has some delay and, as a consequence, 
operators need not intervene actively into the system. We introduce the con
cept of the time slot of a train route which shows how much time prior or later 
than the actual schedule a train may arrive and still use its planned route 
without coming into conflict with other running trains; see [4] for further 
information. We propose a local search optimization algorithm that increases 
the length of the time slots of routings starting from an initial feasible solu
tion. 

The paper is organized as follows. In section 2 an algorithm for finding 
an initial feasible solution and an algorithm for increasing the time slots are 
described. In section 3 computational results for a major station of the Swiss 
Federal Railways are given. Finally conclusions are drawn. 

2 Model and Algorithm 

We are given a set T of n trains each having a set Ri = {vi^,... ,ri^^.^}, 
i = 1 , . . . , n of m(z) possible routings connecting its entry and leaving point 
into the station area. Additionally, we have the conflict set C of incompatible 
routes, i.e. pairs of routes of different trains that at some place in the station 
topology use the same track segment at the same time (including safety time). 
We use the following notation for conflicting routes: Vp^ ^ Vu^. Analogously, 
P̂q ^ f^uv implies that the routes are compatible. Additionally, all routes of 

the same train are "in conflict" since only one route for each train is needed. 
Therefore, the conflict set is described by C = {{^ifc^^jJK = i V r̂ ^ :^ r^J . 

The routing problem can be seen as an independent set problem. The 
vertices are the elements of i ? i , . . . , i?n and the edges correspond to the ele
ments of C. Note that within the resulting graph all routes of the same train 
build a clique. A feasible solution to the problem is now given by a maximum 
independent set. A tight upper bound on the maximum cardinality is known 
due to the clique structure of the graph. The maximum cardinality is equal to 
the number of trains if and only if it is possible to flnd a conflict-free routing 
for all trains. 

2.1 Finding an Initial Solution 

In order to flnd a maximum independent set, we apply a specialized version 
of a heuristic for solving Constrained Semi-Assignment Problems [5]. The 
basic idea of the heuristic is to make a continuous relaxation of the boolean 
decision variables and then evolve starting from an interior point towards an 
extremal point corresponding to a feasible assignment. Burkard et al. present 
theoretical results for the general algorithm and show by empirical compar
isons with Tabu Search that the algorithm flnds solutions to the Constrained 
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Semi-Assignment Problem of similar target function value in less computa
tion time [5]. The main advantages of this heuristic for solving the train 
routing problem are that it allows to exploit the clique structure of the graph 
and that many varying solutions can be found by including randomization 
(see below). 

We introduce new variables pi^ where pi^ = 1 if train i receives its fc-th 
route and Pi^ = 0 otherwise. Allowing all values p^^ G (0,1) we conduct the 
following fixed-point iteration: 

Initialization. Choose for each pi^ a value according to some distribution 
such that 0 < p?^ < 1 and Y7li P^i, = 1 Vi G T. 

Iteration. 

Pit ''= ^rn, ^t n (1 nn '^^ A :G{l , . . . ,mW} 

The intuition behind the iteration is as follows. The p^^ can be inter
preted as probabilities for finding a feasible solution to the routing problem 
when route k is chosen for train i. In each iteration step, the probability of 
selecting route r̂ ^ is adjusted by (1 — p]i) for all conflicting routes r̂ ^ :^ r^^, 
i.e. the probability of choosing no route conflicting with r^^. The probabihty 
of choosing a route is also adjusted by the probability of not choosing the 
alternative routes of the same train due to the clique structure of the graph. 
Thus, there exists a feedback that increases the probability of choosing a likely 
route which speeds up convergence considerably. The denominator preserves 

In theory, attractive fixed-points pl'^^ = pj^ of the iteration correspond 
to solutions of the routing problem assuming that a solution exists. Yet, non-
attractive fixed-points may exist which do not meet all restrictions, i.e. con-
fiicting routes are chosen. This is shown for a more general setting in [6]. Due 
to limited precision of computing, fixed-points not corresponding to solutions 
occur in practice. Therefore, we stop iterating after a small number of iter
ations, say 200-400. The resulting values Pi^ are then used as probabilities 
to randomly choose routings for trains. A feasible solution is found if they 
are conflict-free. If no feasible solution is found after a bounded number of 
randomizations, a new fixed-point is calculated from a new starting point. 
Note that due to randomization many varying solutions may be generated. 

2.2 Local Search Optimization 

As already mentioned it is not good enough to have an arbitrary feasible 
solution. In a satisfactory solution, a planned routing for a train should be 
free even if it arrives with some delay in order to increase stability of railway 
operations. The aim is therefore to find routings that are not only conflict-
free but also remain conflict-free for as large as possible perturbations of train 
arrivals or departures. 
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Assume that a solution L of the routing problem has been found. L is an 
assignment of conflict-free routes r̂  := r^^; one for each train i GT. We call 
the interval in which train i may arrive for its planned route Vi its time slot. 
The length is calculated for a given solution L assuming that all other trains 
are running exactly on time in the following way: 

Fi{L) := min /(ri,r^)-I- m i n / ( r / „ n ) 

where f{ri,rj) is the amount of time train i may be delayed and still not 
be in conflict with the designated route of train j . Note that the value is 
symmetric in the sense that /(r^, r^) stands also for the amount of time that 
train j may arrive prior to schedule if train i is on time. The goal is then to 
maximize a weighted sum of all time slots—weighted because primarily the 
shortest time slots should be increased. Formally: 

n 

maxz{L):= max Va;«f<,(,)(L) 
LEL L={ri|2=l,...n)€>C ^ ^ 

where C is the set of all feasible solutions to the train routing problem and 
uji > " ' > LOn ^ 0 are weights. a{s) is a permutation such that the time slots 
are brought into ascending order, i.e. F<j(i)(L) < • • • < F^(^)(L). Therefore, 
the shortest time slot receives the largest weight in the target function. 

It is not possible to introduce the length of the time slots as edge or node 
weights in the independent set graph since the time slot of a routing cannot 
be calculated before the complete routing has been made. As a consequence, 
the problem of maximizing time slots of routings cannot be directly modeled 
into the graph. 

However, the sum of the time slots of a partial solution is always larger 
or equal to the value of a complete routing, i.e. an incomplete routing has 
an equal or better objective value. To state this more formally additional 
definitions are needed. U is called a subsolution to the routing problem with 
train set Tu CT ii all trains i G Tu have received conflict-free routings. Note, 
that it is not required that there exists an extension of the subsolution to a 
feasible solution of the routing problem. The objective value of a subsolution 
U is defined by 

n 

where 

\F else 

Thus, Fi{U) is the length of the time slot of train i in the subsolution if 
i e Tu. The constant F is some suitable upper bound on time slots such as 
the timetable period. It is needed to be able to compare two subsolutions. 



140 

We denote [/ C V for two subsolutions if Tu C Ty and all trains in Tu 
have the same routings in Ty, i.e. V is an extension of U. 

We can now state the main lemma that is necessary for a local search 
optimization algorithm: 

Lemma 1. Let U CV be two subsolutions. Then 

z{V) < z{U) 

Proof: It is sufficient to show that Fi{V) < Fi{U) \/i G T. We divide T into 
three parts: T = Tu U {Ty \ Tu) U (T \ Ty). 

ieTu: 

^i(U)= min / ( r i , r ^ ) + min / ( r ,„ r i ) 

= Fi{V) 

i G {Ty\Tu): Fi{U) = F since i ^ Tu. On the other hand Fi{V) < F , 
therefore Fi{V) < Fi{U). 

ie{T\Ty): i is neither in Tu nor in Ty, therefore Fi{U) = Fi{V) = F . 0 

Lemma 1 implies that the objective value will not increase by successively 
constructing a solution by adding trains. Hence, a subsolution gives an upper 
bound on the objective value of its extensions. 

In order to be able to implement a local search optimization scheme a 
notion of solution adjacency is needed. We define a solution neighborhood as 
follows. Let L e C then the k-Neighborhood is 

Nk{L) := {L\L e C, \L\L\<k} 

and L is an k-optimal solution if 

z{L) > z{L') Vi ' G Nk{L). 

This neighborhood allows us to exploit Lemma 1. In addition, empirical 
evidence shows that usually only a small number of trains have a short time 
slot. Therefore, only a few trains need to be rerouted in order to substantially 
increase the target function value. Hence, good local optima can be expected 
already for a neighborhood size of A; = 1 or 2. 
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We propose the following local search optimization: 

Initialization. Choose a feasible solution L G £ and a neighborhood size k. 
Set BestValue := z{L) and y := 1. 

Iteration. While y < k create subsolution U by removing y trains from L. 
If z{U) > z{L) then try to find extension L' of U such that z{L') > z{L). 
If no such pair U and L' exists then increase y := y-\-l\ otherwise set the 
current solution to L := V and BestValue := z{L'), 

Lemma 1 is used when the objective value of the subsolution is compared 
with the value of the previous full solution. Extensions of the subsolution 
need only be considered if the subsolution has a better objective value than 
the full solution. As a consequence only a fraction of the neighborhood has 
to be examined. 

3 Computational Results 

The algorithms described in the previous section were implemented and 
tested for the station of Bern. Bern has 12 platforms and trains arriving 
from six major directions. The station region has a radius of roughly 5 km 
and has about 600 switches within. In the current timetable 19 trains pass 
Bern in half an hour each having an average of 290 possible routes while 
the maximum is 860. The tests were conducted on a Pentium 4 with a clock 
speed of 2.4 GHz. 

Biel/Bienne, 

Neuchatel 

Fribourg / r ' 
Belp 

Olten 

Thun 
Fig. 1. Station area of Bern and its major directions, 

First the fixed-point iteration for finding an initial solution was tested for 
the current timetable as well as for a condensed hypothetical timetable in 
which 16 trains pass Bern within a quarter of an hour. This timetable was 
specially constructed in order to test the limits of the system. In order to 
reduce the problem size the western and eastern part of the station region 
were computed separately. 200 fixed-point iteration steps were conducted 
prior to randomization. 
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| # Trains|# Routes |# Conflicts|Graph Density]Computation Time 
Current Timetable 
East 
West 

19 
19 

5500 
1400 

740 000 
70 000 

5% 
8% 

< 1 min 
< 1 min 

Condensed Timetable 
East 
West 

16 
11 

6800 
1800 

7 100 000 
300 000 

34% 
23% 

40 min 
< 1 min 

Table 1. Problem size and computation time for initial solutions. Period time of 
current timetable 30 min and of condensed timetable 15 min. 100 test runs each. 

Table 1 shows that the fixed-point iteration was able to find feasible solu
tions within reasonable time even in difficult scenarios (graph density for the 
condensed timetable > 30%). Usually, up to 50 restarts of the iteration were 
needed before the randomization led to feasible solutions for the scenario east 
side of Bern with the condensed timetable. For the other test instances, the 
first fixed-point iteration almost always led to feasible solutions. 

In a next step tests were conducted to see if it is possible to increase arrival 
time slots for trains by changing initial routings applying the local search 
optimization heuristic. The following weight was chosen for the objective 
function: u = (0.4, 0.3, 0.2, 0.1, 0 , . . . , 0), i.e. only the four shortest time 
slots were—with decreasing importance—considered. 

Initial Sol. 1-opt Sol. 2-opt Sol. Improvement Computation Time 
Current Timetable 
East 
West 

19.2 
117.0 

89.6 
140.8 

149.2 
145.9 

680% 
25% 

15 h 
8.5 h 

Condensed Timetable 
East 
West 

1,0 
23.5 

2.1 
45.4 

2.2 
51.5 

120% 
120% 

3 h 
2.5 h 

Table 2. Average objective values in seconds. The average corresponds to the 
average of the four shortest time slots. Period time of current timetable 30 min and 
of condensed timetable 15 min. 20 test runs each. 

Table 2 shows that it is possible to increase the average time slot length 
considerably. The longer computation time for the current timetable is a con
sequence of its lower density which implies that the solution space and the 
neighborhoods become larger. The very short time slots of the condensed 
timetable show that it indeed reaches the capacity Umit of the current topol
ogy of the station of Bern. 

Tentative tests seem to imply that the 2-optimum is already very near 
the global optimum since no or only tiny improvements are found by increas-
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ing the search space to the 3-neighbor hood. Yet, computation time becomes 
prohibitive for conclusive investigations. 

4 Conclusions 

In this paper we considered the problem of routing trains with a given 
timetable through a station. Two algorithms were outlined and implemented. 
The first algorithm finds an initial solution for the train routing problem 
based on a fixed-point iteration. The second algorithm improves this initial 
solution based on a local search optimization scheme—improve in the sense 
that the designated routes for the trains remain open as long as possible 
even if train arrival in the station region is delayed. Tests showed that it was 
possible to find feasible solutions within seconds or minutes. Improving the 
routings was more time consuming, yet it was possible to double the time a 
designated route was open for a train. This implies that it is indeed possible 
to find a good routing which can help decrease impacts of singular delays on 
the overall timetable. 
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Abstract. We describe a flexible indirect search procedure which we have applied 
for solving a special pick-up and delivery vehicle routing problem with time win
dows. The heuristic is based on an encoding of a solution as a sequence/permutation 
of tasks, a cheapest insertion decoding procedure, and, a threshold-accepting like 
local search meta-heuristic. 

1 Introduction 

During the last years there has been extensive research on extensions of the 
classical Vehicle Routing Problem (VRP) with respect to additional con
straints which occur in real-world applications. The family of those "new" 
and difficult VRP-variants is often referred to as Rich Vehicle Routing Prob
lems (RVRP). Algorithms have been developed which build upon construc
tion and improvement principles which have been used for the classical VRP 
already. For a survey of different classes of rich vehicle routing problems as 
well as traditional heuristic approaches see Toth and Vigo [3]. Our research 
on RVRP has been motivated by a real-world routing and scheduling problem 
which had nearly all of the complexities which are discussed in the literature: 
multiple time-windows, pick-up and delivery, heterogeneous fleet, multiple 
use of vehicles and multiple objectives. 

2 Problem Description 

The application for which we have developed a Decision Support System 
(DSS) is the daily routing and scheduling problem for a removal firm which, 
using a small (sub-) fleet of dedicated vehicles, supplies services like packing 
cases etc. and which arranges the reservation of parking lots in a metropolitan 
area. Yet, in contrast to the benchmark situations studied in the literature 
not all of the constraints are valid for all tasks. For instance, there are only 
some tasks which have time-windows and these time windows are of different 
nature, i.e. they can be a fixed time interval or they may exclude certain 
time intervals. Also, we have some tasks which are deliveries from the depot, 

mailto:derigs@winfors.uni-koeln.de
mailto:thomas.doehmer@uni-koeln.de
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some which collect goods and some which are pick-up and delivery tasks. 
Another significant difference from the standard models is that most of the 
services have to be scheduled on fixed days (in some cases within a specific 
time interval), but some specific services and service types could be scheduled 
flexibly several days ahead. Thus in the solution process we have to distin
guish between optional and required tasks. Also, due to miscalculations on 
the demand and additional requirements, the plan has to be revised during 
the day, i.e. during operation. 

Now a service plan consists of a number of routings which are associated to 
vehicles such that every task is contained in at most one route, every route 
is feasible with respect to capacity, time-window, coupling and precedence 
constraints. Also, every single route is feasible for the vehicle which it is 
assigned to and the set of routes assigned to a vehicle which represents the 
service plan for this vehicle and the associated crew are feasible in the sense 
that the vehicle is able to sequentially operate these routes with intermediate 
stops at the depot. 

The quality of a service plan is evaluated by several criteria. Since the 
service is performed by a division which is a cost-center within the logistic 
firm these criteria are related to operational cost and service quality. Here we 
distinguish between so-called primary criteria and secondary criteria. Primary 
criteria are the distance and time for routing based on the geographic data, 
the waiting time at a customer, overtime cost, i.e. the cost if a vehicle/crew 
is operating more than its duty time, opportunity cost for not servicing a 
customer on the respective day and a fixed cost per tour which is assigned 
to a vehicle. Secondary criteria evaluate the "fairness" of a service plan and 
measure the difference between the longest and the shortest deployment time 
of the vehicles/crews and the difference between the largest and smallest 
service time of the vehicles/crews. 

In our DSS-model these 8 criteria are aggregated into one objective func
tion to measure the "cost" of a service plan. This objective function can be 
controlled by the user through appropriate parameterization over the DSS-
dialog component, and the user can have the DSS construct alternative ser
vice plans under variations of the parameters. Thus we had to develop a rather 
flexible algorithmic approach as the core of a highly interactive DSS which 
is able to react on modifications with respect to incorporating constraints 
and objectives. In the following we shortly describe the solution approach for 
ROUTER, the solver component of the DSS. 

3 The ROUTER-Heuristic 

Respecting the complexity of the application and the necessity of the system 
to be able to generate alternate solutions in relatively short time it became 
obvious that the DSS had to be based on a heuristic which is outmost flexible 
with respect to possible combinations of criteria, i.e. conflgurations of the 
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objective function and alternate requirements with respect to running time. 
The heuristic approach which we have implemented is an indirect search 
procedure (cf. Gottlieb [2]) which is based on 

• a simple encoding of a service plan as a sequence/permutation of tasks, 
• a cheapest insertion construction procedure which decodes the permuta

tions into feasible service plans, and, 
• a threshold-accepting like local search meta-heuristic. 

3.1 The Cheapest Insertion Decoder 

Let n the number of the required and optional tasks to be scheduled and 
p be a permutation of the numbers from 1 to n. Then the decoder-function 
constructs a (feasible) service plan using a deterministic insertion heuristic. 
Starting from the empty service plan the tasks are considered one by one. The 
cost value of the empty service plan is the sum of the opportunity cost values. 
The heuristic either inserts a task into an existing route at its best "insertion 
point" or opens a new tour with the task if by this insertion/opening the 
overall cost of the service plan is not increased. Otherwise the task remains 
unscheduled. Thus we generate the final solution through a sequence of (par
tial) service plans. Then this schedule/service plan, X = X{p) say, can be 
evaluated with respect to the different criteria and we can assign an objective 
function value C{p) say. Figure 1 summarizes this cheapest insertion strategy. 

3.2 The Local Search Approach 

Since the construction procedure is deterministic we can treat p as represen
tation of X and the set P of all permutations of the numbers 1 to n represents 
the set of all service plans which can be constructed. Now we define a neigh
borhood function on P as follows. For p G P let N{p)^ the neighborhood of p, 
be the set of all permutations q G P, where in comparison to p two positions 
of numbers are exchanged. Now our local search procedure is a variant of the 
so-called threshold accepting method (cf. Dueck and Scheuer [1]): Let p be the 
actual permutation (solution) and p* be the best permutation found so far. 
Then we randomly generate a neighbor solution q G N{p) and we accept q if 

Z{q) < Z{p) + THRESHOLD • Z(p*) (1) 

with THRESHOLD being a fixed constant in the interval [0,1]. 
If this local search has failed to yield a better solution after a fixed number 

maxITER of trials then the local search procedure is restarted with another 
randomly generated initial permutation p. This is repeated a specified number 
RESTARTS of times. The local search procedure is summarized in Fig. 2. 

Optionally, we apply a simple post-processing routine to improve the best 
solution found. This procedure works as follows: For every scheduled task we 
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Input: Permutation p £ P. 
Output: Feasible service plan X{p) and total cost C{p). 

1: Start with the empty service plan and C{p) the sum of the opportunity 
costs 
for every task i in order of permutation p do 

for every vehicle I do 
if task i may be scheduled on vehicle / then 

Find the position (s) of task i on vehicle / which leads to the smallest 
cost increase, An say, with respect to operating cost, waiting cost 
and overtime cost 
if feasible position(s) found then 

If vehicle / is not utilized yet, add vehicle cost, 
If a new tour has to be opened, add cost for an additional tour, 
Subtract opportunity cost for not serving task i, 

else 
Ail '= oo 

end if 
else 

Ail '= oo 
end if 

end for 
if mini {An} < 0 t h e n 

Insert task i at the best position(s) found. 
Cip):=C{p) + Au 

end if 
end for 
return service plan and total cost. 

6: 
7: 
8; 
9: 

10 
11 
12 
13 
14: 
15: 
16: 
17: 
18: 
19: 
20: 
21: 
22 

Fig. 1. The ROUTER cheapest insertion decoder 

check whether the objective function can be decreased by deleting the task 
from its tour and then reinserting it at its best insertion point. If the solution 
has been changed (improved) by such a reassignment then all unscheduled 
tasks are checked sequentially for feasible insertions by which the objective 
function value can be reduced further. If more than one such task exists, the 
one which leads to the highest decrease is chosen. This is repeated until no 
improving insertion is possible. Then the procedure restarts from the new 
service plan. The procedure stops if no such improvement is possible. 

4 Implementation 

The efficiency and flexibility of this approach is highly dependent on the 
implementation of the construction heuristic. For representing and manipu
lating service plans we maintain for every route a linked list of its locations 
in the order of service with the depot being the first and last entry in the 
list. For every location which is already scheduled in a route we calculate and 
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Input: 0 < THRESHOLD < 1, maxITER > 0, RESTARTS > 1 
a permutation p E P, POST G {true, false}, 

Output: Feasible service plan X(p) and cost C{p). 

1: Setp* =p 
2: Generate service plan X = X{p) by calling the ROUTER-construction 

procedure and set C = C* = C{p). 
3: Set counter = 0 
4: repeat 
5: Choose a random permutation q G N{p), i.e. swap two randomly chosen 

indices in p. 
6: Generate service plan X' = X{q) by calling the construction procedure 

and set C" = C{q). 
7: if C <{C-\- THRESHOLD • C*) then 
8: Set C = C and p = q, i.e. accept permutation q. 
9: if C < C* then 

10: Set C* = C and p* = q 
11: Set counter = 0, i.e. reset counter 
12: end if 
13: end if 
14: until counter ++ < maxITER 
15: if POST = true then 
16: Apply the post optimization routine POST to X{p*). 
17: end if 
18: if RESTARTS - - > 1 then 
19: Choose an new random permutation p E P^ generate X = X{p), set 

C = Z{X) and continue with step 3 
20: end if 

Fig. 2. The local search procedure 

maintain values for the following additional attributes: the capacity-buflFer for 
pick-ups, a time buffer giving the number of time units by which the arrival 
time at the location can be shifted forward such that for each location on the 
same route the arrival time remains within the time-window which is selected 
for this route, a time buffer giving the number of time-units by which the 
arrival time at the location can be shifted forward such that for each location 
on the same route the arrival time lies within at least one of the associated 
time-windows and the accumulated waiting time. 

Based on this information the feasibility of an insertion and the conse
quences with respect to the criteria/the objective function can be calculated. 
When inserting (or deleting) a location into (from) a tour this information 
has to be updated. Note that when discussing a simple pick-up or simple 
delivery task one location has to be tested for insertion. If a pick-up and 
delivery task is discussed then two locations, the associated pd-pair, have to 
be tested simultaneously. 
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We have integrated the ROUTER-routine into a Decision Support System 
for solving the specific (rich) VRP of the removal firm. Here the flexibility 
of the solver allowed the user to decide on quick optimization versus long 
planning runs, i.e. from one run with the default permutation in which tasks 
for which finding a feasible position is probably difficult, i.e. tasks with few 
and narrow time windows and tasks which can only be served by a small 
number of vehicles, get earUer positions in the permutation than tasks for 
which finding a feasible position is probably easy, to more time-consuming 
intensive applications from many randomly generated start solutions. The 
routine showed to be quite effective since even with very low running time 
acceptable service plans could be generated. Dynamic aspects like additional 
tasks during operations can be supported in the DSS by freezing certain tours 
and calling the insertion heuristic. 

The heuristic can easily be parameterized to solve special VRPs which 
are "poorer" in a sense. On the other hand the simple representation gives 
the DSS the fiexibility to also incorporate additional constraints/measures 
associated with tours and routes by just modifying the insertion routine which 
plays somewhat the role of a work-horse in our approach. 
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Abstract. In many rural areas, the pubUc bus service is demand-oriented: By far 
the biggest group of customers are pupils who are transported to their schools 
within certain strict time Umits. Usually, all schools start around the same time, 
which causes a morning peak in the number of deployed buses. However, schools are 
allowed to change their starting times within some interval. The question is, how to 
simultanenously rectify the starting times for all schools and bus trips in a certain 
county so that the number of scheduled buses is minimal. This problem can be 
formulated as a vehicle routing problem with coupled time windows (VRP-CTW), 
which is an extension of the vehicle routing problem with time windows (VRP-TW), 
where additional couphng constraints on the time windows are introduced. We give 
a mixed-integer programming formulation for VRP-CTW, and present solutions 
and lower bounds for randomly generated and real-world instances. 

1 Introduction 

In rural areas pupils on their ways to school and back home are usually the 
biggest group of customers for pubhc means of transportation. In Germany 
it has become custom that schools start in a small time interval around 8:00. 
On the transportation side, this leads to a high number of deployed vehicles 
(i.e., buses) that have to transport the pupils in time, with a peak from 7:00 
to 8:00. After having served the morning rush hour, most of the buses are 
sent back to the depot, for there is nearly no further demand. The afternoon 
peak at the end of school is usually much lower, for schools do not release 
all pupils at the same time. Hence the main focus for the optimization, i.e., 
a reduction of the total number of deployed buses, is the morning peak. 
Responsible for the transportation of pupils to their schools and back are 
the respective county administrations. Since they are funding bus companies 
with public money, they are interested in a cost-efficient organisation. 

Changing the starting time of all schools in some county generally cre
ates a strong opposition from the people aflFected by the change. To give an 
example, if some school doesn't start at, say, 7:50, but at 8:30, then all its 
pupils leave home more than half an hour later, which might cause troubles 
for working parents. In the afternoon, the children return later, and there
fore might no longer be able to attend a sports club. Here the consulting 
company BPI-Consult, a subsidiary of the Finnish Jaakko Poyry, enters the 
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stage. Appointed from the county administration, BPI suggests new school 
starting times, accordingly adjusts the trip time tables, and plans new bus 
schedules using fewer buses than before. Then, BPI accompanies the whole 
process of embedding their solution into real-life, which includes negotiations 
with all participants (schools, bus companies, parents, county government 
officials) and potentially re-optimization, when new constraints appear that 
make previous solutions infeasible. Up to now, BPI successfully consulted 
four counties and one city, where the number of buses was reduced by 15 
- 20%, which yields a yearly cost saving of 10 - 15%, see [7] for details. In 
each of these cases, the solutions were generated manually, which in the past 
turned out to be a tedious task for a human planner. 

A wide range of transportation problems involving public bus transit, 
pupils and/or schools were already studied before, see [2-4], to name just a 
few. However, none of the presented models completely fits to our problem, 
mainly for some or all of the following reasons: In all previous modelling 
approaches, the time windows of school starting times are fixed and cannot 
be changed to save buses. Pupils are always transported directly to school, 
and changing the bus is not allowed. Some models focus on scheduling drivers, 
which is not an issue for us: Since our time horizon is small (mainly from 5:00 
till 9:00), no breaks are needed, thus the drivers do not change the bus. Re
locating bus stops, designing routes (trips) and assigning pupils to routes 
is sometimes part of the optimization, but for us these are input figures. 
BPI-Consult is not touching these issues, even if the number of deployed 
buses could be lowered in theory. Prom a mathematical point of view, this 
of course reduces the combinatorial complexity of the problem significantly. 
Prom BPI's point of view it is mainly a political decision: Changing only the 
starting times of trips and schools already creates enough opposition. The 
mathematical model we present in this article reflects these restrictions. It 
was designed to become part of a software tool supporting the planners at 
BPI. 

2 A Mixed-Integer Programming Model 

In general, our problem belongs to the class of vehicle routing problems with 
time windows (VRP-TW), see [5], for instance. In a generic formulation of 
this problem, a fleet of vehicles starting at a depot is sent to customers, picks 
up some commodities up to a maximum load and drives back to the depot. 
Each customer has a time window, in which the arrival time of the vehicle 
must be. In case of an earlier arrival of the vehicle, waiting is permitted. The 
lexicographic bi-criterial objective is: 1) minimize the number of deployed 
vehicles, and 2) minimize the total driving time (or distance) of the entire 
fleet. The model we developed to solve BPI's integrated planning problem is 
a modification of VRP-TW. We start with a detailed description of the sets 
and parameters needed as input figures. 
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2.1 Sets and Parameters 

Let S be the set of all schools in the given county. For every school 5 G «S, a 
time window Zs^^s ^ ^+?rs ^^si ^or the school starting time is given. 

A trip t is a list of bus stops, where an arrival and a departure time is 
assigned to every bus stop of this list. Let V be the set of all bus trips in the 
county under consideration. The starting time of trip t G V, i.e., the time 
of departure at the first bus stop, is allowed to be shifted within the time 
window a,^,at G Z+,^t ^ ^t- The time a bus needs to serve trip t, i.e., the 
time difference between the departure at the first and the arrival at last bus 
stop, is denoted by 5J"^ G Z+. We distinguish four different types of bus trips, 
called school-, feeder-, collector-, and free trips. 

Let V C S X V, where (5, t) e V ii and only if trip t transports pupils 
to a bus stop of school s. In this case trip t is called school trip for school 5. 
The driving time from the first bus stop of the trip till the school's bus stop 
is settled by parameter Slf°°^ G Z+. For the pupils there is given a minimal 
and maximal waiting time cc;̂ f °°ScJ^f °°̂  G Z+,u;Jf °°̂  < oJ f̂ °°\ relative to the 
starting time of the school in which they must arrive at the school bus stop. 
The lower bound on this time interval L(ilf°°^ actually refiects the walking time 
from the school bus stop to the classroom in school, whereas the maximum 
waiting time uJlf°°^ is specified by law. 

Not all pupils arrive at their school by using only one trip. Let C C V x V, 
and (^1,^2) ^ C if and only if there are pupils who start their journey with 
trip ti and then transfer to some other trip 2̂ at a so-called changing bus 
stop. Then we call trip ti a feeder trip for collector trip ^2- The driving time 
for feeder trip ti from the first bus stop of the trip till the changing bus stop 
is settled by parameter Sl^^f^"" G Z_ ,̂ for collector trip 2̂ this is 5^°^^''^°'' G Z4.. 
The minimum and maximum waiting time at this bus stop is given by the 

time window CJJ^^^^', cZ^^t '̂ ^ "^-{-^^ZtT ^ ^ZtT^- ^^^^ ^^^^ ^ ^̂ P̂ ^^^ ^^^^ 
more than one type, p.e., it can be a school and feeder trip. 

All other trips that are not school, feeder or collector trips are called 
free trips. Obviously free trips don't play a role for the transport of pupils. 
Nevertheless, they also have to be served. 

When a bus finishes a trip, it either starts serving another trip or it is 
sent back to the depot. The connection of several trips that are served by 
the same bus is called schedule or block. The set ^ C V x V consists of all 
pairs of trips that might be connected in some schedule. The intermediate 
trip from the last bus stop of trip ti to the first bus stop of trip ^2, where no 
passangers are transported, is called a shift or a deadhead trip. The driving 
time for a shift is denoted by Slf^^ G Z4. for all (^1,^2) ^ A. 

2.2 Variables and Bounds 

For every bus trip t G V we introduce a decision variable Vt G {0,1} with 
vt = I a and only if trip t is the first trip in some block. In the same manner, 
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Wt € {0,1} is a decision variable with Wt = 1 ii and only if trip t is the last 
trip in a block. For the connection of two trips (^1,^2) G w4 in a block we 
make use of a decision variable 0:̂ 1*2 ^ {0? 1}? with Xtit2 = 1 if and only if 
some bus serves trip 2̂ directly after trip ti. 

The starting time of trip t e V (i.e., departure of a bus at the first bus 
stop of trip t) is settled by the integer variable at G Z_f. which is bounded 
by the respective time window, a^ < at < at. For every school 5 G <S, the 
starting time is modeled by the integer variable r^ G Z_̂  with 0 < r^ < ^^~-^. 
It is required that the new starting time is a multiple of 5 (minutes), thus 
the starting time of school s is given by r5 + Sr^. 

2.3 Objective and Constraints 

The main goal is the saving of buses, a secondary goal is to use the deployed 
buses in an efficient way and avoid long deadhead-trips where no customers 
are transported. Thus for sufficient big values of Ct, an objective function 
reflecting this goal can be stated as 

z = minimize Y^Ct'Vt+ ^ Sf^f^ • Xt,t2• (1) 
tev {tut2)eA 

In a feasible solution, every trip must be served by exactly one bus. The trip 
can either be the first one in a block or it has a unique predecessor: 

Y^ Xt,t2+vt2-h V t2GV. (2) 
{tut2)eA 

Furthermore, it can either be the last one in a block or it has a unique 
successor: 

J2 xt,t2-^m^=l. V t i G V . (3) 
{tut2)eA 

If trips ti and 2̂ are connected, then trip 2̂ can only start after the bus has 
finished trip ti and shifted from the end of ti to the start of ^2- Waiting is 
permitted, if the bus arrives there before the start of ^2. Using a sufficient big 
value for M, these constraints can be formulated in terms of linear equations: 

c^t. + C + Ktl -M-{1- xt,t2) <cxt2. V {hM) e A. (4) 

So far, the presented formulation is a model for the the classical VRP-TW, 
where the time windows are static. Next, we extend this model with respect 
to restrictions due to school starting times and pupils who have to change 
the bus on their way to school. The new aspect, in contrast to the classical 
VRP-TW, is that the time windows for the trips are not longer fixed from 
the beginning, but depend on other time windows. For this reason, we call 
our problem VRP-CTW, where the character "C" represents the coupling 
aspect of the time windows. 
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For (^1,^2) € C, bus trip 2̂ must arrive at the changing bus stop after 
trip ti within a small time window specified by oif^H^^ and uJfj^^^. This 
synchronization is done by the following inequalities: 

iO/ _L yJvfeeder _i_ , .change ^ _, _| TcoUe 

r\, _J_ y?feeder i_ T-rchange ^ ^. _|_ TcoUe 
<^tl + ^ t i t 2 + ^ t i t 2 ^ ^ * 2 + ^ t i t 2 

collector 

collector 
V ( i i , i 2 ) e C , 
V ( i i , t 2 ) € C . (5) 

Moreover, we have to add the following inequalities to the model in order to 
synchronise the start of bus trips and schools: 

at + r̂**""" + ^=f °°' < T, + 5r„ V (s, i) e P , 
OLt + <5:f°°' + w-/^"' > r , + 5r„ V (5, i) e P . (6) 

Summing up, our MIP model consists of optimizing the linear objective func
tion (1) subject to the set of linear constraints (2) - (6). 

3 Input Data 

Real-world input data for the model was provided by BPI-Consult. Test-
scenario ct_l is from a county where a manually generated solution was im
plemented in the last year. The county is located in Nordrhein-Westfalen, in 
the mid-west of Germany. The instance is too large to be solved to optimality 
with state-of-the-art MIP solvers (we used CPlex and XPress). 

We developed a generator which is able to create random instances of any 
given size, while maintaining the characteristics of real-world data. Several 
sufficient small instances coming out of this generator were used to compare 
heuristic solutions with exact results of a MIP solver. Three of them, rnd_l, 
rnd_2, and rnd_3, are presented here. Table 1 gives an overview of the sizes 
of sets in the various instances. The number of buses (6) and the length of 
deadhead trips (d) for the current schedules (before the optimization) are 
shown in the last column of Table 1. 

Table 1. The test instances 

rnd_l 
rnd_2 
rnd_3| 
ct_l 

V 
25 
25 
25 

|l92 

A 
600 
600 
600 

36,672 

S 
10 
10 
10 
76 

V 
36 
35 
37 
263 

C\ 
19 
15 
17 
133 

1 hA 
24,0002 
25.0000 
24.0002 
96.0382 

4 Solving the Model 

Checking feasibility for VRP-CTW with a fixed number of vehicles is NP-
complete, for it contains VRP-TW with static time windows as a special 
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case, which is known to be iVP-complete, see Savelsbergh [6]. Thus we cannot 
expect a polynomial algorithm for its solution, unless P = NP. We developed 
a greedy-type construction heuristic to quickly obtain good feasible solutions, 
For the small random instances the quality of the heuristic solutions is later 
compared with the exact values found by a MIP solver. 

4.1 A Primal Heuristic 

Our construction heuristic consists of two major steps. First, the selection 
of a suitable deadhead-trip, and second, a reduction of the state space by 
propagating all time windows onto each other. 

In each step of our heuristic, a local "best" deadhead-trip is identified: 

(11X2) = argmin{5t,t2 : (^1,^2) G A}, (7) 

where Stit2 is a scoring function measuring how good two trips ^1,^2 would 
fit together in some schedule. For example, setting 5̂ 1*2 •— ^li'/2 Si^es the 
nearest-neighbour insertion heuristic, which is well-known for TSP and VRP. 
However, due to the coupling of time windows, the selections made by the 
nearest-neighbour rule frequently lead to solutions of poor quality. We ob
tained much better results by the following scoring function: 

sut,:- sf^T, + ht, + SIT + Ktl -^tj + |st, + SIT + KT2 - «t21- (8) 
The (heuristic) idea behind this is the following: There is no contribution 
of the 2nd and the 3rd summand to the score ^̂ 1̂ 2 if ^^^ only if the time 
windows of trips ti and 2̂ perfectly coincide in the sense that the time window 
for trip ti at the first bus stop of trip 2̂ equals the starting time window of 
trip ^2, i.e., a,^ + Sl^;- + (5|Jî ^ = a,^, and a,, + JJ^ + 6fJl = a,,. 

Then trips ^^,^2 ^^^ connected by setting xt*t* := 1. Because of this, the 
time windows on the starting time of some trips and schools might change. 
Note that the inequalities (4) (for those (^1,^2) G A with Xtit2 — 1)? (5)^ 
and (6) involving time variables a and r are of a special structure: They 
form an IP2-system, i.e., an integer program where each inequality has ex
actly two non-zero coefficients. Inequality systems of this type where exam
ined by several researchers in the past three decades. Recently it was shown 
that constraint propagation can detect infeasibility of IP2-systems in pseudo-
polynomial time, see [1]. Thus, we either obtain by constraint propagation 
that (^1,^2) was an infeasible deadhead-trip (and thus we have to select and 
check the second-best), or we get strengthened bounds on the time variables. 

In the latter case, further binary variables v^w^x can be fixed to their 
bounds. For example, if a^^ + (5Ĵ '̂  + Sf^^^ > at^ then Xt^t2 = 0- Moreover it 
is tested, if variables v,w can be fixed to 1 using inequalities (2) and (3). 

The above steps are repeated iteratively, until all binary variables v,w,x 
are either fixed to zero or one. Then, we end up with a schedule for all buses 
and strengthened bounds on the time variables. In a final step, new starting 
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times within these strengthened bounds are assigned to the schools and the 
trips, by solving the corresponding IP2-system with constraint propagation. 

4.2 Dual Bounds 

From a theoretical as well as from a practical point of view it is interesting to 
know how far away from optimality the heuristic solutions are. To answer this 
question, the dual bounds found by LP-relaxation turned out to be practically 
worthless. It is known that set covering/partitioning based reformulations for 
VRP-TW frequently lead to much better lower bounds in comparison to LP-
relaxations. We adapted this reformulation technique for VRP-CTW. 

The avarage trip duration is about 45 minutes. Since we focus on the 
morning peak from 5:00 till 9:00, the schedules of the buses typically do 
not contain more than four or five trips. Thus it is possible to enumerate 
all feasible schedules within reasonable time. The most time-consuming step 
within this enumeration is the feasibility-check of each schedule, for it involves 
each time the solution of a suitable IP2-system by constraint propagation. 
To obtain lower bounds for VRP-CTW, we then solve the LP-relaxation of 
the set partitioning problem 

min c^y 
s.t. Ay = l (9) 

2/e{0,ip, 

where TZ is the set of all schedules, Cj is the cost of schedule j ElZ (i.e., the 
cost for assigning a new vehicle plus the cost for all deadhead-trips within), 
and Aij G {0,1} with Aij = 1 if trip i belongs to schedule j . If the set 1Z is 
too large (as in ct_l), we start with a small subset TZ' C 7 ,̂ and iteratively 
solve the LP-relaxation of (9), where after each iteration new columns from 7Z 
are added to 7^', until all remaining columns in TZ have non-negative reduced 
cost. Note that integer solutions of (9) are in general infeasible solutions for 
VRP-CTW, since the local feasibility of each column (each schedule) does 
not automatically imply global feasibility, due to the coupled time windows. 

5 Results 

For each of the three random instances, we specified three different school 
starting time windows. In rnd_Xa, schools may start between 7:45 and 8:15, 
in rndJCb between 7:30 and 8:30, and in rndJCc between 7:15 and 8:45. The 
lower and upper bounds of the MIP solutions are given in the 2nd column of 
Table 2 (in the "6.cZ" form as in Table 1). If upper and lower bound diflPer, then 
the time limit of 3,600 sec. was reached (3rd column; CPlex9, 2.6GHz P-IV). 
Clearly, the wider the school starting time window, the lower the number of 
deployed vehicles. On the other hand, the wider the time windows, the more 
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time is needed for solving the MIPs. Although the three random instances 
are more or less of the same size, their solution times differ significantly. 

The solutions found by our primal heuristic are shown in the 4th column, 
the computation times are neglectably small (below 2 seconds each). Com
pared to the optimal solutions (where available), the heuristic is good enough 
for practical purposes. On the large real-world instance, it even outperforms 
the solution found by the MIP solver, while using much lesser time. 

The solutions of the LP-relaxation of (9) in the 5th column clearly improve 
the LP-relaxation of the VRP-CTW model, especially for the real-world in
stance ct_l. The last column of Table 2 shows the total number of schedules 
in IZ, and the number of columns in 1Z' used within the column generation. 

rnd_la 
rnd.lb 
rnd-lc 
rnd_2a 
rnd_2b 
rnd_2c 
rnd_3a 
rnd_3b 
rnd_3c 
ct_l 

Table 2 

|MIP (upper - lower) 
19.0052 (optimal) 
13.0292 (optimal) 
10.0343 (optimal) 
16.0083 (optimal) 
11.0155 (optimal) 

10.0170 - 6.0394 
14.0101 (optimal) 

11.0139 - 9.0195 
10.0158 - 5.0324 

1 87.0633 - 9.9167 

. Computational results 

time| 
1 

27 
124 

4 
947 

3,600 
37 

3,600 
3,600 
3,600 

1 heuristic 1 
20.0050 
15.0216 
12.0319 
18.0040 
15.0098 
12.0137 
15.0092 
12.0134 
10.0188 

1 82.0715 

|dual bound 
17.5069 
10.4022 
10.0221 
14.0051 
9.2427 
7.3874 

11.5610 
9.0202 
9.0155 

1 49.9008 

columns (used) 
67 (48) 

377 (69) 
863 (84) 
143 (44) 
647 (55) 

2348 (62) 
215 (75) 
939 (81) 

3,340 (84) 
5,090,907 (784) 
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Abstract. Disruption management for airline crew schedules is important for the 
airline industry, since an increasing amount of disruptions to the regular opera
tions occur frequently. The emphasis of this task is put on quickly obtaining one 
or more reasonable, at best optimal, recovery solutions from current disruptions, 
which has to be achieved within an acceptable time period. In this work, we pro
pose a decision support framework that combines exact optimization methods and 
meta-heuristics for solving real-life practical problems. An exact method, based on 
a Column Generation type of procedure, is studied and tested, while a dedicated 
Genetic Algorithm working with a local improvement procedure provides the ca
pability to solve the problem alternatively. Notably, a so-called strategy mapping 
procedure is applied to customize solution methods. 

1 Introduction 

Due to the uncertain operating environment, numerous factors potentially 
influence the actual operations, such as aircraft breakdowns, severe weather, 
crew sickness, air congestion etc. As a result, frequent perturbations of flight 
and crew schedules occur everyday in airlines. Crew Recovery hence is the 
process by which airlines react to disruptions, and recover the crew schedule 
in a way that minimal 'impact' is produced by the disruption situation. 

Similar to the airline crew scheduling (CSP) process, the recovery at
tempts to reschedule all the flights that are disrupted by irregular events. 
However, the airline Crew Recovery Problem (CRP) has been studied com
parably little from a research point of view. Lettovsky et al. [4] developed 
a framework using a pairing generation method that incorporates special 
branching strategies. A systematic study has been conducted by Stojkovic 
et al. [7], in which they solved it as an integer nonlinear multi-commodity 
network flow model with time windows and additional constraints. In addi
tion, Yu et al. [8] described an award-winning real-life application employed 
by Continental Airline in the U.S., which treated the problem as a set cover
ing problem, and a so-called generate-and-test heuristic was applied for roster 

mailto:guo@dsor.de


159 

generation. Moreover, some studies about airline irregular operations are also 
discussed in [3] and [5]. 

In this approach we propose a decision support framework. It provides a 
bundle of methods. A preprocessing procedure is developed to identify the 
suitable strategy, and customize it for the given situation. It shows that the 
selected strategy produces normally better solutions, and the solution time 
can be reduced. 

In Section 2 we describe the airline CRP in detail and the relevant model 
is presented. The framework and solution methods are described in Section 
3. In Section 4 a case study is presented to test the mapping strategy and 
the proposed solution methods. 

2 Crew Recovery Problem 

The process associated with the CRP takes care of disrupted situations in 
which original crew schedules require several, sometimes major, modifica
tions to keep the airline's operations running after an unplanned occurrence. 
When disruptions happen, a series of flights have to be delayed and even can
celed, and additional crews and flights are required in order to have enough 
resources to service all the flights that need to be operated. 

2.1 Problem Description 

At least three kinds of resources must be recovered during a disrupted time 
period: aircraft, crew, and passengers. Each of them implies large impact 
to the new schedule. For example, a shortage of aircrafts will result in not 
only unexpected delays and cancelations, but also some additional difficulties 
which makes the crew recovery more difficult to solve. Due to the complexity 
of the problem, common approaches will normally be decomposed into several 
sequential sub-problems, whereas each of them will handle with one resource 
type respectively. The way to decompose the problem differs from airline to 
airline regarding the heterogeneous company rules. One reason for applying 
a sequential approach is the fact that a complete integration is unrealistic 
from a practical point of view. However, a tightly integrated approach is 
obviously the work that needs to be done in the near future, because of 
allowing interactive collaboration among them. 

2.2 Problem Formulation 

In this approach the airline CRP is formulated as a set partitioning type 
model, where a set of affected flights caused by disruptions needs to be as
signed or reassigned. These disrupted flights grouped with previously planned 
flights (flights set F) are chained into a set of rosters i?, which represent all 
the possible individual schedules for a set of crew members W within a certain 
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time period. Each crew member, therefore, will be finally assigned at most 
one revised schedule for the examined period with respect to all the regu
lations and rules. In our approach, we do not create pairings as traditional 
CSP does, i.e., the problem is solved without addressing pairing generation 
prior to assignment phase. Thus we present a simplified model as below: 

cf, operational cost of roster i assigned to crew member w 
Uf^ additional cost, if the flight / is assigned to a standby crew member 
f̂ , bonus of assigning a roster i to crew member w^ where the roster i 

stays unchanged as planned or few changes are made 
a/i = 1, if flight / is included in the roster i, 0 otherwise 
biu} = 1, if roster i belongs to crew member w, 0 otherwise 
The decision variables are: 
x'^ = 1, if roster i is assigned to crew member w, 0 otherwise 
yf = 1, if flight / is assigned to a standby crew member, 0 otherwise 
Therefore, the model can be expressed as: 

min. ; ^ ^ ( c r - t ; r ) < + X I u / 2 / / (1) 
wew ieR feF 

s.t. Yl E " / ' < + 2 / / = l V/eF (2) 
wew ieR 

J2^iwX^ <l "^weW (3) 
ieR 

The objective function denotes minimizing the total operational cost cf 
and the additional cost Uf for those flights which are assigned to standby 
crew members. Furthermore, it minimizes the variation from the planned 
schedule by calculating changes vf in the monetary sense. Certain bonus is 
attached to the rosters that are same or similar to their originally scheduled 
ones. Constraint 2 guarantees that each flight is covered exactly once, while 
constraint 3 ensures that each crew member takes at most one roster. 

3 Solution Methods 

As mentioned earlier, this type of problem is considerably difficult to solve 
due to the complexity of the problem itself and its real-time aspect. Only 
relatively small-sized problems are suitable to be solved directly by standard 
solvers, because of the huge amount of variables. A number of approaches 
follow the idea of column generation to implicitly construct the model. Con
sequently, the total solution time can be reduced to some extent. However, 
the difficulty still remains when large instances are being solved. 

As shown in Figure 1, in order to avoid intensive computations a prepro
cessing procedure is implemented to identify a strategy based on an evaluation 
of disruptions. The chosen strategy hereby customizes the eligible method 
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1 Preprocessing 

Solution 
Methods 

i 
Stratr^ 
Parameters 

Setting 

-̂
^ 

Solution 
Solving 

^ Solutions 
Evaluation 

Fig. 1. General recovery process 

with dedicated parameters. This makes it possible to reduce the problem size 
ahead of the solving. 

3.1 Exact Optimization based Method 

As introduced above, a Column Generation based method starts with a ini
tial set of rosters as the basis, and solves it as a LP relaxation of the original 
IP. Then those rosters with negative reduced cost are gradually inserted into 
the basis until no more such roster available. Finally, the IP solution is ob
tained through ILOG CPLEX 8.0 [2] or a Branch-and-Bound method. In our 
approach, a constrained shortest path is implemented to achieve the task of 
roster generation. Accordingly, a multi-layer time space network Q — (A/*, A) 
is constructed, where departure and arrival events (nodes) are connected by 
flights (arcs) which are operated at multiple home bases (layers). 

Generally, regarding the size of the problem two criteria may impact the 
performance: the length of the recovery period (the period within which the 
schedule needs to be recovered), and the number of the home bases involved 
in the process (i.e., how many crew members involve). The discussion of these 
criteria is given in Subsection 3.3. 

3.2 GA-based Heuristic Method 

In our approach, we customize the conventional genetic algorithm into a hy
brid genetic algorithm which includes a set of heuristics with knowledge about 
this specific problem, together with a so-called Local Improvement procedure. 
This acts as a supplementary local search to the genetic algorithm. A two di
mensional representation is developed which shows the direct assignment (see 
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Fig. 2. Column-based crossover operator 
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Proper Recovery 
from Disruptions level 1: task 

criteria Additional cost Solution time Notifications Updated period Disturbance to crew 

level 3: strategies Strategy 1 Strategy 2 Strategy 3 .,, Strategy n 

Fig. 3. AHP hierarchy for strategy mapping, with 5 criteria and n strategies 

Figure 2). Various variation operators are implemented based on such en
coding, such as Row-based Crossover, Column-based crossover (Figure 2), 
swapping mutation etc. Further details can be found in [1]. 

The performance of the algorithm is subject to numerous parameters. For 
example, the chosen variation operators and their corresponding probability 
have dramatic impacts. Additionally, a proper initialization of the population 
provides a faster convergence. The discussion of determining these parameters 
is described in next subsection. 

3.3 Strategy Mapping 

Many decision making processes involve preferential selection among a finite 
set of alternatives or courses of action. To handle such a situation, the An
alytic Hierarchy Process (AHP) was developed by Saaty [6] to provide the 
prioritization of alternatives through evaluation of a set of criteria elements. 

In the airline CRP, the main criteria are: Additional cost, the extra money 
that needs to be paid for repairing the schedule disrupted; Solution time, the 
computational time to find the final solution; Notifications, the number of 
crew members that need to be notified because of schedule updates; Updated 
period, the duration of the period starting from the time of the first up
dated flight to the last one; Disturbance to crew, the number of changes and 
unbalanced workload among crews. 

There are several factors that influence the decision of choosing a proper 
strategy. Regardless the reason which causes disruptions, the following mea
surement may give ideas how serious a given situation is: 

• Cd, the number of delayed flights 
• Cc, the number of canceled flights 
• Cny the number of new flights that need to be operated 
• Cm, the number of available crew members 
• Cay the number of daily flights in average 

A finite strategy set S is built based on the experience of a huge amount 
of experiments. Basically, two strategy groups are considered. Column Gen
eration based and GA based strategy. The finally selected strategy can be 



163 

understood as the combination of solution methods and relevant parameters. 
Table 1 gives some example strategies, e.g., the strategy CGLO uses the Col
umn Generation method, and it recovers the disrupted schedules of those 
home bases affected by disruption for a 5 days long recovery period. 

Table 1. Example strategies for solving CRP 

Strategies: CGLO CGLA CGSA GALO-SS GALA-SS-LI 

.Col-Gen .Col-Gen .Col-Gen .GA .GA 

Key .LRP" .LRP .SRP^ .LRP .LRP 

aspects: .OHBs" .AHBs^ .AHBs .OHBs .AHBs 

.Solution Seeding^ .Solution Seeding 

.Local Improvement 

" Long recovery period 
^ Short recovery period 
^ Only those home bases affected by disruptions 
^ All home bases in the instance 
^ Seed some individuals representing original schedule with little changes 

With given criteria above, one can establish a hierarchy with 3 levels 
(Figure 3). By investigating occurred disruptions, the pairwise comparisons 
are conducted between each two criteria with respect to their importance 
or influence to the final decision. A criteria matrix A = [aij] is built with 
the weight ratios a^j. The normalized principal right eigenvector C of A 
represents the priority of those criteria. Then we compare the strategies on 
each of the criteria by examining how efficient one strategy may handle the 
given problem. Same to the number of available strategies, n strategy matrices 
Wi^i = 1,2, ...,n are produced, and the priority vector Wi,i = l ,2, . . . ,n for 
each strategy can be calculated in the same way described above. The final 
priority vector I^ = [tD ,̂2 = 1,2, ...,n] can be thus calculated as 

W = [Wi W2 Ws,..Wn]C (4) 

The highest priority value denotes the proper strategy for the examined 
situation. Even though the final result may still remain subjective, the most 
reasonable strategy can be chosen if the matrices are built by carefully setting 
those weight values. 

4 Case Study 

A case study is presented to demonstrate the strategy mapping and proposed 
solution method. The instance is from a European airline with multiple home 
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bases inside Germany and more than 30 destinations spreading around Eu
rope. In this case study, we consider three criteria: additional cost, solution 
time and notifications. Only two strategies are used for the purpose of sim-
pHcity, e.g., CGLA and GALO-SS-LI. Furthermore, a disruption scenario is 
given with following characteristics: C^ = 2, Cc = 1, Cn = 2, Cm — 188 and 
Ca = 85. 

Table 2. Pairwise comparison matrix of criteria 

additional cost (AC) solution time (ST) notifications (N) priority 

AC 1 1/3 5 0.38 

ST 3 1 5 0.54 

N 1/5 1/5 1 0.08 

Table 3. Pairwise comparison matrix of strategies on the criteron AC 

AC 

CGLA 

GALO-SS-LI 

CGLA 

1 

1/2 

GALO-SS-LI 

2 

1 

priority 

0.667 

0.333 

Table 4. Pairwise comparison matrix of strategies on the criteron ST 

ST CGLA GALO-SS-LI priority 

CGLA 1 1/3 0.25 

GALO-SS-LI 3 1 0.75 

Table 5. Pairwise comparison matrix of strategies on the criteron N 

N CGLA GALO-SS-LI priority 

CGLA 1 1/3 0.25 

GALO-SS-LI 3 1 0.75 
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The pairwise comparison matrix of criteria can be seen in Table 2, and the 
normahzed priority vector, therefore, is C = [0.297,0.617,0.086]. The com
parisons between strategies are done based on criteria, with one matrix being 
created for each criterion (see Table 3, 4 and 5). With the above method (4), 
we calculate the final priority vector W = [0.371,0.626] which clearly shows 
that the second strategy GALO-SS-LI is superior to CGLA by reflecting 
the priorities among the introduced criteria. After a variety of experiments 
were conducted, the results show that the strategy GALO-SS-LI produced a 
slightly worse solution than that the CGLA could find. But the solution time 
is dramatically reduced into the acceptable period of time, around 3 minutes. 

5 Conclusion 

Effective disruption management which enables efficient recovery is subject to 
various factors, and very cost intensive. On the one hand, powerful algorithms 
are needed to solve such complex problem. Some proper strategies should be 
also developed on the other hand, especially for situations where there is no 
method available that can easily find the 'perfect' solution, and where several 
criteria need to be considered simultaneously. 

Besides our work on developing powerful algorithms solving the airline 
CRP, we present a strategy mapping method using AHP. It indicates the 
abihty to differentiate a variety of solution methods with distinct parame
ters, and calculates their priority measurement in numerical values. Finally 
the selection of the strategy becomes easy and obvious. Noticeably, one pre
requisite is the building of those precise comparison matrices, which may not 
be easily achieved. However, a large number of experiments may give one the 
insight how to set those weight values appropriately. 
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Abstract. Tail Assignment is the problem of assigning specific aircraft to flights, 
producing a fully operational, robust schedule which fulfills operational constraints, 
while minimizing a cost function. The costs are usually related to robustness and 
quality of the solution, e.g. to penaHze short times between flights and reward 
"crew-friendly" connections. Carmen Systems' Tail Assignment system utilizes a 
combination of optimization methods and constraint programming to solve this 
problem. An interesting aspect of the system is that it can solve several fleet types 
at once, moving towards an integration of the traditional two-step approach of 
first solving the Fleet Assignment problem and then Tail Assignment. The article 
intends to explain some of the methods used. 

1 Introduction 

Resource optimization is becoming increasingly more important for airlines. 
Much work has been done in the crew planning area, e.g. Crew Pairing, and 
Crew Rostering, see [1] for references. This article will focus on a less explored 
problem in aircraft planning, the Tail Assignment problem. 

A typical planning process for an airline begins with the construction of 
the timetable. The market is analyzed in order to find attractive destina
tions and times. After the timetable is done, it is decided which fleet should 
operate each flight, this process is called Fleet Assignment. In Fleet Assign
ment, among other things, the expected number of passengers for a specific 
flight is taken into consideration. A fleet with enough seats to accommodate 
all passengers has to be chosen, but the number of empty seats should be 
minimized. After Fleet Assignment is done, the crew can be planned, since 
the type of the aircraft decides what kind of crew is needed. This is done 
in two steps. Crew Pairing and Crew Rostering. Roughly, in Crew Pairing 
anonymous building blocks, called pairings, are created. Crew Rostering then 
creates a schedule, called roster, for each crew member. Tail Assignment, the 
process of creating a schedule for each aircraft, also called route, can be done 
at any stage after the Fleet Assignment is done, but is in many cases done 
late in the planning process. Tail Assignment is similar to the Crew Rostering 
step, in the aspect that schedules are created for specific individuals. 

mailto:mattias@carmensystems.com
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2 Tail Assignment 

This section describes the Tail Assignment problem (TAS). For a thorough 
description and references, see [1]. TAS is the problem of constructing routes 
for specific aircraft, which are identified by a number on the tail fin, hence 
the name of the problem. In other processes of airline scheduling, as Crew 
Pairing and Fleet Assignment, the objective function is clearly associated 
with money. In TAS the costs are rather defined in terms of robustness and 
quality of the solution. It is for example desirable to avoid very short or 
medium time connections between flights. The short connections make the 
schedule sensitive to disruptions, while the medium time connections make 
the aircraft stand on the ground waiting for the next flight, but unable to 
do any flights in between. Longer connections makes it possible to use the 
aircraft as a standby, i.e. it can perform extra activities in the event of dis
ruptions. If Tail Assignment can interchange information with Crew Pairing, 
it is possible to avoid unnecessary aircraft changes for the crew, making the 
schedule less sensitive for disruptions. An example where a where a good TAS 
solution is clearly related to direct savings, is when certain aircraft are leased, 
thus making them more expensive to use. It is possible to make flights more 
expensive for these aircraft, hence the optimizer will try to avoid them. The 
cost for leasing an aircraft is in the order of thousands of dollars per flight 
hour. 

The most important operational constraints are maintenance constraints, 
which are not handled in the Fleet Assignment step. Two different kinds 
of maintenance are considered; minor and major. The major maintenance 
activities are planned in advance and given as input to TAS. They usually 
require that the aircraft is on the ground for a long period of time and occur 
at long intervals, e.g. every 500 days the aircraft needs a thorough check. The 
major maintenance is a preassigned task, an activity that is fixed to a tail 
and the optimizer is not allowed to change. The minor maintenance activities 
are not fixed in time, but require that the aircraft get maintenance at some 
point in a certain interval. Minor maintenance typically requires less time on 
ground, often one night at the home base, and occur at more regular intervals, 
e.g. every 100 flight hours. Another typical requirement is that the aircraft 
should return to the base after a number of calendar days, in order to take 
care of minor defects. In addition to the maintenance regulations there are 
constraints on individual aircraft. Some aircraft might not be allowed to land 
at certain airports due to e.g. noise level. 

2.1 Model 

TAS can be modeled as a set partitioning problem. 
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min 22 ^f^^'^ (•'•^) 
reR 

Y^ afrXr = 1 V/ € F (lb) 
reR 

Xr £ {0,1} (Ic) 

R is the set of all routes respecting the rules, c^ is the cost of route r. 
F is the set of all activities^ i.e. flights or group of sequential flights, ajr is 
1 if activity / is included in route r. Xr are binary decision variables that 
state if route r is part of the solution or not. Thus the columns in the co
efficient matrix are routes, the rows correspond to flights. The partitioning 
constraints lb state that each flight must be assigned to exactly one aircraft 
and that each aircraft can have only one route. Each aircraft must have at 
least one preassigned task in the period, representing the starting position of 
the aircraft, called a carry-in activity. The carry-in is included in every route 
for a vehicle. The constraint for the carry-in makes sure that an aircraft gets 
at most one route. To allow for unassigned tasks, routes including only one 
activity can be added to i?, at a high penalty. These artiflcial routes can 
be interpreted as slack variables. The problem with this model is the size 
of the set i?, which grows exponentially with the size of F. Problems with 
thousands of flights and about 80 aircraft are common for medium sized car
riers, so enumeration is clearly not an option. Luckily the column generation 
method aims at solving large problems without explicitly enumerating all the 
variables. 

3 Solution Methods 

Column generation is chosen as the primary solution tool for the Carmen 
Systems' [3] Tail Assignment optimizer. It can be seen as an generalization of 
the simplex method. Instead of having all the columns present, and exchang
ing columns between the sets of basic and non-basic columns, the idea is to 
begin with an initial set of columns, and thus dual values, somehow generate 
one or more columns with negative reduced cost, re-evaluate the dual values 
and continue until no more columns can be generated. Column generation 
was flrst described by Dantzig and Wolfe in [2]. Column generation is solving 
an LP, so it is necessary to relax the binary decision variables to continuous 
variables between 0 and 1. After a sufficient degree of optimality is reached 
with column generation, one is left with the task of finding a good IP solution 
from the, in most cases, fractional solution. The LP containing the columns 
generated so far, and responsible for calculating dual values is called the re
stricted master problem, since it contains a subset of the columns. The part 
responsible for generating columns from the dual values is called the pricing 
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problem. For the restricted master problem a standard commercial LP solver 
is used. The pricing problem is solved using a specialized algorithm, which 
will be described in the next section. 

3.1 Pricing Problem 

The costs in Tail Assignment are not so complicated, which allows us to make 
the assumption that costs are only defined on the level of activity and con
nections between activities. A way to describe the basic feasibility of routes 
is to use a connection network. The nodes in the connection network corre
spond to activities, while the arcs represent if one activity can follow directly 
after another. The connection network models the basic constraints in TAS, 
e.g. legal connection times between activities. The additive cost function re
sulting from the assumption on cost structure, in combination with the nice 
structure of the connection network (it is a directed acyclic graph), paves way 
for use of some shortest path algorithm for the pricing problem. A shortest 
path is the path between some nodes that has the lowest cost, defined as a 
sum of arc and node costs over the path. Each activity in F is corresponding 
to a row in the restricted master problem, so each activity will have a dual 
value. Each activity is also present in the connection network, along with 
costs for nodes and arcs. If the node costs are modified with the dual values, 
a path with negative cost through the connection network would give a neg
ative reduced cost column. If no such path can be found, it would mean that 
the restricted master problem is solved to optimality. Since the shortest path 
problem can be solved in polynomial time, this scheme seems appealing. The 
purpose of the pricing problem is though to produce promising members of R. 
For a route to be legal it must fulfill the maintenance constraints, something 
which unfortunately is not captured by a pure shortest path formulation. 
The maintenance constraints can be modeled by introducing resources in the 
network. Each arc will not only have a cost, but also resource consumption 
associated to it. The consumption of a resource is not allowed to grow be
yond a certain limit. The pricing problem is then a variation of the resource 
constrained shortest path problem (RCSPP), which is NP-hard. In a RCSPP 
it is normally not possible to reset the resource consumption, something that 
happens in the TAS case when maintenance is possible over a connection. It 
is important to solve the pricing problem swiftly, since it will be solved many 
times. 

A standard method of solving shortest path problems is a dynamic pro
gramming algorithm referred to as label setting^ see [6]. At each node a list is 
kept of the best paths so far. When the destination node is reached, the best 
path will be in the list. An entry in the list is called a label, and corresponds 
to one path. For the pure shortest path there will be only one label at each 
node, since it only makes sense to keep one cheapest path. When resources 
are involved, the number of labels at each node can grow dramatically. Each 
label has an entry not only for the cost, but for each resource. It is in many 
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cases impossible to say that one intermediate path is better than another, 
since a path with good cost might become illegal at a later step. We use a 
combination of dominance, a criterion to determine if one label never can pro
duce a path better than another, and heuristic decisions on how many labels 
are kept at each node, and at the destination node. Note that in the labeling 
case, the resetting of resources is not a problem. If maintenance is possible 
on a connection, the resource consumption will be reset to some appropriate 
value. Experiments has been made with an model where the resetting were 
made explicit, to allow for Lagrangian relaxation, see [4]. Unfortunately the 
added complexity made this model difficult to use in practice. 

3.2 Reducing the Problem Size 

The number of arcs in the the connection network grows very rapidly as the 
number of activities increases. The size of the connection network will natu
rally affect the performance of the pricing problem. One way of reducing the 
size of the network is to forbid very long connections, under the assumption 
that they wont be used anyway. There is some risk in such an approach, since 
the long connections might be needed in a solution. Also, it is a very simple 
assumption, which does not capture any redundant patterns in the connec
tion network. In order to obtain a larger reduction of the network, without 
removing potentially useful arcs some pre-processing algorithms called filters, 
since they filter away connections, were developed. The aircraft count filter 
locates points in time when there are no aircraft on ground at an airport. This 
is done simply by looking at arrivals and departures. If such a point is found, 
there can be no connections between flights arriving before this point and 
flights departing after this point, if all flights are to be covered. This can be 
very powerful, depending on the problem structure. In some cases over 90% 
of the original connections are removed. The filtering procedure can have 
effect on the master problem too, since if connections are reduced so only 
one outgoing or incoming arcs exist for some flight, this connection must be 
used, and the two flights can be treated as one. This removes one constraint 
from the restricted master problem. In some cases, the number of activities 
are reduced by 60% by such aggregation of flights. Also, the aircraft fllter 
can be applied before any connections are generated, avoiding unnecessary 
calculations altogether. 

A constraint programming model of TAS is also available, see [5]. This can 
be used to solve TAS on its own, but also as a filter. The model demands that 
each flight has a unique follower, which is enforced by the a l l -d i f f e ren t con
straint. Efficient algorithms exist for this type of constraint. The constraint 
is propagated and the variable domains are reduced. Each flight will have 
a variable which domain is the possible following flights. Only connections 
between the flight and flights in the domain of its variable can be used in a 
solution. This propagation filter is very effective. Other heuristic fllters also 
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exist. The filtering significantly decreases the size of the problem, leading to 
better convergence and better solutions. 

3,3 Integer Heuristic 

When a good enough solution has been obtained for the restricted master 
problem through column generation, this is often fractional. One possibility is 
to go for branch-and-bound, but this has some serious disadvantages. Branch-
and-bound can take a lot of time, since in the worst case the entire search 
tree might have to be explored. In the case of TAS not many variables have 
values above 0.5, which makes the situation even worse. Secondly, the columns 
created for the restricted master problem are for an LP. There is nothing that 
guarantees that they are good also in the IP case. A huge gap would exist 
between the restricted master solution and the final binary solution. Branch-
and-price is the combination of branch-and-bound and column generation. At 
each node in the search tree the LP is solved to optimality through column 
generation. Branch-and-price guarantees the optimal IP solution, but has 
been decided too costly for TAS. The problem is more operational, proven 
optimality is not desired at any cost; shorter run times are prioritized. In 
order to avoid a huge gap between the restricted master problem and the IP 
solution, columns need to be generated in the integer phase. Instead of the 
possibly full exploration of the search tree through branch-and-price, different 
fixing heuristics have been developed. In the basic forms they are greedy in 
nature, since something is fixed and only the fixed branch is explored, without 
going back. 

Variable Fixing. The first method is fixing variables. This means that an 
entire route is fixed for one aircraft. The fixing decisions are made on several 
criteria, e.g. primal value or the sum of the duals of the flights in the column. 
Columns that cover flights in the fixed column are removed from the restricted 
master problem. Connections to/from flights in the fixed column are removed 
from the pricing problem, and new columns are generated. Another column 
is then fixed, until the solution is integral. The downside of this method is 
that it is too greedy, in the end all fiights often can not be covered. The fixing 
decisions are made on primal value. 

Connection Fixing. Fixing connections is a more careful method than 
variable fixing. This can easily be seen as fixing a column is equivalent to 
fixing all the connections between the flights in that route. A connection 
corresponds to two flights and thus to two rows in the coefficient matrix. 
These rows are checked, and the values of the variables for routes that have 
both flights in it are added up. If this value is greater than some limit, the 
connection is fixed. The limit that decides if a connection should be fixed can 
vary during the fixing process, going from a value close to 1 and downward. 
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This gives significantly better results than the variable fixing, most often all 
flights are assigned in the end and often the lower bound is reached. The 
downside is it takes more time than the variable fixing. 

Hybrid Fixing. Prom the sections above, the conclusion is that variable 
fixing is quick, but too greedy, and that connection fixing gives good quality 
solutions, but can take too much time. The thought of combining them and 
get the best of both worlds is tempting, and in this case rewarding. Since 
the variable fixing is most aggressive, it is done first. Some percentage of 
the variables are fixed initially, then connection fixing is performed until 
an integral solution is found. This approach gives a good trade-off between 
solution time and solution quality. 

4 Solving Large Instances 

The most common way to run the Tail Assignment optimizer is that it first 
creates an initial solution, which is subsequently improved. The output is not 
one single solution in the end of the run, but several solutions are output 
during the run. In this way the run can be monitored, to see if e.g. things are 
modeled correctly. This way of working also helps in solving larger instances. 
The typical planning period for TAS is one month. Solving the entire period 
with full column generation takes too long time for the larger instances aris
ing at mid-size airlines (approximately 80 aircraft and 6000 flights), especially 
since it is preferred to get an initial solution as soon as possible. Instead an 
initial solution is created with an "aggressive" setting on the column genera
tion process. After a full solution has been obtained, the full period is divided 
into smaller periods, which are improved sequentially with the full column 
generation setting. The aggressive setting involves e.g. heuristic connection 
filtering based on constraint programming, reducing the connection network 
substantially. 

5 Mixing Several Fleet Types 

The solution to the Fleet Assignment problem is a partitioning of the fiights 
to different fieets. Tail Assignment in then traditionally done for each of 
these fleets. In our Tail Assignment model, not only the constraints, but 
also the costs can be aircraft specific, so nothing prevents Tail Assignment 
from being applied to several fleets at the same time. The system is used 
for this purpose in production. The Fleet Assignment is done, but then Tail 
Assignment is performed simultaneously for up to four fleets. Since Fleet 
Assignment does not consider all operational constraints, it is possible that 
the Fleet Assignment solution is impossible to operate. By planning several 
fleet at the same time introduces a way to get a feasible Tail Assignment 



173 

solution. Another scenario is that the passenger demand for a flight can 
change as the departure date approaches. Fleet Assignment costs could then 
be incorporated into TAS and allow for re-fleeting, that a change of fleet type 
is demanded. 

6 Rule Language 

A special rule language called Rave, Rule And Value Evaluator, developed by 
Carmen Systems AB, is used to define all rules and costs. There are no rules 
hard-coded in the optimizer code and Rave is treated as a black box. This 
gives the user full freedom to try different scenarios, to see the impact on 
the solution if e.g. the minimum connection time between some activities are 
changed, or the maintenance interval for a minor maintenance is changed. 

7 Conclusion 

We have described parts of the Carmen Systems' Tail Assignment system. It 
can model constraints and costs on individual aircraft, which makes it pos
sible to capture operational constraints, as well as doing Fleet Assignment 
decisions in Tail Assignment. The main solution approach is column gener
ation, several refinements of the basic scheme were discussed. The system is 
used for production runs for two medium sized carriers. 
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Abstract 

In der Kegel wachsen die Transportkosten auf der letzten Meile mit der Enge des 
Lieferzeitfensters. Dies stellt insbesondere Anbieter vor ein Problem, die 
Aussagen iiber einen prazisen Liefertermin bei Bestellung abgeben miissen, 
obwohl noch nicht alle zu bedienenden Lieferungen bekannt sind. 

Im folgenden Beitrag wird das Problem als D-VRSP-TW-UC-DO modelliert. 
Motiviert durch die raum-zeitliche Analyse der Solomoninstanzen wird der 
Begriff der Gleichzeitigkeit als wesentlicher Kostentreiber herausgearbeitet. 
Anschlieiiend wird ein praxistaugliches Verfahren (ORA) vorgestellt, das es 
ermoglicht, eine hohe Avisgenauigkeit bei Bestellung zu erlangen. SchlieBlich 
werden typische Ergebnisse des Verfahrens dargestellt und diskutiert. 

Einleitung 

Mit Hilfe von Call-Centem und Intemet-Bestellportalen ist es heute moglich, 
Gtiter online zu bestellen. Dabei ist es derzeit die Kegel, dass die Ware online 
bestellt, und per Post oder KEP-Dienstleister zugestellt wird. Ein genaues 
Lieferzeitavis fmdet in der Kegel nicht statt. 

In manchen Bereichen (z.B, im online-Lebensmittelhandel) ist jedoch eine 
prazise Lieferauskunft zum Bestellzeitpunkt kaufentscheidend. Die Avisierung 
eines engen Zeitfensters bereits bei Annahme der Bestellung schrankt jedoch den 
zeitlichen Freiheitsgrad in der Tourenplanung erheblich ein, und hat somit i.d.K. 
signifikante Auswirkungen auf die Zustellkosten, wie im Folgenden gezeigt wird. 

mailto:01iver.Kunze@ptv.de
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Problemdefinition 

Zu losen ist ein Tourenplanungsproblem mit Zeitfenstem mit der Besonderheit, 
dass die Auftrage sukzessive bzw. dynamisch eingehen, und weder die Lage noch 
die Anzahl der zu beliefemden Kunden ist ex ante bestimmt ist. 

In Anlehnung an (Bent u. van Hentenryck 2003) lasst sich das Problem somit 
klassifizieren als dynamisches Tourenplanungsproblem mit Zeitfenstem und 
stochastischen Kunden mit Lieferzeitzusage zum Bestellzeitpunkt, oder kurz als 
D-VRSP-TW-UC-DO (dynamic vehicle routing and scheduling problem with 
time windows, uncertain customers and delivery notes at time of order 
placement). AuBerdem kann angenommen werden, dass die Anzahl m der 
verfligbaren Fahrzeuge fur die Lebensmittelheimzustellung beschrankt ist, da es 
sich hier i.d.R. um kleine Spezialfahrzeuge (mit 3 Temperaturzonen fiir Trocken-, 
Frische- und Tiefkiihlsortiment) handelt, die nicht kurzfristig zugemietet werden 
konnen. Die Einhaltung der zugesagten Lieferzeitfenster kann durch die 
Definition von entsprechenden Nebenbedingungen (hier Lieferzeitfensterre-
striktionen) hinreichend abgebildet werden. Es wird weiterhin die Annahme 
getroffen, dass die Anzahl der moglichen Lieferungen mit Lieferzeitzusagen zum 
Bestellzeitpunkt bei vorgegebener Anzahl m an Fahrzeugen zu maximieren ist 
(Zielfunktion). Diese Annahme ist dadurch motiviert, dass jede Lieferung einen 
Verkaufsertrag bringt^ Formal last sich das Problem somit folgendermaBen 
definieren. Es sei: 

n: Anzahl der besuchten Kunden 
E(n): Erwartungswert der Anzahl der besuchten Kunden 
Xij! Binarvariable zur Nachfolgerbeziehung mit 

Xij=l, falls Kunde j unmittelbar nach Kunde i besucht wird 
X/,=(?, sonst 

fz if Fahrzeit von Kunde / zu Kunde y 
szj! Bediendauer des Kundeny 
d: Prazision der Lieferzeitzusage 
D: Toleranz, d.h. der Kunde akzeptiert eine Lieferung gdw. 

tajeftpj-D;tpj+D] 
t: ein beliebiger Zeitpunkt 
tGj: Avisierter Lieferzeitpunkt beim Kundeny 
tfj = tafd: Frtiheste Ankunftzeit beim Kundeny 
tSj = taj^d: Spateste Ankunftzeit beim Kundeny 
tj! Anfangszeitpunkt der Belieferung j in Bezug auf Tourstartzeit to = 0 
tpj! bevorzugter Lieferzeitpunkt von Kundey 
to0): Zeitpunkt der Bestellung (order placement) 
M^: sehr groiJe Zahl 
V: Menge aller zu besuchenden Kunden incl. Depot (Index 0); / K / = « + / 

* Zwischen unterschiedlichen Ertragen pro Lieferung wird hier nicht unterschieden, da es 
langfristig darum geht, eine hohe Kundenbindung und einen groBen Kundenstamm zu 
erzielen. Die Maximierung von Einmalertragen tritt demgegenuber in den Hintergrund. 
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Q: beliebige Teilmenge von Kunden; Q c V-fO} 
m: Anzahl verffigbarer Fahrzeuge 
T(t): Anzahl Touren, die zu t bereits begonnen haben, aber nicht beendet sind 
dur: maximale Einsatzzeit eines Fahrzeugs 
^ ; Menge der unbekannten Auftrage zum Zeitpunkt t 
V-J^: Menge der bekannten Auftrage zum Zeitpunkt / 
wzj.' Wartezeit beim Kunden j 

max E(n) u,d.N, (1.1.) 

2^Xy =1 furi = l..,,n A J^Xy =1 fur j = \,...,n 
7=0 /=0 

^^jc^< |e | - l furalleTeilmengenQ(zV-{Q}mit\Q\>\ (1-3.) 

tfj<tj<tSj furj = U„n (1.4.) 

tj >t^ 4-sẑ  +fz^j -{\-x^j)M"' fur i = 0,.,.,nund j =!,...,« (l-^) 

tj-hsZj.+fZj,-(\-Xj,)M^<dur furj = l„„n O-^-) 

T(t)<m furt>t^ (1-7.) 

\to{j)<to{i)^jeV-X'''^'\ 

{t:=to{j)^taje[tpj-D;tpj+D]A\^^^ ^ (19.) 

[ t >to(j) => tj e[tQj -d-JUj-i-d] j -^ 

(1.2.) gewahrleistet, dass jeder Kunde genau einmal verlassen bzw. erreicht wird. 
(1.3.) gewahrleistet, dass keine Kurzzyklen ohne Depot entstehen. 
(1.4.) gewahrleistet, dass die avisierten Zeitfenster eingehalten werden. 
(1.5.) gewahrleistet, dass „zeitlich konsistente Routen" entstehen, die sowohl Fahr- (fz), 
und Stand- (sz) als auch implizit Wartezeiten (>) beinhalten konnen. Diese Bedingung 
greift nur fiir die Kundenpaare (i,j), die direkt hintereinander angefahren werden (d.h. 
Xij=l). Fiir diese Kundenpaare wird der letzte Subtrahend (l-Xij)M°° Null und somit fallt 
weg. Fur alle anderen Kundenpaare wird dieser letzte Subtrahend mit hinreichend groBem 
M°° so groB, dass die GroBer-Bedingung immer gilt und somit nicht greift. 
(1.6.) gewahrleistet, dass die maximale Tourdauer dur eingehalten wird. 
(1.7.) gewahrleistet, dass die Anzahl verftigbarer Fahrzeuge nicht uberschritten wird. 
Die in der Literatur an dieser Stelle oft verwendete Formulierung I\xoj)=m ist zu scharf, 
falls Mehrfacheinsatze der Fahrzeuge zulassig sind, da diese Formulierung die Anzahl der 
Touren auf die Anzahl der verftigbaren Fahrzeuge beschrankt. 
(1.8.) ist die Unbestimmtheitsaussage, die besagt, dass beim Eingehen des Auftrags i alle 
Auftrage j < i bekannt, aber die Auftrage j > i noch unbekannt sind. Sie reprasentiert den 
dynamischen Aspekt des Optimierungsproblems. 
(1.9.) zeigt den Freiheitsgradverlust bei der Zustellzeitzusage: 
vor der Bestellung ist die mogliche Lieferzeit ein Intervall um den praferierten 
Lieferzeitpunkt tpj mit Radius = Toleranz D, 
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nach der Bestellung ist die mogliche Lieferzeit ein Intervall um den zugesagten 
Lieferzeitpunkt tOj mit Radius = Prazision d. 

Aus OR-Sicht ist die Maximierung der Zielfunktion max E(n) schwierig, da 
die Bestellungen sequentiell eingehen (s. 1.8.). Es handelt sich also um ein 
Optimierungsproblem unter Unsicherheit in Hinblick auf Anzahl, geografische 
und zeitliche Lager der noch nicht eingegangenen Bestellungen, Das eigentliche 
Problem ist damit nicht ohne weiteres losbar. 

Stand der Forschung 

Die Literatur zur Losung von VRSP-TW ist umfangreich. (Thangiah 1995), 
(Potvin u. Bengio 1996), (Berger et al. 1998) und (Braysy 2001) untersuchen 
beispielsweise den Einsatz genetischer Algorithmen. (Gambardella et al 1999) 
befassen sich mit dem Einsatz von Ameisenalgorithmen, und (Cordeau et al 
2000) mit Tabu Search Verfahren zur Losung des VRSP-TW um nur einige 
wenige zu nennen. Sobald es jedoch um Unsicherheit (uncertainty) in Hinblick 
auf die Lager der zu erwartenden Kunden geht, wird es in der Literatur deutlich 
„dtinner". Zur Losung des VRSP-SCD haben sowohl (Gendreau et al 1996) als 
auch (Erera u. Daganzo 2000) ein auf den Anwendungsfall „Abholtransporte mit 
unbekannten Abholmengen von bekannten Abholpunkten" zugeschnittenes 
Verfahren entwickelt. Eine allgemeinere Form, bei der Kunden zu bedienen sind, 
deren Lage ex ante unbekannt ist, wird jeweils nicht betrachtet. Die einzige dem 
Autor bekannte Quelle, die einen Ansatz zur Losung des D-VRSP-UC vorschlagt, 
ist (Bent u. van Hentenryck 2003)^. 

Auch in der Literatur zum Team Orienteering Problemen (TOP) werden 
Mehrfahrzeug-Tourenplanungsprobleme untersucht, bei denen nicht alle Kunden 
bedient werden mtissen (Chao et al 1996). Es gibt jedoch nach derzeitiger 
Kenntnis des Autors noch keine entsprechenden Losungsvorschlage zur Losung 
des oben beschriebenen D-VRSP-TW-UC-DO in der Literatur zum Orienteering 
Problem. 

^ Sie schlagen vor, fur mehrere Szenarien Tourenplane zu generieren, die jeweils sowohl 
die bereits bekannten, als auch „kunftige" Auftrage enthalten. „Kunftige" Auftrage 
werden dabei zufallig entsprechend der jeweiligen Verteilungsfunktion generiert. Das 
Verfahren ist in so fern „evolutiv", als mit fortschreitendem Auftragseingang immer 
wieder neue Szenarien generiert werden. Der aktuell „beste Plan" ist dabei jeweils der, 
der am meisten Freiraume fur die zu erwartenden „kunftigen" Auftrage lasst (least 
commitment strategy). 
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Analyse des D-VRSP-TW-UC-DO 

Bevor wir uns dem D-VRSP-TW-UC-DO zuwenden, soil kurz auf den Zusam-
menhang zwischen der zugesagten Lieferzeitintervallbreite und den resultieren-
den Transportkosten eingegangen werden. Bei Simulation von VRSP-TW-
Szenarien mit veranderlicher Lieferzeitintervallbreite ist erkennbar, dass die 
Transportkostenindikatoren (Anzahl benotigter Fahrzeuge, km, Fahr- & 
Wartezeiten) in der Kegel mit abnehmender Lieferzeitintervallbreite steigen. Die 
folgenden Charts zeigen am Beispiel von Variationen der Solomon-Instanz R205 
(ohne Mengenrestriktionen) diesen Effekt: 
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(Q: Solomon 1984; R201,R205,R211) 

Best known - w w w . sintef.no (2004) 
(Q: Homberger&Gehring 1999; R201) 
(Q: Rousseau ct al forthcoming; R205) 
(Q: Bent & van Hentenryck 2001; R211) 

Als unbewiesene Arbeitshypothese soil daher b.a.w. gelten: 
Die Kostenindikatoren: Anzahl benotigter Fahrzeuge m, 
Gesamttourkilometer Ig^s und Gesamttourdauer (inkl Wartezeiten) tg^s v^U 
wachsen mit abnehmender Lieferzeitintervallbreite (=2d) 

Das Kemproblem beim D-VRSP-TW-UC-DO besteht jedoch in praxi darin, 
mit einer beschrankten Fahrzeugflotte moglichst viel Umsatz zu machen, ohne 
die jeweils zugesagten Lieferzeitintervalle zu verletzen. Die folgenden beiden 
Effekte haben dabei eine signifikante Auswirkung auf die Losungsgtite des D-
VRSP-TW-UC-DO. 

http://sintef.no
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Der Begriff der Gleichzeitigkeit 

Die Anzahl der verfugbaren Fahrzeuge beschrankt die Anzahl der Lieferungen, 
die an verschiedenen geografischen Orten „zum selben Zeitpunkt" zugesagt 
werden konnen. Dabei ist der Begriff „zum selben Zeitpunkt" etwas ungenau und 
soil daher durch ein formales MaC zur „Gleichzeitigkeit" ersetzt werden, 

Seien die in einem beliebigen Lieferszenario zu bedienenden n Stops sortiert 
nach aufsteigender fruhester Lieferzeit tf. 

tfi<tfj<=>i<j (2-1) 

Sei dann das GleichzeitigkeitsmaC G die maximale Anzahl der Belieferungen 
im Lieferszenario, die gleichzeitig stattfinden: 

G=l+max^ I tfi:k+szj.k>tsj Vk=L.j'l, Vj=L.n (2.2) 
D.h. von keinem der k Vorganger / vony in der nach //"sortierten Liste kanny 

ohne Lieferzeitintervallverletzung angefahren werden, selbst wenn die Fahrzeit 
von / nach j vemachlassigt wird. Da G defmitionsgemaB eine Untergrenze der 
benotigten Anzahl von Fahrzeugen m fur ein definiertes Lieferszenario ist, durfen 
keinesfalls Lieferzeitintervalle so zugesagt werden, so dass G>m ist (Vermeidung 
zu vieler gleichzeitiger Lieferungen). 

Der Begriff der „lmpliziten Tourstruktur" 

Die Betrachtung von Variationen C10# der Solomon-Instanz CI07 zeigt einen 
interessanten Effekt in Hinblick auf die Abhangigkeit der Anzahl benotigter 
Fahrzeuge und der Transportkosten von der Lieferzeitintervallbreite. Bis zur 
Erreichung der „Gleichzeitigkeitsrestriktion" (s.o.) verlaufen alle 3 KenngroBen 
m, Iges und tges konstant (d.h. unabhangig von der Lieferzeitintervallbreite). Dieser 
Effekt lasst sich leicht erklaren, da Solomon die Instanz entlang einer 
vordefinierten „impliziten Tourstruktur" definiert hat, von der er annimmt, sie sei 
optimal. 
„ Implizite Tourstruktur " sei eine Eigenschaft eines 
Transportauftragshestands, die einem raum-zeitlichen Tourverlauf durch vUei. 1; 
den Transportauftragsbestand entspricht. Diese implizite Tourstruktur muss 
a priori nicht bekannt sein. 
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Die oben postulierte Arbeitshypothese HI wird somit wegen des Gegen-
beispiels aus C10# abgeschwacht zu H2: 
Die Kostenindikatoren m, Ig^s und tg^s wachsen mit abnehmender 
Lieferzeitintervallbreite, falls der Transportauftragsbestand keine 
signifikante implizite Tourstruktur aufweist 

(H2) 

Ein neuer Ansatz zur Losung des D-VRSP-TW-UC-DO 

Da bisherige Untersuchungen darauf hin deuten, dass i.d.R. die Tourkosten 
verfahrensunabhangig stark mit der abnehmenden Lieferzeitfensterbreite steigen 
(s.o.), bei Vorliegen einer impliziten Tourstruktur diese Kosten jedoch konstant 
bleiben konnen (falls keine Gleichzeitigkeitsrestriktionen greifen), liegt es nahe, 
sich dieses Phanomen der impliziten Tourstruktur zur Losung das D-VRSP-TW-
UC-DO im Kontext des Lebensmittel-home-delivery zunutze zu machen. 

Verfahren 

Um eine implizite Tourstruktur bei den zu bedienenden Auftragen zu erzeugen, 
werden zuerst sogenannte Aggregate defmiert. Ein Aggregat ist ein geografisches 
Gebiet (z.B. ein PLZ-Bereich), das als Platzhalter fur die im Gebiet erwarteten 
Lieferauftrage fungiert. Die „Standzeit" in einem Aggregat ist die Summe der zu 
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erwartenden Bedienzeiten plus die Summe der zu erwartenden Fahr- und 
Wartezeiten innerhalb des Aggregats. Die Aggregate werden zu Tour-Templates 
verbunden. Ein Tour-Template ist die raum-zeitliche Sequenz dieser Aggregate. 
Anhand dieser Tour-Templates kann bestimmt werden, warm voraussichtlich 
welches Fahrzeug welches Aggregat bedienen wird. Bei eingehenden Bestel-
lungen fur ein bisher „unbesetztes" Aggregat werden anhand der Tour-Templates 
Lieferzeitvorschlage gemacht, aus denen der Kunde auswahlen kann. Sobald eine 
Lieferung bestatigt wird, wird diese physisch in eine Tour eingefugt, die 
ausschlieBlich durch die bereits zugesagten Lieferungen aufgespannt wird. Bei 
eingehenden Bestellungen fur ein bereits „besetztes" Aggregat werden Lieferzeit
vorschlage dadurch ermittelt, dass die Bestellung an bester Position in die Tour 
eingefugt wird. In Anlehnung an (Kunze 2003) sei dieses Verfahren hier ORA-
Verfahren genannt. 

Ergebnisse 

Im Gegensatz zu den oben dargestellten Ergebnissen von klassischen Verfahren, 
die keine bekannte implizite Tourstruktur zur Tourenbildung beriicksichtigen, 
lasst sich fur das ORA-Verfahren exemplarisch zeigen, dass die Transportkosten-
indikatoren unabhangig von der zugesagten Service-Zeitfensterbreite sind, fur 
den Fall, dass die Anzahl der nachgefragten Lieferungen deutlicht groUer als das 
Transportkapazitatsangebot ist, und dass die Lieferzeitanteile deutlich groBer als 
die durchschnittlichen Fahrzeitanteile sind. 

Das folgende Beispiel zeigt den Verlauf der Performance-Indikatoren 
„Gesamttourdauer t [min]" (unterteilt nach Fahr-, Stand- und Wartezeit), „Anzahl 
bedienbarer Kunden N" und „Gesamttourkilometer x [km]". Die Ergebnisse 
beziehen sich auf ein Szenario mit N"^ '̂̂ 500 geografisch homogen verteilten 
Lieferanfragen aus einem Gebiet mit 8 km Radius um den Depotstandort, einem 
Fuhrpark von 6 Fahrzeugen mit je 3 Touren (Vormittag, Nachmittag, Abend) und 
je 10 Minuten Lieferzeit/Zustellung. Entfemungen wurden uber Luftlinie mit 
20km/h errechnet - d.h. die Lieferzeitanteile dominieren die Fahrzeitanteile. 
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Als wichtigstes Ergebnis zeigt sich, dass die Anzahl der zugesagten 
Lieferungen n, die bedient werden konnen, unabhangig von der Avisprazision 
eine Sattigung bei ca. 262 Stops aufweist (^^= 262; rf^ = 271). Die Gesamt-
tourdauer tges ist fast konstant (/gê i =63h; tges^^"^^^^), genau wie der insgesamt 
zuruckgelegte Weg (/g,/ = 344; Ige^"^ = 361). Beide letztgenannten Werte 
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variieren erwartungsgemaB je nach dem, welche Auftrage in welcher Reihenfolge 
zugesagt werden. 

Das Verfahren nutzt den Einfluss der „impliziten Tourstruktur", der auch in 
der Analyse der Solomoninstanzen C10# deutlich wurde, so dass sich die Kenn-
groBen n, tges und Iges „unabhangig" von der Avisprazision entwickeln konnen. 

Kritisch ist anzumerken, dass im untersuchten Beispiel der Fahrzeitanteil 
relativ gering ist. Weitere Untersuchungen sind daher in Vorbereitung, um den 
Einfluss des Fahrzeitanteils auf die Indikatoren n, tges und Iges naher zu 
analysieren. 

Zusammenfassung 

In der Tourenplanungspraxis hat sich das Prinzip „Avis nach Tourenplanung" 
durchgesetzt, da gangige Verfahren recht gute Optimierungsergebnisse ohne enge 
Zeitfenster erzielen konnen. Im Anschluss an die Tourenoptimierung konnen 
dann die geplanten Lieferzeitpunkte sehr prazise avisiert werden. Muss eine 
derartige prazise Avisierung jedoch vor der Tourenplanung in Unkenntnis der 
anderen noch zu erwartenden Lieferauftrage erfolgen, so ist die „Gleichzeitigkeit 
von Lieferterminen" ein wesentlicher Kostentreiber (s. Analyse von C10#), da sie 
im worst case die benotigte Anzahl an Fahrzeugen determinieren kann. Es ist 
daher darauf zu achten, dass die Anzahl gleichzeitiger Liefertermine unbedingt 
unter der Anzahl der verfugbaren Fahrzeuge liegt. Sind Tourenplanungsaufgaben 
ohne das Vorliegen einer bekannten impliziten Tourstruktur zu losen, so 
steigen die Kostenindikatoren d und t mit der Enge der Zeitfenster. Gibt es eine 
„optimalitatsnahe" implizite Tourstruktur im raum-zeitlichen Auftragsbestand, so 
ist nicht garantiert, dass Heuristiken diese implizite Tourstruktur fmden. Das 
vorgestellte Verfahren nutzt die Freiheit im Dialog mit dem Kunden 
Lieferzeitfenster so zu defmieren (Vorschlagsverfahren), dass Sie gut in eine 
implizite Tourstruktur passen. Es wurde an einem Beispiel gezeigt, dass so die 
Abhangigkeit der Transportkosten von der Avisprazision durchbrochen 
werden kann. 
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Abstract, This contribution addresses the consideration of time windows in the 
optimization of multi-commodity network flows. For each node, one interval is spec
ified in which the visitation is allowed. AppHcations in freight flow consoUdation 
let this problem become interesting. An optimization model is proposed and a con
struction heuristic is presented. For improving the generated solutions, a genetic 
algorithm framework including several hill climbing procedures for local optimiza
tion, is configured. 

1 Introduction 

Multi-Commodity Network Flow Problems (MCBFP) are subject of a large 
number of scientific investigations. They are often consulted if a least cost flow 
of physical goods through a given transport network is searched. Typically, 
the costs represent the consumption of resources like time, fuel or budgets. 

In logistics, the transportation of goods is only one particular step in the 
value creating process of a product. This step has to be synchronized with 
previous and subsequent processing steps. Therefore, time windows are spec
ified for each single transport task in order to ensure a temporal coordination 
of the processing steps. 

This article is about the optimization of time window-constrained flow of 
goods. In Section 2 the problem is stated in detail. Section 3 describes the 
used construction heuristic. Section 4 contains the description of a memetic 
improvement algorithm. The results of several numerical experiments are 
presented and discussed in Section 5. 

2 Multi-Commodity Flow with Time Windows 

A logistics service provider (LSP) is responsible for the reliable fulfillment 
of N pickup and delivery requests. Each request r̂  expresses the need for 
the movement of a commodity i with capacity Q . It has to be picked up 
at location pi within the time window T[^^ and unloaded within the time 
window T̂  ̂  ^^^^^ at location qi. Since the LSP does not own any vehicles it 
pays a forwarding company for the physical execution of the requests. The 
minimization of the execution costs for the complete portfolio is required. 
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Literature. MCNFPs are targeted in several contributions. Here, it is re
ferred to the comprehensive article [1]. The most famous special case is the 
shortest path problem [2]. 

Applications of MCNFP related to the optimization of the flow of goods 
in a transport network are described in [3], termed Freight Optimization. 

The consideration of time windows has been described only in the context 
of the single-commodity shortest path problem [4]. 
Problem Statement. The set V := {pi, - • • ,PN,QI," - ,QN} of all involved 
locations and the set ^ := Vx V of arcs between pairs of the involved locations 
lead to the graph Q = (V, v4,7, r) representing the network available to fulfill 
the transport demands. The function 7 is defined on the set of arcs and 
assigns the travel distance 7̂ ^ for processing from i to j to each arc (i, j ) and 
the time for traversing (i, j ) is Tij. 

Each loading activity and each unloading activity is represented by a 
triple a{o) := (o, t^*"'̂ *,^ '̂̂ ^). At location o, the corresponding loading or 
unloading activity takes place. It starts at time t^^^"^^ and is completed at 
time tl^^ :— t̂ *"'̂ * + do where do refers to the dwell time associated with 
o. The earliest allowed starting time of the operation associated with o is 
denoted by t^'^^ and the latest allowed finishing time is named by t^^^. 

The way of commodity i through the graph Q originating from Oi := Pi 
and terminating in o^. := qi is determined in the origin/destination-path 
(o/d-path) Vi := (a(oi), a(o2), . . . , a(oArJ) of commodity i. 

Along an o/d-path for commodity i, the operations are scheduled recur
sively starting from the earliest allowed execution time of the corresponding 
pickup-operation a(oi). The following starting times for i = 1 , . . . , AT̂  — 1 are 
computed by t^^^^i = max{t^*^, t̂ *̂ *̂ -f- To-^oi+i} ^^^ ^^^ finishing times are 
calculated by t^^^ := t̂ f'̂ ^ + do,. 

The o/d-path Vi is feasible for commodity i if it satisfies the time window 
conditions for its associated pickup operation a{pi) and its associated delivery 
operation a(g^). 

A fee F'^^{c) has to be transferred to the cooperating forward company 
for the movement of a commodity with a given capacity c along the arc ( i , i ) . 

Typically, F is degressive with respect to increasing capacity c, so that it 
is more profitable to move one large commodity with capacity ac along (i, j ) 
than moving a commodities each with capacity c along this arc. Thus the 
consolidation of several commodities associated with several requests that 
are shipped along an arc (i, j ) starting at time t into a shipment S'^^{t) C 
{ r i , . . . , TAT} is profitable in certain cases. It leads to a reduced amount to be 
paid as long as the saved amount of fees dominates the additional feeder and 
distribution costs. 

The overall sum of fees to be paid for realizing the feasible o/d-paths 
7^i,...,7^Ar is calculated as follows. At first, all shipments S^^{t) occurring 
in 7^1,... ,7 ĵv are identified. Then, the capacities C(5*-^(t)) of the shipments 
S^^{t) are computed by summing up the capacities of the included com-



186 

modities. Next, the freight fees F*-^(C(5*^(t))) to be paid for the execution 
of S'^^{t) are calculated. Finally, the overall sum of fees F{Vi^... ,VN) to be 
paid is computed by summing up the freight fees calculated for the particular 
shipments. 

It is aimed to determine a set of o/d-paths P i , . . . , P A T , SO that (Al): 
The o/d-path Vi of commodity i is feasible, (A2): If two or more paths are 
consolidated into the shipment S'^^{t) at location i then i is associated with 
the pickup operation of a request ri and the commodity / is contained in 
this shipment, (A3): If the shipment S'^^{t) is resolved at location j then j 
is associated with the delivery operation of a request Vk and the associated 
commodity is contained in S^^{t). 

The set T^i,... ,VN satisfying (Al)-(A3) is called an o/d-path-family. It 
is aimed to generate a least cost o/d-path-family. 
Test Cases. The construction of artificial pickup and delivery transport re
quests is described in [5]. Following these proposals, instances are generated 
for all six proposed problem classes with tight or relaxed time windows com
bined with spatially scattered, semi-clustered or clustered locations. 

The fee p^{c) to be paid for the capacity c along the arc (i, j ) is defined 
as f^{c) = jij for c > 0 and f^{c) = 0 for c = 0. 

3 Construction Heuristic 

Originally, the used construction procedure has been proposed for the con
struction of vehicle routes serving time window-constrained customer lo
cations [6]. Three subsequent stages are controlled by a permutation a = 
(cTi,..., ajsf) of the commodities. 
Preprocessing. The relevant part of the time axis is partitioned into m 
equidistant time slots 5 i , . . . ,5m. Each operation is sorted into the slot in 
which its latest allowed execution time falls. For commodity i the expression 
s^ refers to its pickup slot (slot of the pickup operation) and sf to the delivery 
slot (slot of the delivery location). 

An example with six commodities is used to support the presentation of 
the following construction step. The control permutation a = (2,5,4,1,6,3) 
is apphed. The customer specified time windows lead to the following slot 
assignments: s^ = 2, sf = 3, sf — 3, ^2 = 4, S3 = 2, S3 = 5, S4 = 2, sf = 4, 
sP = 1, 5^ = 6, sg = 3 and s^ = 6. 
Path-Construction. Initially, an exclusive path Vi = (tt(pi),a(g'j)) is set 
up for each commodity. These paths are modified in the following steps with 
the goal of concatenating exclusive paths to more complex paths leading to 
larger shipments. 

Two paths Vk a-nd Vi are called incompatihle if and only if at least one 
of the following two conditions is satisfied: (1) at least one operation Ok in 
Vk and one operation oi ^ Ok in Vi fall into the same time slot or (2) all 
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operations in one path fall in time slots larger than the slot of the final 
operation of the other o/d-path. 

In the case of satisfaction of (1), two diflFerent operations have to be sched
uled approximately at the same time, which is assumed to lead to a time win
dow constraint violation as soon as both are served in the same path. The 
validity of condition (2) implicates, that one o/d-path cannot be started af
ter the other on is terminated, so that no physical bundling of the associated 
commodities is possible. 

Two paths that are not incompatible are called compatible. Only two 
compatible paths can be merged with the goal to generate larger shipments. 

The available paths are checked successively for pairwise compatibility 
with each other paths. As soon as two compatible paths are detected, they 
are updated dynamically by absorbing the operations from the other path. 

Let Vak be the first so far unconsidered path in the order determined by 
a. It is checked successively whether Vaj is compatible with Vak- If T^cjk ^^d 
Vaj are compatible then Vak ^^ updated by inserting all operations from V^^ 
that fall into slots s with s^, < s < s^, and which are not included so far in 
Vak' The other path Vai is updated in the same manner. 

This update-strategy is demonstrated for the example introduced above. 
The first path is p2- This path is compatible with P5, so that V3 is up
dated to V5 := {ct{p5), a{p2), a{q2), a{q5)) but V2 remains unchanged since 
no operations fall in a time slot between a(p2) and a{q2). Next it is found, 
that 7̂ 4, Vi and VQ are incompatible with 7̂ 2- Finally, the compatibility 
of V3 with V2 is detected but again no additional operations can be in
serted into V2' The next path to be combined with other paths is V^. It 
is incompatible with P4, Vi and VQ but compatible V3 so that V5 is up
dated to V5 := {a{p5),a{p3),a{p2),a{q2),a{q3),a{q^)) and V3 is updated 
to V3 = {ci{p3), a{p2), a{q2), a{q3)). Next, V4 is compared with Vi (incom
patible), VQ (compatible, updating V4 := ici{p4), cbipe)^ ci'iQ4)) and Ve '-= 
(^(Pe)? ^(94)5 ̂ (^e))) and V3 (incompatible). The path Vi is incompatible with 
VQ and, finally, V3 and Ve are incompatible. 
Ensuring time window feasibility. The generated o/d-paths are succes
sively checked for time window constraint violations. In doing so, two cases 
are distinguished. 

If path Vak ^as been checked and if no violations have been detected, then 
the path Vak ^^ confirmed. This means, the calculated arrival and departure 
times at the associated locations visited in Vak ^^^ propagated into the so 
far unconsidered paths Vak+i' • • •' <̂̂ 7v and can only be modified as long as 
they fall into the associated time windows. 

If a time window constraint violation is detected in path Vak at a certain 
location, then the associated pickup operation a{oi) and the correspond
ing delivery operation a{o2) of this commodity are deleted in the paths 
Vak 5 • • • 5 ^(TN and the o/d-path of this commodity is determined as the ex
clusive o/d-path (a(oi),a(o2)). This o/d-path is confirmed immediately. 
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4 Memetic Algorithm Path-Improvement 

The memetic algorithm (MA) framework introduced in [7] is adapted for 
evolving o/d-path-families towards the least costs-goal. An initial popula
tion consisting of K different o/d-path-families is generated by calling the 
construction heuristic, described in Section 3, K times. After each call, the 
control permutation a is re-determined randomly. Each existing population 
is replaced according to the /i -h A-replacement strategy [8] by recombining 
new sequences of intermediate stops between the pickup and delivery loca
tion of each commodity. Mutation inserts a so far unconsidered operation 
into randomly selected offspring paths. 

The offspring o/d-path-families generated by mutation and crossover do 
not comply with the conditions (A2) and (A3) in every case. Generally, it 
exists a commodity i, so that the generated offspring path Pi contains a 
pickup operation (delivery operation) of another commodity k and there is 
no shipment in with both i and k are carried away from (brought to) the 
associated location. 

As a remedy, the o/d-paths in an o/d-path-family are modified and de
tected deficiencies of the kind mentioned just above are corrected in a straight
forward way. Therefore, the o/d-paths in an offspring are checked successively 
according to the order a. After potential violations of (A2) or (A3) are cor
rected, the path is confirmed and cannot be modified anymore. 

Let Vk = (ci'ioi)," ",Ci{o%J) be an o/d-path. For two included opera
tions a{of) and a{Oj) with (i < j) the a(of)-a(o^)-sufapatii of Vk is defined 
as (a(oJ^),a(o^^_i),... ,a(o^_i),a(o^). An o/d-path S is called a subpath of 
another o/d-path V if there exists operations a(oi) and a(o2) in V so that S 
equals the a(oi)-a(o2)-subpath of P. 

Let a{Oj) be an operation in Pk- The a{Oj)-tail ofPk is defined as the 
subpath {a{o^)^..., a{o%J). Additionally, the a{o^)-beginning ofPk is given 
by (a(oi),...,a{Oj)). Two paths Pj and Pk are called consistent if and only 
if at least one of the following conditions is satisfied: (i) Pj and Pk do not 
have any operations in common, (ii) Pj is a subpath of Pk or vice-versa, (iii) 
the a(oi)-tail of Pk equals the a(o^^ )-beginning of Pj or (iv) the a(oi )-tail 
of Pj equals the a(o]y^.)-beginning of Pk 

In all other cases Pj and Pk are called inconsistent. An o/d-path-family 
in which all included o/d-paths are pairwise consistent satisfy the conditions 
(A2) and (A3). 

The following scheme is used to check the pairwise consistency, to cor
rect inconsistencies and to propagate the decisions into so far unconfirmed 
o/d-paths. Initially, all o/d-paths in the considered o/d-path-family are un
confirmed. Now let Pk be the first so far unconfirmed o/d-path according to 
the order induced by a. 
First phase (consistency check): It is checked whether Pk is pairwise consis
tent with all so far confirmed o/d-paths. If Pk and a confirmed o/d-path Pj 
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are inconsistent then all error-causing operations are successively removed 
from Vk together with the associated pickup or delivery operation (if in
cluded). Finally, the modified Vk is confirmed. For all commodities i associ
ated with a removed operation, the o/d-path Vi := {ci{Pi)i ctiQi)) is generated 
and confirmed. 
Second phase (subpath propagation): All subpaths of Vk are propagated into 
the paths of the commodities associated with so far unconfirmed o/d-paths. 
Consider successively all operations a{o) in Vk- Let c{a{o)) be the commodity 
related to operation a{o). If Vc{a{o)) is unconfirmed so far then one of the 
following three options is executed. 

If Vk contains both operations belonging to c{a{o)) then Vc{a{o)) is set 
to the a(pc(o(o)))-^(^c(o(o)))-subpath of Vk- If Vk contains only the pickup-
operation a{pc(a{o))) then the associated delivery operation a{qc(a{o))) is ap
pended to the a(pc(a(o)) )-tail of Vk and this extended tail becomes the new 
o/d-path for commodity c{a{o)). If Vk contains only the delivery-operation 
a{qc(a{o))) then the associated pickup operation a(pc(a(o))) is prefixed to the 
a(9c(o(o)))-beginning of Vk and this extended beginning becomes the new 
o/d-path for commodity c{a{o)), 

The mode of operation of this procedure is demonstrated in the following 
example. Parameterized with the sequence a = (2,5,4,1,6,3), the procedure 
modifies the erroneous o/d-path-family Vi = (^(pi), (^{QI)^ V2 — (^(^2)? 
ttfe)), ^3 = (tt(P3), a(p2), ^(^2), a fe ) ) , 7̂ 4 = (a(p4), a(p6), ^(^4)), V^ = 
(a(p5), a(p2), a(p3), a(^2), ^(94), ^(^3), a(pi), 0(^5)) and VQ = (a(p6), ^(94), 
Clips), a{qe)) into the o/d-path-family Vi = (a(pi), 0(^5), a{qi), V2 = (a fe ) , 
a fe ) ) , V3 = (a(p3), aiqs)), V4 = (^(^4), ^(ps), ^(^2), ^(^2), ^(^4)), V3 = 
(a(p5), a(P2), a(^2), ^(^4), a(pi), a{q^)) and "Pe = (^(pe), ^(^4), a{qe)) which 
is free of errors (see also Fig. 1). 

Fig. 1. Hill climbing repair of (A2) and (A3) constraint violations. In the figure 
above, q2 has two predecessors and p2 has two successors. The hill climbing pro
cedure is applied to this family, which is shown in the lower figure. It is free of 
constraint violations. 
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5 Computational Experiments 

The proposed MA has been implemented and assessed for its suitabihty and 
is apphed in five independent runs to the instances of the six problem classes. 
Algorithm Configuration. A population consisting of ^"=200 individuals 
is evolved through 150 iterations so that overall 30000 o/d-path-families are 
tested. The crossover frequency is set to 100% and the mutation frequency 
is 90%. These intensities are very high but necessary, since the application 
of the hill climbers refuses a large part of the proposed modifications. The 
number of time slots is set to m = 5A/". 
Experiments. For each of the six problem classes three indicators are de
rived from the observed results. At first, the percentages e of exclusively 
fulfilled requests, which are not contained in any bundle with at least one 
other request commodity, are calculated. Secondly, the improvement over 
the evolution stages is subsumed. Therefore, the improvement L relative to 
the best observed fitness in the initial population is calculated. At last, the 
average deviation 5 from the costs of the solution in which all requests are 
served by own vehicles (the VRPTW-case) is calculated in order to answer 
the question for which type of requests the freight consolidation-algorithm is 
best suited. 
Presentation and Discussion of Results. The achieved values are pre
sented in Tab. 1. It is observed that tight time windows (Rl, RCl, CI) 
prevent the consolidation of a large fraction of requests. In almost half of the 
requests, the associated commodities cannot be consolidated with others. In 
case of relaxed time windows this quote e varies between 12.2% and 26%. 

The memetic search is able to find significantly better o/d-path-families 
compared to the initially generated families. 

Rl RCl CI R2 RC2 C2 
e 54.7% 58.5% 48.1% 12.2% 26.0% 26.0% 
i 30.4% 30.6% 62.0% 47.5% 46.6% 54.6% 
5 32.7% 39.6% 51.0% -30.7% 4.8% -60.6% 

Table 1. Computational results achieved for the artificial test instances 

The value of L varies between 30.4% and 62.0% (with means the initially 
observed costs can be reduced by 30.4% up to 62.0%). Finally, it can be 
stated, that the overall algorithm performance is sufficient for the test cases 
with tight instances. Here significant improvements between 32.7% and 51.0% 
are achieved compared to the VRPTW-case. However, the performance for 
the problems with relaxed time windows is disappointing. In the R2 and 
in the C2-instances, the VRPTW-values are not reached. Since the observed 
improvement is sufficient (with respect to the ^-values), the families produced 
by the construction heuristic are of insufficient quality. It might be that the 
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time window oriented consolidation is not effective enough. Additionally, the 
scope of the problem should be extended and for each arcs, several different 
fee functions (representing alternative LSPs) should be provided. 

6 Conclusions and Outlook 

The extension of M C N F P by time windows for visiting nodes in the under
lying network has been addressed in this article. An adequate optimization 
model has been proposed. Several speciahzed algorithms are composed to an 
MA tha t has proven its general applicability to solve artificial test instances. 
However, the proposed construction heuristic seems to be well suited only 
for instances with tight t ime windows, so tha t other pa th construction ap
proaches should be assessed. 
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Abstract. We present two different approaches to minimize total delay in signal
ized fixed-time controlled inner city traffic networks. Firstly, we develop a time 
discrete model where all calculations are done pathwise and vehicles move on "time 
trajectories" on their routes. Secondly, an idea by GARTNER, LITTLE, and GABBAY 
(GLG) is extended to a continuous, Unkwise operating model using "Link Per
formance Functions" to determine delays. Both models are formulated as mixed-
integer linear programs and are compared and evaluated by PTV AG's simulation 
tool VISSIM 3.70. 

1 Introduction 

Controlling the inner city traffic by a "good" setting of relevant traffic light 
parameters is an appropriate way of reducing congestions in networks and 
delays in general, respectively. We consider a scenario of dense but almost 
steady traffic, which appears for example in periods of morning peaks of rush 
hour traffic. In such cases often fixed-time controUing is used since vehicle 
actuated or adaptive controlling cannot accentuate their advantages, which 
lie in the abihty of adjusting to different traffic situations. Before we start 
describing the two optimization models, we review some notation used in 
traffic engineering. 

First of all, we consider networks where there is a light-signal system at 
each intersection, including various single traffic lights some of which are 
combined into so-called signal groups. Each of these signal groups controls 
traffic throughput of a different direction, for example inbound, outbound, or 
turning traffic. For each signal group there is a signal timing plan determining 
the beginning and ending of the green- and red phase, the so called red-green 
split. After a predetermined amount of time, the cycle time, patterns of red 
and green recur. The most important parameter is the so called offset, which 
describes how light-signal systems of different intersections, or their signal 
timing plans respectively, are set relative to a given zero-point (Sec. 2) or are 
set relative to each other (Sec. 3). For both approaches cycle time, red-green 
split, and the vehicles' travel time on the links are fixed and the offset acts 
as decision variable. 
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2 A discrete path-based approach 

Since in this first approach all delay analysis is done pathwise, we refer to the 
model as path-based model and restrict ourselves in the following to a single 
path. The model's main characteristic is its discrete structure, see Fig. 1. The 
cycle time is divided into T trajectories. For example, let T = 40; then at the 
beginning of each route each trajectory carries 0.555 cars per unit of time in 
case of an assumed traffic volume of 1000 vehicles per hour and a cycle time 
of 80 seconds. Below, we identify the cycle time with the parameter T and 
establish a partition into one trajectory per second of cycle time, which will 
be T = 80 for all quoted examples. 

For a further development of the model it is necessary to introduce the 
following parameters: the set of all paths in the network is denoted by V 
and the edge set-̂  of a path P e V is given by E{P) = {ef, • • • , e^^} where 
ap is the number of edges of P. The set of intersections, i.e. the set of 
different traffic-signal systems, is denoted by /C, whereas 1Z{K) is the set of 
the signal groups corresponding to intersection K. Canonically, the parameter 
r(e) stands for the integral travel time needed to traverse edge e G E{P) of 
path P eV. We will formulate the problem as a MIP and use the following 

sig2 sig1 sig1 sig2 sig3 

Fig. 1. Consecutive traffic signals of a particular path. At the beginning of each 
path each of the trajectories leads the same amount of vehicles. 

variables: first, we have binary offset variables /i, which are defined for each 
intersection and each point in time { 1 , . . . , T}. For a K £ K, only one variable 
h[K^t] equals 1. The to with h[K^to] = 1 corresponds to the offset value 
at intersection K. A second group of binary variables indicates whether a 
certain point of time t G { 1 , . . . , T} at intersection K E IC and signal group 
R G Tl{K) belongs to a green phase or not. These variables are denoted by 

^ We refer to links as edges although we do not actually use an underlying graph 
structure. 
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z. So, z\K^R^i\ — 1 indicates a red phase and z[X,i?,t] = 0 a green phase, 
respectively. The variables h and z are connected via 

^ h\K,i\ = z[K,R,t] ^K eK:,\fRe n{K)yt e r, (i) 
iel[K,R,t] 

where l[K,R^t] is a preprocessed list of numbers in { 1 , . . . ,T} such that t 
belongs to a red phase at intersection K and signal group R iff the offset at 
K is an element of l[K^ i?, t], 

As mentioned above, vehicles move on trajectories on their routes. Each 
trajectory leads to a certain point of time at an intersection and depending on 
the traffic light cars on that trajectories can pass the intersection or have to 
wait because of a red signal. For both cases (a red or a green signal) outgoing 
trajectories are provided, always one of which is blocked by a constraint and 
vehicles have to follow "their right" trajectory, as a result. See Fig. 1. The 
variables Xr and Xg measure the amount of vehicles following those red edges 
and green edges. Such blocking is realized by 

x,[P,e,t] < M . (l-z[i^(p,e),i?(P,e),t]) VP G P,Ve G ̂ ( P ) \ { e f },Vt G T 
(2) 

and 

x,[P,e,t] < M.z[X(p,e),i?(P,e),^] VP G P,Ve G E{P)\{e^}yt G T, (3) 

where M denotes a big constant and i^(p,e) ? ^(p,e) the obvious dependencies. 
Of course, the approach of traffic flow on trajectories only works, if the cars 
are "forced" to stay on the trajectories and do not get lost. This is ensured 
by the following flow conservation equation 

Xg[P,e + l,t\ -\-Xr[P,e-{-l,t] =Xg[P,e,t-T{e)] (4) 

+ Xr [P, e, t - r(e) - WT(P, e)] VP, t, Ve G ̂ (P) \{ef , eJ^ }. 

The waiting time, which has to be constant and integral, is denoted by the 
parameter WT and calculated with WEBSTER'S classical formula [3]. 

2.1 The MIP formulation 

Together with an equation ensuring that only one offset is adjusted and an 
equation corresponding to an initial flow conservation, constraints (l)-(4) now 
form our mixed-integer linear program. This MIP models our optimization 
problem well, however, it has to be mentioned that the model's size, namely 
the large amount of integral variables, leads to large computation times. 
For example, a computation time of more than 9 hours^ is needed for a 9-
intersection test network and a discretization of the cycle time into 80 units. 

on a 1.7GHz Linux computer with 512MB memory 
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Note that for the objective, only vehicles on red edges must be taken into 
account. 

ap 

minimize'^ ^ ^ WZ[ii:'(P^ef_,).^(p,ef_j] ' ^r[i^,ef ,t] 
Pev 3=2 teT 

"^h[K,t] = l Vi^G/C, (5) 
teT 

Y^ h[K,i] = zlK,R,t] (6) 

VK e}C,VR€'R.{K),VteT, 

Xg[P,e,t] < M - (1 - Z[/C(p,e),i?(p,e),<]) (7) 

VP e •p,Ve e £:(P)\{ef },Vt € T, 

Xr[P, e,t]<M- z[K^p^e), -R(P,e), *] (8) 

VP eVyee E(P) \{ef },Vi € T, 

a;g[P, ef, i] + â r [P, el', i] = //ou;raie[P] (9) 

V P e P , V t € T , 

a;j[P, ej^.j,tj + a;r[P, Cj^jjiJ = 

Xg[P, ef,t- T{ef)] + Xr[P, ef,t- r (e f ) - W T ( P , ef)] (10) 

V P € P , V t G T , j = 2 - - - ap , 

/i,^ e { 0 , l } , 

3 A continuous model 

This second model is based on an approach by GARTNER, LITTLE, and G A B -

BAY (GLG)[1]. In 1975 they formulated a "Network Coordination Problem" 
(NCP) where cycle time and red-green split are fixed and total waiting time 
is to be minimized by finding optimal offsets. Later, they included cycle time 
and red-green split to the set of variables and formulated a "Network Syn
chronization Problem" [2]. We extend their NCP model in a canonical way 
and introduce some adjustments in the objective function. 

Again, some parameters have to be introduced first: The cycle time is 
again denoted by T (in our examples it is set to 80 seconds). The traffic 
network is represented by a directed multi-graph G — (F, A)^ where the nodes 
V ^V are the intersections and the edges e £ E stand for the traffic carrying 
streets/links between intersections. Thus one can see that the graph has to 
be directed, since traffic may move in both directions of a link. Moreover 
there maybe more than one copy of an arc because we have to distinguish 
between different vehicle flows of a link according to which signal group they 
come from and go to. The set of all cycles in G will be denoted by C and for 
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a single i e C the set of forward edges is F{1) and the set of reverse edges is 
i?(/), whereas a cycle is traversed clockwise. 

Fig. 2. The left side shows a sketch of a signal timing plan with three signal groups. 
The parameter ^ describes the adjustment of the beginning of the green phases of 
the different signal groups. Of course, it holds that ^AA = 0 and ^AB = I — ^BA-
The right side illustrates the traffic flow in a platoon at one link. Because this 
structure allows linkwise definitions of e.g. the offset, all calculations and waiting 
time analysis is done linkwise. Note that the platoon length p does not necessarily 
equal the length of its green phase. 

As already mentioned, there are two main characteristics of the model. 
Firstly, it is assumed tha t vehicles move in platoons with a constant rate of 
flow within. Secondly, this approach does not use any discretization but the 
parameters and variables can take continuous values. The arrival t ime of the 
platoon is denoted by 7 and has to be within the interval [—r^g]. So, the 
offset 0 is defined as the distance (in time) between the platoon's start ing 
and the beginning of the green phase tha t defines the relevant interval for 
the platoon's 7. For example, in Fig. 2, 7 is negative. Because of the linear 
dependency 0 = r—7 one can use the arrival time 7 as well as 0 for calculating 
the delays. 

Now, all necessary parameters and variables have been introduced. The 
big advantage of this "link-based" approach is its compactness. Only one 
group of constraints has to be formulated, namely the so called cycle-equations 

eGF(^) eei?(^) 

The parameter P[-, •] indicates the particular signal groups. These equations 
are essential, since all calculations shall be done modulo the cycle time, be
cause all cycles shall be regarded as equal^. Therefore a particular point of 
t ime during one circulation of the cycle has to correspond to the same point 
of t ime in all cycles. For this reason, the sum of all offsets around a cycle^ in 
the graph must be an integral multiple of T. 

^ Therefore traffic load values are fixed over all cycles. 
^ A cycle may also consist of only a pair of edges! 
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Fig. 3 . A sketch of the arising waiting queues of a platoon arriving at approx. 
7 = —r/2. Note the break in the curve due to different service rates, first s — q and 
after the platoon's tail s. The curve on the right represents the Link Performance 
Function of platoon's arrival time 7. 

Now, the only open question is how to calculate delays. This is done 
using the arrival time 7. This is, however, quadratically related to the waiting 
time. To obtain a linear model each hnk's delay function is evaluated at some 
intermediate points and then approximated by a piecewise linear function, 
see Fig. 3. The choice of such intermediate points determines the shape of the 
hnk's delay function. At this point, we significantly simplified the G A R T N E R , 
L I T T L E , and G A B B A Y method by ensuring the convexity of the curve. This 
is important for the following reason. Suppose the curve is not convex, the 
inequalities z > ^1,2,...(T) where g denotes the approximation lines, do not 
force waiting time z to be equal to an actual waiting time. But instead the 
variable z probably takes too high values. 

3.1 T h e M I P formulat ion 

Also this model is represented as a mixed-integer linear program. 

minimize Y ^ fij^ij 

{hJ)eA 

Zij > 9^{jij) 

rii e 

V e = ( i , i ) € A, 

Pij G [Tij Qij , Tij -\- Tij J, 

V(i, j ) € A. 
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One can see immediately the compact formulation compared to the first 
model. This also leads to faster computation times. E.g. a test network of 
25 intersections could be optimally solved in about 5 seconds. 

In addition to improvements within the links' delay functions we also 
extended the GLG approach such that we distinguish traffic flow on one 
edge not only according to its direction but also according to its origin's and 
destination's signal group. To this end, we simply allocate multiple link copies 
and analyze them separately. This only needs a few more cycle equalities and 
therefore some more integral variables, but it admits to consider a more 
complex traffic flow. Note that adding good lower and upper bounds on the 
integral variable n may lead to better computation times. 

4 Simulation using VISSIM 3.70 

Both optimization models have been tested and vahdated with PTV's simu
lation tool VISSIM 3.70. It provides microscopic traffic flow simulation and 
various analysis tools. One of them, the so called lost time corresponds best 
to our criteria waiting time. 

In addition to test runs on simple instances, such as arterials or 2 x 2 
grid networks, we constructed a 3 x 3 as well as a 4 x 4 grid network and 
defined 14 respectively 19 routes on which motorized individual traffic moves. 
In detail we have 12(16) routes of traffic following the grid on straight paths 
without any turns, divided into 6{S) "horizontal paths" and 6{8) vertical 
traffic streams. In addition, we added 2 non-conventional paths to the 3 x 3 
grid that include right-turn traffic and 3 paths to the 4 x 4 grid containing 
left-turn traffic. 

Results of simulation runs for both of these instances are listed in the 
tables below. They are compared to the results of a heuristic that sets a 
progressive signal system to some of the paths. In this way, lost time is 
minimized for 43% of all cars in the 3 x 3 grid and for 46% of the vehicles in 
the larger grid, respectively. 

Table 1. Comparison between lost time measurements for the 3 x 3 grid's traffic 
with VISSIM 3.70, using the offsets of both approaches and a heuristic. The discrete 
model is denoted by A, whereas B stands for the continuous approach. 

Model 

A 
B 
heuristic 

Solution 

non opt. 
opt. 

random 

Lost time 
in sec/veh 

21.2 
23.4 

30.0 
32.5 

Rate of improvement 

i n % 

29.3% 
22% 

-

-8.3% 
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As it can be seen in the tables only suboptimal offsets could be used for 
evaluating the path-based model, since its size did not permit to calculate an 
optimal solution within a reasonable amount of time, which was a few hours. 

Table 2. Same measurements as listed in Table 1 but for the 4 x 4 grid instance. 

Model 

A 
B 
B*^ 
heuristic 

Solution 

non opt. 
opt. 
opt. 

random 

Lost time 
in sec/veh 

42.6 
39.7 
38.8 
43.4 

55.9 

Rate of improvement 

i n % 

1.8% 
8.5% 
10.6% 

-

-28.8% 

^ Model with small changes at the LPFs, namely different interpolation points. 

Table 2 also contains average simulation results for 11 randomly chosen 
offset sets. Although a more realistic comparison to results of, say, actual 
offsets of an actual traffic network are missing, it can be seen that both 
models calculate better offsets than the heuristic. We consider this to be a 
promising start and we will extend and advance both models as well as design 
further non-grid real world instances and compare results of our models with 
results of the actual adjusted offset set. 
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Abstract. For the stochastic flow shop problem with m machines, n jobs and oper
ation processing times being independent identically distributed random variables, 
we consider permutation schedules — those in which each machine processes the 
jobs in the same order. For fixed m and increasing n, the asymptotic behavior of 
an arbitrary permutation schedule length is researched. Let T be the makespan of 
that schedule. Considering the maximum machine load L as a lower bound of the 
makespan, we show that for a wide class of operation processing time distributions 
the average-case ratio T/L converges to 1. 

Thus, an arbitrary permutation flow shop schedule is asymptotically optimal 
with n -^ GO, and one can construct such schedule in a linear time. The same result 
is derived for the stochastic assembly line problem with m machines and n jobs. 

1 Introduction and Definitions 

Flow shop and assembly line are classical machine scheduling problems. In 
general case, both problems are A/'T^-hard, however several polynomial time 
algorithms are constructed in [3] (assembly lines) and [4], [5] (flow shops) 
producing solutions close to the optimum with absolute guarantee. It is in
teresting that in all algorithms the solutions were chosen within the class of 
permutation schedules. Thus, the idea to consider an arbitrary permutation 
schedule arose. 

In the paper, we consider stochastic assembly line and flow shop problems 
and show that for an arbitrary permutation schedule the average case ratio 
converges to 1 asymptotically. 

In general, each of the two scheduling problems considered below can 
be formulated as follows. Jobs J i , . . . , Jn are to be processed on machines 
M l , . . . , Mn- Each job Jj consists of m operations o i^ , . . . , Omj- Operation 
Oij is processed on machine Mi and requires time pij > 0 for its processing. 
Operation processing must satisfy the following conditions: 

(JBI) no simultaneous processing of any two operations on one machine 
is allowed; 

{B2) no operation preemption is allowed. 

http://nsk.ru
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Let Sij denote the starting time of operation Oij in a given schedule. The prob
lem is to derive a schedule S = {sij | j = 1 , . . . , n; 2 = 1 , . . . , m} satisfying 
{Bi) — {B2) (and some additional requirements specific for each problem) and 
minimizing the maximum operation completion time (the makespan): 

T{S) = mdix{sij-\-pij). (1) 

Let p be the maximum operation length, Li be the load of machine Mi and 
L be the maximum machine load: 

n 

p = maxpij, Li = y^ Pij; L = maxL^. (2) 

Obviously, L is the lower bound on the length of any schedule S satisfy
ing (^i) — (^2)- Precise formulations of the considered machine scheduhng 
problems are given below. 

In the Flow Shop Problem, there are two additional conditions on opera
tion processing. Firstly, 

{Bs) no simultaneous processing of any two operations of one job is 
allowed; 

and secondly, each job must be processed on machines M i , . . . ,Mm conse
quently: 

(^4) Sij >Si-ij+pi-ij (z = 2, . . . , m ; j = l , . . . , n ) . 

Flow Shop Problem. Derive a schedule satisfying (Bi) — {B4) and mini
mizing functional (1). 

In the assembly line problem, the last operation of each job must be 
processed on machine Mm'-

(Bs) Smj > Sij -{-pij (i = 1,..., m - 1; j = 1 , . . . , n). 

Assembly Line Problem. Derive a schedule satisfying (Bi), (^2)5 (^5) cind 
minimizing functional (1). 

2 Stochastic Machine Scheduhng Problems 

Formulating a stochastic machine scheduling problem, we assume all oper
ation processing times Pij being random variables with non-negative real 
values. 

To solve a stochastic machine scheduling problem means to construct an 
algorithm producing a schedule 5, the length T{S) of which almost always 
(with increasing number of jobs n) satisfies the following relation for any 
£ > 0 : 

(T{S)-OPT 
n'i'^n OPT <^'=^- (̂ ) 

Schedule S is asymptotically optimal if it satisfies (3). 
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3 Results 

Let TT = {TTI, . . . , TTn} be a permutation of indices { 1 , . . . , n}. A schedule S^^ 
is called a permutation schedule if the jobs are scheduled on each machine in 
the same order TT. 

Let operation processing time distributions satisfy the following condition. 

(P) Random variables {pij > 0 | i = 1, ...,m; j = 1 , . . . ,n} are nondegen-
erate (i.e., Bpn = a'^ > 0) independent identically distributed and 

G^ < 00. 

Now we formulate the main results of the paper. 

Theorem 1. For the stochastic flow shop problem with m machines and n 
jobs satisfying (P), an arbitrary permutation schedule S^^ is asymptotically 
optimal, the makespan T^S-jr) being estimated as follows: 

T{S^) < [/ = (m - l)p + f 1 + ^ -ji j L (4) 

almost always with n —̂  oo. 

Theorem 2. For the stochastic assembly line problem with m machines and 
n jobs satisfying (P), an arbitrary permutation schedule S-j^ is asymptotically 
optimal, the makespan T{ST^) being estimated as follows: 

T ( 5 , ) < ? 7 = P + ( | I + ^ ) L (5) 

almost always with n -^ oo. 

4 Proofs 

Proof of theorem 2. The length of the permutation schedule S-j^ for the 
assembly line problem can be written as follows ([3]): 

T{Sn) = max max ^Pinj +Y]p 
2=l,...,7n—1 fc=l,...,n \ ^—^ ^—^ 

^k-l k-l 

< max max Y]Pi^j ~ X l ^ ^ ^ i \ -\-p + L. (6) 
z=l, . . . ,m—1 fc=l,...,n \ '7—' ^—' I U = l J=l 

Introducing the (m-l)-dimensional vectors e^. = (PITT, -PmTTj, • • • ,Pm-i,7rj -
Prrnr ) ^ W^~^ (j = 1 , . . . ,n) and the uorm ||-|| defined for x = ( x i , . . . ,Xm-i) 
by 

||ic|| = max \xi\^ (7) 
i= l , . . . ,m—1 
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one can represent the upper bound (6) in the following compact form: 

T{S^)< max ||5fc||+p + L, (8) 
fc=l,.-.,n—1 

where Sk — e^n H h ê rfc. Thus, to prove (5), it suffices to show that 

lim P ( max ||^fc|| < ^ L ^ = 1. (9) 
n-^oo \A;=l,...,n-l yju ) 

It is easy to see that vectors {0,^,. YjZ\ and the norm defined in (7) satisfy the 
lemma 1 conditions (see Appendix). Therefore, for some x > 0 

max llS'fcll >x\ < 2 P ( | | 5 n - i | | >x), (10) 
/c=l, . . . ,n—1 J 

It follows from theorem 3 (see Appendix) apphed to vectors {e^^. YjZ\ that 

Pdl-S^n^ill > v^ln^/^n) -> 0 with n —» 00, which immediately implies 

lim P f max ||S'fe|| < x/nln^/^n ] = 1. (11) 
n->oo \fc=l,...,n-l ) 

Due to (9) and (11), we need to show that the following relation holds: 

lim p f L > n l n - ^ / 2 n ) = 1 . (12) 
n—»cx) \ / 

Note that (12) holds as soon as the relation 

P(Li > n l n " ^ / ^ n ) - ^ o o (13) 

holds for each i = 1 , . . . , m with n -^ 00. Remind that by (2) L^ represents the 
sum of independent identically distributed random variables 'Pij with positive 
mean. Then, theorem 3 can be applied to the centered random variables 
{pi^ — Epij}j=i^5 which implies (13) and (12). Relation (9) is implied by (11) 
and (12). 

So, we showed the asymptotic estimate (5). Now to prove the asymptotic 
optimality of the schedule ST^ , we need to show that the estimate JJ satisfies 
the following relation for any e > 0: 

lim P (^^-^ < £:̂  = 1. (14) 

It is easy to see that (14) implies (3), since the maximum machine load L is 
the optimum lower bound. 

Relation (14) holds, whenever f'{p/L < e) -^ 1 for any fixed e > 0 with 
n —> 00. In [2] under even weaker conditions on the pij distribution (than the 
condition (P) above), it is shown that 

lim P(Cp < L) = 1 
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for every fixed constant C > 0. Thus, the asymptotic optimahty of schedule 
ST^ is proved. D 

Proof of theorem 1. The proof of theorem 1 is almost identical to the one 
of theorem 2 with minimal changes. The length of the permutation schedule 
S-jr for the flow shop problem can be written as follows (see [4], for example): 

< max 
l<fci<...</cm-i<n , , 

+ L 

m—1 / k /c —1 

< Y, ^^^ X^P^^j - Z^^^+i.TT, I + L. (15) 
Z=l \j = l 1 

Similar to the proof of theorem 2, we introduce the (m — 1)-dimensional 
vectors e^. :== {pi^. - Pmnj, • • •,Pm-i,7r,- " PmiTj) ^ ^"^'^ (j = 1 , . . . , n) and 
the norm || • || defined for x = ( x i , . . . , Xm-i) by 

: < max \x{i)\y max \x{i) — x{j)\ > ||x|| = max < max \x{i)\^ max \x{i) — x{j)\ > , (16) 
t i ij J 

one can represent the upper bound (15) in the following compact form: 

r ( 5 ^ ) < max ||5fc|| + ( m - l ) p 4 - L , (17) 
/e=l,... ,n—1 

where Sk = ^TTI H ^^^k- Like the norm (7), the norm (16) satisfies lemma 
1 conditions. Thus, to accomplish the theorem 1 proof, one should repeat the 
technique used in the proof of theorem 2 (see (6)—(14)). D 

5 Remarks and Conclusions 

In the paper, there is a simple example of the stochastic approach to machine 
scheduling problems. The proved theorems give us an efficient tool to solve 
large scale flow shop and assembly line problems, since an arbitrary permu
tation schedule can be easily constructed in linear time. Although for the 
considered problems, there are exist effective approximation algorithms with 
complexity 0{m?"n?')^ for other machine scheduling (and discrete optimiza
tion) problems the situation may not be that successful. So far, it seems very 
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likely that similar results can be derived for other shop scheduling problems 
with the minimum makespan objective. 

It would be interesting to extend the above results to the case, when 
the operation processing times are differently distributed random variables. 
Deriving of the rate function for the probabihty in (3) remains very interesting 
open question as well. 

6 Appendix 

I. The Levi Inequality. A random vector ^ is symmetrical if the distribu
tions of ^ and —̂  coincide. Let ^ i , . . . , ^n be independent symmetrical random 
vectors with values in some linear measurable space X. The function \x\ with 
values in in the set [0; +oo] is a measurable seminorm on X: it is measurable 
and satisfies the conditions 

1̂  + 2/1 < \x\ + \yl \ax\ = |a| |x|, aeR 

on the set {x : |a:| < oo}. Consider the random variables 

k 

Lemma 1. For all x >0 holds 

ns:>x)<F{\Sn\>x). 
Lemma 1 is formulated and proved in [6], p. 86. 

II. Central Limit Theorem. Let ^1,^2? •• • be a sequence of independent 
identically distributed vectors, E^k = 0, cr̂  = E^^^fc, Sn = Z f̂c=iC/e- Let 
random vector C have Gaussian distribution with parameters (0,cr^). 

Theorem 3. With n —» 00 

where symbol => denotes the weak convergence of random vectors. 

More details can be found in [1], p. 153. 
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Abstract. We consider a generic workforce scheduling problem, where employees 
are characterized by qualifications. Given a set of shifts for each day, we have to 
determine for each employee his working days as well as a specific shift for each 
working day. The overall objective is to find a set of feasible schedules with respect 
to hard and soft restrictions. We propose an integer multi-commodity network flow 
formulation for the problem under consideration and show how branch-and-price 
can be used to solve this problem. 

1 Introduction 

Workforce scheduling is the process of generating work schedules for a number 
of employees such that an organization can satisfy the demand for its goods 
or services. We refer to [3] for a recent survey on workforce scheduling. In this 
paper, we consider a problem which decidedly extends the so-called days-off 
scheduling problem, where the number of employees to be assigned to different 
working patterns has to be determined. Given a set of predetermined shifts 
for each day of the planning horizon, we have to find a schedule for each 
employee that specifies his days off, his working days as well as a specific 
shift for each working day. In particular, we consider employees with different 
qualifications and individual preferences. Moreover, we distinguish between 
hard restrictions that must be met and soft restrictions which should be 
obeyed. 

Hard restrictions: 

1. No employee may be assigned to a shift he is not qualified for. 
2. In between two shifts, there must be at least 11 hours of idle time. 
3. No employee may work longer than 10 days in a row. 
4. Each employee must receive two days off for every 5 days on duty. 

Soft restrictions: 

1. At least two days off should be scheduled in a row. 
2. A day off should be preceded by another day off or an early shift and 

should be succeeded by another day off or a late shift. 
3. A vacation should be preceded by an early shift and succeeded by a late 

shift. 
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Our objective is to find a solution which is feasible with respect to the hard 
constraints and minimizes violations of the soft constraints. Moreover, work
ing at night or on weekends is awarded with significant extra pay. Thus, a 
long-term objective is to balance gross wages among employees. 

2 Problem Formulation 

We consider a planning horizon of /; = 1 , . . . , 14 days. Let Jt be the set of all 
shifts that take place on day t and define J := Ut=:i ^*- ^t contains exactly 
one dummy shift which is used to admit assignments of superfluous employees 
to shifts on day t. With each shift i e J, we associate two events si and ê  
representing the start and end of shift i, respectively. Let set J^ C J contain 
all dummy shifts. A transition between two shifts i E Jt and j e Jf^t < t\ is 
associated with the events ê  and Sj. For t' —t > 1, a transition represents one 
or more days off. Transitions violating hard restriction 2 are not considered. 

2.1 Multi-Commodity Flow Network 

For each employee /c G X, we consider a network G^ — (N^^A^) (cf. Fig. 1). 
The set of nodes Â ^ consists of two nodes Si and ê  for each i e J that em
ployee k is suitably skilled for as well as a source a and a sink LJ. All employees 
are sufficiently skilled for the dummy shifts. Nodes 5̂  and ê  associated to 
already granted holidays or unacceptable shifts for employee k are omitted in 
N^. For two nodes si^ei G A" ,̂ A^ contains a directed arc (5i,e^). Moreover, 
A^ contains the arcs (a, Si) for all 5̂  G A''̂  and {ei.uj) for all ê  G A''̂ . Finally, 
there is an arc (ei^Sj) for each transition. For each arc (z, j ) G ̂ ^ , we intro
duce an arc weight (cost) c^j, which serves to penalize violations of the soft 
restrictions and takes into consideration employee /c's preference and eligibil
ity for individual shifts. Observe that a path pk from a to u; corresponds to a 
feasible work sequence with respect to hard restrictions 1 and 2. Overlapping 
networks G^, fc G K, results in a multi-commodity fiow network. While the 
proposed network is structurally similar to the network formulation in [4], we 

Day 1 

< s i — H e i ^ • 

Task: • 

Day 2 Day 3 Day 4 

L"̂ )̂ •O^^-'^O • O ^ " 

*=r-:-f-̂ -'- -^O-K) 

Dummy task: • Transition: — • 

Fig. 1. Sketch of the underlying multi-commodity flow network 
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consider individual shifts instead of predefined sequences of shifts and days 
off are accounted for impUcitly. 

2.2 Resource Const ra in ts 

In order to observe hard restrictions 3 and 4, we introduce two resources 71 
and 72- With each arc (i, j ) G A^, we associate a resource consumption r^ , 

7 G r := {71,72}- Pi is the total resource consumption of resource 7 on 
a path from node a to node i. In case a path from a to i is extended by 
arc (i, j ) , pj is given by P{pl ^f^Z)- ^01 some nodes i G Â '̂  we introduce 
a lower and upper bound for pj . Notice that without loss of generality 
r^-, a], b] are the same for each G^, k G K, while p'^^ depends on k. 

Resource 71; Maximum number of consecutive work days. No employee may 
work more than 10 days in a row (hard restriction 3). Thus, with each arc 
(si^Ci) G A^ we associate a resource consumption r]^ ^. := 1, for each tran
sition {ci^Sj) that corresponds to at least one day off. We set r]^^^. := -14 , 

and all remaining r]j := 0. We define f^^{p]^ ^'^Ij) '~ niax{0,p7^ "̂  ^5^}' 
and we demand 0<p]'^<9 for all SiEN^. 

Resource 72: Number of days off. Hard restriction 4 implies that for every 
5 days on duty an employee is entitled to 2 days off. For each arc {si^ei) G 
A^^ we set rj^g. := | , for each transition (ci^Sj) corresponding to at least 
d > 0 days off, we require rj^^ := —d^ and all remaining r]j := 0. We set 

P'{p?^.rl') : - PT^ +r]], and we require -2.4 < p^,f < 2 for all 5̂  G N^. 

2.3 Optimization Model 

Let Pk be the set of all paths from a to a; in G^ and x'^'^ be the flow on 
path pk e Pk, k e K. Moreover, let 5f/ := 1 if (ij) G Pk and Jf/ := 0 
otherwise. The cost per unit flow on path pk G Pk is Ck{pk) '-= Yl,{i,j)epk ^% 
for all Pk ^ Pk, k e K. We introduce slack variables di (dummy employees) 
for each shift i £ J\J^^ which serve to absorb shifts that are not covered by 
any x^'^ > 0. The utilization of dummy employees is penalized with parameter 
A. We now propose a set partitioning formulation for the underlying problem: 

Min. E E Ck{pk)xP'+ E Ad, (1) 
keKpkePk ieAJ'^ 

s.t. Yl xP>^ = 1 keK (2) 
PkePk 

E E {SPs^ey')+di = i ieJ\J^ (3) 
keKpkEPk 

E {Sfj'x'') (pf + rr - pf) ( 5 )0 (ij) eA\keK,je r(4) 
PkePk ^ ^ \ - J 



al<pT<bl 
di>0 

xP" € {0,1} 
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ieN^,keK,jer (5) 
ieJ\J'^ (6) 
PkePk^keK (7) 

Observe that restrictions (4) depend on the resource under consideration, i.e., 
(4) must hold as an inequahty for resource 71 and (4) is an equation for 72. 
Problem (1) - (7) is difficult to solve due to nonlinear constraints (4) and the 
huge number of variables x^''. 

3 Branch-and-Price Solution Procedure 

Branch-and-price (cf. e.g. [1]) is a powerful method for solving integer pro
grams with large numbers of variables. Its basic idea is to combine column 
generation, which serves to solve the linear relaxation of the underlying prob
lem, with branch-and-bound. 

3.1 Column generation 

The linear relaxation of problem (1) - (7) (master problem) M is obtained 
by replacing restrictions (7) by XP'' > 0 for all pk G Pk,k G K. An optimal 
solution to M provides a lower bound for (1) - (7). The basic concept of 
column generation is as follows. Instead of M, a restricted master problem 
M\ which contains only a small subset of decision variables x^'", is solved. 
Further columns for M' with reduced objective function coefficients Ck{pk) < 
0 are determined by solving a so-called subproblem. The process of solving 
M' and determining and appending favorable columns to M ' is repeated 
until no further columns with Ck{pk) < 0 exist. 

The restricted master problem M' is obtained by considering an appro
priate subset P^ C Pk of variables x^''. A proper subset P^ is given by any 
basic feasible solution to M or can be generated by constructing a set of 
distinct paths from a to a; in G^ for each k. We require each path in P̂ ^ to 
fulfill (4) and (5) and are therefore able to drop these restrictions from M'. 

An optimal solution to Ai"' provides the shadow prices Tk for employee k 
and TTsi^a for each arc (5^,6^). The reduced objective function coefficients of 
any resource-feasible path pk can thus be expressed as 

modified cost cf, 

An optimal solution of M must satisfy two optimality conditions: (a) Ck{pk) ^ 
0 for all feasible pk G Pk^k e K, and (b) Ck{pk) = 0 for aU pk with x'^^ > 0. 
These conditions imply that r^ is the length of a shortest path from a to c<; in 
G^ with respect to the modified cost c^j. A path pk with minimum Ck{pk) is 
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obtained by determining a resource-feasible shortest path from a to a; in G'̂  
for each k. An appropriate algorithm for the resource-constrained shortest 
path problem is given in [2]. Its fundamental idea is to use multidimensional 
labels with label components for the total resource consumption p]^ at a 
given node i as well as the corresponding length of the path from a to i. 

3.2 Branch—and—bound 

We use variable dichotomy for branching. The two subproblems Mi and MQ 
for problem M are obtained as follows. 

Ml : x^'' = 1, employee k must work schedule pk- We delete all variables 
(columns) x^'f^ with p'j^ e Pk.Pkl^ p'k ^^^ ^̂ ^ variables x^^ {p'j^ e Pk'.k' £ K, 
k' 7̂  k)^ for which there is an arc (i, j ) G p/e fl {J \ J^} with 5^^ = S^j", No 
further columns for employee k are generated in subsequent subproblems. 

MQ : x^^ = Of employee k must not work schedule pk. We delete variable x^*" 
from M and need to ensure that path pk is not generated for employee k in 
MQ or any subsequent subproblem. Thus, we store a list of forbidden paths 
for each employee k and each node of our search tree. In case a forbidden 
path is obtained, we compute the next-shortest path. We refer for instance 
to [5] for a fc-shortest path algorithm, which can be easily adapted towards 
the case with resource constraints. 

Using the proposed branching rule in combination with a FIFO search 
strategy permits us to quickly obtain good integral solutions, because sub-
problems towards the bottom of the search tree become a lot easier to solve. 

3.3 Preliminary computational results 

In order to gain some preliminary computational results we constructed a 
random testset consisting of problems with 10, 25, 50, 75, and 100 employ
ees and a total of 100, 250, 500, 750, and 1000 shifts throughout the plan
ning horizon, respectively. Table 1 summarizes some of our empirical results, 
specifically the time needed to solve the initial restricted master problem M' 
(lower bound) and the time needed to obtain an integer solution. On average, 
the integer solutions' objective function values deviated between 0.5% and 
10% from the lower bound. For the initial subset P^ of decision variables we 
simply presumed that all shifts are covered by dummy employees. Note that 

number of employees 10 25 50 75 100 
Lower bound 2 40 425 1522 4184 
Integer solution 3 88 1088 4121 11538 

Table 1. Preliminary computational results (average values in seconds) 
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the integral solution is the first solution obtained in the course of the branch-
and-bound algorithm and is thus usually suboptimal. Moreover, it should be 
noted that approximately 50% of the elapsed time was spent by the LP-solver 
(CPLEX 9.0) and its subroutines. Generating optimal solutions has proven 
to be extremely time-consuming due to the trailing-off effect of branch-and-
price. However, our results encourage the application of an e-approximative 
branch-and-bound framework, e.g. with an epsilon of 10%. 

4 Conclusion 

In this paper we present a multi-commodity flow network formulation for a 
general workforce scheduling problem. Moreover, we propose an appropriate 
branch-and-price solution procedure which is able to generate solutions that 
are on average within 10% of the lower bound in less than 20 minutes for 
problem instances with 50 employees. 

There are several further promising fields of research. A proper continuous 
planning environment permits us to pursue the objective of gross wage bal
ancing. This can be done by evaluating an employee's deviation from the av
erage wage level in a preprocessing phase and subsequently modifying the arc 
weights accordingly. Moreover, alternate constraint-based branching schemes 
may considerably shorten the time required to obtain exact solutions. Further 
on, it seems worthwhile to investigate the possible application of Lagrange 
pricing techniques instead of solving a linear relaxation of the underlying 
problem. Finally, we plan on developing appropriate neighborhood operators 
for local search. This permits us to hybridize branch-and-price and local 
search, for instance by using local search to quickly find local optima when
ever an integral solution has been found. 
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Abstract. We consider a single processor scheduling problem with a common 
due window assignment. Jobs completed within the due window incur no penalty, 
while other jobs incur either earliness or tardiness penalties. Boundaries of the due 
window are decision variables. The objective is to minimize the sum of the total 
weighted earliness, the total weighted tardiness and due window width penalty. This 
problem is an extension of the classical Weighted Earliness and Tardiness problem 
(WET) . We proved that our problem is NP-hard and presented some properties of 
an optimal solution. To solve the problem we constructed a dynamic programming 
algorithm and a fully polynomial time approximation scheme. We also presented a 
polynomial time algorithm for the case with unit job processing times. 

1 Introduction 

In this paper we consider a single processor scheduling problem with a com
mon due window assignment. Jobs completed within the due window incur 
no penalty, while other jobs incur either earliness or tardiness penalties. This 
problem is an extension of the well known Weighted Earliness and Tardiness 
problem ( W E T ) [5] [3]. 

Problems with a common due window assignment were studied in [4], [6] 
and [8]. For comprehensive review of scheduling problems with due date and 
due window assignment see Gordon et al [2]. 

The considered problem can be stated as follows. Consider a set of n 
jobs J = { 1 , . . . , n } to be processed on a single processor, which can handle 
only one job at a time. Processor idle times are forbidden. Each job j is 
characterized by processing time pj and weights a^, Pj. Let Cj denote the 
completion time of job j . The objective is to find a sequence of jobs and a left 
and a right edge of the due window (denoted by qi and ^2, respectively) such 
tha t the criterion 

J2 ^jEj + Y. f^^^^ + (̂̂ 2 - qi) 

is minimized, where Ej = max{gi — C j , 0} is earliness of job j , Tj — max{Cj — 
^2,0} is tardiness of job j and 7 is a due window width penalty. The formu
lated problem will be referred to as P . 

mailto:adam.janiak@pwr.wroc.pl
mailto:marcin.winczaszek@pwr.wroc.pl
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We shall also consider two special cases of this problem, namely: 
P I - the case with unit processing times {pj = 1 for each j G J) , 
P 2 - the case with agreeable weights {pi/ai < Pj/aj ^ Pi/Pi < Pj/Pj for 
each i,j G J ) . 

The problems are applicable in many manufacturing systems, where the 
negotiation between the producer and the customer occurs. The negotiation 
concerns the delivery of the final products. The producer should deliver the 
products before some established moment and, on the other hand the cus
tomer will not receive the products before the other established moment. This 
results in due window which corresponds to the time frame during which the 
customer is most willing to take delivery of the products. Products manu
factured too early has to be held in inventory until the customer is ready 
to receive them. This results in such costs as capital, insurance and deterio
ration costs. On the other hand products manufactured too late incur costs 
connected with late charges, express delivery, or loss sales. 

The remaining part of this paper is organized as follows. In Section 2 we 
prove that P 2 and P are NP-hard and present some properties of an optimal 
solution of P . We show, in Section 3, that P I can be solved in polynomial 
time. In Section 4 we present dynamic programming algorithm solving opti
mally P2 . A fully polynomial time approximation scheme for P 2 is described 
in Section 5. Finally, we summarize the obtained results in Section 6. 

2 Prel iminary Analysis 

In this section we present some properties of an optimal solution of P and 
prove that P 2 and P are NP-hard. 

Before we start our consideration, let us first introduce some useful nota
tion: 
T = { j G J : Cj > 92} - a set of tardy jobs, 

E = { j G J : Cj < Qi} - a set of early jobs, 

W = J \ (E U T) - a set of due window jobs. 

Property 1. There exists an optimal solution to P where some job completes 
at qi. 

Proof. Assume that we have an optimal solution where no job finishes at qi. 
Let tt be a job such that 5^ < ^1 < C^. A cost of decreasing qihy e <qi- Su 
is equal to: 

-7 (92 - {qi - e)) = £ ( E j € E ^3 - 7)-

Similarly, a cost of increasing qihy e <Cu — Qi is equal to: 

^ 2 = ^ ( 7 - X ^ a , ) = -Z\ i . 
j € E 
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Clearly, zii < 0 or Z\2 < 0. Increase qi if Z\2 < 0 or decrease qi if Z\i < 0 
until qi = Cj for some j G J. Since total penalty does not increase, this 
schedule is also optimal. D 

Property 2. There exists an optimal solution to P where some job completes 
at ^2-

Proof of this property is similar to the proof of Property 1. 

Property 3. In an optimal solution of P , jobs in set E are sequenced in non-
increasing order of pj/aj and jobs in set T are sequenced in nondecreasing 
order oi Pj/Pj. 

This proof may be easily obtained by a simple adjacent jobs interchanging. 

Property 4- There exists an optimal solution to P where the jobs from W 
are sequenced arbitrarily. 

Proof. It follows directly from the fact that the value of objective function is 
independent of the sequence of jobs processed within the due window. D 

Properties 1-4 hold also for the problems P I and P2 , because these prob
lems are special cases of the problem P . 

Before we prove NP-hardness of problem P2 , let us introduce the following 
lemma. 

Lemma 1. Ifj> X^j^j o^j, ihen qi = q2 in an optimal solution of P2. 

Proof Assume that we have an optimal solution a where q2 = qi+e- Increase 
qi by e. Cost of this modification does not exceed £{YljeJ ^j~^) ^ 0- Hence, 
a is not an optimal solution. D 

Now, we will shortly present definition of problem W E T [3]. Consider 
a set of n jobs to be processed on a single processor, which can handle only 
one job at a time. Each job j is characterized by processing time pj and 
weight Wj. The objective is to find a sequence of jobs and a common due 
date (denoted by d) such that the criterion 

^WjEj + J^'^J^J 

is minimized, where Ej = max{d —Cj, 0} is earliness of job j , Tj = max{Cj — 
d, 0} is tardiness of job j . 

Theorem 1. Problem P2 is NP-hard. 

Proof Let P 2 ' denote a special case of the problem P 2 where aj = Pj for 
j = 1 , . . . ,n and 7 > J2^=i ^j- Fron^ Lemma 1 follows that qi = q2 in an 
optimal solution of P2 ' . Hence P 2 ' is equivalent to W E T . 

We showed that NP-hard W E T problem is a special case of P 2 problem. 
Hence, P 2 is NP-hard. D 

Since P 2 is a special case of P , it follows from Theorem 1 that: 

Corollary 1. Problem P is NP-hard. 
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3 Unit Processing Times 

In this section we show how to solve problem P I in polynomial time by 
transforming it to the assignment problem. 

The assignment problem [7] is defined as follows: Assign m jobs to m 
positions with the least total cost, if job i is assigned to position j with 
a non-negative cost Cij. Define Xij = 1 if job i is assigned to position j and 
Xij = 0 otherwise. 

Since ^jeJPj = 1? from Properties 1 and 2 follows that ^i, ̂ 2 ^ {1 ,2 , . . . , n}. 
Consequently, the objective function of the problem P I is equal to: 

Ql n 

In order to solve P I we have to solve a corresponding assignment problem 
defined as follows: 

Minimize Yl'^^ J2]Li ^ij^ij 

subject to Yl'iLi ^ij = 1 (j = 1, • . . , ' ^ ) , 
jyjLiXij = l ( i = : l , . . . , m ) , 

Xij = 0 or 1 {ij = l , . . . , m ) , 

where: m = 3n, 
f (j - l)ai for i e [l,n], j G [l,n], 

{j -n)Pi fori e [ l ,n] , j G [n + l,2n], 
7 for i G [l ,n] , j G [2n + l,3n], 
0 for i G [n + l,3n]. 

The obtained result we interpret as follows. If xij = 1 for i G [l,n], 
j G [l,n], then assign job i to position qi — j -{- 1. If Xij = 1 for i G [l,n], 
j G [n + 1,2n], then assign job i to position ^2 + j — '^' Assign the remaining 
jobs arbitrarily to positions ^1 + 1 , . . . , ^2- The values qi and ^2 are calculated 
by qi = Er=i E j = i ^u ^^^ q2 = n- f^^^i Ej=n+i ^u ' respectively. 

Theorem 2. Problem PI can be optimally solved in 0{n^) time. 

Proof. Hungarian method [7] solves optimally the assignment problem 
in 0{n^) time. The time complexity of the transformation given above is 
0{ii?). Consequently, P I can be solved in 0{n^) time. D 

4 A Dynamic Programming Algorithm 

In order to solve P2 , we construct a pseudopolynomial algorithm based on 
dynamic programming method. In this algorithm, the state variables are: the 
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sum of processing times of the jobs in E and the sum of processing times of 
the jobs in T (denoted by e and t, respectively). The objective function is 
the minimum sum of penalties delivered by jobs 1 , . . . , j (we shall refer to it 
as Fj{e^t)), 

Reindex the jobs so that pi/ai < . . . < Vnl^n- For each job j there are 
three possible choices of scheduling: 

• Job 2 is scheduled so that Cj < qi. (Prom Property 3 follows that in 
optimal solution job j is processed as the first of the jobs 1 , . . . , j ) . In 
this case, value of the objective function increases by aj{e—pj) and value 
of state variable e increases by pj. 

• Job j is scheduled so that Cj > ^2- (Prom Property 3 follows that in 
optimal solution job j is processed as the last of the jobs 1 , . . . , j ) . In this 
case, value of the objective function increases by /3jt and value of state 
variable t increases by pj. 

• Job j is scheduled so that qi < Cj < ^2- In this case, value of the objective 
function increases by jpj. 

Pormal description of the algorithm is given below: 

Algorithm D 

Step 1. (Initialization). Renumber the jobs so that pi/ai < . . . < Pn/c^n-
Set 

^ , , , f 0 if e = 0 and t = 0, 
Fo(e,t) := i +00 otherwise. 

Then set j := 1. 
Step 2. (Recurrence). Por each 0 < e <Y^pj and 0 <t <^pj calculate: 

( Fj-i{e - pj,t) + aj(e - pj), 
Fj{e,t):= mm I Fj-i{e,t -pj) -\- Pjt. 

[Fj_i(e , t )+7p^-, 

If j — n, then go to Step 3, otherwise set j := j + 1 and repeat Step 2. 
Step 3. (Optimal solution). Calculate value of an optimal solution: 

F* := mine,tFn(e,^) and find the corresponding optimal solution by us
ing backtracking method. 

Theorem 3. Algorithm D solves optimally problem P2 in 0{n{'^pj)'^) time. 

Proof. Since we have Yl^^i Pj different values of parameter e and parameter 
t, the time complexity of Step 2 is 0((XlPj)^)- Step 2 is repeated n times. 
Step 1 and Step 3 need 0{n) operations. Consequently, the time complexity 
of the algorithm is 0{n{Y^pj)'^). Correctness of Algorithm D results from 
correctness of general technique of dynamic programming [1]. D 
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5 A Fully Polynomial Time Approximation Scheme 

For P 2 we constructed also a fully polynomial time approximation scheme 
based on an approximation scheme for W E T introduced by Kovalyov and 
Kubiak [5]. The scheme will be presented shortly. Details may be found in [5]. 

Reindex the jobs so t h a t p i / a i < . . . < Vnl^n- Let hi{x) denote a function 
that returns 1 if / = a:, otherwise returns 0. For each schedule that meets 
Properties 1-3 we define Xj = 0 if Cj > q2, Xj = 1 if Cj < qi and Xj = 2 
if Qi < Cj < q2' Let X be the set of all vectors x = (rci,... ,Xn), where 
Xj £ {0,1,2}. Define 
Xj = {x e X\xi = 0,2 = j + l , . . . , n } , 
Wo{x) = P^{x) = P^{x) = 0, 
Pfix) = Pf_,{x)-i-pjh,{xj), 
Pl{x)j = Pl_,{x)+Pjho{xj), 
Wj{x) = Wj-i{x)+ajhi{xj)Pf_^{x)+Pjho{xj)P[{x)-\-jPjh2{xj), 
X e X, j = l,..,,n. 

The first j components of each x G Xj correspond to a schedule of jobs 
1 , . . . , j , Wj{x) is the total penalty of this schedule, Pf{x) and Pj{x) are 
the sums of processing times of jobs in set E and T, respectively. In this way 
P 2 reduces to the problem of minimizing Wn{x). We shall denote x £ X that 
minimizes Wn{x) by x* = (a;*,..., a:*). 

In any iteration j the algorithm partitions set of partial solutions (sched
ule of jobs l , . . . , j ) into disjoint subsets by procedure Partition{A^G^S) 
presented in paper [5], where A C X, G is a nonnegative integer function 
on Xj and 0 < 5 < 1. This procedure partitions A into k disjoint sub
sets ^ f , ^ ^ , . . . , A ^ so that \G{x) - G{x')\ < 5mm{G{x),G{x')} for each 
x^x' G Af^ i = l , . . . , /c . Moreover, in the mentioned paper, it was proved 
that for 0 < 5 < 1 

k<\ogGmax/S + 2, (1) 

where Gmax = max^eA G{x). 
The algorithm proceeds by iteratively computing a sequence of sets 

Y i , . . . , y^ where Yj C Xj, j = 1 , . . . , n. Vector x^ (solution delivered by 
the algorithm) is then selected from F^- We start with set YQ = { (0 , . . . , 0)}. 
In each iteration j , j = 1 , . . . , n, a set is constructed by generating three vec
tors for each vector x eYj^i by adding 0, 1 or 2 in position j oi x. The set 
is then partitioned, using procedure Partition, into disjoint subsets in such a 
way that for every x and x' from the same subset we have: |W'j(^) — Wj(^')l ^ 
6imn{Wj{x),Wj{x')}, \Pf{x)-Pf{x')\ < {e/2n)m\n{Pf{x),Pf{x')}, \Pj{x)-
Pj{x')\ < {e/2n)mm{Pj{x),Pj{x')} and \h2{x) - h2{x')\ = 0. Two solu
tions are then chosen from each subset to be included in set Yj\ one with 
minimal Wj{x) value and the other with maximal Wj{x) value. All the re
maining solutions in subset are discarded. 

Formal description of the algorithm is given below: 
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Algorithm H^ 

Step 1. (Initialization). Reindex the jobs so that pi/ai < . . . < Pn/c^n-
Set Fo :={ (0 , . . . , 0 ) } and j := 1. 

Step 2. (Generation of Y i , . . . , Yn). For every x G Yj-i generate three vec
tors by adding 0, 1 or 2 in position j of vector x. Let us denote the 
generated set of vectors by YJ. For each x e Yj compute Pf{x), Pj{^) 
and Wj{x). 
If j = n, then set Yn := Y^ and go to Step 3. 
Otherwise perform the following computations: 
(Partition YJ with respect to Wj) Call Partition{Yj^Wj^e) to partition 
YJ into disjoint subsets Y^,,,.,Yj^. 
(Partition YJ with respect to PT) Call Partition{Yj,PT,e/{2n)) to par
tition YJ into disjoint subsets y^^, . . . , Yjf^. 
(Partition YJ with respect to Pf) Call Partition{Yj,Pf ,e/{2n)) to par
tition YJ into disjoint subsets Y^^,..., Y^^. 
Portion YJ into disjoint subsets Y^^yY<P so that ^xeY^^j ^ {O?!} and 
V^.^yDX^ = 2. 

For all quadruples (/i, ^2, ^3, ̂ 4) such that Yjf fl Y f̂ fl Y^^ fi Yjf 7̂  0, 1 < 
/i < fc^, 1 < /2 < /î £;, 1 < 3̂ < ^T and 1 < 4̂ < 2, set Z(^i^^i^^i^^i^)j := 

In each subset Zqj choose vector x(9,»^w) and x^ '̂"^^ )̂ such that 
^^.(^(g,mm)) ^ mm{Wj{x)\x € Zgj}, 

Set Fj- := {a;(9,mm)^^(g,max)|^ jg quadruple {hMMM) such that F^f D 

^/f ^ ^ ^ r ^ ^ f f 7̂  0, 1 < /i < ÂĤ, 1 < 2̂ < /̂ £;, 1 < 3̂ < kr and 1 < /4 < 
2} and j := j + 1. Repeat Step 2. 

Step 3. (Solution). Select vector x^ G Yn such that Vl̂ n(^^) = min{Wn(a;)| 
X e Yn}. 

Lemma 2. The number of different quadruples {lij2)hi U) such that Ŷ Ĵ  fl 
^h ^ '^h ^ ^/f 7̂  0' 1 < 1̂ < kw. l<l2<kE.l<h<kT and 1 < /4 < 2 
does not exceed 2kw{kE + ^ T ) -

The proof is omitted since it is almost identical to the proof of analogical 
lemma presented in [5]. 

Theorem 4. Algorithm He finds x^ e X such that Wn{x^) < {l-\-e)Wn{x*). 

We may easily obtain the proof of this theorem from the proof of analog
ical theorem presented in [5]. It is enough to notice that from the way of 
partitioning YJ into subsets Y^ ,̂ Y2^ follows that 

'^x,x'ez,Jh2{x)-h2{x')\=0 

and to make some minor changes in few expressions. 
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Theorem 5. AlgorithmH^ runs in0{n'^ log^(maxj{n, l/e^pj^aj^(3j^^})/e^) 
time. 

Proof. From [5] we know that the time complexity of iteration j of Step 2 
is equal to 0 ( / j_ i log(/j_i)), where fj is the number of different quadruples 
{kMM, h) such that Y^ HF^f Pi YjJ n Y f̂ 7̂  0 in iteration j . By Lemma 2, 
fj does not exceed 2kw{kE + ^T) -

Finally, from equation (1), /c^;, kx < 2n\og{ma.x{P^_-^{x)^PT_-^\Yj_-^})/e-\-
2 < 2nlog(maxj{n • Pj})/e + 2 < 4nlog(maxj{n,pj})/£: + 2 and kw < 
log(max{Wj_i(a;)|l^'_i})/£: + 2 < log(max^{n^-pj •max{aj,/?j,7}})/£-h2 < 
41og(maxj{n,pj, a j , ^ j , 7})/5 + 2 for each j = 1 , . . . , n. Thus, we have fj-i < 
0(nlog^(max{n,pj,aj,/?j,7})/6:^). Consequently, iteration j of Step 2 re
quires 0(nlog^(max{n, l / e ,p j , a^, /^j , 7})/6:^) time and the overall time com
plexity of iJe is 0(jn? log^(max{n, l /e ,Pj , a^, /?j, 7})/£^). D 

6 Conclusions 

In this paper we considered a single processor scheduling problem with a 
common due window assignment. We described some properties of an op
timal solution and proved that the problem is NP-hard. We also presented 
a pseudopolynomial time algorithm based on dynamic programming method 
and a fully polynomial time approximation scheme for the case with agreeable 
weights. Moreover, we proved that the case with unit processing times can 
be solved in polynomial time by transformation to the assignment problem. 
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Abstract 

Starting with a comprehensive analysis of empirical and theoretical papers on 
market entry mode choice, as well as by referring to the characteristics of small 
and medium sized enterprises (SMEs), we develop a new quantitative model that 
represents SMEs' choice between joint venture (JV) and wholly owned foreign 
venture (WOFV). With the help of this model, we deduce some useful proposi
tions for decision makers, both in companies concerned and in economic policy. 

Keywords: Foreign market entry mode choice; Quantitative model; Small and 
medium sized enterprises. 

1. Literature review 

Originated from the study of multinational enterprises market entry mode 
choice studies, theoretical or empirical, are very popular in marketing literature. 
Theoretical studies aim to explain how multinationals should choose their entry 
mode or to identify the determinants of entry mode choice. Empirical studies aim 
to justify the existing theories through data analysis. 

The available theoretical models take two forms in general, i.e. qualitative and 
quantitative. The former are conceptual and abundant. The latter are mainly game 
theoretical and rare. However, currently there is no established entry mode the
ory. Zhao and Decker (2004) have indicated this by a comprehensive analysis on 
the strengths and weaknesses of existing models. Furthermore, the existing mod
els are designed mainly for multinationals but not for SMEs (Kumar and Subra-
maniam 1997; Nakos and Brouthers 2002). 

The well-known qualitative models are the stage of development (SD) model, 
the transaction cost analysis (TCA), the ownership, location and internalization 
(OLI) model and the organization capacity (OC) model (Zhao and Decker 2004). 
However, these models have some common weaknesses. They largely ignore the 
decision making process. Moreover, they also largely ignore the role of the deci
sion maker in the process of entry mode choice. A process-oriented model worth 
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to be mentioned here is the so-called hierarchical (H) model (Kumar and Subra-
maniam 1997). However, the model itself does not explain how entry mode 
choice is actually made in reality. 

Among the very few quantitative models entry mode choice was usually ana
lyzed in a two or three-firm economy, which enlightens the effects of strategic in
teractions (Gorg 1998; Miiller 2001). The optimal entry mode is determined by 
comparing the expected profits of each alternative in equilibrium. However, their 
shared shortcoming results from the fact that firms do not really play in such an 
abstract economy. Furthermore, very few of these papers have investigated the 
choice between JV and WOFV. 

Empirical studies agree with each other neither on what factors are determina
tive nor on what influences some factors might exert on entry mode choice. Zhao 
and Decker (2004) present a deeper discussion on the classification of factors in
vestigated, the possible relations identified as well as the conflicts between theory 
and empirics observed. 

In summary, an explanatory framework tailored for SMEs is still indispensa
ble. The new model we aim to develop in this paper explores the factors that in
fluence entry mode choice from different perspectives, in particular the decision 
maker, the organization as well as the environment. Moreover, we do not ignore 
the decision making process. In this respect, our approach is both process- and 
content-oriented. 

2. A new market entry mode choice model 

SMEs are small; therefore, they operate in a competitive market. Compara
tively, they are simple in their organizational structures and organizational goals. 
Thus, managers have no managerial discretion in their entry mode choice, i.e. 
they represent the SME completely. Therefore, they adopt an entry mode that 
maximizes their utilities and the firm's profit as well. However, the mangers face 
time, information and resource constraints for their decision-making (Kumar and 
Subramaniam 1997). In essence, they are boundedly rational and they have the 
difficulty of evaluating all the alternatives at a time. Therefore, they limit their 
sights to the most promising alternatives in each decision. Against this back
ground, the present paper focuses on the choice between JV and WOFV by as
suming that equity entry was selected on the first decision level. 

The difference between JV and WOFV is, in essence, the difference in owner
ship ratios (Anderson and Gatignon 1986). Therefore, the choice between JV and 
WOFV is actually the choice of optimal ownership ratio. To construct a simple 
but meaningful model we make the following assumptions: 

1. The SME's ownership ratio of operation in the host country is denoted by 6, 

with ^ € ( 0 , l ] , i.e. there is no limitation on ownership ratio 6 in the host 
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country. If^€(0,0.95), the SME enters as a JV, otherwise it enters as a 

WOFV. 

2. The decision maker has a constant absolute risk averse ( C A H A ) utility, i.e. 
U(R) = -e~^^, where R is the aggregate profit of the SME's operations home 
and abroad, y is the parameter of risk aversion, and it is positive. 

3. The company possesses a simple production technology producing one output 
^(Xi,X2)with capital input x^ and monetary normalization of all non-capital 

inputs ^2. These two inputs are perfect substitutes. The output increases with 
each input respectively and a decreasing marginal productivity is assumed. In 
the following context superscripts / and h denote the parameters of foreign 
and home country technologies respectively. The capital input of host country 
production (x-̂  > 0) might result from two sources, namely the investment of 

the SME (0x^) and that of its partner in the host country ((1 - 0)x^). Further, 

r^ ,r^ ,w^ ,w^ , F^, and F^ denote inputs cost rates and fixed costs of produc
tion in these two countries respectively. 

4. The output price p^ is assumed to be a random variable with normal distribu

tion, i.e. p^ D (ju,(j^) and p^ > 0. Other variables are constant and given. The 
risk of operating abroad is represented by the variance (cr^) of the output 
price. 

5. The allocation of profits between the SME and its partner in the host country 
depends on the ratio of ownership (0). The SME's profits made abroad and at 
home are taxed separately without any overlapping, with/G[0,l). Finally, 

OR^ and R^ are the SME's profits from investments in foreign and home 
country respectively. 

With the above assumptions, the decision-making problem can be formulated 
as: 

Max E U(9R^ +R') (2.1) 

s.t. 0<0<\, (2.2) 

( 9 * X / + A : , ' = X , , (2.3) 

where ̂ 1 is the available capital of the SME for allocation between the home and 

the host country. The non-capital inputs X2 are not restricted. Then we can spec

ify OR^ and R^ as follows: 

0R^ = 0\_(p-^ ""q-^ixl,x()-r^ *x( -w^ *x( -F^yil-t-^)] , (2.4) 
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R^ = (p ' *^'(xf ,X2 ' ) - / *x,' - w' *X2' - F ' ) * ( l - ^ ' ) . (2.5) 

With the assumption that p^ is the only normally distributed random variable 
in Eq. (2.4) we can conclude that OR^ and R = 6R^ +R^ have normal distribu
tions as well. So the mean and the variance of R are: 

'R = e[ju*q^(x{,x()-r^ "^xf -w^ "^x( -F^y (l-t^)-^R\ (2.6) 

Var(R) = d^'^'il-t^f^iq^f^cr'. (2.7) 

The assumption of CARA utility together with the normal distribution of the 
aggregate profit gives rise to a mean-variance utility function where the com
pany's expected utility is a linear function of the mean and the variance of the ag
gregate profit (cf. Sargent 1987). Therefore, we have: 

Max EU{9R^ ^R"") o Max R-r^'VariR)/! (2.8) 

under constraints (2.2) and (2.3). 
By using the Kuhn-Tucker methodology, we can solve this problem and get: 

^ (i-rO*(/^V-^^V-^^*^-^0-(i-^')V*(/*^.-^')-AH 

(9*=1, (2.10) 

0*=O. (2.11) 

Eq. (2.10) is explicitly the binding condition where the entry mode is defined 
as WOFV, and Eq. (2.11) is inconsistent with our assumption, therefore it is not a 
solution. Eq. (2.9) is the optimal ownership ratio that defines the corresponding 
entry mode, because the negative second order derivative ensures its sufficiency: 

d'L(d,A„A,)/dd' =(x{)\l-t')p'ql,^, -r(l-t^)\q'fa'<0, (2.12) 

The Kuhn-Tucker theorem implies that/l2= 0, i f ^ > 0 . Then ^*can be re-

expressed as: 

{l-t^)'^(ju*q^-r^''x[-\/*x[-F^)-i\-t')*{p'*(^^-r'yx[-A, 
^ = ^*(l_/)2*(^/)2*^ ' • (2.13) 

With the assumption that 0 is positive, we can also explicitly conclude that 0* 
is also positive. 
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3 Implications and propositions 

To identify the possible influences of some observable parameters (such as t 

andr) or some non-observable parameters (such as y and cj) on decision vari

able 6*, v^Q need to do some comparative statics analysis. 

The existing empirical results exemplify that entry mode choice is dependent 
on risk aversion (Osland et al. 2001; Bhaumik and Gelb 2003). To go into this 
matter vŷe differentiate 6* with respect to the risk adverse parameter y and get: 

e*^=-Q' ly<^, (3.1) 

This negative relation is widely accepted in prior academic research and in 

practice as well. However, how sensitive is ^* with respect to x ? The elasticity 

of 0* with respect to y gives us the answer: 

El^.^^(dd'fdyY{yie')^-\, (3.2) 

Together with the qualitative cognitions from the relevant literature, we can make 
the first proposition. 

Proposition 1: Given a sufficient incentive to invest in the host country 
(9^ >0), then the more risk averse the decision maker is, the less likely he 
adopts a high equity entry mode, such as WOFV. A reduction of the exist
ing risk aversion, e.g. due to an increasing experience of the decision 
maker or due to the substitution of the decision maker by a less risk 
averse one, leads to a proportional increase of the optimal ownership ra
tio 9*. 

By following the same procedures, we deduce proposition 2 describing the 
relation between the optimal ownership ratio 9* and the estimated risk a . 

Proposition 2: Given a sufficient incentive to invest in the host country 
(9* >0), and the higher the estimated risk of operation in the host country 
is, the less likely the decision maker will adopt a high equity entry mode, 
such as WOFV. A reduction of the estimated risk of operation in the host 
country, e.g., due to less uncertainty about the host country market as a 
result of learning effects or due to the maturity of the host country market, 
leads to an over-proportional increase of optimal ownership ratio 9*. 

In our context, the expected profit of foreign operation is deducted by the po
tential profit of investing the same amount of capital in the home country. This 
difference is called the 'opportunity cost' adjusted expected profit and it equals 
the following expression: 

R^^.={\-t^y{lLi''q^ -r^'^xl -w^''x{-F^)-{\-t''y{p'''ql,-r'Yx{ . (3.3) 
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Existing papers (e.g. Miiller 2001; Richer and Kang 2002) postulate that the 
expected profit determines the entry mode choice. To see the truth, we do the 
same procedures and come to the following implication: 

Proposition 3: The optimal entry mode choice is positively affected by the 
'opportunity cost' adjusted expected profit of operation in the host country 
market. The more profit a SME can earn by investing in the host country 
compared with what it could earn by investing in the home country, the 
more likely a high equity entry mode is adopted. A change of the adjusted 
expected profit leads to an over-proportional change of 0* in the same di
rection. 

Examining Eq. (3.3) more closely, we can easily find how the 'opportunity 
cost' adjusted expected profit is influenced systematically by the parameters of 
the home country (e.g. p^, q^^^, t^, and r^) and by those of the host country 

(e.g. ju, q\ r^ ,w^ ,F^, and ^^) as well. Explicitly those parameters are 

meaningful and powerful measures of market attractiveness. Together with 
proposition 3 we can make the following proposition: 

Proposition 4(a): The more attractive the host country market is, the more 
likely a SME adopts a high equity entry mode; and the other way around, 
the more attractive the home country market is in comparison with the 
host country market, the less likely a high equity entry mode is adopted. 

However, to know that 0* is negatively related with some observable parame

ters, such as r^ and t^, is just half of the story. The crucial question is that how 

sensitive the optimal ownership ratio is with respect to r^ and /^. 

By reformulating Eq. (2.13), we can show that 0* is a strictly downward-
sloping linear function of r-^ , i.e.0* =-a*r^ -hb, with a > 0 , b>0 . Therefore, 
even though the slope of the linear function d* is constant, the elasticity varies 
along the respective curve (Perloff 2001). The elasticity of (9* with respect to 
r^ is the more negative, the higher r^ is, and vice versa. Thus, through some 
computations we receive proposition 4(b) describing this variation. 

Proposition 4(b): Within the interval (0, bla) capital cost rate r^ in

duces a varying sensitivity of the optimal ownership ratio 0*. Meeting 

r^ G [0,Z)/2a) entitles the SME decision makers to deal with the choice of 

the entry mode more liberally due to the inferior elasticity. However, if 

r^ e{bl2a,bla) the decision makers in SMEs as well as in economic 

policy of the host country are well advised to pay special attention to this 
parameter due to its over-proportional negative effect on optimal owner-
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ship ratio 6\ and thus the investment behavior of foreign companies 
overall 

In an analogous manner, we can deduce the formal relationships that indicate 
us how sensitive the optimal ownership ratio is with respect to variations of t^. 
For simplicity, we denote the expected profit of foreign operation with A , and 
the sum of the potential profit of investing the same amount of capital in the 
home country and the Lagrange multiplier \ with B . Then the final proposition 
can be written as: 

Proposition 4(c): With other variables being constant a change of t^from 
0 to 1 induces a varying sensitivity of optimal ownership ratio 9* with re
spect to t^. Particularly, if t^ is lower than a ' critical* 
value (A - B) I {A + B), the optimal entry mode is less dependent on t^ but 
more dependent on other parameters, to which the SME decision makers 
should pay attention. On the other hand if t^ exceeds this threshold one 
should be aware of the possible effects of t^ on the optimal entry mode. 
The same applies for economic policy in the host country regarding the 
implications for the foreign investment climate. Finally, when t^ takes a 
value close to 1 a non-equity entry mode should be taken into considera
tion except that there are some relevant non-profit objectives. 

4. Conclusions 

Through analyzing existing theories as well as empirical studies on market en
try mode choice, we detected an explicit need of models that are suited to support 
the entry mode choice of SMEs. Starting from the relevant characteristics of 
SMEs we developed a simple mathematical decision-making model which indi
cates how the choice between JV and WOFV could actually be made. Special at
tention was devoted to the investigation of qualitative as well as quantitative rela
tionships between the optimal ownership ratio and some important parameters. 
These parameters have been explored from different aspects, in particular the de
cision maker, the organization, and the economical environment in which the for
mer two are embedded. The resulting propositions offer the SMEs managers and 
economic policy makers in the host countries as well, some useful implications 
on their decision-making. Among other things we could show the necessity of 
considering the so-called 'opportunity costs' of an investment in the host country 
during the process of entry mode choice. 

Nevertheless, the explanatory power of the model strongly depends on the un
derlying assumptions. In this sense, it is more normative than descriptive. Future 
research could examine the effect of relaxing some of these assumptions. For ex-
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ample, the influence of managerial discretion on entry mode choice can be stud
ied by relaxing the goal alignment. Organizational forms can mediate the transac
tion costs (Williamson 1975) that are assumed to be dominant determinants of the 
entry mode choice (Anderson and Gatignon 1986). Therefore, relaxing the simple 
organizational structure might induce some new implications on entry mode 
choice. Finally, some new insights might come out, when taking the host coun
try's policy restriction on entry mode choice into account. 
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Abstract. This paper introduces a new growing neural network for pattern detec
tion which bears certain resemblances to the growing neural gas network suggested 
by Pritzke (1995) [2]. However, the algorithm at hand is more parsimonious with 
respect to the number of parameters to be specified a priori. Thus it is largely 
autonomous regarding the data-driven construction of the final network topology 
which unburdens the user significantly. To demonstrate its performance and adapt
ability the new algorithm is applied to real classification tasks in lifestyle analysis 
and media usage analysis. 

1 Introduction 

In the last two decades self-organizing neural networks have become an im
portant part of the data analytical instruments in natural and social sciences. 
Recent improvements aim both at the elimination of existing methodological 
problems and the alignment of available algorithms to specific areas of ap
plication. Even though diverse methodological difficulties have been solved 
by algorithms such as the neural gas network (Martinetz, Schulten 1991) [1], 
the growing neural gas network (Fritzke 1995) [2], the growing hierarchical 
self-organizing map (Dittenbach et al. 2002) [3], as well as the grow when re
quired neural network (Marsland et al. 2002) [4], the efficient determination 
of adequate parameter settings still continues to be a crucial problem. 

Against this background the paper at hand presents a contribution to 
the solution of this problem. Specifically, we are going to introduce a self-
organizing neural network where the number of parameters to be preset by the 
user at the beginning of the adaptation process is limited to two. The so-called 
Growing Neural Network with Autonomous Parameter Selection (GNNAPS) 
determines all controlling parameters apart from the data compression level 
and the number of iterations required autonomously. 

The practical benefits of this approach are demonstrated by means of two 
real data sets covering different areas of application. Firstly, we are going 
to detect consumer types in the framework of lifestyle analysis. The reliable 
identification of consumption patterns requires special attention in marketing 
due to the interrelations between purchase intention and purchase behaviour. 
Secondly, the detection of media usage patterns in academic libraries will be 
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shown. Shrinking budgets and increasing costs cause the hbrary manage
ments more and more to adopt marketing research methods to attain deeper 
understanding of book usage behaviour. The data-driven determination of 
meaningful book usage patterns may be helpful with regard to the optimiza
tion of future media procurement and the adaptation of current services to 
changing user needs in academic as well as public libraries. 

The remainder of this paper is structured as follows. In the next section 
we give a brief description of the main components of the new algorithm, 
followed by sketchings of selected findings of both empirical applications. 
The paper concludes with a brief review of the achieved cognitions. 

2 A growing neural network with autonomous 
parameter selection 

The methodology of data compression and feature extraction underlying the 
new algorithm is vector quantization, the basic idea of which is to repre
sent J input vectors tj = ( t j i , . . . , tjk^..., tjK) (with j e { 1 , . . . , J}) of 
a data set i? by an as small as possible number of weight vectors rjh — 
iVhi,'' ',Vhk,' • • ,^ / IK) (with /i € { 1 , . . . , i J} and H < J ) . To this end, Q is 
divided into H classes Qht where each class is represented by a weight vector 
7)1^. Each input vector tj is classified into one class i?^, or rather assigned to 
one weight vector ry ,̂ such that the distance between the input vector and 
the respective weight vector is minimal (Kohonen 2001) [5]. The only deci
sions the user has to make in advance when applying the algorithm, apart 
from indicating the dimensionality K of the data, concern the required data 
compression level CL (0 < CL < 1) and the maximum number of iterations 
L (with index I G { 1 , . . . , L}) considered to be necessary. 

At the beginning of the adaptation process, i.e. in iteration / = 1, the 
neural network, or rather the associated set of units U, contains two non-
connected units ui and U2, i.e. U = {ui^U2}, with associated weight vectors 
r]i and 773, both initialized with positive random values. The firing counters 
and the training requirements of these units are initialized according to yi = 
2/2 = 0 and wi = W2 = I' The set C of connections between units is empty. 
Both sets together determine the topological structure of the neural network. 

Furthermore, let SMUX be the maximum Euclidean distance between two 
input vectors and SMIU the corresponding minimum. The decision as to 
whether or not a new unit should be added to the network during an it
eration is assumed to depend on the activity of the best matching ('win
ning') unit, i.e. the one with the smallest distance from the current in
put vector (Marsland et al. 2002) [4]. The smaller this distance, the higher 
the activity is. If the activity of the winning unit falls below the threshold 
VThres = exp ( - (^^ox _ ^^^ox _ SMin)' ( 1 " CL)^)), wc take this as a hint 
at an insufficient fit between the winning unit and the current input vector. 
Finally, we define learning rates esest = 0.1 + | ( l - exp ( - ^^^^^^^)), with 



232 

an anchor point at 0.1, and csec = ^ ^ ^ for the best matching unit ('first 
winner') and the second best matching unit ('second winner') regarding the 
current input. With these presets one iteration of the algorithm includes the 
following steps: 

1. Randomly select an input vector tj = ( t^ i , . . . , tjK)i with j G { 1 , . . . , J } , 
from data set i? and calculate the EucHdean distance dist{tj^rjf^) = 

{i =i(^j/e — '^hkY to all units Uh ^ U oi the network. The first and 
second smallest distance determine the best matching unit UhBest ^^^ 
the second best matching Uhsec'> with hsest = ^^^^^h\uheu dist(tj,rf^) 
and hsec = ^Ygmmh\u^,eu\uH^^^, dist{tj,Tjh). 

2. Calculate the activity of the best matching unit regarding the current 
input vector according to Vhsest — ^^P ( ~ ^^^^(^j'^/iBest))* 

3. Calculate the threshold for the training requirement according to 
'^Thres = ^Best ' ( l 7^\)' 

4. Two non-connected winning units (first and second winner) will be con
nected, either if the distance between the respective weight vectors is so 
small that no further unit can be inserted there, or if at least one of both 
is not yet adapted sufficiently: 
If eXp j^_^^^^^^^B.^st>^^geJ^ > y^^^^^ 

or '^hBest > '^Thres Or Whsec > '^Thres then do 
If {hBesu hsec) i C then do C^^^ = C^^^ U {{hBesu hsec)} end. 
cihBesthsec = ^ (imtializatiou of the age of the connection) 

end. 
5. If both the activity and the training requirement of the first winner fall 

below their thresholds and if, at the same time, the current number of 
units is smaller than the overall number of input vectors to be represented, 
then a new unit (weight vector) is added to the network, i.e.: 
If '^hBest < ^Thres and WhB^st < '^Thres and \U\< J then do 

CNew ^ c^ld u {^hNew. hBest). {tlNew. hsec)}. 

end. 
(If so, the firing counter yhNew and the training requirement Wh^^^ of the 
new unit will be initiahzed and the firing counter VhBest ̂  "̂ ^̂ ^ ^ the 
training requirement Whsest of the first winner unit will be reset.) 

6. If no new unit is added in step 5, the weight vector of the first winner as 
well as those of its topological neighbors are adapted: 

ln(f+exp(l)) 

Vf!r = <i'^ + "^Vho ^Vh, = (See • Wh, • {tj - ^ f t j V i, {hBest, hi) € C. 

7. Update the firing counter and the training requirement of the first winner 
unit according to yj^^^^^ = j/^]^^^ + 1 and Wh^,,, = ^ ^ ^ -
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8. Age all connections between the first winner and its topological neighbors 
according to cih^'^^^hi — ^^Itathi + 1 V i with (hBestihi) G C and delete 
those connections that exceed the maximum age, i.e. set C^^^ = C^^^ \ 
{hi, hi>) V hi, hif with {hi, hi>) G C and a/,./,., > aMax = \^\ - 1-

9. Remove those units which do not have a connection to any other unit 
and only contribute negligibly to the goodness of data representation: 
yNew ^ i^oid \ ^^^ y ^. ^ j ^ ^ {hi, hi>) ^CKi^ hi>, and yn, < \U\. 

10. After having updated the iteration counter (by /^^^ = P^^ + 1), check 
whether the maximum number of iterations L has been exceeded, i.e. 
if /^^^ > L holds. If so, the algorithm terminates and the connectiv
ity matrix C = {ch^h2)hi,h2=i.--.,H=\u\ is generated with Ch^h2 = 1̂  if 
(/ii,/i2) G C, and Chih2 = 0, otherwise. 
Otherwise the algorithm continues with step 1. 

3 Selected experimental results 

3.1 Application to lifestyle analysis 

The reliable extraction of meaningful lifestyle patterns from survey data can 
contribute to a deeper understanding of existing product-customer relation
ships. Therefore, different approaches, mostly applying traditional cluster 
analysis, have been discussed in the past to address this topic. The current 
application is the first one using a growing self-organizing neural network 
and should provide an impression of the expressiveness of the results being 
attainable in this way. 

The data set to be analyzed was made accessible by the German ZUMA 
institute and is part of a sub-sample of the 1995 GfK ConsumerScan House
hold Panel Data (Papastefanou et al. 1999) [6]. The data contains informa
tion about socio-economic and demographic characteristics of the considered 
households (e.g. sociabihty, openness towards innovations, and enterprizing 
spirit), attitudes towards nutrition (e.g. German products, ecological food, 
and plain fare), aspects of daily life (e.g. traditional living and mistrust to
wards new products), as well as shopping (e.g. price consciousness and infor
mation demand). A considerable number of the respective items are more or 
less concerned with individual nutrition behaviour. The importance of conve
nience food-related lifestyle determinants when considering food purchasing 
patterns is emphasized by several market researchers (e.g. Grunert et al. 
1997) [7]. To identify existent lifestyle patterns we considered the attitudes 
of J = 4 266 households measured by means of i^ = 81 Likert-scaled items 
(with 1 = 'I definitely disagree.' to 5 = 'I definitely agree.'). The scale was 
assumed to be equidistant, so we could treat the data as metric. 

Applying the GNNAPS algorithm to this data with compression level 
CL = 0.98 and a maximum number of iterations L = 5 000 000 leads to a 
network with H = 6 units (prototypes), a quantization error QE = 37 655, 
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and a value of compactness Com = 59.72. For a deeper discussion of both 
performance measures see e.g. Kohonen 2001 [5] and Marsland et al. 2002 [4]. 
Larger networks with H = 16 (and QE = 36 203, Com = 241.97) or H = 22 
(and QE = 35 709, Com = 489.69) prototypes correspond to a similar per
formance regarding the goodness of pattern representation (see QE), but are 
also characterized by their lesser parsimony/compactness (see Com.) regard
ing the topological structure. 

The number of households being represented by the weight vectors rfi = 
im,!^' • • 5 '̂ 1,81), . . . , % = (7/6,1, •. •, ^6,81) range between 569 and 907. Each 
of these 'lifestyle prototypes' can be described by considering its specific 
attitude profile. Some of the respective attitudes differ more strongly than 
others between the individual prototypes. Prom a marketing point of view 
especially the clearly discriminating characteristics are interesting. Though 
comprehensive comparisons of the prototypes on the basis of all 81 items are 
possible, we exemplarily restrict our interpretations for the sake of simplicity 
to the two largest types of households represented by weight vectors 773 and 
774. Considering those items which differ mostly across these prototypes leads 
to the results depicted in Table 1, where low values refer to the disagreement 
and high value to the agreement with the respective statement. Those item 
weights which equal the maximum or minimum across all prototypes are 
marked with the signs -4- and —, respectively. 

Table 1. Comparison of selected 'lifestyle prototypes' 

Items (short forms) rj^ (825) 774 (907) 

don't like changes 
cooking of known/secure dishes 
traditional orientation 
enthusiasm about foreign delicacies 
preferring plain fare 
cooking new, unusual dishes 
too much fuss about nutrition 
like trying foreign dishes 
cooking just well-tried recipes 
getting pleasure from discovering new things 
(+/— maximum/minimum item weight across all prototypes) 

Prototype or rather weight vector rj2 represents 825 households with a 
more or less conservative, traditional orientation. Households of this type 
don't like the new and foreign and they try to avoid changes. The second 
prototype (774) represents more cosmopolitan people, who like to try new and 
unknown things and who enjoy discovering the world and its eating variety. 
The weight value 3.83 in the first row of data in the table, for example, 
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indicates the rather affirmative attitude of the respective households towards 
the item 'I don't hke changes in my hfe, I prefer to keep my habits.'. 

Other important items which discriminate between the individual pro
totypes are, e.g., the relevance of quality in product purchasing decisions, 
the preference towards brand name products, the time invested in cooking, 
the attention paid to mild/non-irritant food, the predisposition regarding the 
purchase of products without additives, the attitude towards environmental 
pollution, and the preference towards German goods. Consumer profiles of 
this kind can serve as the basis of target group-oriented marketing activities 
in food industry and they can support the design of customer designed new 
products, for instance. Many of our findings are similar to results published 
by others (e.g. Grunert et al. 1997) [7], which speaks for the adequacy of the 
new approach for the present area of application. 

3.2 Application to media usage analysis 

We also applied the GNNAPS algorithm to a very recent and absolutely dif
ferent data set, which describes the media usage in academic libraries. The 
data was made accessible by the Bielefeld University Library and was col
lected between October 2003 and May 2004. It contains information about 
several book specifications (e.g. year of publication, number of pages and 
editions), library specific itemizations (e.g. media location and number of 
copies), lending conditions (e.g. lending periods, prolongations, reservations, 
and interlending), as well as user characteristics (e.g. gender and user group). 
To identify interesting patterns of media usage we considered the individual 
profiles of 3 773 books measured by means of 34 items, where non-metric 
items, like gender and location, were taken into account by appropriate fre
quency data. 

Applying the GNNAPS algorithm to this data with CL = 0.93 and 
L = 10 000 000 provides H = 11 prototypes and performance values QE = 
12 804 and Com = 95.51. But similar neural networks with more, e.g. 14 
{QE = 12 306 and Com = 106.18), or less prototypes, e.g. 7 {QE = 13 368 
and Com = 25.93), uncover interesting patterns as well. In this sense, the 
neural network which we chose for the following interpretations constitutes a 
compromise between representation accuracy and parsimony. 

The number of books being represented by the weight vectors rji = 
(^1,1,. • •, m,34), "^rju = (mi,i5 • • •' ^11,34) ranges between 2 and 2 655. Three 
of these prototypes, namely r/y, 779, and rjIQ^ just represent a few books with 
three, three, and two elements respectively. These books strongly differ from 
the others, e.g. due to their far above average number of pages and copies and, 
at least partially, due to their very frequent usage, which altogether points at 
encyclopedia or dictionaries. More than half of the books considered, namely 
2 655, are represented by prototype rj^. This prototype or rather 'book type' 
is interesting with regard to the aims mentioned above, because it represents 
a considerable share of the library's book stock. A second group of books, 
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which is represented by weight vector 7/3, contains 609 different media, which 
mainly differ from the biggest group by a four times more frequent lending. 
Finally, there are three further prototypes representing groups of about 125 
to 170 books. Once again we can compare the available prototypes to dis
cuss interesting relations or differences. In Table 2 we exemplarily depicted 
selected weights of prototype rji and r/5. To facilitate interpretations we indi
cated rounded real values instead of the standardized ones, which have been 
used for the network's adaptation. 

Table 2. Comparison of selected 'book prototypes' 

Items (short forms) 771 (2 655) 175 (126) 

number of copies 
number of pages 
last edition 
year of publication 
number of lendings 
number of reservations 
lending period (no. of copies with 14-day lending) 
number of copies lent during the session 
(+/— maximum/minimum item weight across all prototypes) 

The first prototype obviously represents 2 655 'smaller' and older books, 
which are mostly available only in the first edition and have been lent less 
than one time in the relevant period (including all copies) on average. Most 
of these books are represented by one single copy and are characterized by 
30-day rather than 14-day lending periods. Such books are often dissertations 
or research reports and are typical for the media assortment of an academic 
library. In contrast to this prototype 775 represents more recent and 'volu
minous' books (regarding the average number of pages) with more than one 
copy. Most of them are available in a second or higher edition. Such books 
are lent more than five times during the relevant period of time on aver
age. Their lending period is almost always 14 days and users tend to make 
reservations for these books and often renew them. Lastly, these books are 
more frequently used while the university is in session compared to the books 
represented by prototype rj^. Such media are often textbooks. 

For all prototypes the usual time the book lending occurs is between 
12 am and 4 pm. The most remarkable differences result from the second 
and third position shared by the morning time (from 7 am to 12 am) and the 
evening time (from 4 pm to 8 pm). Obviously, the lending of books in the late 
afternoon and early evening is unusual, though possible. Altogether, only very 
few of the books considered are the subject of inter lending processes. With 
respect to the amount of missing/untraceable books no exciting differences 
could be detected. The same applies to the proportions of the different user 
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groups. To sum up, the available profiles may be used to support future media 
acquisition decisions, and they enable a more accurate adjustment of library 
services to the users' needs. In the present case, it seems to be advisable to 
procure more copies of those books that are represented by prototypes with 
high numbers of reservations, for instance. 

4 Conclusions 

The new algorithm proved to be able to adequately represent heterogeneous 
data patterns with a comparatively small number of parameters to be con
trolled by the user. A clear advantage results from the fact that no a priori 
knowledge regarding the presumptive number of prototypes is required. The 
large autonomy of the algorithm facilitates its practical application to various 
classification tasks in marketing and elsewhere, e.g. in librarianship, especially 
by those, who are less familiar with growing self-organizing neural networks. 
Another benefit of GNNAPS results from the intuitive interpret ability of the 
prototypes as centroids of the represented subsets of data. Unfortunately, 
the autonomy of GNNAPS burdens its implementation. Further efforts will 
therefore be devoted to the improvement of the inherent balance between 
parsimony and autonomy. 
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Abstract. Increasing attention has been devoted in recent years to the firm's abil
ity to adapt its marketing strategies to a rapidly changing environment. Given that 
the abundance of news, reports, and announcements found in new electronic envi
ronments such as the WWW hampers an extensive manual search, computer-based 
systems have become important supportive tools for business planning purposes. 
Several studies investigate the impact of managerial traits on this question, how
ever the potential influence of an inadequate information structure in automatic 
information-seeking tools is rarely addressed. 

In this paper, we examine the effect of the quality of the information structure 
in automated information-seeking tasks. We use a prototypic system that aims 
to detect and to evaluate relevant information about financial markets, and sys
tematically contaminate the information structure by index terms referring to an 
adjacent but different task. Empirical evidence from an experimental evaluation of 
documents from the Reuters text collection substantiates the relevance of the prior 
information structure to the automated information search. 

1 Introduction 

Environmental scanning (ES) refers to the processes of scanning the business 
environment in order to detect changes crucial to future business success. 
Walters et al. (2003) argue that ES is the inevitable first step in business 
planning. One major challenge in business planning stems from the rather 
unstructured and complex business environment, consisting of a wide range 
of areas that may affect the business' success (Xu et al. 2003). In addition to 
the demanding task of identifying relevant issues from the steady stream of 
information with which the decision maker is faced, he must also be capable 
of comprehending and interpreting the meaning of this information. Regerer 
and Palmer (1996) as well as more recently Rouse (2002) show that naturally 
this process is strongly based on prior knowledge and experience. The prior 
domain knowledge in information retrieval - or in other words the information 
structure - has a crucial impact on information-seeking processes in general, 
and particularly, on the identification of relevant information (Baeza-Yates 
and Ribeiro-Neto 1999). While several previous studies refer to the quality 
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and efficiency of algorithms (see e.g., Yang and Liu (1999) for a comparison 
of topic detection and tracking algorithms), which provide a rating or classifi
cation of documents, a systematic consideration of the impact of the a priori 
knowledge used in the context of information-seeking tasks has rarely been 
a matter of subject. This issue seems even more significant when considering 
that more than 75 % of organizations use information technology to aid their 
gathering, analyzing, and reporting efforts in ES (ClO-Insight 2003). This 
study aims to scrutinize the impact of the prior information structure 

• on the choice of individual information sources, 
• on the evaluation of information sources, and 
• on the number of chosen information sources. 

The selection process of our prototypic system for information selection is 
built upon information foraging theory (IFT), which is a promising approach 
in modeling human information search and selection processes in ES. 

The remainder of this paper is structured as follows: First, we introduce 
a model for automated information selection on the WWW that roots in the 
heuristics of IFT. Subsequently, we outline an experiment for the analysis of 
the impact of information structure on information-seeking tasks through a 
performance test in the context of a typical ES task. The paper concludes 
with a summary of our empirical investigations and their implications. 

2 The Model 

2.1 Basic Principles of Information Foraging Theory 

IFT is a cognitive driven approach that models information-seeking behavior 
of human individuals. Central to its thesis is the idea that the search for 
information is an expatriation of food foraging mechanisms. Pirolli and Card 
(1999) adapted the theory of optimal foraging, which seeks to explain the 
adaptations of organism structure and behavior to the environmental con
straints of foraging for food. The theory is based on the hypothesis that, 
when possible, natural information systems evolve toward stable states that 
maximize the gain of valuable information per unit cost. IFT, like optimal 
foraging theory, is made up of three components (Stephens and Krebs 1986): 

(a) Decision component: How to find an optimal choice for the forager's prob
lem? 

(b) Currency component: How are various choices to be evaluated? 
(c) Constraint component: What limits the decision forager's feasible choices, 

and what limits the pay-off (currency) that may be obtained? 
Taking into account these components our model is based on the subsequent 
assumptions: 

(i) Exclusivity of search and exploitation: The forager can only do one ac
tion at a time. He must choose between searching for and consuming of 
sources. 
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(ii) Sequential Poisson encounters: The sources appear randomly one at a 
time. The encounter of sources can be modeled using a Poisson distribu
tion, thus the probability for the encounter of sources is constant. 

(iii) Incomplete information: The forager is only able to determine selected 
aspects of the information environment (e.g., the density of sources). 

IFT is best described with the help of the term "lost opportunity" based 
on assumption (i). Due to the generally limited information-processing ca
pacities of human beings, the forager has to cope with two basic decision 
problems. First, he cannot access all information sources, but rather has to 
select the most valuable sources of information he is able to handle in a given 
time. Analogous to optimal foraging theory, Pirolli and Card (1999) call this 
selection the information diet. Choosing this diet results in an optimiza
tion problem. Second, the forager has to assess which information sources 
he wants to access. In contrast to conventional foraging theory, we use im
perfect information (assumption (iii)) to decide which information sources 
should be selected. The foragers rely on proximal cues to assess profitability 
and the prevalence of information sources and their representations. In line 
with Pirolh and Card (1999), we refer to this imperfect perception of the 
value, cost or access path of information as information scent 

We adapt IFT for the task of ES on the WWW (Decker et al. 2004). 
Because each new web page is just a "mouse click" away, we adjust our model 
foregoing the prey model of IFT (Stephens and Krebs 1986). We consider each 
web page as a unique information source for two reasons: On the one hand, 
the information forager is looking for basically 'weak' information predicting 
future changes in the business environment. This information is provided from 
various sources presenting information that do not necessarily have much in 
common. On the other hand, search engines offer the possibility to cluster 
sites dynamically so that there is no static or objective structure on which 
the forager can rely. 

2.2 Construction of an Optimal Diet 

The information forager aims to maximize of the rate of gain of valuable 
information per unit cost (Pirolli and Card 1999): 

G 
m a x i ? = — —— (1) 

with: TB -f- Tw 
G .. .total net amount of valuable information gained 
TB .. .total time spent searching information sources 
Tw • .total time spent extracting and handling information sources 
Given a set of T> information sources di (hereafter, documents) in the infor
mation environment the average rate of gain of information per time unit 
cost is: 
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In equation 2 the term gi{twi) denotes the rate of gain of document di 
extracted in time twi while A is the reciprocal value of the time ts needed to 
encounter a document in the given information environment (with A = l / t ^ ) . 
The profitabihty TTI of each document di takes the limited resources of the 
forager into account: 

TTi = — V I (3) 

The rate-maximizing subset of information sources is selected in two steps: 

1. Rank the documents by their information profitability. For simplicity of 
presentation, let the index be ordered such that: TT̂  > TTi^i Vz. 

2. Add documents to the diet until the rate of gain of information for a diet 
of the top / (defining the set C = {di\i E V A iTi > 7r/+i}) documents is 
greater than the profitability of the / -I-1 document, 

RiO = ^^4^^^^^^ > n,^,. (4) 

2.3 Assessment of Information Gain 

Referring to assumption (iii), the value of information is assessed with the 
help of proximal cues instead of reading and comprehending the given doc
ument. Thus, the meaning potential of a language expression resembles the 
information scent of the document. Each document di is represented by a 
AT-dimensional vector, where each dimension captures a single concept of the 
information structure: 

Wi = {wii,Wi2,...,WiN)'idi eV (5) 

The frequency Wik of usage of a language expression Vn (n = 1 , . . . , A/") in 
document di is adjusted by the classical term frequency-inverse document 
frequency (TF-IDF) approach (Baeza-Yates and Ribeiro-Neto 1999). The di
mensionality N of the vector is given by vocabulary V, with |V| = N, which 
represents the mental model of the forager. Each term Vn ^ V describes a 
concept (e.g. words, formulas, or symbols) conceivable by the forager. 

3 The Experiment 

Agents (both human managers and automata) already familiar with a given 
domain are more cable of electing the important concepts in that domain. 
However, in ES for business planning, the results from several domains (e.g., 
new products in a market, new production technology, changes in the legal 
environment or consumer preferences) need to be combined and interrelations 
blur the borders of adjacent domains. Therefore, the accurate discrimination 
of areas relevant to certain up-and-coming domains has become a cutting the 
edge frontier in business planning and particularly, in marketing planning 
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(Nitze et al. 2003). The information environment in the experiment is made 
up of 50 documents from the Reuters categorization test collection (Lewis 
1997). Some of the documents contain information describing developments 
in financial markets relevant for business planning. Moreover, the domains of 
advertising of trade fairs, stock exchanges and activities of different national 
banks, currency exchange rates, corporate lawsuits etc. are also considered 
in the text basis. In an earlier paper (Decker et al. 2004), we demonstrated 
the abihty to identify the most relevant documents describing general devel
opments in financial markets (hereafter, domain A) using an adequate prior 
information structure. This is given by a vocabulary V of Â  = 129 concepts 
Vn (e.g., bull market, credit quality, and rating agencies) invariably relevant 
to this domain A. 

In this extension of the previous study, we have added the second vocab
ulary V to the information structure. The concepts (e.g., conversion price, 
tender offer, or bond issue) of vocabulary V refer to the identification of sin
gular investment options (e.g. new tender offers on stock markets). It contains 

N = 86 language expressions Vn that we elicited in exactly the same man
ner and represents the information structure of domain B. In order to verify 
the implicit underlying assumption that concepts of domain B interfere with 
the assessment process of the system, we compared an expert appraisal of 
documents relevant in domain A with documents considered to be valuable 
in domain B. The correlation is negative (r = —0.43). With respect to this 
result, we systematically contaminated the given vocabulary of domain A 
with varying cardinality of V. 

To analyze the influence of impure information structures and their im
pact on the assessment and selection processes modeled by IFT, we use the 
experimental design briefly outhned in Figure 1. As obvious from the figure, 

fo^ : D {1, 2 , . . . , 12} 

f2 : D 3f̂ 4 

Fig. 1. Experimental information assessment mapping functions 

we use three different mapping functions to assess the eflSciency (given by the 
ratio of valuable information per time length) of the documents di available 
in the information environment V. The mapping function /Q^ is a qualita
tive appraisal of the efficiency of documents by three experts who read each 
document in its entirety, and assessed the rentability of each document with 
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regard to the given task on a 12-point scale employing the Delphi-method. 
The mapping function f^ indicates the quantitative IFT-based selection pro
cess, which is outlined in equation 3 employing the 'pure' vocabulary V. The 
mapping function of the contaminated system is given by f^, where V con
sists of information structure V of domain A and a subset of information 
structure V of domain B. Using this simple and intuitive design, we want to 
explore the impact on the three components of our model. 

• How is the assessment of documents influenced by the contamination of 
the information structure (currency component)? 

• How is the quality (which documents are chosen) of the selection process 
influenced by the pollution of the information structure (decision compo
nent)? 

• How many documents are actually selected due to the contamination of 
the information structure (constraint component)? 

For the evaluation of the overall assessment quality of our two-stage se
lection algorithm, we compared the experts' efficiency assessment given by 
the mapping /Q^ to the systems appraisal computed by the functions f^ and 
f2 with regard to different degrees of contamination. The results, illustrated 
in figure 2(a), show that the degree of impurity has a linear impact on the 
accuracy of the model-based appraisal of the efficiency. 

This measure also takes into account a differentiation of irrelevant doc
uments that is not essential for the quality of the detection and selection 
processes modeled by IFT. One of the most characteristic features of the in
formation diet calculation in IFT is the fact that the selection is largely based 
on the prevalence of relevant documents. How many and which documents 
are actually selected depends mainly on the distribution of the assessment 
of the top-ranked documents, as well as on the distribution of relevant doc
uments in the information environment (given by A) and the handling time 
twi (see equation 4). The stop criterion of the associated algorithm includes 
only the top-ranked documents. This leads to two conclusions: First, the op
timal number of selected documents cannot be computed a priori, without 
knowing the information environment, and second, the results illustrated in 
figure 2(a) do not necessarily have to influence the quality of the selection 
process. 

We use the following formula to measure the performance P of the IFT-
based selection algorithm with regard to imbalances due to unequal number 
of documents in the selections. 

P=||iE^^ (6) 
' ^ dies 

Where S is the set of selected documents and TTI denotes the documents' 
efficiency as evaluated by the experts. Using the 'pure' information structure 
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V, the scanning system selects 4 documents. Its performance equals 9.25 
while the optimal selection of 4 documents based on the distribution of the 
efficiency of all 50 documents equals 10.75 points. 

Figure 2(b) shows the influence of different states of the information struc
ture's impurity on the selection. The abscissa indexes the degree of impurity 
in percentages, while the ordinate displays the performance of the selection 
given by this state of contamination. 

S 10 
c 
§ » 

I e 

J9,25̂  9,07_ 

J 9,25 " 9,51 

9,68 

8.63 
^ 8 

Contamination (in percent) 

(a) Appraisal of documents 

Contamination (in percent) 

(b) Selection process 

Fig. 2. Influence of the information structure's impurity on quality of the appraisal 
and selection process 

These results imply that the effect of impurity is rather small on the 
accuracy of the appraisal of the documents' relevance. Moreover, the number 
of selected documents is rather stable for varying contamination degrees and 
leads only to a difference of ±1 document. 

4 Summary and Conclusions 

An ubiquitous problem in optimizing managerial activities in business plan
ning is the hmited time resources that do not allow for an exhaustive evalu
ation of the business environment. We challenge this problem with a model 
of automated ES that is based on three components. In order to optimize 
the search processes in ES (decision component) the cognitive as well as time 
restrictions of the manager are taken into account (constraint component). 
This leads to the use of opportunity costs in terms of a trade-oflP between 
searching vs. exploiting of information sources (currency component). We 
outlined a two-stage heuristic to reveal an optimal information diet provided 
by automata to the human managers. The heuristic optimization considers 
the efforts to search for further information as well as the time needed for 
reading and comprehending information sources. 

The fundamental result of the experimental study is the robustness of the 
IFT-based selection algorithm against a contamination of the information 
structure. All three components vary only to a very reasonable degree due to 
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the contamination. Even when one-third of the information structure consists 
of language terms from an adjacent but different domain, the system obtains 
a high performance that is only one point less than its performance using a 
pure information structure. This result turns out to be even more meaningful 
considering the fact that search formulation is referred to as the most complex 
phase in information seeking (Large et al. 2001). 

We show that the use of IFT-based selection processes leads to expedient, 
relevant selections of documents - regardless of the existence of an informa
tion structure that is, to some degree, imperfect or impure. Since managers 
do not necessarily possess expertise in all relevant areas of the business envi
ronment, the use of the model presented herein is a promising approach in the 
refinement of the managerial search strategies crucial in business planning. 
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Abstract. Optimizing product Unes is the task of planning the joint offer of mul
tiple substitutes concurrently. Actually, this resembles the design of a choice menu 
where consumers are supposed to choose at most one item from a set of alternatives. 

In this paper we model the product line optimization problem by decomposing 
it into two stages. Product decision is done in the first stage by anticipating possible 
outcomes of the subsequent (price) stage. This so-called hierarchical decision situa
tion is considered due to uncertainty about consumers' tastes. Results suggest that 
substantial increase of expected profit can be drawn from the hierarchical approach. 

1 Basics in Product Line Optimization 

1.1 Background 

Making decisions in an uncertain environment can be managed by two basi
cally different strategies depending on the decider's option for possibly post
poning parts of the respective decision. The first strategy consists in just 
waiting and deciding after realizations of the decision environment become 
known, i.e., wait-and-see. The second one is characterized by the fact that 
there is no time left for delaying decision making, i.e. decisions have to be 
taken here-and-now (e.g. [9]). Usually, decisions have strategical relevance, 
constitute some kind of commitment and, thus, cannot be changed for the 
short term. However, minor adjustments - frequently referred to as recourse 
actions - may be allowed after realizations of the decision environment are 
revealed. 

Situations, similar to the latter, are typically found in new product devel
opment (NPD) processes. Cooper and Kleinschmidt (e.g. [6]) identified that 
an early and sharp definition of product concepts is one of the most impor
tant success factors in the NPD process. An early definition disciplines the 
NPD process by fostering the timely start of subsequent phases in product 
development as well as by making the whole process more stable, i.e., in
susceptible to changing input information [3]. However, it should be noticed 
that the design and selection of concepts constitutes a very critical part of 
NPD processes, since they are extremely vulnerable to any miss-specification 
in this early phase ([15], pp. 40). This implies that there might occur two 
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major difficulties that complicate the planning process. First, in dynamic 
markets consumer preference data used in the product definition and con
cept selection phase may become obsolete when market introduction follows 
with considerable delay of time ([5]). Second, consumers may find it difficult 
to state their preferences for widely unknown products ([16]). So, firms are 
expectetd to determine their spectrum of products to be offered by accept
ing shortcomings of information about consumer tastes and potential trends 
that may evolve within the time to market. Milliken [12] calls this "uncer
tainty concerning external factors". However, uncertainty about consumers' 
tastes diminishes while approaching the point where production starts. Since 
product policy cannot be changed in short-term due to commitments in early 
phases in the NPD process there just remains adaption by means of tacti
cal marketing methods, such as, e.g., pricing. The structure of the described 
problem is thus similar to those of hierarchical decision situations ([10]) that 
may be found in various situations some of which are electrical power man
agement (e.g., [8]), scheduling (e.g. [4]), (vehicle) routing ([11]), or revenue 
management ([2]). 

1.2 Notation and Constraints 

We first introduce some basic notation in product line optimization on which 
the hierarchical model in the next section is based. Suppose that there is a set 
of consumer segments X which are of size Ni {% G X) and which are interested 
in a firm's new product line described by a set of potential products H. 
Usually, some kind of utility measure rn is considered to quantify how some 
segment i G X values some product / G £. We suppose that the outcomes of 
Til are measured on a monetary scale. In accordance with literature, we refer 
to this measure as reservation price. 

Furthermore, to state the product line optimization problem more for
mally the following binary decision variables are needed, where 

^ _ / I5 if segment % selects product /, . s 
'^ ~ I 0, otherwise, ^^ 

and 

{ 1, if product concept / is selected by the firm, , . 

0, otherwise. ^^ 
Despite this, we explicitly allow the setting of prices 'pi for the products. 
Additionally, potential fixed costs Fi, that may occur in connection with 
the development of new products I G £, are considered, and - of course -
variable costs ci arise if a product / has to be produced. Last of all, we 
have to specify consumer choice behavior that constitutes a crucial part in 
choice-based product line designs. A quite often used mechanism is the first-
choice rule where a segment % chooses the product /*(i) in the line that 
consumers of the segment like best. If we follow the general modeling the most 
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favoured product maximizes consumer's surplus, i.e., the difference ru — pi. 
Thus, consumer choice can be defined by the constraints 

rii*{i) - Pi*ii) >rii-pi iGl, le C (3) 

rii*{i)-Pi*{i)>0 iGl (4) 

These constraints are frequently referred to as incentive constraints (3) and 
participation constraints (4), respectively. 

2 Pricing of Existing Product Lines 

Although a hierarchical problem structure is suggested where concept selec
tion and market introduction (pricing) has to be done at different points of 
time while anticipating some uncertainty, we will first focus on the pricing 
problem where product lines have already been determined and which can 
be stated as follows: 

w.r.t 

lec 

T.^ii{ru-Pl)>0 i e l (7) 

Y,eu<Myi leC (8) 

Y,Oii<l i e l (9) 

lec 
Pi > 0, Oil G {0,1} i e l , leC (10) 

Restrictions (6) are the the already mentioned incentive constraints that force 
the assignment of each segment to its most favored product in terms of con
sumer surplus that can be achieved. However, consumers will only select 
products iff they get a non-negative surplus, which is the interpretation of 
the participation constraints (7).^ Furthermore, products can only be cho
sen if the respective concept was selected in the prior decision phase due 
to restriction (8). As shown by Spence ([14]) and subsequently taken up by 
Dobson, Kalish ([7]) the problem allows for a simple decomposition which 

^ Even in the case of ambiguity it is assumed that the respective consumers select at 
most one product. A common practice in quantitative product line optimization 
is to suppose that if the outcome of the choice rule lacks uniqueness, consumers 
choose that product which leads to maximal profit for the firm. 
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is sketched in the following. Suppose, that a feasible assigment subject to 
(8), (9), and 6u e {0,1} (i e l , I e C) is given by {9ii)i^x,ieC' Let again 
r{i) be the index of the product that is assigned to segment i, i.e., for which 
^i/*(i) = 1 holds. For ease of notation we introduce the dummy choice option 
/ = 0, where VIQ = po = CQ = 0, and ^̂ o = 1 — Yli^c *̂̂ ' ^^ allow explicitly for 
choosing none of the products in the line. So Q{y) of equation (5) changes to 

w.r.t 

rii*{i) -Pi*{i) >rii-pi i e l , leCU{0} (12) 

Pi>0 leC (13) 

Restrictions (12) can be reformulated as p/*(i) —pi < Tii*(^i) —ru for i G J , / G 
C U {0}. Note that (12) combines both types of incentive and participation 
constraints, since we denoted / = 0 as no-purchase option. Let A be the set 
of products that were chosen at least once {A = {I G C\ ^i^j ^^i — !})• Since 
for any fc G ^ , at most one of the restrictions (12) for l*{i) = fc is binding, 
the following modification of (12) is possible: 

Pk-Pi < min {rii*fi) - ru} = aik k eA, I e CU {0} (14) 

If we relax the non-negativity constraints (13) the dual of (11) w.r.t. (14) is 
given by 

^ Y^ aikXik -> min (15) 
iecu{o} keA 

w.r.t. 

iecu{o}, i^k leA, i^k iex 

keA 

xik>0 I ecu {0}, keA 

keA 

leC\A 

(16) 

(17) 

(18) 

This problem can easily be transformed into a minimal cost flow problem 
for which a pool of efficient algorithms is available. 

3 Two Stage Product Line Optimization 

As indicated in the beginning, the hierarchical planning situation can be seen 
as a process consisting of two stages where in the first stage a firm has to 
check concepts and decide for every product / G C whether or not to take it 
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up into the line (i.e., yi = 1 or yi = 0) while facing uncertainty with regard 
to consumers' reservation prices. Uncertainty is operationalized by a matrix 
{f^ii{'^))ieJ,ieCi where a; is a realization drawn from the set f2 of realizations 
under consideration. Departing from the definitions and assumptions of the 
preceding section a formal notation of the decision problem can be given by 
means of a so-called deterministic equivalent problem. Let Q{u,y) define - by 
analogy to (5)-(10) - the second stage profit, that can be earned by a product 
line determined by y and the realization uj of the reservation price matrix. 
Then the overall problem - referred to as master problem in the remainder of 
this paper - can be modeled as one of finding a product line y that maximizes 
expected profit Eu;[Q{<jJ,y)] minus investment from the first stage:^ 

My) = -Yl ^^y^ + ^ ^ [2(u;, y)] -> max, yi e {0,1} (19) 
lec 

It should be noted that due to the prevalent binaries the relaxed expected 
recourse function E^^[Q{uJ^y)] will be discontinuous and in general not con
cave in y ([13]), so classical decomposition by stages known from two stage 
stochastic linear programming is hampered. Thus, we propose a heuristic 
decomposition by stages approach which is explained below. 

We first sketch the idea of the optimization algorithm for the pricing 
problem by giving a feasible assignment for this problem. In this feasible 
consumer-product assignment each segment i G T is assigned to the product 
l*{i) = argmaXf^£u|o}{^iK^) "" ^i} ^^d Vio^co = 0 {i £ X) because a lower 
bound for prices should be given by marginal costs, thus, firms may accept 
prices pi := ci as a. lower bound. Such an initial solution seems to be a quite 
good starting point since prices are at lower bounds and may be increased 
successively. This is done by determining minimal cost flows and reassigning 
consumers and products iteratively. I.e., a price increase is done in the follow
ing way: segments which "block" a price increment for the assigned product 
are temporarily reassigned to their predecessors along the minimal cost flow 
path. If profit decreases, the reassignment is reversed. 

In order to generate promising candidates for the new product line that 
have to be considered as given in the successive stage, the pricing problem 
can be embedded in an overall Simulated Annealing procedure. This kind of 
search procedure tries to improve the objective value by passing the solution 
space in a random manner, thereby accepting a worsening of the objective 
value with a declining probability. The latter modification of local search 
minimizes the threat of being caught in local optima. The generation of can
didate solutions (the so-called neighborhood solutions) constitutes a critical 
part of the algorithm. We implemented this in a straightforward manner by 
selecting randomly one element /* of y and inverting its value (i.e., in each 

^ There are, of course, alternative criteria that are sometimes used instead of the 
mean-value approach (s., e.g., Schultz [13]). 



251 

segment i 

1 
2 
3 
4 

Fi 

Scenario 1: rii{l) 

1 = 1 2 3 4 5 6 
5 3 4 1 1 2 
12 3 3 9 6 18 
3 12 6 9 12 8 
6 12 6 3 15 23 
10 22 13 50 10 23 

7 
4 
17 
15 
5 

40 

1 
4 
2 
3 

20 
10 

2 
6 
14 
7 
7 

22 

Scenario 2: ru{2) 

products 
3 4 5 6 7 
10 4 3 4 5 
2 14 16 28 10 
7 6 9 12 15 
8 9 12 13 23 
13 50 10 23 40 

Scenario 3: rii{3) 

1 2 3 4 5 6 7 
2 5 7 3 6 2 5 
2 13 9 4 6 8 10 
3 6 9 12 15 3 10 
6 4 19 9 15 13 9 
10 22 13 50 10 23 40 

Table 1. Data set for computational testing 

iteration u we set yJC := 1 — yf*"" )̂. Though this kind of generating neigh
borhood solutions is quite simple, it guarantees that each feasible solution is 
selected with a positive probability. Furthermore, we are in a very pleasant 
situation, since there were no constraints in the master problem with respect 
to yi, so that every neighborhood solution that has randomly been generated 
as described is feasible (which otherwise would have to be checked). In each 
iteration step one has to decide whether or not the neighborhood solution y^ 
is accepted. If M{y'^) has increased, the new solution is accepted. Otherwise 
acceptance occurs with decreasing probability (i.e., the probability of a con
tinuous random variable a with support in [0,1] that has to be less than or 
equal to exp I —(^ )~^ iv—) I where T is a parameter that is referred to as 

temperature and successively decreased by a factor 7 G (0,1];^ the procedure 
stops when temperature falls below a threshold value). 

4 Value of the Hierarchical Approach 

In order to report on some computational experience with the model, the 
algorithm, and the value of the hierarchical approach as well, a number of 
runs with simulated data were performed. Because of page restrictions for 
this paper, we just consider three scenarios, i.e. u G { 1 , . . . , 3} with respec
tive probabilities (TTI, . . . ,7r3) = ( l^ l^ i )? four segments that are assumed 
to have equal size {Ni = N = 10)^ and seven products. Reservation prices 
and fixed costs are given in Table 1. We further assume that there are no 
variable costs, which is equivalent to the assumption that reservation prices 
are cost adjusted. Let y((D) be the solution of (19) where all random vari
ables have been replaced by their means. This modified problem is some
times refered to as expected value (EV) problem. M{y{uj)) describes the 
expected result using EV (EEV). We found that EEV was about 397.33 

{= ^x500+lx490+lx3A0-13-10-23 = E^[Q{oj,y{u))]-Ziec^iyii^)) 
with y{Lu) = (0,0,1,0,1,1,0) as the product hne to be selected. However, the 
heuristic profit for the hierarchical model (HHP), i.e. the objective of the 
heuristically solved hierarchical problem, accounted for 458.5 that was about 

^ A constant temperature approach, i.e., 7 = 1, is proposed by [1] in order to 
approximate the distribution of a stochastic objective function. 
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corr. of reservation prices across segments 

corr{ri7{u;),rii{uj)) 
Eu>[corr{ri7{uj),rii{u)))] 

(a) 

/=:3Z = 5 1 = 6 
0.12 0.91 0.70 
0.02 0,34 0.23 

effect from altering fixed costs 

fixed cost 
1 X Fi 

2 X Fi 

5 X Fi 

line configuration y, ,VSS (VSS/EEV) 

1(1) 1(1) 1(1) 1(0) 
1(1) 0(1) 1(1) 1(0) 

1(0)1(1) 1(1) 
hierarchical (average) 

(b) 

61.17 (15.4%) 
24.67 (7.0%) 
16.14 (8.0%) 

Table 2. Structure of correlation and line configuration 

15% above the EEV"* with y = (0,0,1,0,1,1,1) as optimal product line. A 
thorough analysis was performed to motivate the addition of product 7 to the 
hierarchical solution. A closer look at the correlations of reservation prices 
across segments (s. Table 2(a)) reveals that the mean correlation of scenario 
specific reservation prices indicates that product 7 is rather decoupled from 
the others (second row in Table 2(a)). This is not true, if we consider a sit
uation where reservation prices are averaged in advance which is indicated 
by the first row in Table 2(a). We therefore conclude, that the introduction 
of product 7 is due to its abihty to further segment the market. Obviously, 
the hierarchical approach provides a more comprehensive product line since 
fixed costs are quite low. Thus, we conducted sensitivity analysis by means 
of increasing Fi. As indicated by table 2(b) and as we would have expected, 
overall variety will be reduced, when fixed costs become dominant. However, 
the relative value of the hierarchical approach remains substantial. 

5 Conclusions 

We presented a new view on product line design in an uncertain environment. 
The framework of our model is given by former deterministic approaches 
where we built especially on the work of Spence [14]. Since exact decom
position algorithms suffer from the structure of the second stage problem a 
hybrid heuristic approach is proposed. Our results indicate (although for a 
small example) that the value of the hierarchical approach is substantial, since 
uncertainty is anticipated by selecting more comprehensive product lines in 
order to be more fiexible whatever future will look like. 

The absolute value of the stochastic solution (VSS=HHP-EEV) was about 61.17. 
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Abstract. Within this paper, the energy model PERSEUS-HYDRO and its appli
cation to Switzerland with a focus on the possibility to provide long-term electric
ity prices will be presented. Within this model perfect energy markets are as
sumed and thus electricity prices can be derived from system-marginal-costs. 
Main features of the plant dispatch within a system with hydro and thermal power 
will be shown. Also, the integration of energy exchanges (e.g. EEX) are foreseen 
within the optimising model. As the plant dispatch mainly influences the mar
ginal costs, the important effects and coherences will be highlighted. As prices on 
the energy exchange have to be set as exogenous input, their influence on the 
marginal costs will also be discussed. 

1 Introduction 

The world wide liberalisation of energy markets has far-reaching implications for 
energy utilities. Competition on national and supranational level leads to a situa
tion in which strategic planning tasks such as capacity expansion and long term 
production planning become increasingly important for energy utilities. Espe
cially electricity prices get more and more important for investment strategies of 
energy utilities. 
Due to the fact, that water power plants in the Alps have a relevant effect on elec
tricity prices in Europe, it is important to analyse energy systems with a high 
share of water power in detail. Modelling a generation system with a high share 
of water power plants (pump storage, reservoir and run-of the river plants) poses 
additional and different requirements compared to a conventional plant portfolio 
for the derivation of electricity prices. 

Hence, the present paper aims to describe a model application for the analysis 
of water power plant operation and competitiveness as well as the possibility to 
derive future electricity prices from a linear optimisation approach. Therefore, the 
model approach and the specific characteristics of water power plants in an en-

http://karlsruhe.de
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ergy model will be presented. Price information based on system-marginal-costs 
will be discussed and the influence of the plant dispatch and energy exchanges on 
the marginal costs will be presented. Furthermore, the application of the devel
oped model to the Swiss energy sector will be shown. 

2 A modelling approach to improve the representation 
of water power plants 

The energy and material flow model family PERSEUS (Programme Package for 
Emission Reduction Strategies in Energy Use and Supply) has been developed at 
the Institute for Industrial Production (IIP) in order to be able to address questions 
related to energy systems not only on national, but also on regional and utility 
level. The modelling approach is based on a detailed representation of energy 
conversion technologies and the interconnecting flows of energy and material (i. 
e. primary energy carriers, emissions of pollutants etc.). The structure of the 
model is equivalent to a directed graph: Energy and material flows are conform 
with arrows. Conversion technologies and their processes correspond to the nodes 
of the graph. The models follow linear and mixed integer programming ap
proaches. A detailed description of the entire modelling package can be found in 
[4]. 

In the following, this paper will focus on a specific model of the PERSEUS 
family, the PERSEUS-HYDRO model, which aims at the modelling of energy 
systems with a large-scale of water power plants and supporting energy utilities 
by providing information on future electricity prices. Within prior model ap
proaches, the dispatch of water power plants has been set exogenously, while 
within this approach the dispatch is optimised. Interested readers on further meth
ods of modelling water power systems are referred to [2, 3]. 

Let us suppose, the energy system to be analysed consists of a set of 
umts={l,...,m} of existing power plants (units) and power plant options, which 
can be built up in the future. Each of the power plants unite Unit contains at least 
one procQss proceProc (Pr6>c={l,...,«}), which reproduces the operation mode 
of the power plants. The processes represent the transformation process of the in-
and outgoing energy carriers. The typical time horizon (about 30 years) is divided 
into single periods teT, where each period is subclassified into time intervals 
seas G Seas. Time intervals are necessary to draw up the energy demand (load 
curve) for typical days within one period. Each time interval represents a time 
range of a typical day (e.g. 9.00 to 12.00 o'clock of a summer working day) for 
all days with this characteristic. Thus the energy demand within one time interval 
seas G Seas and one period tG T represents an average energy demand, which has 
to be multiplied with the amount of characteristic days within this period. The 
exogenous energy demand Dt^seas has to be satisfied by the power plants. Vari
ables of the model approach are the process levels PLprocxseas of the various opera
tion modes of the energy units and the energy flows FLprod',prod,t,seas between the 
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nodes of the system. Furthermore, the capacity of power plant options (new 
plants) NewCapunm is an integer decision variable. Due to the fact that water 
power cascades are modelled very detailed, also water flows FLproci\prod,i,seas and 
water basins STprodxseas are decision variables. Furthermore, the purchase and sell
ing of electricity at an energy exchange is model by decision variables Bimpbt,seas 
a n d Cexpi,t,seas' 

Hence the optimisation model can be formulated as follows: 
Target function: cost minimization: 

mm 

E«, 

2^ 2^ ZLl ^^imp^prod,t,seas ' C/""' 
ipeIMP seaseS prodePROD 

+ Y Y PL c 
/ J / J proc,t,seas ^^^procj.sci 

prod J,seas 

seaseS procePROC 

NewCap^^^^^yC,^^^^^^ 

and simplified versions of selected important restrictions: 
Energy balance equations: 

imp,prod,ecJ / J ^prod',prod,ec,I / , proc.t proc,ec 
impeIMP prod'e PRO D^,^,^ proceGENPROCp^j^^^ 

- V / T / 4 . V r / -I- V PI ^^Proc.ec 
/ . ^ ^prod,exp.ec,t'^ ^ ^ ^prod,prod',ec,t ^ Z^ ^^proc,t 

expeEXP prod'sPROD'p^,^,^ procsDEMPROC^^^j,^ V proc.ec 

(1) 

(2) 

V/ e T; yprod e PROD; \/ec e EC^^ 

Demand equations: 

Z V FZ, , > D \/prode Prod;\/seas eS;\/teT 
^^^^ prtMi ,exp J ,seas t ,seas -̂  

prodeProd expeExp 
(3) 

Process utilization equation: 

procePROC^f 

V? s T; \/unit e UNIT; yseas e SEAS 
(4) 

Cross linking of water power plants 

y FL = Y FL S 
/ i prod,prod'," water",/ ,sea& / i prod\prod"," water",/ ,seas prod',"water" 

prodePROD prod ""ePROD 
(5) 
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with 5 , ,. ,.. . = '"'"''•"'^' 
prod,proa ,prod , water "DrpTj 

^^^ prod, prod' 

\/seas e SEAS; Vt e T\\/prod'e PROD^^^^^ 
Decision variables: 

PLpj^seas^R" (6) 

^*^prod',prod,I,seas ^ ^ (7) 

Cap,„,,, NewCap^„,,eZ^ (8) 

^Tprod,l,seas ^ ^^ (9) 

^imp ' -̂ exD ^^* (10) 

The target function (1) of the optimising model is the minimization of costs. 
Therefore cost coefficients are assigned to the decision variables; fuel costs Cfu-
<^iprod,t,seas to the cucrgy flows FLimp,prod,t,seas and variable costs Cmrproc,t,seas to the 
process level PLproc,t,seas of the various operation modes of the energy units. Fix 
costs Cfixunit,h water taxes Cwatunuj and specific investments Cmvunuj of new plants 
are dedicated to the capacity decision variables Capuntu and NewCapuniw Fur
thermore, electricity stock prices Cbuyb,t,seas and Cseiibxseas are assigned to the pur
chase and selling electricity decision variables Bmpbxseas and Bexpt^seas- Within 
equation (2) the energy balance for each node of the modelling system is postu
lated, where Xprocec denotes the ratio of the energy carrier ec of the total in- or 
output (negative values for input, positive for output) and tipwcec the efficiency of 
the process proc. The exogenous energy demand Dt,seas has to be satisfied at any 
time, which is formulated in equation (3). The process utilization equation (4) en
sures, that for each time interval seas (e.g. summer working day 9 to 12 o'clock) 
and for each period t the installed capacity Capuniu is sufficient to generate 
enough electricity with the process level PLproc,t,seas based on the length of the 
time interval hseas and the availability AvaUmiut of the units. Within water cascades 
the same water flow rate generates a different amount of electricity in each water 
power plant. Thus, the head of the turbines have to be considered. Within equa
tion (5) the cross linking of water power cascades is considered, therefore the re
lation of the head of two cross linked turbines dprod,prod'.pro(f\rvi?Atr is taken into ac
count, where BFHprod,prod' is the head of the tarhmQ prod*. Additional equations 
which are not listed above allow to consider further restrictions like e.g. restric
tions on the purchase and selling of electricity at the energy exchange, base load 
restrictions, load variation restrictions, emission restrictions and the supply of 
control energy. 
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3 Reflecting electricity pricing in a hydro-thermal 
generation system 

In the following the two terms marginal costs and system-marginal-costs will be 
used. Thereby marginal costs serve as characterisation for the real market, while 
system-marginal-costs mean the marginal costs calculated by the optimising 
model. 
One reason (beside the optimised plant dispatch) for the detailed modelling of 
water power plants can be seen in their variable costs, which are normally zero or 
near to zero. Thereby three main types of water power plants can be classified 
[5]: 
Run-of the river power plants do not have a water storage and produce continu
ously electricity depending on the water-flow of the river. Hence, they are used 
for base load production. 
Reservoir power plants have the possibility to store water inflow in a lake or ba
sin. They can further be classified by the size of the storage (day-, week or year-
storage). The production of electricity depends on the available water and the 
electricity prices. Normally, they provide peak load. 
Pump storage power plants have the possibility to pump water from an ener
getic lower to a higher storage. Thus, they can be used to transfer base load elec-
tricity to peak load electricity. 

Marginal costs 
[€/MWh] 

80-1 

60 

Minimum demand Maximum demand 

Increase of demand 

Avaihbility 

i\ Newinstallations 

Increase of demand 

0 10 20 30 40 50 60 70 80 90 100 

Cumulated capacity [GW] 

Fig. 1.: Exemplary merit order curve and fundamental influences on the electricity price 

Marginal costs of conventional power plants are derived from their variable costs 
and the plant dispatch normally takes place on the basis of the sorted marginal 
costs called merit order under consideration of technical restrictions. Nuclear and 
coal plants are used for base load, while gas and water power plants (storage and 
pump-storage) are used for peak load. For water power plants, marginal costs can 
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not be derived from their variable costs. Due to the fact, that the amount of avail
able water of each unit determines the production of these water power plants, the 
marginal costs have to be derived from opportunity costs. This means that for 
each water power plant the available and expected water (e.g. of one year/month) 
has to be faced with the expected electricity prices. For modelling water power 
plants in a linear optimising approach, this means that each water power unit has 
to be modelled in detail, including cross linking and networking with other water 
power plants and also the water inflow to basins and lakes. In Figure 1 some fun
damental effects on the electricity prices are demonstrated, but it must be pointed 
out, that the considerations neglect strategic behaviour of the suppliers, which can 
significantly influence short-term electricity prices. An increase of the maximum 
demand would lead to higher prices as the intercept point moves more to the right 
of the supply curve. When the capacity gets narrow, prices can highly increase. 
Also the gas and coal price, the availability of plants and the installation of new 
power plants have an effect on the electricity price as shown in Figure 1. 

3.1 Price information based on system-marginal-costs and the 
influence of plant dispatching and energy exchanges 

As already described, the energy model determines the future capacity develop
ment and plant dispatch by minimising the total costs over all considered years. 
Perfect foresight of all market participants with regard to market signals like 
quantity supplied, demand data, future fuel prices, etc. is assumed. 

System-marginal-costs characterize the costs, which arise from a marginal in
crease of the demand Dt,seas within one time interval seas and one period t for the 
total system. In other words, system-marginal-costs are the opportunity costs of 
the exogenous demand. 

The assignment of the variation of the target function to one time interval seas 
has to be critically reflected, because the target function comprises all time inter
vals and periods. The plant dispatch in one period / and one time interval seas can 
affect the system-marginal-costs in other periods and time intervals. An example 
is the plant dispatch of a reservoir power plant, which has only a limited water 
quantity. A higher production in one time interval directly decreases the produc
tion in another time interval. 

Also the installation of new plants has an influence on several time intervals. 
New plants will be installed if the capacity is not sufficient to satisfy the exoge
nous demand. Then the system-marginal-costs will be very high within the time 
interval of the short capacity, while in other time intervals this additional capacity 
can be used as well. The reason of these price peaks is the shortage of capacity, 
contrarily to the real market where strategic behaviour has a higher influence on 
price peaks. The described (spanning) effects have to be taken into account when 
deriving electricity prices on system-marginal-costs. 
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Also the integration of energy exchanges in the optimising model influences 
the system-marginal-costs. The effect of the energy exchanges will be outlined 
for three different cases: 
1. The equation, which limits the selling of electricity is binding. That means 

that more electricity could be sold at the energy exchange to the present 
price, if there would not be a restriction on the quantity. That signifies that 
the system-marginal-costs are below the exogenous energy exchange price. 

2. A binding purchase-equation represents practically the same case. The sys
tem-marginal-costs are higher than the energy exchange prices. This means, 
that a purchase of more electricity from the energy exchange would be 
cheaper for the total energy system. 

3. If none of the two equations is binding, the quantity of purchased or selled 
electricity is optimal for the total energy system. Thus, the system-marginal-
costs are equivalent to the energy exchange prices. 

The discussed effects describe the influence of the energy exchange within one 
period / and one time interval seas on the system-marginal-costs. Nevertheless, 
the integration of energy exchanges represents a good possibility to model for ex
ample bordering regions or further purchase/selling channels in liberalised mar
kets. 

4 Application of the developed model on the Swiss 
energy system 

The developed PERSEUS-HYDRO model has been applied to the Swiss energy 
system. All water power plants above a capacity size of 10 MW have been mod
elled in detail to analyse their ability to compete in the European energy sector. In 
total about 200 water power plants are modelled as single units within the natural 
water cascades. The resulting optimising model consists of about 380.000 con
tinuous and 1.300 discrete variables and about 260.000 restrictions with about 
1.400.000 non-zero elements. Solving the model on a PC with Pentium III - 900 
MHz and about 1.6 GB main memory results in calculation times of about 15 
minutes with the commercial solver CPLEX 7.0. 
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Fig. 2.: Power plant dispatch and system-marginal prices at a winter working day in 2030 

Due to the confidential nature of results achieved, the presentation of exemplary 
model results is in relative figures and not in absolute ones. Figure 2 shows the 
plant dispatch and the system-marginal-costs of a characteristic winter working 
day in 2030 in Switzerland. Thereby, nuclear power plants and run-of the river 
plants are dispatched for base load. Peak load is provided by storage, pump-
storage and the combined gas cycle power plant. The pump-process of the pump-
storage plant is dispatched in the night hours of the working day. The system-
marginal-costs increase with the energy demand until high noon and decline after 
high noon with the lower demand. At noontime, the system-marginal-costs are 
about the double price as in the night hours. 
Furthermore, the model results show that yearly average system-marginal-costs 
increase over all periods. This can be attributed to the reduction of overcapacities. 

5 Implementation of the models 

The models described above have been implemented as a PC version that can be 
run on commercial PCs. However, due to their high complexity and the resulting 
large problem size, they require state-of-the-art hardware components. 

The PERSEUS models are equipped with an MS Access based data manage
ment system that permits easy data handling and a fully automated link to the 
mathematical module. They are programmed in GAMS (c.p. [1]). In order to 
solve the problem, commercial solvers like CPLEX can be applied. 

6 

4 

0 
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Abstract 
A major food safety issue in pork is Salmonella contamination. A stochastic state-
transition simulation model was described to simulate the spread of Salmonella from mul
tiplying through slaughter, with special emphasis for critical control points to prevent or 
reduce Salmonella contamination. Design of Experiments and metamodelling were used 
for a sensitivity analysis. The finishing stage and the slaughterhouse appeared to be the 
most important stages in the supply chain to reduce the prevalence of Salmonella contami
nated carcasses. 

1. Introduction 

Public health and food safety is a major issue in current agri-business. In devel
oped countries, infections with Salmonella species contribute a great deal to food 
borne diseases and therefore are accountable for considerable societal costs 
(Anonymous 2001). Sahnonellosis is caused by bacteria fi-om the genus Salmo
nella, and can result in severe gastro-enteritis, enteric fevers and septicaemia. It is 
estimated that 90% of the human salmonellosis is food borne (Anonymous 2001) 
and about 15% of the food borne salmonellosis originate from pork (Berends 
1998). To reduce the incidence and the societal costs, more insight is needed in 
the impact of measures to reduce or prevent Salmonella in food products. For an 
effective control, the entire supply chain must be involved, which include primary 
producers and slaughterhouses. Currently, there is only limited insight in costs 
and benefits of Salmonella control, although costs of implementing measures can 
be very high. Hence, improved insight in the (cost)effectiveness of certain control 
measures will contribute to decision making. Therefore, a detailed stochastic 
state-transition model was designed to simulate the introduction and spread of 
Salmonella in the pork supply chain in order to estimate cost-effectiveness of 
various kind of control measures against Salmonella. 

mailto:monique.vandergaag@wur.nl
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2. Model description 

2.1 Salmonella control in pork production 

An animal that is infected with Salmonella can start shedding bacteria, and there
fore become infectious within four hours. The seroconversion period (to reach de
tectable antibody levels after infection) is about two weeks. Upon recovery, an 
animal can remain in a carrier state (bacteria in intestines or lymph nodes, but no 
shedding), and may become serological negative again. At the slaughter stage, 
bacteria fi*om the intestines or lymph nodes can contaminate the carcass and 
thereby contaminate pork products. The prevalence (i.e. percentage of infected 
pigs in a population) can be measured by serological or bacteriological tests. 
The pork supply chain consists of several stages, quite often located on different 
farms. Figure 1 shows the different stages in the chain: breeding, multiplying, fin
ishing, transportation, slaughtering (lairage and slaughter), processing, retail, and 
consumer. All stages have relations with partners that are linked to the main food 
supply chain, such as feed companies and service suppliers. The model includes 
the stages called multiplying through slaughter. The multiplying stage and the 
first transport stage are combined in the model, and will be called the multiplying 
stage, from now on. The slaughter stage includes the slaughtering of the pigs, and 
the chilling of the carcasses. 

breeding/1 n u l t q ^ ^ finishin )̂  transport/̂  laira^ )̂  slau^iter/ process )̂  retail consumer 

Fig. 1. Schematic structure of the pork supply chain. The bold outlined stages are included 
in the simulation model. 

Table 1 shows specific control measures and routines that can be implemented 
per stage and per risk profile, to prevent or reduce the introduction and spread of 
Salmonella. Farms or firms in a stage that take these control measures, are con
sidered to have a low-risk profile. A farm or firm with a high-risk profile does not 
take these control measures and may follow routines that have a higher risk of in
troduction or spread of Salmonella. 

2.2 The simulation model 

The aim of the simulation model is to mimic the dynamics of Salmonella within 
and between the various stages of the production chain, subject to various condi
tions and measures to prevent or reduce introduction and spread; the model out-
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come is the prevalence of Salmonella at the various stages. The basic unit of the 
model is a group of 100 animals that remains together during the entire produc
tion process. Various kinds of contact structures among individual farms and 
firms exists, which is a key issue for the introduction and spread of Salmonella in 
the supply chain, since a farm with a high prevalence of Salmonella can contami
nate several farms/firms in the subsequent stage. 
The dynamics of Salmonella infections in pigs was modelled using a discrete 
time stochastic state-transition approach including Monte Carlo simulation (Al-
ban and Stark 2002), including the state vector x(t) and the vector with transition 
probabilities Pij(t), from now on written as pij . The time step used in the model 
equals one day. State vector x(t) contains six mutually exclusive states that ani
mals can be in, described in Figures 2A and 2B, and the 100 animals of one group 
are distributed over these states. In each time step, transition probabilities are re
calculated taking into account the control measures and various decisions made, 
thereby obtaining a new transition matrix. 

Table 1: Major control measures and routines per stage that determine the risk profile 

Stage Low risk High risk 
Multiplying * certified Salmonella (S.) free 

feed 
* fermented feed for piglets 
* functional hygiene lock 
* cleansing and disinfecting per 
round 

pelleted feed (unknown S. status) 
free entrance for visitors 
no structural rodent control 

Finishing * purchase of certified S. free 
piglets 
* fermented feed / non-heated 
barley 
* functional hygiene lock 
* no contacts between 
compartments 

pelleted feed (unknown S. status) 
free entrance for visitors 
no structural rodent control 
no all-in-all-out 

Transport * cleansing and disinfecting 
each ride 
* smooth, good cleansable 
materials 
* quiet driving and short 
distances 

* no fasting of pigs before transport 
* pigs from several compartments in 
finishing farm mixed in one truck 

Lairage * good hygiene 
* reduced duration in lairage 
(<2 hours) 

* mixing of pigs from different 
origin 
* open fences between 
compartments 

Slaughtering * cleansing equipment during 
the day 
* careful evisceration 

' no direct packing of rectum 
•• less time for evisceration 
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Figure 2A: States and transitions for live animals 

L L A 
SI 

( 

81 : 
11 : 
12 : 
C : 

I 
>2 : 
3 : 

'recover' 

7ontaminatio 

1 
11 [ 

n 

susceptible 1 
infectious 1 
infectious 2 
carrier 
suscept 
infectio 

[ble2 
us 3 

: Salmonella free carcass, negative serology 
: contaminated carcass, negative serology 
: contaminated carcass, positive serology 
: carrier, not a state of a carcass 
: Salmonella free carcass, positive serology 
: contaminated carcass (>lst infection) 

c 1 'recover^ 

contamina 

\ 
S2 

'recover' 
^ T 

J \_\ contaminatiort 
Hon 

13 

n 

Figure 2B: States and transitions for carcasses 

3. Sensitivity analysis and statistical methods 

The goal of sensitivity analysis is to determine how sensitive the output is to 
changes of the inputs and if the directions of output changes are consistent with 
the expected directions (Kleijnen and Sargent 2000). In our study, Design of Ex
periments (DOE) with meta-modelling is executed. This design is a specific frac
tional factorial design that minimises the number of combinations of factor levels 
(scenarios) that have to be run. Design of Experiments (DOE) and metamodelling 
with regression analysis indicates which factors are most important and which 
factors deserve most attention in further research. This approach is preferred over 
the more common approach of changing one factor at the time; DOE may not 
only be used for sensitivity analysis, but also for validation (Kleijnen 1998). 
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The simulation model has 26 input variables and parameters (together named 
'factors'), and this specific design enables the estimation of main effects not con
founded with two-way interactions (so called resolution IV design). 
A metamodel is an approximation of the input-output transformation that is im
plied by the simulation model (Kleijnen and Sargent 2000). The metamodel is 
based on the scenarios implied by the specific design. Our metamodel was speci
fied as the following simple first-order polynomial with k variables for each sce
nario /: 

7/ = /?o + 2ViAxi,h+e, 

where Yl denotes a characteristic of the simulation output of scenario /, /}o is the 
intercept, /}h the main effect of variable h, Xt^h the value of the standardised vari
able h in scenario /, and et the approximation error plus intrinsic noise in scenario 
/. 
The output of the model is the distribution of carcasses over the states. This dis
tribution over states can be characterised through different quantities, such as its 
mean and standard deviation. These quantities are estimated based on simulation 
iterations (Kleijnen and Sargent, 2000); in our sensitivity analysis the number of 
iterations was set to 1000 timesteps. 

The following four output quantities (7/) were considered ( /=! , . . , 4): 
Yl\ mean number of contaminated carcasses in a group that leave the last stage 
(i.e. mean number of carcasses that are bacteriological positive; i.e. in state II, 12, 
and 13); 
Y2: standard deviation (sd) of Yl\ 
Y3\ mean number of serological positive carcasses in a group that leave the last 
stage (i.e. mean number of carcasses in state 12,13, and S2); 
Y4'. standard deviation (sd) of Y3, 
To estimate the metamodel, ordinary least squares (OLS), we use linear regres
sion using a factor selection procedure called the backward method. This means 
that all factors are entered in the regression model and then sequentially removed, 
if not significant. A factor was considered to have a significant main effect if its 
/7<0.05. Also two-way interactions were calculated: factors that were found to 
have significant main effects, were next included and tested for two-way interac
tion using least squares linear regression with the backward selection method. 

4. Results 

Figure 3 shows the cumulative distribution functions for the number of contami
nated carcasses per group that leave the slaughterhouse in four different scenar
ios: (1) all factors at the minimum value, (2) all factors at the maximum value, (3) 
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all factors at the average value between the minimum and maximum, and (4) all 
factors at the default value. 

— — all minimum -default average • all maximum 

0 0.1 0,2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

Prevalence of contaminated carcasses per group 

Figure 3: Distribution function for the number of contaminated carcasses per group that 
leave the slaughterhouse: four different scenarios (1000 timesteps) 

The significant main effects and two-way interactions for each of the four output 
quantities are shown in Table 2. A positive main effect indicates that changing the 
factor from its minimum to its maximum value results in an increase of the output 
value. For instance, increasing of the factor psi,i2 in the multiplying stage (from 
minimum value of 0.1% to maximum value of 25%) will increase the mean num
ber of serological positive carcasses (Y3) with 19.9. In Y2 the factors Qevisc and 
Qproc had significant main effects, but after addmg the two-way interaction to 
the regression model, only the interaction remained significant. The same is ap
plicable for other main effects, when interaction is introduced. Testing the inter
actions of the factors for output Yl results in three significant interactions at the 
slaughterhouse. 
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Table 2: Significant main effects and two-way interactions for each output quantity Yl 
through Y4 (p<0.05) 

Main factor/ 
Interaction 
R adj 

Intercept 

PS1,I2 

Pl 
P * ^^fmishing 

Qevisc 

Qproc 

Qevisc* Qproc 

Qdown 

Qdown* Qevisc 

Qdown* Qproc 

Stage 

Multiply 

Finishing 

Finishing 

Slaughter 

Slaughter 

Slaughter 

Slaughter 

Slaughter 

Slaughter 

YI 
(mean I) 
0.88 

-14.8 

12.9 

-8.2 

-7.7 

35.1 

-8.2 

19.1 

19.1 

Y2 
(sd 77) 
0.37 

2.8 

5.3 

Y3 (mean 

0.82 

-6.3 

19.9 

44.1 

26.4 

serol.pos.) Y4 
(sd Y3) 
0.19 

4.1 

-6.1 

14.5 

5. Discussion and conclusions 

The metamodels for YI and Y3 had a high R^dj (0.88 and 0.82), which indicate 
that the metamodel is a good predictor for the entire simulation model. The R̂ adj 
for Y2 and Y4 were low (0.37 and 0.19) and therefore the results must be handled 
with more care. The most important output quantity with respect to food safety is 
77, the mean number of contaminated carcasses that leave the slaughterhouse. 
The significant main factor for 77 from the finishing stage is the rate of infection 
within a group. This rate may be decreased by feeding strategies and by reducing 
the possibilities of animals having contact with manure. The slaughtering stage 
seemed to have even a higher impact on the mean number of contaminated car
casses. And several interactions were found to be significant. To reduce 
(cross)contamination of carcasses, it is important to have good hygiene in the 
slaughterhouse, such as rectum removal in bags, careful evisceration and disin
fecting of the equipment. The serological status of the carcasses (Y3) depends on 
two main factors and one interaction. A higher starting prevalence (psi,i2) in the 
multiplying stage and a higher pi results in more infected and therefore serologi
cal positive animals. The PEfmishing had an understandable interaction effect with 
pi ; if the probability that an animal in a group becomes infected increases, the in
fection rate within the group (pi) becomes more important. 
It was concluded that: 
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the default model is responding according to what would be expected based in 
current epidemiological knowledge; 
DOE is an efficient way of reducing required time for sensitivity analysis and 
enabling the estimation of the impact of interaction between model parameters; 
the simulation model is sufficiently credible for use in subsequent simulation ex
periments focused on evaluation of the cost-effectiveness of control measures 
against Salmonella. 
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Abstract 

Biological neural system can be considered as a series of biochemical reactions 
and signal transmission. It is important to provide an intuitive representation of 
the neural system to biologists while keeping its computational consistency. In 
this paper, we propose a method to exploit Hybrid Petri Net (HPN) for intuitive 
representation and quantitative modeling. The HPN is an extension of Petri Nets 
and represented by a directed, bipartite graph in which nodes are either dis
crete/continuous places (such as ion channels) or discrete/continuous transitions 
(such as phosphorylation), where places represent conditions and transitions rep
resent activities. It can easily model the interactions among receptors, ionic flows 
(such as calcium), G-proteins, protein kinases and transcription factors that are 
very complicate in terms of the dynamics of all participants and their correlations. 
We demonstrate that, in the biological neural system, it is possible to translate 
and map these complex phenomena into HPNs in a natural manner. In our model, 
the dynamic properties of the neural signal processing can be examined, espe
cially the interactions among neural modulators and signal transduction pathways. 
With such a mechanism model in hand, our ability to collaborate with neural sci
entists is greatly enhanced so as to simulate and examine the robustness of the 
neural transmission under the local biochemical perturbations. 
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1. Introduction 

Signal transduction is a major mechanism that a cell uses to convert an exter
nal stimulation into a series of biochemical reaction. Many molecules can be 
viewed as triggers or effectors at different stages of the highly complicated trans
duction activities. We hope to use a computational model to help understanding 
the mechanism of signal transduction in a neuron when we analyze experimental 
data and conduct simulations. Nevertheless, as a first step, we need a representa
tion of the complex system with relevant information. 

With proper representations, every component in a network can be analytically 
coupled and evaluated. Representations of bio-system can be loosely classified 
into four main groups [1]: ontologies, database models, structural network models 
and quantitative analysis models. Theses traditional models are based on systems 
of ordinary differential equations (ODEs) such as Michaelis-Menten equations 
[2], graph theory model [3], and discrete event technique [4]. In recent years 
some Hybrid Petri Net (HPN) models have been proposed for gene regulatory 
networks and metabolic networks [2] [5]. HPNs are well suited for describing 
and analyzing the structure and function of dynamic systems. In bio-system, 
HPN's enable us to maintain various characteristics of the biological process such 
as DNA or protein concentration using continuous value. HPN's also allow us to 
model and visualize system concurrency. 

The cellular signal to trigger the whole transduction network can be as simple 
as a small ionic current passing through channels on the cell membrane, after 
ligands binding to receptors. Some kinases are activated there after. Eventually, 
various kinases cause side chains of some peptides such as tyrosine (tyrosine 
kinase) or serine/threonine (serine or threonine kinase) to be phosphorylated. The 
conformation of the protein is altered and its activity changed. 

In this paper, we focus on modeling signal transduction process of the neural 
system using Hybrid Petri Net representation. In Section 2, we review and define 
the modeling concept of a Hybrid Petri Net in the context of a neuron system. In 
Section 3, we use the HPN to model the signal transduction pathways in a neuron. 
An example is given to illustrate our fi-amework. Section 4 discusses issues for 
fixture work. 

2. Hybrid Petri Net 

Petri Net was developed in the 1960's by Carl Adam Petri [6]. It is a mathe
matical and graphical modeling tool used in various applications domain includ
ing communication protocols, production systems and flexible manufacturing 
systems. Traditional Petri Net can only be used in a model with discrete events 
and not suited for continuous system like fluid mechanics. 

Hybrid Petri Net (HPN) is an extension of a Petri Net that handles continuous 
events by real number. There are two kinds of places and transitions in HPN, dis-
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crete/continuous places and discrete/continuous transitions. A discrete place and a 
discrete transition hold nonnegative integer number tokens as its content. A con
tinuous place can contain nonnegative real number. A continuous transition fires 
continuously by a given speed function and values in the places. In addition, two 
kinds of arcs are defined. Normal arc makes the tokens in a place increase or de
crease and trigger next transition. Passing arc doesn't decrease tokens but trigger 
connected transition. The graphical notations are shown in Figure 1 

Discrete 
Transition 

o 
Discrete 

Place 

Normal Arc 

1 o 1 
Continuous Continuous 
Transition Place 

Passing Arc 

Fig, 1. Elements of Hybrid Petri Net 

Now we define and denote HPN as a 7-tuple (P, T, h, Pre, Post, A, MQ ), where 

• P = {Pi,..., Pn} is a finite, non empty set of places 
• T = {Ti,.., Tm} is a finite, non empty set of transitions 

• h: Pu T-> {d,c} indicates places or transitions whether it is a discrete or con

tinuous one. 
• Pre (Pi,Tj) and Post (Ti,Pj) defines arc from a place Pi to a transition Tj and a 

transition Ti to a place Pj respectively, where the arc has a weight of non-
negative integer if h(Pi)= d, and has a speed function if h(Pi) = c. 

• A: Preu Post -^ {n,p} indicates whether an arc is normal arc or a passing arc 

• Mo is initial marking of the node in the HPN. 

HPN is a transition triggered networks. Transition is enabled as fallows [7]. A 
discrete transition is enabled if each input place of the transition Tj has Mn(Pi) > 
Pre(Pi, Tj). For a continuous transition, it is enabled by the two conditions: (1) 
each input to the discrete place Pi of transition Tj, Mn(Pi) > Pre(Pi, Tj) or (2) each 
input to a continuous place Pi of transition Tj, Mn(Pi) > 0. We assign a delay time 
dt to discrete transitions and a speed function to continuous transitions. Addi
tional, transitions fire with some conditions like if A more then Qi and B more 
then Q2 then fires. There are three steps in the mechanism of a transition. As an 
example, the continuous transition shown in figure 2, the transition first consumes 
tokens fi-om the input places Pi by Si. Then, the transition is fired according to 
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the function T. Finally, products are produced to the output place at speed S2, 
Post(Pi, Tj), illustrates the mechanisms of such a transition. 

Fig. 2. A continuous transition transforms tokens from Pi to P2 

3. Modeling Signal Transduction in a Neuron 

In this section, some patterns of the biochemical pathway will be defined by 
HPN. These patterns provide basic blocks to represent signal transduction. It can 
help to analysis the pathway and easier building the model. 

3.1 HPN Pattern of Biochemical Pathway in Signal Transduction 

Signal transduction has series of biochemical reaction such as phosphorylation, 
enzyme reaction, receptor binding, etc. we first describe and define these reac
tions by using HPN notations. Pattern definitions of these reactions as fallows: 
• Reactant-product relation 

A reactant-product relation is a common biochemical reaction through which 
reactants are consumed via a reaction and then products are obtained. Figure 3 
shows the reaction "A+B -> C+D". 

Fig. 3. Transition T consume A and B then produce C and D 
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• Catalytic reaction 
Catalytic reaction is a major reaction in signal transduction including enzyme 

reaction and phosphorylation. Enzyme or protein kinase catalyzes the reaction but 
does not degrade. There are two kinds of catalytic reactions in a neuron or be
tween neurons. One type is "activation", and the other is "inhibition". Figure 4 is 
an example of activation where C is a catalytic of the reactant-product reaction 
"A to B". The passing arc from the continuous to continuous transition Ti means 
C would not degrade by transition Ti. On the other hand, the normal arc from C 
to T2 represents a degradation of C. 

c / • 

B 

•0 

Fig. 4. Catalytic reaction - activation 

Inhibition is illustrated in Figure 5 which shows that the amount of quantity in 
a-B (activated B) and i-B (inactivated B) depends on the amount of quantity in A 
but in A opposite manner. If A increases, a-B is decreased and i-B is increased. 
On the other hand, decreasing A would decrease i-B and increase a-B. 
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Fig. 5. Catalytic reaction - inhibition 

• Receptor binding 
Receptor binding reactions often occur at the beginning of a signal transduc

tion process. Figure 6 shows that molecule A binds to receptor B which then in
creases C. Here receptors are presented by discrete place because the number of 
receptors is a integer. 

Fig. 6. Receptor binding 

3.2 Modeling Signal Transduction of Striatonigral Neuron 

Signaling pathway in some neuron has been explored by Greengard [8]. Figure 
7 shows one of the major pathways. Dopamine receptors (Di) are bound by do
pamine, cause an increasing the level of cyclic AMP (cAMP) in the cell, and then 
active protein kinase A (PKA). One of the substrates of PKA is dopamine and 
cAMP-regulated phosphoprotein (DARPP-32), which is phosphorylated to 
pDARPP-32 by PKA. The other antagonistic path is started with Glutamate bind 
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to N-methyl-D-asparate (NMDA) receptors, results in an increase of intracellular 
calcium and followed by the activation of PP2B. Finally, PP2B causes dephos-
phorylation of pDARPP-32. DARPP-32 plays a central role in the path way, 
pDARPP-32 inhibits PP-1, PP-1 inhibit NMDA receptor. That forms a loop to 
control the NMDA receptor. This is a major mechanism that dopamine under
takes to regulate excitability of neurons in the brain. 

In our model. Figure 8 represents the correlation of these molecules in the sig
nal transduction pathway in a clean fashion. Using the patterns defined in Section 
3.1, it is natural and feasible to describe signal transduction pathways in and be
tween neurons. Although the model is static in structure, it provides representa
tion of complex system in signal transduction, and good for dynamic simulation 
after every place and transition is supplied with quantitative information. For ex
ample, the Hill equation [9] can be used as a quantitative model for transitions so 
that concentration variations in enzymatic or other biochemical reactions may be 
simulated. We hope that the model would provide a common language among bi
ologists, computer scientists, and neuroscience scientists. 

Fig. 7. Signal transduction in a neuron explored by Greengard (2001) 
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Fig. 8. Representation of signal transduction of a neuron by Hybrid Petri Net. See 
text for detailed descriptions. The PKA and PP-2B have its own degradation transi
tions. 

4. Future Works 

Although we give example depicting an intracellular pathw^ay, we will extend 
this concept to include intercellular processes. In this regard, we will model signal 
transmission between neuron cells based on HPN. One application will be ex
tended to the neural networks of memory in human brain. 

In the near future, we will extend our modeling study from structure to fimc-
tional level. We intend to add molecular dynamics to the transitions in HPN 
model by studying the bio-physical and bio-chemical properties in physiological 
and pharmacological process of the neural system. 

Although we are using the HPN to model the intra- and inter- cellular structure 
and fiinction of the neural systems, we would like to keep our eyes open. In par
ticular, we do not restrict ourselves to the model-driven approach in which the 
model is assumed and fixed and the work is concentrated on classifying or asso
ciating structure, function, and behavior on neural system. We aim to study the 
large data set generated by observations, experiments, and clinical testing. We are 
also looking for specific pattern in the data so as to refine our model. By combin-
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ing both the model-driven and data-driven approaches, our information-based 
synergy is likely to lead to contributions to enhance our understanding of neural 
systems and neuroscience in general. 
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Abstract. This study concerns modeling, approximation and inference of gene reg
ulatory dynamics on the basis of gene expression patterns. The dynamical behavior 
of gene expressions is represented by a system of ordinary differential equations. 
We introduce a gene-interaction matrix with some nonlinear entries, in particu
lar, quadratic polynomials of the expression levels to keep the system solvable. The 
model parameters are determined by using optimization. Then, we provide the time-
discrete approximation of our time-continuous model. Finally, from the considered 
models we derive gene regulatory networks, discuss their qualitative features and 
provide a basis for analyzing networks with nonlinear connections. 
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1 Introduction 

Organisms contain a genetic material which has two main characteristics 
related to our study: storage and expression of information. The genetic ma
terial has some expressive parts, which are called genes. Each gene stores 
interrelated information necessary for synthesis of some particular protein. 
Expression of this information, i.e., protein synthesis^ is a foundation for most 
of the phenotypic processes. Proteins function as enzymes and they stabilize 
the transition states of the reactions by increasing the rate of these reac
tions. In addition to this role, together with the genes, proteins regulate the 
synthesis of themselves. This interrelated structure, i.e., genes encode for pro
teins which regulate expression of genes, constructs a gene regulatory network 
where nodes stand for the genes and the regulatory influences are represented 
by directed edges between these nodes. 

DNA arrays technology, described in [3], makes it possible to measure the 
expression levels on a genome-wide scale and, consequently, to infer the un
derlying network structures from experimental measurements, which is called 
gene expression profiling. The expression levels of genes show the relation be
tween genotype and phenotype; this helps understanding biological processes. 
In our study, given a finite set of expression levels, we propose a continuous 
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model to describe the dynamics of the gene regulatory network, provide a 
time-discrete equation and compare hnear and nonhnear approaches. 

2 A Time Continuous Model 

Given a finite number of gene expression levels for n genes, say Eo^Ei,,,.,Ei-i, 
where each Em G R*̂  is a column vector representing the gene expression pro
file at time im, these times satisfying im < fm+i ( ^ ^ {0,1, . . . , / — 2}), then 
the question is how to infer the underlying gene regulatory network at the 
system level. Although the current sampling times of the experimental data 
constitutes an important challenge in identification, continuous nature of the 
underlying dynamics should be described by a continuous model [1,8]. 

Chen et al. [4] propose to model the gene expression by the differential 
equation E = ME, where E{t) and E{t) represents the concentrations and 
concentration changes of mRNAs and proteins at time t, respectively. Here, 
M is a matrix with constant entries representing the interactions between 
regulatory factors in the cell. In other words, fj,i{x) = aj^iX {aj^i € R) is used 
as the regulatory function for the influence level of the i ̂ ^ regulatory factor 
to j ^ ^ regulatory factor, where x = Ei represents the expression level of the 
jth regulatory factor. Chen et al. [4] use Minimum Weight Solutions to Linear 
Equations (MWSLE) to determine the regulatory influences. Unfortunately, 
the algorithm is NP-complete and does not guarantee the solution. 

Another continuous model proposed by De Hoon et al. [5], is based on the 
described model. They first approximate the differential equation by a differ
ence equation and use maximum likelihood estimation to estimate M, then 
determine the number and places of the nonzero parameters in the matrix 
by the so-called Akaikes Information Criterion [9]. In a more flexible ap
proach, Sakamoto and Iba [10] choose the model Ej = fj{Ei,E2,E3, ...,En) 
{j = 1,2, ...,n) with n being the number of genes and / being a function in 
Ei,E2,...,En' Sakamoto and Iba found the functions fj by genetic program
ming combined with the least mean square method. 

In [1,8], a new approach is introduced based on these models [4,5,10]: 
E = M{E)E. Here, in the right-hand side of the equation, we see that the 
interaction matrix M depends on the current state, E. The study does not 
use particular functions, e.g., hnear or piecewise linear, for inference, instead 
they suggest using any model class function and restrict the solution space 
to identify a unique regulatory network. We remind that the characteristics 
related to the model function reflect the dynamics in the interactions and 
incorporate any preinformation about the expected expression levels in mid-
and long-term. In a process of statistical learning [9], where training and ^65 -̂
ing are iteratively coupled, the model class assumptions about the functions 
fj^i can step by step become improved. 

Based on this approach, we assume that sampling times of gene expres
sions are sufficiently small to prevent aliasing in the sampling of the con-
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tinuous system and model gene expression patterns by the following general 
equation: 

(CS) E = F{E), 

The right-hand side of this equation, F(£'), where F = (Fi,F2, ...,Fn)^, 
consists of the sum of the quadratic (constant^ linear) functions: 

Fj{E) = fj,i{E^) + fj,2iE2) + ... + hniEn); 

n being the number of genes considered. In other words, we use quadratic 
polynomials fj,i{x) = aj^ix'^-\-bj^iX-^Cj^i, where aj,i, 6̂ ,̂ , Cj^i £ R, to represent 
the influence of gene i to gene j . Please note that, herewith, our approach 
represents the dynamic nature of the regulatory regulations by all constant, 
linear or quadratic functions. 

3 Time-Discrete Equation 

A numerical solution for an ODE provides a finite set of values of the solution 
function which reflects the behavior of the cell metabolism identified by the 
differential equation. Let us refer to the system {C£). For a particular state, 
the next states are generated iteratively, i.e., E{tk), E{tk-\-i),"-, E{tk^s-i) 
are approximated in consecutive order, where A:,5 € N, 5 > 1. Given E{to), 
some initial state, we start with the initial state E{to) = E{to) and predict 
the next state, which is then used to predict the next states. In our example, 
we take hk = hm {k = m G {0,1,2,...,/ — 2}) for the approximation part 
to be able to compare the experimental data with approximated expression 
levels, i.e., tobe ableto compare E'o,£'i,£^2,-.-^^i-i with Eo,Ei,E2, ...^Ei-i. 
Please note that the time differences between approximations can be adjusted 
according to the underlying biological motivation. 

Very analogously from the viewpoint of definition of the time-discrete 
dynamics provided in [1,8], we present the following discrete equation: 

{V£) Ek-^i=¥k{Ek) (fcGNo), 

where F^ = ((F;j;)i, (Fjt)2,..., {¥k)n)'^ is a tuple of functions defined in terms 
of the expression levels of the considered genes for the k^^ time step, i.e., Ek, 
such that: 

{¥k)j{Ek) := {Ek)j + hkY^fjA{^k)i 
i = l 

Please note that in the given formula, {Ek)j denotes the concentration of 
gencj at the current state, i.e., at k*^ time step. In this definition, functions 
fj^i{x) are the influence functions defined in the previous section. In the 
linear approach, influence functions are the same for all time steps, but in 
our case, for each time step we have a distinct set of functions Fi , F2,..., F^. 
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Given an initial metabolic state, the time-discrete equation {V£) given above, 
calculates the next metabolic state recursively, i.e., the right-hand side of the 
equation is a matrix multiplication of gene interaction matrices calculated at 
previous states and the initial metabolic state. 

4 Optimization 

Although many inverse problems are known to be hard to solve [2], our inverse 
problem has at least one solution M because of the continuous dependence 
of the nonnegative objective function on M and because of this objective 
function's (generically) quadratic growth. 

When we have a linear system, if the number of knowns (conditions) and 
unknowns are equal and if we have a full-rank matrix, there is a unique 
solution. Furthermore, if the number of knowns is even larger, i.e., over-
determined system, then we search for the curve that fits to the experimental 
data best. Given an accuracy criterion, we can numerically search for the 
curve that fits the data when the needed accuracy value is reached. 

4.1 Approximation to the Derivative 

Microarray experiments provide us a finite set {EQ, Ei, E2, -", Ei-i}, where 
Em ^ ^^ is the experiment result given at time im, where im < ?m+i and 
m G {0,1,2,...,/ —2}. In addition to this information, using a finite difference 
quotient, we get an approximation of the left hand-side of the dynamical 
equation E = F{E) as follows: 

En 

4.2 Linear Approach 

For a static regulatory network, the model parameters, i.e., the entries in the 
regulatory matrix M G R"̂ "̂̂ , are determined by the least squares principle 
which takes the form: 

e-i 
min y ; \\MEm-^m\\^^ 

Here, Em and £"̂ 71 are column vectors for the experimental data and difference 
quotients of the expression levels of n genes at time im ^or m £ {0,1, . . . , / — 1}, 
and ||.|| is the Euclidian norm. 

This optimization problem can equivalently be divided into n subprob-
lems, since there is no coupling between the equations corresponding to any 
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two different genes. In fact, in the j ^ ^ subproblem, we want to minimize the 
approximation errors with respect to the entries of {M^)j^ i.e., the j * ^ row 
vector of M written as a column vector: 

i-i 

min ^ ( C ( M ^ ) . - ( ^ m ) , ) ^ 

Please note that the approximated change in the expression levels and expres
sion levels at time point tm are represented by Em and Em in this formula. 
All of these n subproblems are of canonical linear least squares form, i.e., 
they have a vectorial unknown. 

4.3 Polynomial Approach 

As in the previous section, we have some approximations when we infer the 
underlying regulatory network by interactions represented by quadratic poly
nomials. For all genes j G {1,2, ...,n} and all samples m G {0,1, . . . , / — 1}, 
the approximation changes in the following way: 

{Em)j = {fjA{Em)MfU{Ern)2)^fjA{Ernh)^^^^^ 

Here, {AEm)j is used for the approximation error, fj^i : M —> R denotes 
the influence of genci to the trancription rate of gencj, being a quadratic 
function defined as follows: fj^i{x) = aj^ix'^+bj^iX+Cj^i, where x = Ei denotes 
the concentration of genci and ctj^i^bj^i^Cj^i G M.The minimization problem 
can again equivalently be separated into n subproblems. For example, the 
following least squares is used for the j ^ ^ subproblem: 

e-i 
«!> J2(^rnAj-{Em)j?. 

Ĵ" m = 0 

where £" is a collection of Vandermonde matrices for polynomials where 

Em = l l (-£"771)1 {{^m)l) '" 1 {Em)n {{Em)n) 

is the m^^ row vector of the matrix E^ and Aj = i{Aj)iy (^j)2? •••, (^j)3n)^ 
is a column vector consisting of the coefficients of the polynomials for the 
regulating functions fj^i, /j,2,..., /j,n-

For a numerical comparison, we used the following randomly generated 
sample, where the number of observed genes is n = 3 and the number of time 
points is / = 5, given in Table 1. 
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Table 1. Expression scores of three genes on five time points. 

at 0̂ 
at 11 
at f 2 
at is 
at 4̂ 

genei 
0,7778 
0,2324 
0,7026 
0,0032 

gene2 
0,9726 
0,6999 
0,9657 
0,8392 

genes 
0,7802 
0,1815 
0,0424 
0,0503 

0,4908 0,0975 0,2250 

£^0 

Es 

We applied the approximation algorithm for both the linear case and for 
our non-linear case and used residuals and residual norms to compare the suc
cess of the approaches. Please remember that since we divided our optimiza
tion problem into n subproblems, where n denotes the number of genes being 
considered, we should make n comparisons. For the j ^ ^ optimization subprob-

lem, we use the residuals., i.e., for linear case {Rj)m = ^mi^'^)j ~ {^m)j 
and for non-linear case {Rj)m = Fj{Em) — {Em)j ( ^ = 0? 1? "-, I — !)» to ex
press the least squares error at time tm- Thus, the residual vectors Rj € R^ 
Rj = ((i?j)o, (J^j)i,..., (^jOi-i)"^, are key components to compare the ap
proaches. We can also use the norm of the residual vectors for comparisons 
which is given in the following way: norm{Rj) = l ^^ io( (^ j )^ )^-

Table 2 shows the residual norms for the example we gave in the previous 
paragraphs. For both the linear and the quadratic case, we have three rows, 
each standing for a subproblem. For example, if we want to compare the 
approximation errors for the first gene, i.e., the difference between the exper
imental data and the approximated values for the first gene, we concentrate 
on the first row vectors. 

Table 2. Residual norms for linear and quadratic approximation. 

Linear Approach | Quadratic Approach 
1,1780 
0,9676 
0,1368 

7,1491*10" 
5,6091*10-^" 
3,6482*10" 

5 Gene Network Analysis 

For any modeling function, we can construct a weighted directed graph cor
responding to a gene regulatory network, where each gene corresponds to 
a vertex in the graph. The influences are represented by the directed edges 
and the weights of the influences are described by the modeling functions. 
In our approach, we use nonlinear interactions between genes, in particu-



286 

lar, quadratic polynomials. Thus, the weights are defined in terms of these 
polynomials. 

We represent the influence of genei to genej by a quadratic function 
Wj^i = fj,i{x) = aj^iX^ + bj^iX + Cj,i, where Cij,i,bj^i,Cj^i G R and x = Ei 
denotes the expression level of genei. Assume that all genes which have an 
influence on the expression level of genei, are represented by a set Ij = 
{gene, ^j,gene.^j,...,gene, .j }. Then, the change in the expression level of 

genej is approximated by the following summation: 

rij rij 

Given a regulatory network, we can analyze the underlying topology de
pending on the biological questions to be answered. If we are given a network 
where the vertex set consists of genes in a particular metabolic reaction and 
we are asked to find the effects of lack of any gene in this reaction, we search 
for cut vertices in the given network and analyze the network connectivity 
when any fixed cut vertex is removed from the network. If the question con
cerns the influence of a flxed gene to others, we analyze the shortest paths 
from the fixed vertex to others. Please refer to [6] for the graph theoretical 
foundations and algorithms. 

If we had regulatory functions, i.e., fj^i — aj^i, we would use Dijkstra's 
Algorithm [7] to find the influence level of one gene to others or a similar 
algorithm to find the infiuence levels of all genes to one gene. For further 
questions, there are also other algorithms proposed for static networks. In 
our problem, we do not have a fixed network topology, so the data structures 
and algorithms that will be used to analyse the regulatory network should 
be decided carefully according to the current biological motivation. 

6 Summary and Conclusion 

The approximation errors for hnear and nonlinear polynomials are quite dif
ferent. For the linear case, the relative error is quite high, i.e., the model 
approximates the experimental data not accurately, while quadratic polyno
mials can approximate the data with neghgible approximation errors. Increas
ing the degree of the polynomials provides a better fit to the training data. 
However, this results in higher sensitivity to measurement noise and process 
uncertainties. Therefore, polynomials with the smallest degree providing a 
reasonable approximation should be preferred. 

Since the enzyme concentrations have multiplicative effects, there are 
strong nonlinearities in gene regulation. This is the most important reason 
for the poor performance of linear approximation. However, the residual er
ror does not give us the total error but it gives the minimum possible error 
because there also exist both measurement noise and process uncertainties. 
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A perfect fit also includes all those errors as if they were par t of the systems 
dynamics; this will result in very high prediction errors for long term. Mod
eling the system by a more limited range of functions is a popular method 
to a t tenuate the noise. If sufficient da ta were available, the correct compari
son should be as follows: We use only a portion of da ta to train our system 
and estimate the parameters. Let us denote this first portion of da ta by 
EQ^EI, ,..^Ei^-i. Then, we test the model with some of the remaining data , 
e.g., Ei^.Ei^^i, ...,£'/^+/2-i (̂  = 1̂ + ^2)- If the test ends with a reasonable 
approximation error, we could consider using our model to predict the later 
behavior. However, available da ta are very limited for a real test. 
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Abstract In this study the joint dynamics between stock prices and trading vol
ume are investigated usmg data from the German stock market. Our results indi
cate no relations (contemporaneous as well as dynamic) between return levels and 
trading volume but strong linkages between return volatility and volume data. On 
including trading volume in the conditional volatility framework (GARCH-type) 
we provide empirical evidence for the importance of volume data as an indicator 
for the flow of information on the market. Applying Granger's test for causality 
we detect also feedback relations between trading volume and return volatility. 
These findings corroborate our assumption that trading volume indirectly con
tains information about stock prices due to its relation to return volatility. 

1 Introduction 

Empirical investigations on stock markets traditionally focus primarily on stock 
prices and their behavior over time. Conditional upon the available set of infor
mation about a company, its stock price reflects investors' expectations concern
ing the future performance of the firm. The arrival of new information causes in
vestors to adapt their expectations and is the main source for price movements. 

However, since investors are heterogeneous in their interpretations of new in
formation, prices may remain unchanged even though new information is re
vealed to the market. This will be the case if some investors interpret the news as 
good whereas others find it to be bad. Another situation in which relevant infor
mation may leave stock prices unchanged can occur when investors interpret the 
information identically but start with diverse expectations. From this it follows that 
changes in stock prices reflect an aggregation or averaging of investors' adapted 
beliefs. 

mailto:roland.mestel@uni-graz.at
mailto:hgurgul@neostrada.pl
mailto:pmajdosz@go2.pl
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On the other hand, stock prices may only change if there is positive trading 
volume. One important question arising from this context is whether volume data 
are simply a descriptive parameter of the trading process or may contain unique 
information that can be exploited for modeling stock returns or return volatilities. 
As with prices, trading volume mainly reflect the available set of relevant infor
mation on the market. Unlike stock prices, however, a revision in investors' expec
tations always leads to an increase in trading volume which therefore reflects the 
sum of investors' reactions to news. This summation process leading to trading 
volume preserves differences existing between investors' reactions to the arrival 
of new information, differences which may get lost in the averaging process that 
fixes prices. Studying the joint dynamics of stock prices and trading volume 
therefore improves the understanding of the dynamic properties of stock markets. 

Based on the above, a considerable body of literature has emerged which ex
amines the role of trading volume in return formation. Karpoff (1987), Hiemstra 
and Jones (1994), Brailsford (1996) and Lee and Rui (2002) investigated the rela
tionship between trading volume and price changes per se, mainly using index 
data. While the results of these studies do differ, on the whole they support the 
existence of a positive volume-price relationship. The linkage between stock re
turn volatility and trading volume was pointed out, among others, by Karpoff 
(1987), Brock and LeBaron (1996), and Lee and Rui (2002). These studies uni
formly report a strong relationship (contemporaneous as well as dynamic) be
tween return volatility and trading volume. Lamoureux and Lastrapes (1990) 
were the first to apply stochastic time series models of conditional heteroscedas-
ticity to explore the contemporaneous relationship between volatility and volume 
data for the US market. The authors fmd the persistence in stock return variance 
to vanish for the most part when trading volume is included in the conditional 
variance equation. 

The present study concentrates on the role of trading volume in the process 
that generates stock returns and return volatilities on the German stock market, 
namely the stocks of companies listed in the DAX of Deutsche Borse. Unlike 
most other studies on this issue, we use individual stock data instead of index 
data. In addition, our investigations cover not only contemporaneous but also dy
namic (causal) relationships. This is important, since we are mainly interested in 
whether trading volume acts as a determinant of stock return levels and/or return 
volatilities. 

The paper is organized as follows: Section 2 outlines the data and provides 
some basic statistics. Section 3 describes our econometric approach to evaluate 
the contemporaneous relationship between return series and trading volume. Sec
tion 4 extends the analysis by examining dynamic (causal) relations. Section 5 fi
nally summarizes the main results. 
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2 Data Sample and Basic Statistics 

2.1 Data and Sample Period 

Our data set comprises daily stock price and trading volume series for all compa
nies listed in the DAX of Deutsche Borse. DAX measures the performance of the 
30 largest German companies in terms of order book volume and market capitali
zation. It is based on prices generated in Xetra. All time series are derived from 
Reuters. The investigation covers the period January 1999 to November 2003. To 
avoid our results being unduly influenced by observations surrounding the terror
ist attacks on September 11, we exclude from our sample the days from Septem
ber 11* to September 14*, 2001. The companies were selected on the basis of 
their being DAX members on November 30*, 2003. We included all those com
panies that had been quoted in the index for at least 200 trading days over the pe
riod under study. For the 30 companies comprising the DAX at our target date, 
only Conti did not fulfill our terms of admission, reducing our sample to 29 com
panies. 

Continuously compounded stock returns are calculated from daily stock prices 
at close, adjusted for dividend payouts and stock splits. To proxy return volatility 
we use squared values of daily percentage stock returns. To measure trading vol
ume the daily turnover ratio is computed for each company. This is defined as the 
daily number of shares traded divided by the total number of shares outstanding. 

2.2 Basic Statistics 

We start our investigation with some basic descriptive analysis of the time series 
of percentage stock returns and trading volume. The mean daily stock return over 
the period under study ranges from -0.209% (Lufthansa) to +0.093% (Altana) 
with a median of -0.016%. Standard deviation is lowest for Deutsche Borse 
(0.017%) and highest for semiconductor producer Infineon (0.044%). 

The stylized fact of a 'fat-tailed and highly-peaked' distribution, widely re
ported for return series, is mostly present in our data. The median of stock return 
kurtosis is 5.45 and ranges from 24.68 (Bayer) to 3.64 (Siemens). Return skew-
ness is highest for Bayer (1.05) and lowest for Deutsche Borse (-1.09) with a 
median of 0.07. Applying Jarque-Bera and chi-square goodness-of-fit tests for 
normality we additionally find strong support for the hypothesis that our return 
time series do not come from a normal distribution. Concerning autocorrelation 
properties, the Ljung-Box Q-test statistics for 15* order autocorrelation provide 
evidence of no significant serial correlation in about 60% of all cases. The re
maining return series show significant low-order autocorrelation. 

Unlike stock returns, both return volatility and trading volume commonly dis
play strong persistence in their times series. By means of Ljung-Box Q(15)-
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statistics we find strong support for the hypothesis that trading volume (turnover 
ratio) exhibits serial autocorrelation. In accordance with the stylized facts of vol
ume series listed by Andersen (1996) our volume data show high non-normality 
(positive excess kurtosis and skewed to the right). In addition, we find that log-
values of trading volume can be assumed to follow a normal distribution. 

To proxy return volatility we use squared values of daily stock returns. These 
time series display the usual time dependency of stock returns in the second order 
moment (volatility persistence) implying, among other things, that returns cannot 
be assumed to be i.i.d. As for trading volume, the null hypothesis of squared re
turns coming fi-om a normal distribution is strongly rejected. 

3 Contemporaneous Relationship 

3.1 stock Returns and Trading Volume 

The empirical procedure in this section tests the contemporaneous relations be
tween stock returns Rt and trading volume Vj. We apply a multivariate simultane
ous equation model defined by the two structural equations: 

/̂ , = ao + arK/ + arRt-i + s^; (3.1) 

F, = po + Pi-i?/ + p2- V^-i + p3- V,-2 + ^/. (3.2) 

The model parameters are represented by a/ and Py while S/ and /̂ denote white 
noise variables. When estimating the structural coefficients, one has to take into 
account that the joint determined endogenous variables in each equation are not 
independent of the disturbances. Therefore we apply Full-Information Maximum 
Likelihood (FIML) methodology. FIML generates asymptotically efficient esti
mators and has the additional advantage that the cross-equation correlations of the 
error terms are also taken into consideration. 

The findings corroborate our expectations of no contemporaneous relationship 
between stock return levels and trading volume. Across the whole sample, the pa
rameter ai (equation (3.1)) is statistically significant at the 5% level in only 3 
cases, whereas parameter pi (equation (3.2)) turns out to be insignificant in all 
cases. Since the majority of our return series exhibit no serial correlation we find 
parameter a2 in equation (3.1) to be significant in only 5 cases. The strong time 
dependence in trading volume time series is clearly supported by the highly sig
nificant values found for the parameters p2 (20 cases) and Ps (14 cases) in equa
tion (3.2). As one can expect, the sign of these coefficients is always positive, 
implying positive autocorrelation in volume data. 

Although we find stock return levels and trading volume to be independent 
that does not mean that no relationships can be found in these market data at all. 
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It is often reported that price fluctuations tend to increase in the case of high trad
ing volume. Thus, there might exist a relation between higher order moments of 
stock returns and trading volume. In addition, we might ask whether this volatil
ity-volume relation is the same irrespective of the direction of the price change or 
whether trading volume might be accompanied mainly by a large rise or fall in 
stock prices. 

We investigate this by use of a bivariate regression model which relates trad
ing volume to squared stock returns by the following equation: 

Vt = ao + (|)rF,_i+ ^2'Vt-2 + OH'R]-^ a2'DtR]^^t • (3.3) 

In this model Dt denotes a dummy variable that equals 1 where the corresponding 
return Rt is negative, and is equal to 0, where this is not the case. Note that the es
timate of parameter ai measures the relationship between return volatility and 
trading volume irrespective of the direction of the price change. The estimate of 
a2, however, measures the degree of asymmetry in the relationship. To avoid the 
problem of serially correlated residuals, as documented in Brailsford (1996), we 
include lagged values of V up to lag 2. After this, we find the error term S/ in 
equation (3.3) to be largely uncorrelated. 

Applying the ML method to estimate equation (3.3) we find parameter ^\ to be 
significant across the whole sample and parameter ^2 to be significant in 28 out of 
29 cases. In addition, we find parameter ai to be positive and significant for all 
companies, supporting our earlier hypothesis of a strong contemporaneous rela
tionship between R and V. However, parameter 0.2 turns out to be significant in 
only 10 cases. Among these, 0.2 has a positive (negative) sign in 6 (4) cases. We 
conclude that for our sample, heavy price fluctuations are always accompanied by 
an increase in trading volume irrespective of the direction of the price change. 

3.2 Conditional Volatility and Trading Volume 

The finding of a contemporaneous relationship between trading volume and 
squared stock returns raises the question whether trading activity can be identified 
as one potential source for the observed serial dependence (persistence) in return 
volatility. This is motivated by the theoretical work on the Mixture of Distribution 
Hypothesis (MDH) (e.g. Clark (1973); Epps and Epps (1976); Lamoureux and 
Lastrapes (1990); Andersen (1996)). This hypothesis states that stock returns are 
generated by a mixture of distributions in which the number of information arri
vals into the market represents the stochastic mixing variable. Return data can be 
viewed as a stochastic process, conditional on the information flow, with a chang
ing second order moment reflecting the intensity of information arrivals. Under 
the assumptions of the MDH model, innovations in the information process lead 
to momentum in stock return volatility. Since the flow of information into the 
market is widely unobservable, trading volume is suggested to be an appropriate 
proxy. Variations in trading volume therefore are assumed to be caused solely by 
the arrival of new information. 
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We specify the stochastic process of stock returns by means of an augmented 
Market Model with an autoregressive term of order 1 in the conditional mean 
equation (equation 3.4). The conditional variance (equation 3.5) is modeled as a 
modified GARCH (1,1) process as proposed by Glosten et al. (1993) with trading 
volume as an additional predetermined regressor. Contrary to simple GARCH 
models, this model captures the asymmetric (leverage) effect that occurs when 
good news (manifested in an unexpected increase in prices) induce a decrease in 
predictable future volatility whereas negative innovations to returns (bad news) 
cause volatility to rise. 

Our model is represented by the following two equations: 

R, = a + ^'Rm,t-^^'Rt-i-^St\ (3.4) 

a? = ca + pi-aii + p2'sii + h'Slv^U + Y'^/, (^-5) 

where 8/ is assumed to be distributed as N(0,a^ conditioned on the set of informa
tion available at t-\, a? stands for the conditional variance of s,, and S'i-i is a 
dummy variable which takes a value of 1 in the case of the innovation £t-i being 
negative, and 0 otherwise. The parameters of equations (3.4) and (3.5) are esti
mated by means of ML method. Note that in (3.5) the sum of parameters pi and 
P2 is a measure of the persistence in the variance of the unexpected return s, tak
ing values between 0 and 1. The more this sum tends to unity the greater the per
sistence of shocks to volatility (volatility clustering). p3 takes into account poten
tial asymmetries in the relation between return innovation and conditional 
volatility. 

We first estimate the parameters of interest in equation (3.5) under the assump
tion that y is equal to 0 (restricted variance equation). From this we find parame
ter Pi to be significant in all but 4 cases and P2 to be significant across the whole 
sample. For 23 companies the observed sum (P1+P2) lies within the range [0.9 -
1], indicating high persistence in conditional volatility. P3 turns out to be positive 
and significant in 14 out of 29 cases illustrating the existence of asymmetric reac
tions of conditional variance to return innovations. 

In the next step we are interested in the unrestricted equation for conditional 
variance. We find parameter y to be positive and highly significant in all but 3 
cases. Our data demonstrate a considerable decrease in the persistence of volatility 
when trading volume is included in equation (3.5). The sum of parameters Pi and 
P2 on average decline by about 70%. In only 5 cases, (P1+P2) remains within the 
range [0.9 - 1]. That means that trading volume as a proxy for the flow of informa
tion mostly rids the ARCH effect in stock returns. Especially parameter P2 turns 
out to be mostly insignificant when contemporaneous trading volume is consid
ered. Concerning the asymmetric effect, we find parameter p3 to remain signifi
cant in the unrestricted version of conditional variance in 9 cases. 
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4 Causal Relations 

So far our investigations have concentrated exclusively on the contemporaneous 
interactions between trading volume and stock returns, and trading volume and 
return volatility. In this section we extend our analysis by examining dynamic 
(causal) interactions between these variables. Testing for causality is important 
since this can help to better understand the dynamics of stock markets and can 
also have implications for other markets (e.g. options markets). 

We investigate the question of causal relations by means of Granger's test for 
causality (Granger (1969)). A variable 7 is said to not Granger-cause a variable X 
if the distribution ofX, conditional on past values of Jf alone, equals the distribu
tion oiX, conditional on the past of both Jf and Y, On the other hand, if this equal-

G.c. 

ity does not hold, Y is said to Granger-cause X, denoted by / —> X. However, this 
does not mean that Y causes X in the more common sense of the term but only in
dicates that Y precedes X. To implement a test for Granger causality we apply a 
bivariate vector autoregression (VAR) of the form: 

Rt^V^R-^- Z,Cia, • Rt-i + YU^i • Vt-t + Zt, (4.1) 

Vt^V^v-^ Zf=i a, • V,., + YU P/ • Rt-i + ^t. (4.2) 

To decide upon the appropriate order p of the VARs we use the corrected R^ 
and the Akaike Information Criterion (AIC). The parameters a/ and p/ in equation 
(4.1) and (4.2) are estimated by use of OLS. The null hypothesis ofR (F) not to 
Granger-cause V (R) implies that P, (/ = 1, •..,/?) are all equal to 0. We test the 
null by use of simple F-test. 

Table 1 reports our results of Granger testing for unidirectional causality be
tween return levels and trading volume on the one hand, and squared stock returns 
and trading volume on the other hand. 

Table 1. Number of rejected null hypotheses based on Granger's test for causality between 
stock returns and trading volume, and between squared stock retums and trading volume 

G.c. G.c. 9 G.c. G.c. ') 

R-^V V^R R ->V V->R 
Sample size: _ . ^o 15 
29 companies 

Orderp in regressions (4.1) and (4.2) equals 2. 
In line with our expectations, we find only weak evidence of causality between 

stock return levels and trading volume in either direction. In 7 (1) cases, stock re
tums (trading volume) precede trading volume (stock retums). From this, one can 
conclude that short-mn forecasts of current or future stock retums in most cases 
cannot be improved by knowledge of recent trading volume data and vice versa. 

We re-mn the bivariate VAR in (4.1) and (4.2) substituting squared values of 
stock retums for retum levels. Table 1 reports strong evidence for the existence of 
causal relations between these variables, being stronger from R^ to V than in the 
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opposite direction. Preceding return volatility can be seen as some evidence that 
new information arrival might follow a sequential rather than a simuhaneous 
process. Concerning the role of trading volume our results indicate that data on 
trading activity has, at least to some extent, additional explanatory power for subse
quent price changes that is independent of price series. 

5 Conclusion 

This article studies the joint dynamics of daily trading volume and stock returns 
for German companies listed in the DAX. A main issue is whether volume data 
are simply a description of trading activities or may contain unique infonnation 
that can be exploited for modeling stock returns or return volatilities. Our find
ings indicate that there is no evidence of a contemporaneous relationship between 
stock return levels and trading volume. By means of Granger causality tests we 
also find dynamic relations between these data to be mostly negligible. From this, 
we conclude that short-run forecasts of current or future stock returns cannot be 
improved by knowledge of recent volume data and vice versa. This is in keeping 
with the efficient capital market hypothesis. 

However, our data display extensive interactions between trading volume and 
stock price fluctuations. In a first step we find squared stock returns and trading 
volume to be contemporaneously related, implying that both time series might be 
driven by the same underlying process. In addition our results provide evidence 
that this volatility-volume relation is independent of the direction of the observed 
price change. We extend our investigations to a conditional asymmetric volatility 
framework in which trading volume serves as a proxy for the rate of information 
arrival on the market. The results support the suggestions from the Mixture of 
Distribution Hypothesis that ARCH is a manifestation of the daily time depend
ence in the rate of new information arrival. Finally, we examine dynamic rela
tions between return volatility and trading volume data, and find strong evidence 
for the existence of causal relations. On average, causality is stronger from vola
tility to volume than vice versa. We interpret this as an indication that new infor
mation arrival on the market might follow a sequential rather than a simultaneous 
process. 
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Abstract. The generating function of the autocorrelations of successive waiting 
times in a stationary M/G/1 or in a stationary GI/M/1 system can be expressed 
in terms of the probability generating function of the number of customers served 
in a busy period. The latter function is only implicitly determined as a solution to 
a functional equation. More explicit expressions have been obtained with the aid 
of Lagrange's theorem on the reversion of power series, but they involve increas
ingly higher order derivatives of a function which comprises several Laplace-Stieltjes 
transforms. A recently discovered substitution method for contour integrals allows 
the numerical inversion of an implicitly determined generating function without the 
numerical solution of the functional equation for many complex values. 

1 Introduction 

Autocorrelations of waiting times in queueing systems are useful in deter
mining the variance of the mean of a sample of successive waiting times and 
provides an indication of how long a simulation should be run. They also give 
an indication how long it takes for a given backlog of work to fade away. The 
generating functions of the autocorrelations of the waiting times in station
ary M/G/1 and GI/M/1 systems as determined by Blomqvist [5] and Pakes 
[8], respectively, involve the probability generating function (PGF) of the 
distribution of the number of customers served in a busy period. The latter 
functions are only implicitly determined as solutions to functional equations. 
Standard methods for the numerical inversion of generating functions require 
the values of these functions at many complex arguments, cf. Abate & Whitt 
[1,2]. A recent substitution method for contour integrals described in Blanc 
[3,4] allows the numerical inversion of implicitly determined generating func
tions without the need for numerical solution of the functional equations. 
This provides an efficient way to compute the autocorrelations of the waiting 
times for these systems. 

Section 2 provides a short summary of a standard method for the nu
merical inversion of generating functions. Section 3 contains some general 
properties of waiting times in stationary GI/G/1 systems and introduces 
some notations. Section 4 deals with the derivation of an alternative contour 
integral for the numerical inversion of the GF of the series of autocorrelations 
of the waiting times in stationary M/G/1 systems. Section 5 is devoted to 

mailto:blanc@uvt.nl
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a similar substitution, but for stationary GI/M/1 systems. The latter two 
sections contain several examples. Some final remarks on the accuracy of the 
method can be found in Sect. 6. 

2 Numerical inversion of generating functions 

The terms of a sequence of real numbers {gk] fc = 0,1,2, . . .} with |^/c| < 1 
for all k can be recovered from its generating function (GF) by means of a 
contour integral in the complex plane over a circle around the origin with 
radius r, 0 < r < 1: 

G{z) = Y,9kz\ N < 1 , 9k = 7r-A G{z)-^, fc = 0 , l , . . . . (1) 

The contour integral can be converted into an integral over a real interval by 
means of the substitution z = re*^ and by some symmetry properties of the 
GF: for 0 < r < 1, A; = 0 , 1 , . . . , 

gj^ = -L f [cos{ku) sRG(re^^) + sin(te) 9G(re^^)] du ; (2) 

here, i = \ / ^ and Sftz (9z) denotes the real (imaginary) part of a complex 
number z. The case fc = 0 is simple: ^o = ^i^)- ^̂ r̂ fc > 0, Abate & Whitt 
[1] describe the following method for evaluating the above type of integrals 
with a prescribed accuracy of, say, e. Application of the trapezoidal rule with 
a step size of n/k to (2) yields, for fc = 1,2,... , 

- J_ 
kr^ 

- k-l 

i{G(r) + ( - l ) ^ G ( - r ) } 4- ^ ( - 1 ) ^ ' 3?G(re^^"/'^) 
j = i 

(3) 

while the prescribed accuracy and an upper bound on the discretization error 
lead to the choice of r = ^^/e, fc = 1,2,...; to avoid roundoff problems, 
approximately |7-digit precision is required to obtain e = lO"'^ accuracy. 
The numerical experiments for this paper have been performed with 7 = 10 
and about 16-digit precision. 

3 Successive waiting times 

The starting point for the study of the autocorrelations of waiting times 
is Lindley's relation for the waiting times of two successive customers in a 
general GI/G/1 system with service in order of arrival: 

Wk^i = max{0, Wk-\-Bk- Afc+i}, fc = 1,2,...; (4) 
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here, Wk denotes the waiting time of the kth customer, B^ the service time 
of the A:th customer and Ak-\.i the interarrival time between the A;th and the 
(A; + l)st customer, after a tagged customer 0. The aim of this paper is the 
study of the stationary /c-step autocorrelations defined by 

g,{W}=[E{WkWo}-E^W}] / a^W}, /c = 0,1,2,...; (5) 

here, E{W} and ( J ^ { W } denote the mean and the variance of the stationary 
distribution of a waiting time W. 

Daley [7] proved that the sequence gk{W} monotonically converges to 
zero as A; -^ 00 for all GI/G/1 systems with E{Bl} finite. Blomqvist [6] 
proved the following heavy-traffic limits: 

oo 

imil-pfJ2ek{W}=^Cl+Cl, (6) hm 

,. 1 - Qk{W} 2fc 

with p = E{Bk}/E{Ak} < 1 the load of the system, and CA {CB) the 
coefficient of variation of the interarrival (service) time distribution. 

4 The M / G / 1 system 

Consider an M/G/1 system with arrival rate A and with /3((̂ ) the Laplace-
Stieltjes transform (LST) of the service time distribution. The PGF of the 
distribution of the number of customers served in a busy period, J, satisfies 
the following functional equation: 

E{z'} = v{z), v{z) = zp{X[l - u{z)]), \z\ < 1. (8) 

Blomqvist [5] has derived the following relation for the GF of the series of 
autocorrelations of successive waiting times in stationary M/G/1 systems: 

^h{W}z' = -
_ jl-p)zE{W} Cjz) 

A(l - z)a'^{W} Xa^{W} 
\z\ < 1; (9) 

k=0 

here, the function C{z) and its power-series expansion are defined by 

c(.)^f:c..^=-'-(-)7^'^-;(-^'\ N<i, (10) 

and the LST of the waiting time distribution, 0{(), is given by the Pollaczek-
Khintchine formula 
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Daley [7] argues that by term by term inversion of the GF (9) and by applying 
Lagrange's Expansion Theorem, the A:-step autocorrelation of waiting times 
in M/G/1 systems can be written as: 

gk{W} = 1 -

with, for A: = 1,2,.. . , 

k{l-p)E{W}-j:U^: 1 fc — 1,2,.. . , 

Ck 
1 d' 

kldC 

fc-i 

fe-i -moi" 4/2'(c) + M^"(o 
c 

(12) 

(13) 
C=A 

Clearly, the evaluation of these coefficients become more and more cumber
some as k increases. Only for the case of an M/M/1 system, Daley [7] has 
found the following general explicit expressions: for A; = 1,2,.. . , 

Ck 
1-p 

kp-{i+p)Y, 
k + l 

n=l n 

n(1n- 2 
n - 1 (1 + P)^ 

(14) 

Alternatively, contour integrals can be used to determine the coefficients of 
the function C{z), cf. (1), (10): for A; = 1,2,.. . , 

Ck Ciz) 
dz 

27ri Ji^i^ 

u{z)n'{\[l-v{z)]) dz 

1 - uiz) , fe+i ' 
(15) 

To avoid the computation of the PGF u{z) at the values re*-^^/^ by iterative 
solution of (8) when approximating the above integral by the trapezoidal 
rule, cf. (3) and Abate & Whitt [2], we substitute w — i^iz) in the contour 
integral as in Blanc [3,4]. Since u'{0) = /?(A) > 0, cf. (8), this mapping has 
an inverse in a neighborhood of the origin. Moreover, it follows from (8) that 
this inverse is explicitly given hy z = w/p{X[l — w]). Hence, this substitution 
leads to the representation, for /c = 1,2,... , 

Ck 
27rz /,^|=, 

Q'{X[l-w]) 

w 
/3'(A[1 - H ) 1 + 

XwP'jXjl - w]) 
I3{\[l-w]) -k- (16) 

The image of a circle |2:| = r under the mapping w = u{z) is not a circle but 
a contour with the origin in its interior. Since the integrand in the tf-plane 
has no singularities in ^w < 1 other than w = 0, this contour can be replaced 
by a circle \w\ = r by Cauchy's Theorem. The equivalence of (16) with (13) 
follows by integration by parts and then substitution of tt; = 1 — C/A. 

Figure 1 shows the autocorrelations ^i{W} (left) and ^2{W"} (right) for 
stationary M / I ^ / l systems as functions of the load p for various values of the 
shape parameter ^ of the gamma (Erlang) distribution, including the limiting 
case of an M/D/1 system. The behavior as p f 1 is in agreement with (7). 
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Fig. 1. The 1- and 2-step autocorrelations of the waiting times for M//V/1 systems 

The behavior of Qk{W^ as p j 0 is 0{p^) for all distributions, /c = 1,2. 
Table 1 contains autocorrelations ^fc{W} for the same type of systems for a 
load of p = 0.9 for various values of A;. It clearly shows a strong dependence 
of Qk\W^ ^^ ^̂ ® coefficient of variation of the service time distribution for 
larger values of k. Table 1 also contains partial sums and the total sum of 
the autocorrelations. Daley [7] proved for general M/G/1 systems that if 
E{Bl} < 00, 

EMw^} = rr^ + 
fe=l 

2(1 - P)(T2{PF} • 
(17) 

The table clearly indicates that the autocorrelations vanish much more slowly 
as A: -^ 00 with increasing variability in the service times. 

Table 1. Autocorrelations of waiting times for M/G/1 systems with load p = 0.9 

ex{w} 
^5{W} 

^io{W^} 

Q\w{W} 

eiooo{W} 

Y.Z. h{w} 
Y)Zh{w} 
Er=i^4w} 

M/D/1 

0.9815 

0.9178 

0.8511 

0.3134 

0.0005 

55.7786 

92.9737 

93.0484 

M / E s / l 

0.9834 

0.9256 

0.8644 

0.3468 

0.0009 

58.5151 

103.8391 

104.0009 

M/E2/I 

0.9873 

0.9421 

0.8929 

0.4302 

0.0038 

64.9451 

136.0534 

136.9021 

M/M/1 

0.9904 

0.9554 

0.9163 

0.5127 

0.0119 

70.8584 

177.4536 

180.8182 

M / r i / 2 / 1 

0.9936 

0.9694 

0.9417 

0.6206 

0.0403 

78.0847 

252.5748 

268.7079 

M / A / s / l 

0.9979 

0.9895 

0.9793 

0.8327 

0.2663 

90.9522 

521.7843 

796.2974 
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5 The GI /M/1 system 

Consider an GI/M/1 system with a(C) the LST of the interarrival time dis
tribution and with service rate /i. The PGF of the distribution of the number 
of customers served in a busy period, J , is determined via the functional 
equation: 

E{z'} = ^ ^ ^ ^ ^ , x(^) = . a ( M [ l - x W ] ) , N < 1 . (18) 

Pakes [8] has derived the following relation for the OF of the series of auto
correlations of successive waiting times in stationary GI/M/1 systems: 

T.Qk{W}z' 
1 

fc=0 
1-z 

Wo 
1 - ^ 2 

z[l -WQ- WQSJZ)] _ wlS{z) 

(1 - ^)x'(i) I-Wo 

\z\<l; (19) 

here, the function S{z) and its power-series expansion are defined by 

p . ^k „ X(^) E{z) = f^Ekz' 
xizV M < 1, (20) 

and the probability wo of zero waiting time is given by it;o = 1 — x(l)- From 
the above GF it follows that, for /c = 1,2,.. . , 

Qk{W} = 1-
Wo 

with, for k 

wt, 

1,2,..., 

I -Wo 

X'(l) 

Wo 

Wo 
E^^-m 
j = l 

Wn 

I-Wo E-.-
j = i 

^fc -<f X(^) dz a^{li[l 

1 - X{z) Z^'rl 27Tik J\yj\=rx{l) (^ " ^ ) 

w]) dw 

VW^ 

(21) 

(22) 

The second integral follows from the first one by substituting w = x{^)^ with 
inverse z = w/a{fj,[l — w]), and integration by parts. The image of the circle 
|z| = r under the mapping w = x{^) is replaced by the circle \w\ = rx( l ) < r, 
which yields higher accuracy than the circle |it;| = r (see also Blanc [4]). 

Figure 2 shows the autocorrelations ^i{W} (left) and ^2{W^} (right) for 
stationary / © / M / l systems as functions of the load p for various values of 
the shape parameter & of the gamma (Erlang) interarrival time distribution, 
including the limiting case of an D/M/1 system. The behavior as p t 1 is in 
agreement with (7). The behavior of Qk{W}, A; = 1,2, as p | 0 depends on 
the shape of the interarrival time distribution and differs from that for the 
corresponding M/Fo/l system. Table 2 contains autocorrelations gk{W} for 
the same type of systems for a load of p = 0.9 for various values of A:. It also 
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Fig. 2. The 1- and 2-step autocorrelations of the waiting times for Fe/M/l systems 

contains partial sums and the total sum of the autocorrelations. Pakes [8] 
proved that for general GI/M/1 systems, 

fr", wo[l + l^a'{i^Wo)] ^ 2 ( l + t/;o)[l + /ia'(/x^o)]2' ^ ^ 

Tables 1 and 2 indicate that the variability in the arrival process and that in 
the service times have a comparable influence on the autocorrelations for a 
load p close to 1, in agreement with (6) and (7). 

Finally, Fig. 3 shows the autocorrelations gk{W} for the stationary M/M/1 
system as functions of the load p for various values of /c, illustrating the slower 
convergence to zero of this sequence as the load p increases. 

Table 2. Autocorrelations of waiting times for GI/M/1 systems with load p = 0.9 

Ql{W} 

MW} 
Sio{W} 

Qioo{W} 

^1000 {VK} 

nzMw} 
Eir,9.{w} 
Er=i^^{^} 

D / M / l 

0.9823 

0.9182 

0.8497 

0.2978 

0.0004 

54.7233 

88.0303 

88.0754 

E s / M / l 

0.9840 

0.9260 

0.8634 

0.3347 

0.0007 

57.7258 

99.5006 

99.6138 

E2/M/I 

0.9875 

0.9423 

0.8927 

0.4252 

0.0034 

64.6466 

133.5981 

134.3489 

M/M/1 

0.9904 

0.9554 

0.9163 

0.5127 

0.0119 

70.8584 

177.4536 

180.8182 

r i / 2 / M / l 

0.9934 

0.9693 

0.9417 

0.6244 

0.0426 

78.2723 

256.5856 

273.9847 

A / s / M / l 

0.9978 

0.9892 

0.9791 

0.8360 

0.2796 

91.0793 

532.0567 

834.2013 
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Fig. 3. The k-step autocorrelations of the waiting times for M/M/1 systems 

6 Conclusion 

This paper has shown tha t autocorrelations of waiting times can be efficiently 
computed for M / G / 1 and G I / M / 1 systems by numerical inversion of the G F 
after a substitution. The accuracy has been checked by comparing the results 
for the M / M / 1 system obtained by the M / G / 1 and the G I / M / 1 approach. 
The absolute difference in the partial sum of the first 1000 autocorrelations 
for p = 0.9 is 5 • lO"*^ for the M / G / 1 approach and 2 • 10"^ for the G I / M / 1 
approach compared with computations based on the explicit expression (14). 
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Abstract. We consider multiobjective optimization problems in which objective 
functions are in the form of mathematical expectation of functions depending on 
a random element and a constraints set can depend on a probability measure. An 
efficient points set characterizes the multiobjective problems very often instead of 
the solution set in one objective case. A stability of the efficient points set (w.r.t. a 
probability measures space) and empirical estimates have been already investigated 
in the case when all objective functions were assumed to be strongly convex. The 
aim of the contribution is to present a modified assertions under rather weaker 
assumptions. 

1 Introduction 

Multiobjective optimization problems in which objective functions are in the 
form of mathematical expectation of functions depending on a random ele
ment and a constraints set can depend on the probability measure correspond 
to many economic activities (see e.g. [8]). Namely very often economic and 
social phenomena are influenced by random factors and, simultaneously, it is 
reasonable to evaluate them with several objective functions. We introduce 
the above mentioned problem in the following form. 

Find 

inf Ejp^gi{x^ ^), 2 = 1 , 2 , . . . , / subject to x G /C/?̂  (1) 

where p^, i = 1, . . . , / are functions defined on i?^ x i?^, ^ is an 5-dimensional 
random vector, F^ and Pp^ denote the distribution function and the proba
bility measure of ^; ICp^ C R^ is a nonempty set that generally can depend 
on F^. {R^, n> 1 denotes n-dimensional Euclidean space.) 

DiflFerent approaches to the multiobjective problems have been introduced 
in the literature (see e.g. [2], [4], [15]). A vector of the objective functions 
is there often replaced by one "suitable" objective function (see e.g. the 
Markowitz model for a portfolio selection). However, evidently, an efficient 

mailto:kankova@utia.cas.cz
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points set is an essential characterization of the multiobjective problem ev
erywhere. 

A complete information on the probability measure Pp^ is a necessary 
assumption to treat the problem (1). In applications this assumption is ful
filled very seldom, consequently, very often Pp^ has to be replaced by its 
approximation. However, to replace responsible Pp$. by some approximation 
it is necessary to deal with a stability (considered w.r.t. a probability measure 
space) and with corresponding statistical estimates. To this end a general
ization of the Markowitz approach (known as the weight approach) has been 
employed. We define the corresponding problem by the relations. 

Find 
mi{EF,g^{x,i)\xeKF^}, (2) 

I 

9^{x, z)=:J2>'i9i{^i ^)i ><^A xeX, ZGR^, 
z = l 

A = {A G i ? ^ A = (Ai , . . . ,AO, A, G(0, 1), i = l, . . . / ; E Ai = 1}. 

The problem (2) is one-objective (parametric) optimization problem. It fol
lows from the theory of the deterministic multiobjective problems that (under 
additional assumptions) there exists a relationship between the (properly) 
efficient points of the problem (1) and a solutions set of the problem (2). 
Consequently, to obtain assertions on the stability and empirical estimates 
concerning the problem (1) the results achieved for one-objective problems 
can be employed. To recall suitable results for one-objective case we can 
mention e.g. the papers [3], [6], [7], [14], [16]. However, to obtain stability 
results concerning the problem (1), an assumption on strongly convexity of 
the functions ^i, z = 1, . . . , / has been supposed (see e.g. [10]). The aim of 
this contribution is to introduce a modified assertions under rather weaker 
assumptions. 

2 Some Definitions and Auxiliary Assertions 

A multiobjective deterministic optimization problem can be introduced as 
the problem. 

Find 
min/i(x), i = 1, . . . , / subject to x € IC. (3) 

/ i , i = 1, . . . , / are functions defined on /?"", /C C i?"̂  is a nonempty set. 

Definition 1. The vector x* is an efficient solution of the problem (3) if and 
only if there exists no a: G /C such that fi{x) < fi{x*) for i = 1, . . . , / and 
such that for at least one ZQ one has /io(^) < fioi^*)-
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Definition 2. The vector a:* is a properly efficient solution of the multiobjec-
tive optimization problem (3) if and only if it is efficient and if there exists 
a scalar M > 0 such that for each i and each x e IC satisfying fi{x) < fi{x*) 
there exists at least one j such that fj{x*) < fj{x) and 

{̂ ;̂ ;) -/f\ < M. (4) 

Proposition 1. [5] Let /C be a convex set and let / i , z = 1, . . . , Z be convex 
functions on /C. Then x^ is a properly efficient solution of the problem (3) if 
and only if x^ is optimal in 

I 

mmf^{x) for some X e A, f^{x) = y^Xifi{x). (5) 

Remark 1. Let Z > 2, x^, A = (Ai, . . . , A/), A G yl be a solution of the prob
lem (5). It follows from the proof of Theorem 1 in [5] that M corresponding 
X := xx fuffils the relation (4) with M = (/ — l)maxi^j ^ . Consequently, 
omitting the value of the parameter A = (Ai, . . . , A/) (in the relation (5)) 
with a "small" Â  for at least one i € {!, . . . , /} we obtain the relationship 
given by Proposition 1 for all "reasonable" values of the parameter A. 

Lemma 1. Let /C C i?^ be a nonempty set, fi^i = 1 , . . . , / be functions 
defined on R^. Let, moreover, f^ be defined by the relation (5). We obtain. 

1. If / i , i = 1 , . . . , / are Lipschitz functions on /C with the Lipschitz constants 
Li, then Z'̂ , A G yl is a Lipschitz function on /C. 

2. If /^,z = 1 , . . . , / are bounded functions on /C, (|/i(a;)| < M, x e )C, i = 
1, . . . , /), then for every x, / ^ is a Lipschitz function on A. 

Definition 3. Let /i be a real-valued function defined on a convex set /C C R^. 
/i is a strongly convex function with a parameter p > 0 if 

h{Xx^ + (1 - X)x^) < Xh{x^) + (1 - X)h{x^) - A(l - X)p\\x^ - xY 

for every x^, x^ e IC, X e (0, 1). (|| • || denotes the Euclidean norm in R'^.) 

Lemma 2. [6] Let /C be a nonempty, compact, convex set. Let, moreover, h 
be a strongly convex with a parameter p > 0, continuous function defined on 
/C. If x^ is defined by the relation x^ = argmin/i(a;), then 

icG/C 

\\x - x°||2 < -\h{x) - h(x°)\ for every x e K.. 
P 
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Lemma 3. Let /C be a nonempty convex set, e G (0, 1). Let, moreover, fiyi = 
1, . . . , / be convex functions on /C. If 

1. / i is a strongly convex (with a parameter p > 0) on /C, then f^ defined 
by (5) is for A G yl, Ai G (e, 1) a strongly convex function on /C. [2.] 
/^, z = 1, . . . , / are strongly convex function on /C with a parameter p, 
then f^ defined by (5) is a strongly convex function on /C. 

If F and G are two arbitrary s-dimensional distribution functions, then the 
Kolmogorov metric dxiPpi PG) is defined by 

dK{PF. PG) := dK{F, G) = sup |F(^) - G{z)\. (6) 

To define the Wasserstein metric dwiiPr^ PG) '-= dwiiP^ G) let Pp, PG G 
V{R^) denote the set of (all) Borel probability measures on R^ and let 

Mi{R') = {ue V{R') : / \z\\u{dz) < oo}. 

R^ 

If P(i/, /i) denotes the set of those measures in V{R^ x R^) whose marginal 
measures are u and /x, then 

dwi{i^, IJ) = inf{ / 11̂  - z\\K{dz x dz) : K e V{v, /x)}, î ,/x G Mi{R^). 

R^xR^ 
(7 

(For more details about the Wasserstein metric see e.g. [13].) 

3 Problem Analysis 

Evidently the multiobjective stochastic programs (1) can be characterized by 
the sets Qjp^, Xp^ and Qp^ (see also [10]), defined by the relations 

QF^ = {y e R^ : Vj = Ep^gjix, ^), j = 1, . . . , / for somex G ICpr, 

y = (2/1 , . . . , y/)}, 

"^F^ — {x e R^ : x is a properly efficient point of the problem (1)}, 

GF^ = {y e R^ : yj = EF^gj{x, ^), j = 1, . . . , / for some x G A'^r, 

y = (yi, • . . , yi)}' 

(8) 

If we replace in (1) F^ by another 5-dimensional distribution function 
G, then we obtain /CG instead of )Cp^ in (1) and QG, ^G and QG instead of 
QF^, AV«, GF^ ^^ (9). In [10] upper bounds of the values 

AIGF^^GG], A[MF,,A:G]^ AIGF^^QGI 
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were introduced. To obtain these results the functions ^ j , i = 1, . . . , / were 
assumed to be strongly convex w.r.t. x G R^. This assumption is rather 
strong and in many applications not fulfilled. On the other hand very often 
the functions ^i, i = 1, . . . , / are convex and, simultaneously, there exists 
j € {1, . . . , /} such that QJ is strongly convex on BP' (see e.g. the Markowitz 
model). Employing Remark 1 and Lemma 1, Lemma 2 and Lemma 3 it seems 
reasonable to define for e £ (0, 1), furthermore, the sets A^^ ^p^^ 0%^-

A^ = {A G yl: Ai G (e, 1) for at least onez G {1, . . . /} }, 

X^^ = {x £ X \ x is a properly efficient point of the problem (1) 

(9) 
corresponding to some A G yl̂  }, 

QU = {y ^R^ ' Vj = ^F^9jix, C)̂  i = 1̂  • • • 5 ^ for some x G M^.^] 

y= {yu . . . , y O } -

Remark 2. Evidently, a relationship between the problems (3) and (5) is 
given by Proposition 1; consequently the relationship between "properly" 
efficient points of the problem (3) and the solution set of the problem (5) 
is guaranteed by the assertion of Lemma 2. To apply these assertions to 
problem (1), ^i, i = 1, . . . , / has been assumed to be strongly convex w.r.t. 
X. According to Remark 1 we can see that omitting (properly) efficient points 
corresponding A G yl, with at least one "small" component, we can obtain 
stability results corresponding to every "essential" efficient points subset. To 
obtain this modified assertion only for one z G {1, . . . , /} the function gi{x, z) 
was supposed to be strongly convex w.r.t. x. 

4 Main Results 

To introduce the modified stability assertions, let X C R^ fulfill the relations 

n 

ICp^ C X, X = ]j[(ai, bi) for some a ,̂ hi e R^, ai < hi,. (10) 

Furthermore, we introduce the following system of the assumptions. 

A.l ICF^ is a nonempty compact set, 
A.2 a. Pi, i = 1, . . . , / are uniformly continuous functions on X x R^, 

b. pj, f = 1, . . . , / are uniformly continuous, bounded on X x R^, 
c. for every a: G X, p^, f = 1, . . . , Z are Lipschitz functions of z e R^ 

with the Lipschitz constants not depending on a: G X, 
A.3 a. )Cp^ is a convex, nonempty, compact set, 

b. Pi, z = 1, . . . , / are convex functions on X\ there exists i G {1, . . . , Z} 
such that gi is a strongly convex function on X, 
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c. ^ j , i = 1, . . . , / are strongly convex functions on X, 
A.4 for every z G Zpi [jZa^ ^i, i = 1, . . . , / are Lipschitz functions on X 

with the Lipschitz constants not depending on z G Zjp^ [J ZQ . ( 

Proposition 2. Let e G (0, 1), / > 2, the relation (10) be fulfilled. If ^i, i = 
1, . . . , / are bounded on X x Z^$, then there exists L such that 

| E F ^ / ( ^ , 0 - E F ^ / ' ( ^ . O I < L\\X - X ' l X\X GA, xeX. 

According to Proposition 2 for every X G A there exists Â  G A^ such that 

| E F « / ( ^ , 0 - ^F^9^\x, ^)\<Lle for every x e X. 

Theorem 1. Let e G (0, 1), P^^ G Mi{R^)^ the relation (10) and the as
sumptions A.l, A.2a, A.2c, A.4 be fulfilled. Let, moreover, G be an arbitrary 
5-dimensional distribution function such that there exists a constant CK 
fulfilling the relations 

PG e Mi{R'), KG C X, A[ICF,, KG] < CK [dK{F^, G ) ] i 

then there exist constants Cg^^, Cg^^ > 0 such that 

AIGF^, GG] < Cg^^dwAPp^. PG)+Cg^, [dK{F^, G)]^. (11) 

If, moreover, 

1. the assumptions A.3a and A.3b are fulfilled, then there exists a constant 
CA- . 5 C'i . > 0 such that 

^[XU. ^G? < C%^,dw,{Ppi, PG) + C%^^, \dK{F^, G)]]i, (12) 

2. the assumptions A.3a and A.3c are fulfilled, then there exists a constant 
C^:^^ > 0, C;\:^^ > 0, such that 

A[MF,^ XG? < Cx,,{l)dwAPF^^ PG) + C;,^^ [dK{F^, G)]]K (13) 

3. the assumptions A.3a, A.3b are fulfilled, then there exist constants C% , 

C% ,K% > 0 such that 
^ F ^ ^ F ^ 

A[gU, %] < Cl^^y/dwJPF^7PG){Kl^^ + ^dwAPFi.PG)) + 

It happens (in applications) rather often that the distribution function 
F^ has to be replaced by an empirical measure. To deal with empirical esti
mates, let {^'^}^i, AT = 1, 2, . . . be a sequence of independent 5-dimensional 
random vectors with a common distribution function F^, We denote by the 
symbol F ^ the empirical distribution function determined by {^'^j^i. 
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Theorem 2. Let e G (0, 1), X, JCp^ be nonempty, compact sets, t > 0, the 
relation (10) and the assumptions A.l, A.2b, A.4 be fulfilled. Let, moreover, 
there exist constants K^ := K^{X^ t) > 0, k^ > 0 such that 

P{/C^c C X, A[)CF^, KJ,^] >t} < K\X, t)exp{-k^Nt^}, 

then there exist constants KQ . := Kl . (X, t) > 0, A:i > 0 such that 

P{A{gF,,g^,J>t} < K^g^^{X,t)exp{-kl^^Nt^}, iV = l, 2, . . . . 

If, moreover, 

1. the assumptions A.3a, A.3b are fulfilled, then there exist constants Kp^ := 
K%^^ (X, t) > 0, k%^^ > 0 such that 

P{[Z\[A^^„;P;^]2>t} < K%jX,t)exp{-k%^^Nt'}, TV = 1, 2, . . . . 

2. the assumptions A.3a, A.3c are fulfilled, then there exist constants K^ ^ '-= 
Kx^^ {X, t) > 0, kx^^ > 0 such that 

P{[A[;YF, ^P.,/> t} < K;,^^iX,t)exp{-k;,^^Nt^}, Ar = l, 2, . . . . 

Remark 3. It happens rather often that there exist a natural numbers Si, i = 
1, . . . , ^ and functions h*j^ g^j^ j = 1, . . . , 5 ,̂ 2 = 1, . . . , / defined on R^ 
and R^ such that 

Si 

9i{x, z) = ^hlj{x)glj{z), xeX, ze Zp,, (15) 

The form (16) of the functions QI^ i = 1, . . . , / is very suitable from the 
applications point if view (see e.g. [11]). Moreover, in this special case the 
results of Theorem 2 can be (for finite N) rather improved. 

Employing the approach of the paper [1] we can easy see that (under some 
additional assumptions) the exponentional rate convergence can be obtained 
even in the case when ^i, i = 1, . . . , / are unbounded functions. However, to 
deal with this case is over the possibilities of this contribution. 

5 Conclusion 

The contribution deals with the stability and empirical estimates in the case 
of multiobjective stochastic programming problems. The new modified results 
are introduced under relative weak assumptions. These results are based on 
the theory of the deterministic multiobjective optimization problems and 
the theory of strongly convex functions. The exact proofs of the presented 
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assertions are omitted as their are over the possibiHties of this contribution. 
However the main idea of the proofs is very similar to the main idea of the 
proof of the assertions introduced in [10] (for details see [9]). In this place we 
would like mention only tha t an assertion introduced in Remark 1 must be 
included. 
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Abstract. Consider the following situation of two-step shortlisting: two experts 
Alice and Bob are faced with a large number of alternatives which they can only 
observe imprecisely. They have to choose one of the alternatives, without knowing 
which one is best. Alice first compiles a shortHst of alternatives by choosing her 
k best observations. Bob then chooses his best observation among the shortlisted 
alternatives. Previous research showed that this procedure sometimes yielded worse 
results than if a single expert made the entire decision himself. Here, we consider 
an urn containing n — 1 homogeneous balls and one ball with larger weight. When 
drawing balls at random from the urn, the probability of drawing any one ball is 
proportional to its weight. Alice draws k balls and puts them in another urn, from 
which Bob then draws a single ball. Which value of k maximizes the probability 
that Bob draws the distinguished ball? 

1 Introduction 

Situations of two-step shortlisting by imperfect experts can be formally char
acterized as follows: consider two experts Alice and Bob, faced with a large 
number of alternatives which they can evaluate only imprecisely. Alice chooses 
a subset of k alternatives, and Bob then chooses one alternative from this 
shortlist compiled by Alice, with the goal of choosing the unknown best one 
among the original alternatives. One hopes that the imprecisions of the ex
perts cancel each other out to a certain degree, leading to better results than 
if only a single expert made the decision. 

Previous research on two-step shortlisting by imperfect experts yielded 
surprising results [1,3]. Even if both experts are equally imprecise, as mea
sured by the distributions of stochastic noise terms, the shortlisting can ac
tually lead to worse results than if a single expert made the entire decision 
alone: a shortlisting valley appeared. 

Here, we examine a model of sequential drawing from an urn. The objec
tive of Alice and Bob is to draw the heaviest ball. We restrict ourselves to the 
special case of n — 1 homogeneous balls and one distinguished ball which is 
heavier than the others. Initial results for this model have been given in [4]. 

The probability of drawing the heaviest ball first increases and then de
creases with the shortlist size k (Prop. 1). The optimal value of k is largest 
for small weights of the distinguished ball. It decreases monotonically from 
y/2n to 2 with increasing distinguished weight (Prop. 2 and 3). 

http://jena.de
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2 The Model 

We consider an urn U containing n > 3 balls, which we identify with the 
numbers 1 , . . . , n. Ball 1 has weight p > 1, and the other balls have weight 1. 
Whenever a ball is drawn from an urn, the probability of any particular ball 
to be drawn is proportional to its weight. 

Alice draws k balls at random from W, one after the other, and puts them 
in a second urn S (for "shortlist"). Bob then draws a single ball from <S. 

We are interested in how the probability that Bob draws the distinguished 
ball (the hitting ratio) varies with A: € { 1 , . . . , n} . In particular, we will in
vestigate the value /c* which yields the highest hitting ratio. 

3 Unimodali ty 

Proposition 1. The hitting ratio is unimodal in k, i.e., it first increases and 
then decreases. 

It turns out that the analysis is facilitated by assuming different "subjective" 
weights of ball 1 for Alice and Bob: we let p > 1 denote the "subjective" 
weight of ball 1 for Alice as above and q> 1 the "subjective" weight for Bob. 

Proof. The probability for Alice to pass on the correct ball in S is the com
plement of the probability that she passes on only "bad" balls: 

n — 1 n — 2 n — k 

n — l-\-p n — 2+p n — k-i-p 

The hitting ratio h for parameters p, k and q therefore is 

MnAfc^l)=fl-^illi-.....^^V-^_. (1) 
^ ^ V n - l + p n-k+pj k-l-\-q ^^ 

First, for fixed n, k and p, we compute the value qk{p) for which 

h(n^k^^l) = hin^k+l^^l) f o r l < f c < n . 

Some calculations yield that 

, . (n-l+p) ...(n-k-\-p){n-k-l-]rp) n-k-1 . ,^. 
'̂=̂ )̂ = ( n - l ) . . . ( n - f c ) p ^ - - ' (') 

and that 

qi{p) < q2{p) < < qn-2{p) < qn-l{p)-

We have h{n ̂  k -^ 1) < h{n ̂  k+ 1 -^ 1) for q > qk{p) and h{n ̂  k ^ 
l)>h{n^k-\-l^l)ioiq< qk{p). 



Now suppose that Qk'-iip) < q < qk'{p) for some k*. Then, for k < 
we have q > qk{p) and therefore h{n ^ k + 1 -^ 1) > h{n -^ fc -^ 1). 
the other hand, k > k* implies that q < qk{p) and h{n -^ fc -^ 1) > h{n 
fc + 1 —> 1). Thus, we have 

/i(n -^ 1 1> 1) < /i(n ^ 2 ^ 1) < • • • < /i(n ^ fc* ^ 1) 

and h{n^k* ^l)>h{n^k* + l^l)> •••>h{n^n^ 1), 

and h{n -^ fc —> 1) is unimodal in k with a maximum at k*. 

Figure 1 shows the functions qk as given by (2) for n = 7. 
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Fig. 1. The case n = 7: the functions qk{p) for 1 < /c < 6 and 1 < j9 < 20. For 
Qk*-i{p) < q < qk*{p), the value k* yields the highest hitting ratio. The shaded 
regions show combinations of p and q for which the given value of /c* is optimal. 
Along the dashed diagonal, we have p = q 
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Lemma 1. The function qk{p) is a polynomial of degree k in p over Q with 
positive coefficients. 

Proof Expanding the numerator of the first term in (2), in most of the terms 
a p appears which can be canceled against the p in the denominator. The only 
term without a p appears when we multiply only the terms of the form n — i 
in the brackets: 

(n — 1 ) . . . (n — k){n — k — 1) _ n — k — 1 
(n — 1 ) . . . (n — k)p p 

which is canceled by the second term in (2). Thus qk{p) is a polynomial. Its 
degree is obvious, as well as that all coefficients are positive. D. 

4 The Maximal Possible k* 

Proposition 2. Let n he fixed, and consider the case p = q. The following 
statements hold for the value k* of k which yields the highest hitting ratio: 

• limp-^oo k* = 2. 
• With decreasing p = q, the value k* increases monotonically. 
• The maximal possible value A;̂ ^̂  ^/ ^* occurs for p = 1 + e for small e. 

Proof Since all coefficients of qk{p) are positive by Lemma 1, we have q'j^{p) > 
0 for all p > 1 and A; > 1, thus qk is convex. Now, there is some minimal value 
fc^ax of ^ 'S^ch ^^^^ fo^ ^ — ^max5 • • •, ̂  — 1, we have qk{p) > P for all p > 1, 
The qk intersect the diagonal q = p ioi k < fc^ax i^ descending order of k: 
first qk^^^-i^ then qk^^^-2^ Whenever some qk intersects the diagonal at 
some p = Pk^ the optimal value of A; for p = ^ > p^ drops from fc + 1 to k. 
However, since qi{p) = (n — 2+p)/{n — 1), the function qi does not intersect 
the diagonal any more, so A; = 1 will never be optimal. D 

We now investigate how A:̂ ^̂  grows with n. 

Proposition 3. We have 

Proof The maximum k'^g^^ satisfies the following condition on the derivatives 
of qk dit p = 1: 

We calculate ^^(p) by using the logarithmic derivative for the first term in (2): 

<lkil) = n( J2 i - l ) + n - f c - l = n J2 7 " ^ " 1-
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Now (3) is equivalent to 

'^max 

n 
i=n—k 

^ 1 1 ^ 1 1 

Since the function ^ ^ is convex for 0 < a; < n, Jensen's inequality implies: 

k* —1 

1 > y - ^ ^ > (fe;;,ax - 1 ) • T /o. thus A;* < \ / 2 ^ . 
Z ^ ^ _ .• - V max J „ _ r.* / o ' max .^, n - j - ^ " - ^ n-fcS,ax/2' 

On the other hand, we have 

i ^ E J _ f e m a x ( ^ m a x + l ) ^ j ^ ^ ^ k l , , ^ > \ 2 n ^ - ^ ^ 

j=,n-k^^,, 2(n-fcS,,J ' - - - V ' 4 2-

D 

5 Conclusion and Open Questions 

The shortlisting valleys found in [1,3] do not appear in this urn model. The 
optimal value of the shortlist size k is quite easy to find and behaves in a 
simple way. 

However, the model we considered above is a very restricted one. First, 
all but one of the balls are homogeneous. The situation of inhomogeneous 
balls would be interesting to study, and a start has already been made in [2]. 

Second, Alice and Bob had the same "precision parameter", namely the 
weight p. However, the proof of Prop. 1 and Fig. 1 already deal with a diflPerent 
"subjective weight" q of ball 1 for Bob. 

Finally, the order of Alice and Bob is fixed. It may be advantageous to let 
Bob do the first shortlisting step if Alice and Bob differ in precision, either 
in the case of n — 1 homogeneous balls or in the general case. However, the 
situation in this case is far from straightforward: already for n = 4 and the 
simple model used above, there are examples where putting the more precise 
expert (i.e., the expert with the larger parameter) in the first position is best 
(e.g., p = 4, 9 = 3) and other examples where putting him in the second 
position is best (e.g., p = 4, ^ = 2). This seems to result from the condition 
that k be an integer: we conjecture that if the value of k that maximizes the 
hitting ratio (1) is allowed to take any real value, placing the better expert 
in the second position is always better than placing him in the first position. 
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Abstract. This note studies the variance of total cumulative rewards for Markov 
reward chains in both discrete and continuous time. It is shown that parallel results 
can be obtained for both cases. 

First, explicit formulae are presented for the variance within finite time. Next, 
the infinite time horizon is considered. Most notably, it is concluded that the vari
ance has a linear growth rate. Explicit expressions are provided, related to the 
standard average reward case, to compute this growth rate. 

1 Introduction 

The usual optimization criteria examined in the literature on optimization 
of Markov reward processes, e.g. total discounted or mean reward, may be 
quite insufficient to characterize the problem from the point of the decision 
maker. To this end it is necessary to select more sophisticated criteria that 
also reflect variability-risk features of the problem, most notably by taking 
into account the variance of the cumulative rewards. For a detailed discussion 
of such approaches see the review paper by White [8]. 

In this paper therefore we aim to establish results for the variance of 
the cumulative rewards. More precisely, it will be shown that similar results 
can be obtained for the discrete time case (as partly already obtained in the 
literature [1], [2], [5], [6]) and the continuous time case, which seems to be 
new. In addition to reward rates, also transition rewards are herein included. 

Particularly, for the average (or mean) reward case, it can be concluded 
that the variance of the total reward has an asymptotic linear growth rate in 
time. Relations for this growth rate to be computed are provided. 

mailto:sladky@utia.cas.cz
mailto:nivd@fee.uva.nl
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2 Formulation 

In both the discrete time and continuous time case consider a Markov reward 
chain with finite state space 5 = {1 ,2 , . . . , A/"}, denoted by the Markov chains: 

{X^{n)\n = 0,1,2, . . .} in discrete time 

{X^{t)\t > 0} in continuous time 

Throughout we use the superindex d and c to indicate whether the discrete 
(d) and continuous (c) time case is in order. 

Discrete time case 

The discrete time Markov reward chain is characterized by 

Pij : the one step transition probabihties for a transition from i —> j , 

Vij : the one-step reward accrued to a transition from i ^ j^ 

^i = ^jPijUj ' the expected one-step reward in state i. 

Let 

P =z \p-] be the transition probabihty matrix, and 

77^ = hm ^ YZ-n P"" the hmiting matrix. 

(Note that 77^ = hm P^ if P is aperiodic.) 
n—*oo 

Continuous time case 

The continuous time Markov reward chain is characterized by 

qij : transition rate for a transition from i -^ 3 {j ^ i) with 

Vij : instantaneous transition reward when a transition from i -^ j 
takes place, 

Vi : reward rate per unit of time incurred in state i, 

^i = "^z+Sj jzAi Qij'^ij • total reward rate per unit of time incurred in state i. 

Let 

Q = [Qij] be the generator matrix. Then 

P^{t) = e*^ is the transition matrix over time t, and 

77^ = hm P^(t) (<=> n^'Q = Qn^" = 0) the hmiting matrix. 



321 

Remark. (Transition rewards.) 

1. Note that transition rewards rij are less natural as instantaneous rewards 
in a discrete-time that in a continuous-time setting. Furthermore, as far 
as transition rewards are concerned, they can be included as an total 
reward rate u = ri-\- ^j^i Qijf^ij the expected reward rate in state i. 

2. However, the actual state transition of the state process itself and its cor
responding reward consequences, in contrast, will be of influence on the 
second moment and the variance of the total reward. The instantaneous 
transition rewards therefore cannot be included in the reward rate for 
the continuous time case. This will also become apparent later on by the 
expressions that will be derived. 

Cumulative rewards 

Let ^^{n) and ^^{t) denote the (random) cumulative rewards for the discrete 
and continuous time Markov reward chain, i.e.: 

n - l 

k=0 

nt N(t) 

^^{t):= rxAs+'Zr^^r-)Mr:) 
•^U I—n /c=0 

where N{t) denotes the (total) number of jumps before time t and where 
X ( r ^ ) and X{TJ^) denote the state found just before and after the k-th 
jump. We will be interested in the variance of those quantitites. To this end, 
denote by 

Rf{n), Ri{t) := the expected cumulative reward, and 

V^{n)^ Vf{t) := the variance of the cumulative reward 

for the discrete (d) and continuous (c) time model up to time n or t re
spectively when starting in state i at time 0. Then by standard (dynamic 
programming) steps the reward vector R^{n) and R^{t) are directly obtained 
by (f*̂ , f^ denotes one-step reward vector and total reward rate vector re
spectively) 

R\n) = E[C (̂n)|X<i(0)] =^Y.P^f^ (1) 
fe=0 

R^{t) = E[e{t)\X^m = / P(s)f<=ds = / [f̂  + QR%s)]ds. (2) 
Jo Jo 



322 

3 Preliminaries 

Discrete time 

As is well-known (cf. e.g. [3,4]) for the discrete time case we have 

n - l 

R^{n) = y P^f^ = f̂  + PR'^{n - 1), p^ := lim n-^R'^{n) = H'^r'^ (3) 
k=0 

is the vector of the long run average expected rewards. When P^ is unichain 
g^ is a constant vector. 

Furthermore (cf. e.g. [3,4]) there exists a unique solution w^ = [wf] for 
the set of linear equations 

tt;d 4- ^d ^ ~d _̂  pn^d^ jjd^d ^ Q (4) 

Then 

and when P is aperiodic, 

lim [ i ? ^ ( n ) - n / ] = i ( ; ^ 
n—*co 

with the convergence geometric. 

Continuous time case 

For the continuous time case we similarly have 

i?^(t) = / P{s) f" d5 = / [f" + QR^'is)] d5, ^^ := lim r^i?"(t) = 77^f^ 
Jo ^0 ^-^^ 

(6) 
When Q is unichain, the rows of U^ are identical and g^ is a constant vec
tor. Again (cf. [3,4]) that there exists a unique solution for the set of linear 
equations 

/ = r"̂  + Qw"", n^'w'' = 0 (7) 

and 

R%t)=gH + w''-P{t)w'' (8) 

with the exponential convergence 

\im[R''(t)-tg''] = w''. 
t—*oo 
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4 Variance of the Cumulative Rewards 

For both the discrete time and continuous time case by standard conditioning 
we obtain the relation: 

^iiim?} = ^Ms)? + 2E,{^(s) J2 EiK(* - s)]P{Xis) = j)} 

+ [Ei{J2mit-srPiXis)=j)}]. (9) 
jes 

By using this relation and after a number of manipulations the relations 
below for the variance can be obtained (see [5] and [7]) 

Vf{n + 1) = f^PiAnj + Rfin)? - [Rfin + 1)]' + f^PijVf{n). (10) 

qu[Rm? - 2ii?(i){ E 9iin, + J2 <iijR"M- (11) 

5 Transient Case 

For unichain Markov processes (with P aperiodic in the discrete time case), 
under conditions ^^ = 0, ^^ = 0 on letting n ^ oo, resp. t —> oo, from (5), 
resp. (8), we get limn_oo Rfi'^i) = Rf = '^f^ i*esp. lim^^oo Riit) = ^i = '^i-
Similarly, if also limn-̂ cx) ViH = î" ,̂ or limf_oo Vi'it) = V^" and then (10) 
and (11) take on the form 

^ / = T^PiAnj + Rj? - [Rf? + Y^P^oVt (12) 

qu{R\f-2Rt{ E qara + Y.'iii^'i's- (1^) 

Note that (12), (13) are always fulfilled in models with discounting (even 
with P periodic in the discrete time case). For details and further results see 
[5] and [7]. 
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6 Infinite Horizon - Average Case 

6.1 Discrete time case 

By using the relations (4), (5) and (10) in a number of steps the following 
relations can be obtained for the average case 

VHn + 1) = J2Pij[nj - ^ ' + % ' ] ' - [^t? + E p ^ . - ^ ' ( n ) + o{n). (14) 

Hence with the vector 5^ defined by 

N 

\wf? 

in matrix form we have 

V^{n + 1) = 5^ 4- PV^in) + e{n) (15) 

where all elements of €{n) converge to the null vector geometrically, that is 
||£:(n)|| < ce'^ for some numbers c > 0, e G (0,1). 

Since e{n) converges to the null vector geometrically, in analogy with (3) 
and by iteration we can also show that the growth rate 

7^ = lim n~^V^{n) exists 
n—^oo 

and in virtue of (4), (5) this growth rate can be calculated as the (unique) 
solution of 

Since 7^ = 71^5^, it also holds that 7^ = il^s^'^ for £ = 1,2,3, where the 
vectors 5 '̂̂  are defined by 

Note that the last expression can be applied also if in (4) the normalizing 
condition II^w^ = 0 is violated, see the early paper [2]. 

Hence calculating the growth rate 7^ in (16) we can replace the term s^ 
by 5^'^, ^ = 1,2,3 defined above. For details and further results see [5]. 



325 

6.2 Continuous time case 

With the (A^ x l)-vector 5̂  defined by 

it can be shown that 

^^Vnt) = s^,+^qijV]^{t) + o{t) (17) 

or in matrix form 

±V'^(t) = s'^ + QV%t) + e{t) (18) 

where all elements of the (A^ x l)-vector €{t) converge to zero exponentially. 
That is ||e(t)|| < ce"^* for some numbers c > 0, 5 > 0. 

In virtue of the above exponential convergence, furthermore, we can con
clude that 

lim W'^it) = 7^ 

where 7^ is the unique solution to 

7^ = 5̂  H- Q^t;^ iJ^tD^ = 0. (19) 

Since 7^ = U^s^^ it also holds that 7^ = IT^s^'^ for £ = 1,2, where the vectors 
5 '̂̂  are defined by 

sf = Ejesj^i Qijilnj + w^j]^ - K ] 2 } + 2nwl 

For details and further results see [7]. 
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Abstract. New conjugate directions algorithms are proposed, which are based on 
an orthogonalization procedure and do not perform line searches. The orthogonal-
ization procedure prevents the conjugate vectors set from the degeneracy, eliminates 
high sensitivity to computation errors pertinent to methods of conjugate directions, 
and thus enable us to solve large-scale minimization problems without precondi
tioning. Numerical experiments have confirmed high efficiency of the algorithms for 
minimizing large-scale quadratic functions. 

1 INTRODUCTION 

Conjugate directions (CD) methods are widely used for solving large-scale 
linear algebra and optimization problems because of minimum storage re
quirements. But their theoretical property of quadratic termination holds 
only in precise arithmetic. If the number of variables N is large then even for 
quadratic objective functions the number of iterations can exceed AT + 1 by 
several times because of high sensitivity to computational errors. The cause 
is due to the usual procedure of conjugate vector construction based on the 
assumption that exact linear minima have been found on all preceding iter
ations (only under this premise the conjugacy conditions with respect to all 
conjugate vectors are satisfied). But even very small errors in locating the lin
ear minima are accumulated yielding to violation of the conjugacy conditions 
and gradual derangement of the conjugate vector set. 

In last years a clear trend to using inexact linear search is manifested 
aiming to reduce the number of functions or/and gradients calls and running 
time. Moreover, already in 70-80's there were proposed Quasi-Newton and 
conjugate directions algorithms without linear searches [4], [5], [8], [11]. They 
generate conjugate directions (or/and sequence of matrices) without accurate 
line minimization, retaining the quadratic termination property. However un
til now these algorithms were not able to solve large-scale minimization prob
lems. 

In this work a new CD - method without linear minimizations is proposed, 
which employs another scheme of construction of conjugate vectors based on 
an orthogonalization procedure: in constructing the next conjugate vector 
the component of the function gradient is used that is orthogonal to the sub-
space of preceding conjugate vectors (instead of the gradient itself). Such an 
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approach allows attaining very high accuracy in constructing conjugate di
rections and thus eliminates high sensitivity to computation errors pertinent 
to known CD-methods. As this procedure does not require the current point 
to be the minimum point along a given conjugate vector, any function eval
uations for linear minimization on each iteration can be excluded ensuring 
considerable decrease of running time. 

At each iteration only one step is done, which includes displacements 
along the last two conjugate vectors, so the movement occurs in the hyper-
plane determined by these conjugate vectors. Along each conjugate vector 
two successive steps are made: a preliminary step on k-th iteration and the 
Newton-like step on the next iteration. 

The proposed algorithm and its modification have been realized in JAVA 
programming language. They have been tested on several quadratic test-
functions with the number of variables N up to I'OOO'OOO. The numerical 
experiments have confirmed that these algorithms locate the minimum for 
quadratic functions of very many variables in at most A/" + 1-th steps, without 
perceptible losses in precision. The numerical experiments have shown that 
the running time for solving all test - problems was less by several times in 
comparison with known efficient algorithms for large-scale problems. 

2 DESCRIPTION OF THE METHOD 

2.1 Basic algorithm 

Consider the basic algorithm as applied to minimization of quadratic func
tions (we do not discuss here modifications needed for non-quadratic func
tions). 

At the first iteration k = 1 vectors di, ni , and the step are as follows: 

di=ni = -TT^, X2=xi-\-S[^^di, (1) 
ll̂ 'ill 

where gk = g{xk) is the gradient of the objective function / (x) , and 5\ ^ is 
an arbitrary step. 

Let, after k — 1-th step, {n^} {i = 1 , . . . , /c — 1) be an orthonormalized 
vector set in the subspace i?fc_i, which is determined by the conjugate vectors 
{di} {i = 1,...,/[; — 1). Vector Uk (a normahzed vector, orthogonal to the 
subspace i7fc-i), is 

^k = j T ^ , nl = -^fe +7fc-i^fe-i, T I - I = (gk^rik-i) (2) 

((x, y) denotes the scalar product of vectors x and y). A new conjugate vector 
dk is sought as a linear combination of the preceding conjugate vector dk-i 
and the vector rik {^Qk-i = Qk - 9k-i)-

^^ ^ J^\' dk=^k+ Pk-idk-u Pk-i = --Tj T - T (3) 



329 

The step on the A:-th iteration is as follows: 

Xk-\-i =Xk + Oil^lidk-i + Sl^^dk, (4) 

The algorithm stops when, for a given e, the condition \\gk\\ < 6 is satisfied. 
So the motion on the k-th. iteration occurs in the hyper-plane of the 

last two conjugate vectors. The component of this step along the direction 
dk is a preliminary step 5^ \ which can be an arbitrary one for quadratic 
functions. The component of the step along the direction d^-i is the Newton
like step obtained from the gradient projections on dk-i at the last two points 
Xk-i and Xk' Thus, instead of linear searches, two steps are done along each 
conjugate direction: a given step and, on the next iteration, the Newton-like 
step. The result is that for quadratic functions the minimum along dk-i is 
reached on the A;-th iteration without any function evaluations. 

It can be proved that the above procedure (Eqs. (1)- (5)) does lead for 
quadratic functions to the construction of an orthonormalized vector set 
{ui} (i = 1,...,A;) and an A-conjugate vector set {di} {i = 1,...,A;) on 
the A;-th iteration. 

2.2 Modified algorithm 

The accuracy of determining the normal vector by formulae (2) can be insuf
ficient for large Â  in the case when the vector gk makes a very small angle 
to the subspace Qk-i- Even very small rounding errors accumulated at all 
steps lead to disturbance and derangement of the conjugate vector set and 
the normal vector set. Errors of order 10~^^ at each iteration can result in 
failing the search for large scale problems. 

An efiicient way to suppress the rounding errors and to rise the accuracy 
is to orthogonalize the vector n^ not only with respect to rik-i but with 
respect to all preceding n^ (i = 1 , . . . , A: — 1). This idea is used in the "mod
ified algorithm", which determines the normal vector as follows ( instead of 
Eq. (2)): 

k-i 

K = -9k + Yl '^i^^'^i^ ^i^^ = {Qk^rii) (6) 

But this algorithm requires storage of all found normal vectors, in dis
tinction from the basic algorithm. 

3 N U M E R I C A L E X P E R I M E N T S 

The proposed algorithms have been realized in JAVA programming language. 
The algorithms has been tested on several quadratic test-functions with the 
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number of variables Â  up to I'OOO'OOO. We present the results for the follow
ing quadratic functions of N variables. 

F,ix„...,xr.) = f : ^ + xf2f: ^ , (7) 
i= l Z=l j = i + l ^ 

10000 o 

Fs{xi,,,.,xioooo)= 22 ^ ' 5 = 1,...,5 (8) 
i=i ^ 

(in all cases the start point was x^^^ = ( 1 , . . . , 1) and minimum F ( 0 , . . . , 0) = 
0). 

Functions (7) were used to examine the proposed algorithms at solving 
very large scale quadratic problems (up to 1 million variables) with the diag
onal matrices (if A = 0), as well as with the dense matrices. Functions (8) are 
used to examine the performance of the algorithms on quadratic functions 
with Hessian that is very close to degenerative one. 

For comparison we have chosen the implementations of the following 
three groups of methods: the conjugate gradients methods from CG+ pack
age [9], the quasi-Newton BFGS method (Broyden, Fletcher, Goldfarb, and 
Shanno [1],[2], [3], [6], [12]) and the trust-region method that combines the 
conjugate gradients and quasi-Newton methods in one algorithm [7], [10], 
[12]. 

All computations have been performed on PC Pentium 2.66 GHz with 
RAM of 785.9 MB in double precision. The gradient was calculated analyti
cally. 

Note the proposed algorithm has only two parameters that should be 
supplied by a user: the initial step 5} ,̂ and the termination tolerance on the 
function gradient value e (all runs were stopped when \\gk\\ < e). The 6[ ^ 
value was always equal to 0.5. The e value varied in the range of 10"^^ —10"^^ 
depending on the accuracy needed for a particular function minimum. 

The same range of the termination tolerance on the function gradient 
was used for the conjugate gradients methods from the CG+ package. For 
the quasi-Newton and trust-region methods the termination tolerance on the 
function value was taken equal to 10~^^. 

Table 1 presents the results obtained for the function Fi with A = 1. The 
number of variables N varies from 1000 to 20'000. The "Basic Algorithm" 
relates to the algorithm that uses in Eq. (2) only one normal vector (found on 
the preceding iteration). The "Modified Algorithm" relates to the algorithm 
where all already known normal vectors are used in reconstruction of vector 
rik in Eq. (6). In all tables N is the number of variables, e^, Cf and Cx is 
the accuracy in gradient, function and arguments, respectively, kg and kf are 
the numbers of the gradient and function evaluations, respectively; t is the 
running time (CPU consumption) in seconds; n'!^"'^ is the number of stored 
normal vectors. 
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Table 

E N x^ 
i = l i 

Results for quadratic function Fi{xi,... ,XN) 

+ Ef= Y ^ N Xi Xj 
1 Z^j=i+l ij 

N \ e, \ ef ex iter 1 kg 
Modified Algorithm 

4'000 
lO'OOO 
20'000 

< 10-^^ 
< 10-^^ 
< 10"'^ 

< 10-'^^ 
< 10-^^ 
< 10-'^' 

< 10-^^ 
< 10-^" 
< 10-^" 

150 
201 
258 

151 
202 
259 

Basic Algorithm 
4'000 
lO'OOO 

bo'ooo 

< 10-^'^ 
< 10-^'^ 
< 10-'"^ 

< 10"'^^ 
< 10-'^' 
< 10-"^' 

< 10-^^ 
< lo-̂ '̂  
< 10-^^ 

305 
473 
668 

306 
474 
669 

Fletcher-Reeves 
4'000 
lO'OOO 

< 10"'^ 
< 10-^'^ 

< 10-^^ 
< 10-^-^ 

< 10-^^ 
< 10-^^ 

851 
1310 

1709 
2628^ 

[~ Polak-Ribiere 
4'000 
lO'OOO 

< 10-^'^ 
< 10-^'^ 

< 10"'^^ 
< 10-'̂ "^ 

< 10-^^ 
< 10-^" 

817 
992 

1635 
1996 

Quasi-Newton 
4'000 <io-^ < 10-^^ < 10" ' 315 316 

Trust-Region 
I'OOO < 1 0 " ' ' | < lO-'^'^ < 10"' '1 34 11011 

kf 

1 
1 
1 

1 
1 
1 

1709 
2628 

1635 
1996 

2024 

11011 

^rnax 

146 
195 
246 

1 
1 
1 

t (sec) 

39 
317 
1593 

73 
702 

3926 

1586 
15226 

1517 
11565 

1062 

3461 

For all values of N the minima have been obtained by the both proposed 
algorithms in less than Â  + 1 steps with very high accuracy in function 
and parameters x^, and this accuracy can be secured for very large N. The 
Modified version of the proposed algorithm appears to be most eflScient in 
terms of number of iterations, functions and gradient calls as well as CPU 
time; The basic algorithm requires approximately twice as much iterations 
and time, but the number of iterations remains much less than the number 
of variables. 

The Fletcher-Reeves and Polak-Ribiere algorithms demand the number of 
iterations approximately by 10 times as much as the modified algorithm. The 
line minimization used in the conjugate gradients algorithms clearly consumes 
a lot of CPU through function and gradient calculations, but it does improve 
the convergence rate. The quasi-Newton method requires the memory allo
cation proportional to iV^, this results in 'Out-of-memory'-problem when Â  
is larger than approximately 4000 (for the computer used). For N < 4000 
the running time is slightly lower for the quasi-Newton method than for the 
conjugate gradient algorithms. The trust-region method clearly turns out to 
be less efl[icient for this test-function for all N values and requires a lots of 
CPU for N > 1000. 
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In order to check the algorithm for even higher N values we have con
sidered the quadratic function F i ( x i , . . . ^x^) with A = 0, which has a di
agonal Hessian. Note that the both proposed algorithms are independent of 
whether Hessian is dense or diagonal. But the running time for a function 
with diagonal Hessian is essentially lower (the search includes at most Â  + 1 
determinations of steps, every step determination takes the number of basic 
operations proportional to N; each iteration includes one gradient evaluation, 
every gradient evaluation for a quadratic function takes the number of basic 
operations proportional to N'^ in the case of dense Hessian, and to N in the 
case of diagonal Hessian). 

The results for N values up to I'OOO'OOO are presented in Table 2. Two 
proposed algorithms are compared with the Fletcher-Reeves algorithm. One 

Table 2. Results for quadratic function Fi{xi,... ,XN) = S ^ i -f-

N ^9 1 e/ ex iter Kg kf \nT''\t (sec) 

Modified Algori thm 

20'000 

SO'OOO 

lOO'OOO 

< 10-''^ 
< 10"''^ 
< 10-''^ 

< 10-'^' 
< 10-^" 
< 10-^" 

<io-^ 
<io-^ 
<io-^ 

241 
324 
406 

242 
325 
407 

1 
1 
1 

240 
324 
405 

16 
118 
356 

Basic Algori thm 

20'000 

50'000 

lOO'OOO 

I'OOO'OOO 

< 10-^^ 
< 10-'"^ 
< 10-''^ 
< 10"'^ 

< 10-'^' 
< 10-'^' 
< 10"'^' 
< 10-^^ 

<io-^ 
<io-^ 
<io-^ 
<io-^ 

652 
1021 
1446 
4557 

653 
1022 
1447 
4558 

1 
1 
1 
1 

1 
1 
1 
1 

8 
33 
86 

2490 

Fletcher-Reeves 

20'000 

SO'OOO 
lOO'OOO 

< 10-''^ 
< 10-''^ 
< 10"'^ 

< lO"'̂ '̂  
< lO""̂ "̂  
< lO""̂ "̂  

< 10-^^ 
< lo- '̂̂  
< 10-^^ 

1520 
2616 
3786 

3054 
5245 
7591 

3054 
5245 
7591 

28 
125 
361 

can see that for very large numbers of variables the basic algorithm becomes 
preferable. It enables us to solve the problem up to AT = I'OOO'OOO performing 
only about 5000 steps. The storage requirements do not permit the modified 
algorithm be used for N > lOO'OOO. The Fletcher-Reeves algorithm demands 
at least twice the number of iterations in comparison with the basic algorithm. 

Function Fs{xi,... ,Xiv) Eq. (8) is designed to investigate how the con
vergence of minimization procedures depends on the rate of decrease of the 
eigenvalues, which is governed by changing the parameter s. We compare the 
results obtained for this function at various s by the proposed methods and 
three CG - algorithms in Table 3, for N = lO'OOO. 

The modified algorithm has effectively solved all problems up to s=5 with 
very high accuracy; the number of steps for N = lO'OOO much less than the 
number of variables. The basic algorithm as well as the CG-methods can solve 
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Table 3. Results for the quadratic function Fs{xi,... ,iCioooo) = l^i=i fi" 

s ^9 ^f Cx iter kg kf nT'^lt (sec) 
Modified Algorithm 

s = l 
s=2 
s=3 
s=4 
s=5 

< 10-^^ 
< 10-^" 
< 10-^^ 
< 10-^" 
< 10-"" 

< 10-^ ' 
< 10-^^ 
< 10-^" 
< 10-"^ 
< 10"^" 

< 10- '^ 
< 10- '^ 
< 10- ' " 
< 10-^ 

<io-« 

396 
974 
1590 
2278 
3338 

397 
975 
1591 
2279 
3339 

1 
1 
1 
1 
1 

276 
737 
1231 
1627 
2298 

9 
55 
153 
288 
620 

Basic Algorithm 
s = l 
s=2 

< 10-''^ 
< 10-^" 

< 10-^' 
< 10-"^ 

< 10-^ 

<io-^ 
463 

19413 
464 

19414 
1 
1 

1 
1 

3 
128 

Fletcher-Reeves 
s = l 
s=2 

< 10- ' " 
< 10- ' " 

< 10-"" 
< 10""' 

< 10- '^ 
< 10-^ 

1024 2054 2054 
100012 201008|201008 

9 
1129 

Polak-Ribiere 
s = l 
s=2 

< 10-^^ 
< 10- ' " 

< 10-'^'^ 
< 10- '^ 

< 10- '^ 

<io-^ 
764 

110013 
1538 

220521 
1538 

220521 
6 

1237 

Positive Polak-Ribiere (/? = max/^, 0) 
s = l 
s=2 

< 10- ' " 
< 10- ' " 

< 10-"" 
< 10-"" 

< 10- ' " 
< 1 0 - ' 

764 
100012 

1538 
200512 

1538 
200512 

7 
1113 

problems only for 5 = 1 and 5 = 2. These algorithms have approximately the 
same convergence at 5 = 1. For s = 2 the considered CG-algorithms require 
the number of gradient evaluations about ten times as much as the proposed 
basic algorithm. 

4 CONCLUSIONS 

A new algorithm of conjugate directions and its modification are proposed 
that are based on the use of an orthogonalization procedure. The basic algo
rithm uses the only preceding "normal" vector and requires storage of only 
one conjugate vector and corresponding normal vector. The modified algo
rithm employs all previously found normal vectors in the orthogonalization 
procedure, Eq. (6). Both algorithms do not include linear searches, replacing 
them by successive two steps along each conjugate direction (the preliminary 
step and the Newton-like step). Such an approach ensures significant reduc
tion in the number of gradient and function evaluations and the running time. 
The proposed orthogonalization procedure prevents the conjugate vectors set 
from degenerating. 

The proposed algorithms have been tested on various quadratic test-
functions of very large number of variables iV, up to I'OOO'OOO. They turn 
out to be superior in terms of the number of steps and the running time for 
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quadratic functions in the whole range of Â  considered, in comparison with 
the CG-algorithms, quasi-Newton method and trust-region method. In all 
the problems considered the both algorithms successfully found minima with 
very high accuracy, and the number of steps was considerably less than the 
number of variables. 

The basic algorithm is preferable at solving very large dimension prob
lems, but it is less efficient (in comparison with the modified algorithm) at 
minimization of functions with sharply changing eigenvalues. The modified 
algorithm is found to be the best at solving complicated minimization prob
lems, but in the case of limited memory allocation one would need either to 
limit the number of normal vectors used in the orthogonalization procedure 
or to restart the procedure after a certain number of iterations. 
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Abstract. We investigate the robust shortest path problem using the robust linear 
optimization methodology as proposed by Ben-Tal and Nemirovski. We discuss 
two types of uncertainty, namely, box uncertainty and ellipsoidal uncertainty. In 
case of box uncertainty, the robust counterpart is simple. It is a shortest path 
problem with the original arc lengths replaced by their upper bounds. When dealing 
with ellipsoidal uncertainty, we obtain a conic quadratic optimization problem with 
binary variables. We present an example to show that a subpath of a robust shortest 
path is not necessarily a robust shortest path. 

1 Introduction 

The shortest path problem (SPP) is one of the simplest and most well-studied 
combinatorial optimization problems. For a given network G = (V, A) with 
node set V and arc set A, an instance of the SPP is finding a directed path 
from a single node 5 to a single node t with a minimal total length, with 
respect to a given length function c : A—^ R-f. A binary optimization model 
for the shortest path problem is 

minjc^x : Ax = b,xe {0,1}-^}, (1) 

where A is the node-arc incident matrix, b is the vector in R^ with entries 
bs = 1, bt = —1 and bj = 0 for all j G V\ {s,t}, and c is the vector of arc 
lengths. It is well known that the constraint matrix ^ is a totally unimodular 
and hence we can equally consider the linear optimization problem 

mm{c^x : Ax = b,x e [0,1]*^}. 

Recently, some authors considered the SPP for the case where the arc 
lengths are not certain. The aim is then to find a so called robust shortest 

* Financial support was provided by the Royal Netherlands Academy of Arts and 
Sciences in the framework of the Scientific Programme Indonesia - Netherlands 
(SPIN). 

http://tudelft.nl
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path, i.e., a path that behaves relatively stable under all possible realizations 
of the uncertain arc lengths. For instance, when a communication network is 
used to send packages from a source to a sink, an uncertain delay time can 
occur. Treating the uncertain delay time between two nodes as an uncertain 
arc length, we obtain an uncertain SPP. 

Karasan et al. [4] and Bertsimas et al. [5] considered the uncertain shortest 
path problem. They model data uncertainty by assuming that each arc length 
belongs to an interval. We will refer to this case as box uncertainty. Karasan 
et al. define the robust path as a path with minimum deviation, i.e., the 
minimal difference between the worst case path length and the shortest path 
length for all possible realizations. A variant of this approach is proposed 
by Bertsimas et al. who assume that the uncertainty occurs only on a fixed 
number of the arcs. 

In this paper we apply the Robust Linear Optimization (RLO) method
ology as proposed by Ben-Tal and Nemirovski (see [1-3]). This methodology 
applies to general LO problem. We apply it in this paper to the SPR 

The paper is organized as follows. Section 2 briefiy introduces the theory 
of Robust Linear Optimization. Section 3 is devoted to the RSPP and gives 
an illustrative example. Conclusions can be found in Section 4. 

2 Robust Linear Optimization 

We briefly recall some definitions and some main results from [3]. Consider a 
linear optimization problem 

mm{c^x : Ax>b}, (CO) 
X 

and let U be the set of all possible realizations of {A^ 6, c). So the set U models 
the uncertainty in the data, A^b and c, of {CO). We call U the uncertainty 
set. As a consequence, we have a whole family of CO problems, for each 
(c, A^ b) G ZY, one CO problem. This family is given by 

|min{c^x : Ax>b} : (c, A,6) € u\ . (2) 

Instead we consider the so-called robust counterpart of (2), namely 

min{£ : £ > Jx.Ax - b > 0,\/{c,A,b) GU} . (3) 

The formulation (3) is a linear optimization problem with usually infinitely 
many constraints, depending on the uncertainty set U. Hence, in general this 
problem may be very hard to solve. Special cases for U make (3) computa
tional tractable. In [1], it has been shown that the robust counterpart (3) is 
equivalent to an explicit computationally tractable problem provided that U 
has a simple structure. This becomes clear from the following theorem which 
presents three examples of computational tractable uncertainty sets. 
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Theorem 1 (cf. [3]). Assume that the uncertainty setU in (2) is given as 
the affine image of a bounded set Z = {Q C R ^ , and Z is given either 

1. by a system of linear inequalities PC < p, or 
2. by a system of conic quadratic inequalities \\PiC — Pi\\2 ^ QTC ~ ^i?^ = 

1, . . . ,M, or 
3. by a system of linear matrix inequalities PQ + J2i^ d^i ^ 0-

In the cases 2 and 3 assume also that the system of constraints defining U 
is strictly feasible. Then the robust counterpart (3) of (2) is equivalent to a 
linear optimization problem in case 1, a conic quadratic problem in case 2, 
and a semidefinite problem in case 3. In all cases, the data of the resulting 
robust counterpart problem are readily given by M, N and the data specifying 
the uncertainty set. Moreover, the size of the resulting problem is polynomial 
in the size of the data specifying the uncertainty set. 

In the following we restrict ourselves to the SPP and we consider only 
box and ellipsoidal uncertainty. 

3 The Robust Shortest Path Problem (RSPP) 

3.1 Problem definition 

In case of the uncertain SPP, A and h are fixed. The uncertainty is only in 
the vector c, so U will denote the set of all possible realizations of c. Thus, 
the family of uncertain SPP's is given by 

|min{c^a: : Ax = b,x £ {Q,l]'^,c £u\ , (4) 

and the corresponding robust counterpart is 

min{^ : i > c^x, Ax = b,xe {0,1}-^, ̂ ceU}. (5) 

Using the set 
V = {x:Ax==b,xe {0,1}-^}, 

which consists of the incidence vectors of all 5 — t paths, we can reformulate 
(5) as 

r = mm{i : £> c^x.'^c G U) . (6) 

Given x eV^ the worst case length of x is given by maxc^w c^x- Hence, the 
robust counterpart admits the following description: 

t = min I 
xev [ 

maxc x>. (7) 
ceu j 

A path with worst case length £* is called a robust shortest path (RSP) 
and the problem of finding a RSP is called a robust shortest path problem 
(RSPP). 

file:////PiC
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3.2 The robust counterpart of SPP with box uncertainty 

In this subsection we assume that the uncertainty set U is a. box, i.e., U is 
defined as follows 

U = {c : l<c<u}, (8) 

where / and u are two vectors in R-^ with I < u. Now, obviously, 

maxc^o; = u^x. 
ceu 

Hence, by (7) we have 

t = min u^x, (9) 

This shows us that the robust counterpart of the uncertain SPP with box 
uncertainty is a SPP with the original arc lengths replaced by their upper 
bounds. An immediate consequence is the following result 

Theorem 2. In case of the SPP with box uncertainty set, every sub path of 
the robust shortest path is a robust shortest path. 

A special case of box uncertainty occurs when the uncertainty is relative 
to the nominal values, i.e., when the uncertainty set has the form 

U = {c : | c - c ^ | < 7 C ^ } , (10) 

for some 7 > 0. Then we have for each x eV: 

maxc^x = (1 + 7){c''fx. (11) 
ceu 

Hence, the RSP is just a (usual) shortest path (with respect to c" )̂, but its 
length is multiplied by (1 + 7). 

3.3 The robust counterpart of SPP with ellipsoidal uncertainty 

In this section we consider an ellipsoid uncertainty set centered at c"̂ , the 
vector of nominal arc lengths. We assume that U has the form 

l( = {c:c = c'' + Qw, \\w\\ < 1}, (12) 

where Q is a fixed matrix of size |*A| x p and w G R^ for some p. 
Given x G P , one may easily verify that the worst case length c^x^ c eU, 

is attained when 

Hence, denoting the worst-case length of x as ix^ we have 

4 = maxc^a; = (c^)^x + | |Q^x| | . (14) 
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This implies that (7) becomes 

r = m i n 4 = min{(c^)^:z: + ||Q^a;||}. (15) 

This can be formulated as 

m i n { 4 : ^x > {C^fx-V\\Q^X\\,AX = h,x £ {d,!}^] . (16) 

Since \\Q^x\\ < 4 - {C'Y a; is a conic quadratic constraint, this is a conic 
quadratic optimization (CQO) problem with binary variables. This becomes 
apparent if we rewrite (16) as follows 

min £T 

kll<^, 
'^x 

Q^x 

Ax = 

T 
C X 

— z • 

- b^x 

- a = 

= 0, 

€{0 , 

0, 

1}-^. (17) 

The first constraint is a conic quadratic constraint, followed by three linear 
constraints and a binary constraint. Due to the binary constraint, its solution 
requires a branch and bound scheme. An example of RSPP is presented in 
the next section. 

3.4 An example 

Consider the network of Figure 1, where the nominal arc lengths are as indi
cated. 

Fig. 1. A simple network 

Assume that Q = rl, where / is the identity matrix and r > 0, then the 
uncertainty set is given by 

U = {c : c = c"^ -\- rw, \\w\\ < 1}, r > 0. (18) 

Due to (13), for a given x € V the worst-case lengths is attained when 
w = -jj^, and according to (14) we have 

4 ( r ) = (c")^a; + r | | x | | , r > 0 . (19) 
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Table 1. All paths from vi to v^ and their worst-case lengths. 

i 
1 
2 
3 
4 
5 
6 
7 
8 

Xi 

Vl -V5 

f 1 - 1̂ 2 - 1̂ 5 

Z;i - 1̂ 3 — t'5 

f 1 — 1̂ 4 — V5 

1̂ 1 — 1̂ 2 - t;3 - 1̂ 5 

1̂ 1 — 1̂ 2 — f 4 — 'ys 

Vl — V3 — V4 - V5 

f i — ^2 — fa — 1̂ 4 — 1̂ 5 

4 , ( r ) 
7 + r 
5 + r \ /2 
6 + rA^ 
5 + r \ /2 
5 + r \ /3 
3 + \/2 + r \ / 3 
5 + r v ^ 
4 + 2r 

All paths from s = vi to t = v^ and their worst-case lengths are presented 
in Table 1. We conclude that the shortest worst case length is given by 

r (r) = min{7 + r, 5 + r \ /2,6 + rV2,5 + rVs, 3 + V^ + r \ /3,4 + 2r}. 

= min{7 + r, 5 + r \ /2 ,3 + \/2 + r \ /3,4 + 2r}. 

We see from Figure 2 that the robust shortest path length is a piecewise 
linear concave function of r with four different intervals where £* (r) depends 
linearly on r. On each interval we have a different RSP (see Table 2). 

Table 2. RSP's from vi to vs and their worst-case lengths. 

Interval 
0 < r < 1.5458 
1.5458 <r< 1.8431 
1.8431 <r< 4.8284 
r > 4.8284 

RSP's 
f 1 — t̂ 2 — f 3 — 'î 4 — t'5 

f l — 1̂ 2 — 1̂ 4 — V5 

t;i — f 2 — 1̂ 5, f l — X̂ 4 — 1̂ 5 

1̂ 1 -1^5 

4M 
44-2r 
3 + \/2 + r \ /3 
5^-r^/2 
7 + r 

We generalize the result of above example in the following theorem, where 
we introduce a scaling parameter r in the definition of the matrix Q in (12). 

Theorem 3. Let U he the ellipsoidal uncertainty set given by 

U = {c : c = c''-\- {rQ)w, \\w\\ < 1}, r > 0 (20) 

where r is a scaling parameter. Then the robust shortest path length is a 
piecewise linear concave function of r. 

Proof. For a given path x G V, the worst case length of x depends linearly 
on r: 

4 ( r ) = (c^)^a; + r IIQ^rcll , r > 0. (21) 

By (15), the robust shortest path length is a piecewise linear concave function 
of r. D 

In the next section, we use the same example as before to show that a 
subpath of a robust shortest path is not necessarily a robust shortest path. 
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Fig. 2. The piecewise linear concave function i*{r). 

3.5 Subpath of RSP's 

It is interesting to ask if a subpath of a robust shortest path is a robust 
shortest path. The answer to this question is negative. This is shown below 
by using the example of section 3.4. 

In Table 2, we see that if 0 < r < 1.5458, the subpath of the RSP 
vi — V2 — vs — V4 — v^ from V2 to V4 is 1̂2 — t̂ a — t̂ 4. The worst case length of 
this path is 2 + r \ /2 . There is one other path, namely V2 — V4, whose worst 
case length is 1 + v ^ + r. Therefore, the RSP from V2 to V4 has length 

min(2 + r \ / 2 , l + \/2 + r), 

as shown in Figure 3.a. Hence we conclude that for 0 < r < 1 the subpath 
^̂2 — 'î s — ^4 is a RSP, but if 1 < r < 1.5458 then it is not a RSP from V2 to 
V4. 

T 
„5.5L 
•s 
"5 *r 

^4 - 1 

"2 
i 4̂ > 
^ \ ^^ 

/ ^ 

y 

/ y ^ 
,y ^ ^ 

Xy^ 

y 

(a) (b) 

Fig. 3. Ixir) from V2 to V4 
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An alternative approach might be as follows. Fix the lengths of the arcs 
outside the subpath t'2 — t̂ s — V4 to their worst case value, and then find the 
shortest worst case length path from V2 to V4. 

See Figure 4. We fix C12 = C45 = 1 + § such that the perturbation vector 
w from V2 to V4 has W12 = W45 = \, Then the worst case length of t'2 - ^ 3 —1̂4 
becomes 2 + r and the worst case length V2 — V4 becomes 1 + \/2 -f - ^ . The 

l + \/2 

RSP has length 

Fig. 4. The subpaths from V2 to VA 

min(l + \ / 2 + - ^ , 2 + r), 
V2 

as shown in Figure 3.6. Hence we conclude that for 0 < r < \/2 the subpath 
V2 — V2, — V4 is a RSP, but if \/2 < r < 1.5458 then it is not a RSP from V2 to 
V4. From this example we may conclude that a subpath of a robust shortest 
path is not necessarily a robust shortest path. 

4 Conclusion 

The RSPP is simple in case of box uncertainty. It then is a SPP with all arc 
lengths at their upper bounds. In case of ellipsoidal uncertainty the RSPP 
becomes a conic quadratic problem with binary constraints. In the first case, 
subpaths of robust shortest path are itself robust shortest paths, but this 
property does not hold in the second case, where it deserves further investi
gation. 
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Abstract. In the paper a problem of finding a maximum-weight spanning con
nected subgraph with given vertex degrees is considered. The problem is MAX 
SNP-hard, because it is a generalization of a well-known Traveling Salesman Prob
lem. Approximation algorithms are constructed for deterministic and random in
stances. Performance bounds of these algorithms are presented. 

1 Introduction 

Let G(y, E) be a complete n-vertex undirected graph without loops with a 
non-negative weight function w of edges. There are known integers di {i = 
1, . . . , n ) , l < di < n. 

In [6] the problem of finding a realization of a set of integers as degrees of 
the vertices in a subgraph G' of G is formulated. (This set is called a graphical 
partition of a number p, where p = YA=:1 ^i)- ^^ ^^ ̂ ^^^^ ^^^^ ^̂ ^ every such 
realization the number p is even and d̂  < n — 1 for each i — 1 , . . . , n. These 
conditions are not sufficient. For example, a set D — (3,3,3,1) is not a 
graphical partition. A constructive criterion of realizability of a set of integers 
is implied from the following statement presented in [7]: 

Theorem 1. Let n > di > d2 > ... > dn and X^^^i di is even. Then a 
partition D = (d i , . . . ,dn) is graphical if and only if a modified partition 
D' = (ô 2 - 1,0̂ 3 - 1 , . . . , dd^+i - 1, rfdi+2, "',dn) is graphical. 

An optimization appearance of the problem was described in [2] by means 
of reduction to the problem of finding a maximum-weight matching. 

The problem of finding a maximum-weight spanning connected subgraph 
with given vertex degrees appeared in [4] and was denoted by CSS DP. De
note by W*{G) the weight of an optimal solution for an instance G of the 
problem, by WA{G) - the weight of a solution presented by approximation 
algorithm A for the same instance. 

This research was supported by the Russian Foundation for Basic Research (grant 
02-01-01153), program of supporting of leading science schools of Russia (project 
"Nauchnaya Shkola - 313.2003.1"), and INTAS (grant 00-217) 
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AA — miiiG ^w\g] is called a performance ratio of algorithm A. 
An approximation algorithm was presented in [4] for the metric case of 

CSSDP. The algorithm only worked for the case when all integers di are 
even. The performance ratio of the algorithm exceeded 1 — ^T^pjr, where d = 
min{di\i = 1 , . . . , n} . In this paper we present an approximation algorithm 
and show its performance ratios for different classes of the problem CSSDP. 

An algorithm for random instances of the problem was also presented in 
[4]. We improve the performance estimates by presenting a modification of 
the algorithm and show its asymptotical optimahty for a wider class of input 
instances. 

Different applications of the problem and its variations appeared in [1]. 

2 Approximation algorithm A' for deterministic 
instances of CSSDP 

Below we consider a complete n-vertex undirected graph G = {V, E) with
out loops with a non-negative weight functions w of edges. Integers di {i = 
1 , . . . , n), 2 < di < n are given. 

2.1 Algorithm A' description 

We propose an algorithm A' for solving CSSDP on the graph. First, it con
structs an optimal solution for a relaxation of the problem (without the re
quirement of connectivity). Then the components of connectivity are patched 
into one component that is a feasible solution for the problem. 

Stage 1. Using Gabow's algorithm [3] a spanning subgraph G" of G with 
given vertex degrees is found. 

Stage 2. Components of connectivity Ci, . . . ,C;x are found. The com
ponents are reordered so that the minimum edge of G' belongs to Ci. If 
jj. = 1 then the subgraph C is the output of algorithm A\ else the stage 3 is 
performed. 

Stage 3. For every component Q {i = l , . . . , / i ) a set Si of edges is 
formed. The set Si consists of all edges in Ci. For i > 1^ Si consists of all 
edges in Ci that do not form a component of 2-connectivity (that are not 
bridges). In every set Si an edge ê  = (ui^Vi) of minimum weight is found. 

Stage 4. Let i = 1. Put Pŷ i+i = Qi = '^i^ Pi = 'î i-
Stage 5. If w{qi,Ui^i) > w{qi,Vi^i) put Qi^i = f^+i, p^+i = Ui^i. Oth

erwise put Qi^i = Ui^i, Pi^i = Vi^i. 
Stage 6. Put i = i-i-l. lfi<juL — 1 the stage 5 is performed, else the 

stage 7 is performed. 
Stage 7. If w{qfj,-i,u^) + w{Ufj,,p^^i) > w{q^-i,v^) + w{v,j,,p^+i) put 

% = '^ix^Pix = '^ii' Otherwise put q^ = u^, p^ =v^. 
Stage 8. Edges e i , . . . , e^ are removed from C 
Stage 9. Edges (91,^2), (^2,^3), • • •, (9/i,P;u+i) are added to G\ 
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End of the algorithm A'. 
Subgraph G' is the output of algorithm A\ 

2.2 Algorithm A' analysis 

Lemma 1. Algorithm A' is finite^ deterministic and produces a feasible so
lution ofCSSDP. 

Proof. Algorithm A' is finite because the only loop of it (on stages 5-6) 
repeats for exactly ji — 2 times and fi < n. On stage 8 a set of edges is 
removed from G' that lowers the degrees of two different vertices of each 
component of connectivity by one. On stage 8 a set of edges is added to 
G' that raises the degrees of the same vertices by one. This proves that the 
degrees of the vertices are decided on stage 1, where they are made equal to 
the input values of cZi,..., (in- On stage 9 all components of connectivity are 
connected. This makes a loop between the components (or maybe a chain 
in case a bridge edge was chosen as ei). This shows that the constructed 
subgraph is connected. The proof is complete. 

Lemma 2. Algorithm A' performs in 0{n^) running time. 

Proof. The running time of the algorithm is determined on stage 1. Gabow's 
algorithm performs in 0{n^) running time. The proof is complete. 

Let G{V^E) be a complete n-vertex undirected graph without loops. A 
non-negative weight function w of edges is called metric if it satisfies the 
triangular inequality. 

Theorem 2. Algorithm A' guarantees the performance ratio for a solution 
of CSSDP such that 

where d = min{di \ i = 1,..., n}. 

Proof. Let W be the summary weight of the edges of G\ W > W*{G) 
because G' is the optimal solution for a relaxation of the problem. 

i = l i=l 

Each component of connectivity Ci has at least d -\-1 vertices. Thus it has 
at least d{d — l ) /2 edges. In case it has a bridge (more than one component 
of 2-connectivity) it has more than d{d — l ) /2 edges that are not bridges. So 
each set Si consists of at least d{d — l ) /2 edges. Edge ê  has the minimum 
weight in the set Si. 
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We conclude that 

WA'JG) ^ WA'JG) ^ 2 

W*{G) - W - d{d-^iy 

The proof is complete. 

Theorem 3. For metric CSSDP^ algorithm A' guarantees the performance 
ratio such that 

AA'>1 ^ 
d{d + iy 

where d — min{di | i = 1 , . . . , n}. 

Proof. Because of the triangular inequality and choice of vertices pi^ qi we 
get 

w{ei) < 2w{qi-i,Pi) 

for each i = 2 , . . . , / / — 1. 
Each component of connectivity Ci has at least d+1 vertices. Thus it has 

at least d{d — l ) /2 edges. In case it has a bridge (more than one component 
of 2-connectivity) it has more than d{d — l ) /2 edges that are not bridges. So 
each set Si consists of at least d{d — l ) /2 edges. 

At the same time the edge ei has the least weight of all edges in G' before 
stage 8. Thus 

w{ei) < w{efj,). 

The choice of p^, Q/J, and the triangular inequality yields 

w{e^) < w{q^-i,p^) + w{q^,p^^i), 

Recall that W is the summary weight of the edges of G'. W > W*{G) 
because G' is the optimal solution for a relaxation of the problem. We con
tinue 

i = l i = l 

M - l 

i=2 

1=2 1=1 

We conclude that 

WA'{G) ^ WA'JG) ^ ^ _ 

W*{G) - W - d{d + l)' 

The proof is complete. 
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3 Approximation algorithms for random instances of 
regular CSSDP 

In this section we consider CSSDP with random weights of edges of an 
undirected graph G and di = d2 = .., = dn = d. 

Let us use the notations presented in [5] to construct algorithms with per
formance estimates (e^, Sn)- Suppose algorithm A for solving an optimization 
problem. By F A ( / ) , F*{I) we denote the values of the objective function when 
solving an individual problem / by algorithm A and precisely respectively. 

Algorithm A has performance estimates (sn^Sn) in the class Kn of n-
dimensional maximization problems if for all n the following inequality is 
satisfied: 

P r { l - ^ > £ n } < 5 „ . 

Here Sn is called a relative error, Sn is a fault probability of algorithm A, 
Pr{ J } is the probability of a corresponding event J. 

An algorithm is called asymptotically optimal in the problem class K = 
U{Kn\n = 1,2,...} if there exist its performance estimates e^ Sn such that 
€n —^ 0, Sn —^ 0 diS n —^ OO. 

Without loss of generality suppose n = m{d — 1), where m is an integer 
number. Split the matrix Wij of size n x n into {d— 1)^ square matrices 

Wrs = {{wij) | r - l < — < r , s - l < ^ <s}, 

where 1 <r,s < d. 
We modify the algorithm A presented in [4] as follows: 
Stage 1. Find approximate solutions for the maximum Traveling Sales

man Problem TSVr on matrices Wm I < r < d using "Farthest City" 
heuristic. 

Stage 2. Find approximate solutions for the generalized maximum As
signment Problem AVrA < r < d — 1. Here a problem AVr stands for 
choosing r elements in each row 1 in each column on a block of matrices 
Wd-r-i,s^ d — r < s < d. The solution is found by selecting r maximum 
elements in each row (one by one in each column). 

Stage 3. Take the chosen elements of the matrix {wij) as the output of 
the algorithm. 

End of algorithm A, 
Note that the algorithm constructs a connected spanning regular subgraph 

G' in 0{n^) running time. 

3.1 Probabilistic analysis of algorithm A for uniform distribution 

The result of the section rehes on Petrov's theorem [8]: 
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Theorem 4. Consider independent random variables X i , . . . , X^ and let S = 
Yl^=zi ^k' Let there be positive constants ^ i , . . . ,^n and T such that 

for allO<t<T, Let U = J2k=i 9^- Then 

Pr{5 > a;} < e-^'/^c/ Q < ^ < jjj.^ 

Pr{5 > a;} < e-^^/2 a: > C/r. 

We will also need the result of the following lemma: 

Lemma 3. Let ^k be a minimum between k random variables with identical 
distribution function Pr{^ < a ; } = x , 0 < a : < l . Then for an arbitrary 
y > ^^— 2 and a sum S = YlT=i ^k of variables Ck = ^k— E /̂c5 A: = 1 , . . . , m 
the following inequality holds: 

Pr{5 >y}< e-^/2. (1) 

Proof. We need some auxiliary facts which are valid for a distribution 
function of ^k • 

(a) For each integer fc > 1, E /̂c = l/(fc + 1). 
(b) For each integer /c > 1, 

.C f̂c(fc + l). . .(fc + i)-

(c) For each t < 1, 

k-\-l - 2 

(d) For any 0 < a < 1/2, 

e < 1 + a ^ 
1 - a 

Facts (a) and (b) are used in the following conclusions: 

^-t/(A;+l) 
Egta ^ e-t/{k+i)j^^t^, < _ ^ ^̂  

- l-t/{k + l) 

Using the facts (c) and (d) we get 
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where Qk = 2{k + l)-'^. 
Let us denote the sum of all ^/c, 1 < A; < m, by U. Then 

771+1 ^ OO - 2 

z=2 1=1 

For this gk^ U, and T = 1 random variables ^k satisfy Petrov's Theorem and 
thus we conclude 

P r { 5 > y} < e-y^'^. 

The proof is complete. 
Let us describe a class /C = {ICn} of the problem with the distance 

matrix {wij), whose entries are selected independently from the segment 
[ttn, bn]^ an > 0, with the same uniform distribution function P{x) = P r{^ < 
x} of random variable ^ = {cij — cin)/{bn — cin), 0 < ^ < 1. 

2 

Theorem 5. Let y > ^— 2. Algorithm A constructs an approximate d-
regular solution of CSS DP with performance estimates en,5n for the class 
K where 

e „ = ( 2 / + ln(m + l) + ^ ) ^ ^ , 

Proof. Let Sr denote the summary weight of all edges chosen on stage 1 
for the problem TSVr- Then Sr — man + (̂ n — ^n)(l^il7 ^l '^ ^^)^ where 
^l. is a maximum between k independent random variables with identical 
distribution function P{x) = x^ 0 <x <1^ and (J" is another random variable 
with this distribution. 

Let Qr denote the summary weight of all edges chosen on stage 2 for the 
problem AVr- Then 

Qr = mran + {bn - an) ^ Cr,(m-l)r' 

i= l 

where C/c is a sum of j maximum values in a set of k independent random 
variables with identical distribution function P{x) = x, 0 < a: < 1. 

For the value of the optimal solution F*(7) we have 

F*il) < ^ . 

The value F;^(I) of the solution, obtained by algorithm A on instance / , is 
equal to 

d-l d-2 
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To get the performance estimates of the algorithm we conclude 

For 

we get 

Snmbn 2 

We use the result of Lemma 3 and get the performance estimates Sn and Sn 

2 

for y > ^^— 2, where 
Sr. ( » + ' " < " + ' ) + 5 ) ^ - * " = ' " " ' • 

The proof is complete. 

Theorem 6. Algorithm A is asymptotically optimal for the problem of find
ing d-regular solution of CSSDP for the class )C if d = o{n), 

Proof. Put y = 21n(m + l) . The previous statement guarantees performance 
estimates Cn^Sn for algorithm A where 

en= 31n(m + l) + - - — r - ^ 

Sn 

dj mhn m 

1 

m + 1 
Since d = o{n) we have m = n/{d— 1) -^ooasn—>oo. Hence we conclude 
that ^n -^ 0, 5n -^ 0 as n ^ 00. The proof is complete. 

3.2 The case of a minorizing type distribution function 

By /C° denote the class /C with the distribution function P{x) < x, 0 < a: < 1. 

Theorem 7. Algorithm A is asymptotically optimal for the problem of find
ing d-regular solution of CSSDP for the class K^ if d = o{n). 

Proof. Denote by F~ the objective value of the solution obtained by algo

rithm A for instance of the problem from /C^. 
Note that the objective obtained by algorithm ^ is a linear function of 

variables ^[^ ^[^ and ^^ from Theorem 4. Any of this variables (say ip for 
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class /C and (j) for class /C^) is a maximum of a certain number of indepen
dent random variables with the same distribution function P{x). Then for 
arbitrary y > 0 the following inequality holds: 

P r { 0 >y}> Pr{t/; > y}. 

Thus it can be shown tha t for arbitrary y >0 the following inequality is 
satisfied: 

Pr{FJ >y}> Pr{F^ > y}. 

Thus the results of Theorem 4 stand for the class /C° also, i.e. the algorithm 
A is asymptotically optimal. The proof is complete. 
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Abstract. The paper deals with a scheduUng problem on the parallel processors, 
in which the sum of values of all the jobs is maximized. The value of job is charac
terized by a stepwise non-increasing function. Establishing an order of processing 
of datagrams which are sent by multiprocessor router is a practical example of 
application of this problem. It was already proved that its single processor case is 
NP-hard, thus the problem is also NP-hard. Therefore, two pseudo-polynomial time 
algorithms for the problem with common moments of job value change and a poly
nomial time algorithm for the case with identical processing times are constructed. 
It is also constructed and experimentally tested a number of heuristic algorithms 
which solve the general version of the problem. 

1 Introduction 

The paper deals with a scheduling problem on the parallel processors, in 
which the sum of values of all the jobs is maximized and a job value is de
scribed by a non-increasing stepwise function. Establishing an order of pro
cessing of datagrams which are sent by router is an application example of 
the problem, if a multiprocessor router is given. The precise description of 
this situation (but not for multiprocessor case) is given in [2], since a single 
processor case of this problem was considered there. It was proved in the men
tioned paper, that the problem is NP-hard. Moreover, a pseudo-polynomial 
time algorithm for some special case, and a number of heuristic algorithms for 
general single-processor version of the problem, were constructed. In this pa
per, based on the results presented in [2], we construct two pseudo-polynomial 
time algorithms and some heuristics for parallel processor cases of the prob
lem. Thus, this paper is an extension of [2]. 

The remaining part of the paper is organized as follows. In the next section 
we formulate the problem and next we prove polynomially solvable cases of 
the problem. Section 4 deals with the pseudo-polynomial time algorithms 
constructed for the cases with common moments of job value change and in 
Section 5 we present and experimentally compare some heuristic algorithms 
constructed to solve the general version of the problem. Some concluding 
remarks are given in Section 6. 
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2 Problem Formulation 

353 

There are given a set of m identical processors M — { M i , . . . , Mm} and a 
set of n independent and non-preemptive jobs J = { J i , . . . , Jn}? immediately 
available for processing at time 0. Each processor can execute at the most 
one job at a time. Whereas, each job i is characterized by its processing time 
Pi > 0, its value Vi{t) dependent on the time t and the moments dij > 0, 
j = 1 . . . /c — 1 at which a change of job value occur. The model of job value 
is given by non-increasing stepwise function defined as follows 

Vi{t) 

Wii, 0 <t <dii 

'^i2, dii <t < di2 

['^iki d z/c —1 <t 

where wn > Wi2 > ... > Wik. 
Solution of the problem is represented by a set of permutations 11 = 

{TTI, . . . , TT;, . . . , TT̂ n}, whcrc TTi dcuotcs a schedule of jobs assigned to execute 
on a processor M/. Let ni denotes a number of jobs processed on Mi (then 
S!=i ^i — ̂ )- '^h^ objective is to find such an assignment of jobs to the 
processors and such a schedule of jobs on the processors 11 = {TTI, . . . ,7r^}, 
for which the sum of job values, calculated at their completion times C7r̂ (i) 
(if a job is processed on the i*^ position of the permutation TT )̂, is maximal: 

J2Yl^^iii)^^Mi)) max. 
1=1 i=l 

Therefore, using the three-field notation a | /? | 7 for scheduling problems 
[1], the problem considered in the paper is given by 

f Wii, 0 <Ci< dii 
'^12, dii <Ci < di2 

ViiCi) 

[ '^ik'> dik-i < Ci 

Y.<^^)' 

3 Polynomially Solvable Cases 

Property 1 Problem P\pi ='p\Yl'^i{'^i)y '^here Vi{Ci) are some arbitrary 
functions, can be solved optimally in 0{n^) time. 

Proof. Since pi = p, thus there exist exactly n moments ^j = [^1 * P 
{j = l , . . . , n ) , at which the jobs complete. Therefore, the problem 
P\Pi=p\'^'^i{Ci) is solved by finding an optimal assignment of the jobs 
to these moments. This amounts to formulating and solving an n x n usual 
maximization assignment problem with cost coefficients Cij = Vi{tj). It is 
known that the assignment problem can be solved in 0{n^) steps ([3]). D 
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In similar way we can solve the problem with uniform parallel processors 
Q \Pi = p\ J2'^ii^i)^ where processing time of job i executed on a processor 
/ is given as pu = p/si {si denotes a given speed of processor Mi). The 
only difference is to determine the moments t i , . . . , t ^ : for each processor M/, 
/ = 1 , . . . ,m, initialize 6/ = p/si', then for j = 1 , . . . ,n: find a processor /* 
such that bi* = min;=i,...,^{6/}, set tj := bi* and then bi* := bi* ^-p/si*. This 
operation can be done in 0 ( n log m) time ([4]), thus the problem is solvable 
also in 0{n^) steps. 

4 Pseudo-Polynomial Time Algorithms 

In this section, we present two pseudo-polynomial time algorithms solving 
two following problems: 

Viid) 

Vi{Ci) 

Wii, 0 <Ci <di 
Wi2, d\ <Ci < 6,2 
0, d2 < Ci 

Wii, 0 <Ci <di 
'Wi2, di < Ci < d2 
Wi3, d2 < Ci < ds 
Wii, da < Ci 

^ViiCi), 

^Viid). 

(1) 

(2) 

Let fj^ and t'^' denote, for both problems, sum of processing times of jobs 
completed, on the processor i, before di and between di and ^2, respectively. 
Let t'^i" denote also sum of processing times of jobs completed, on the processor 
i, between d2 and ds, only for the problem (2). Assume also, the jobs in both 
problems are numbered according to LPT rule, i.e., pi > p2 > , . . . , > Pn-
Thus, we will consider the jobs in natural order 1,2, . . . , n . For the prob
lem (1), we can observe that there are three possible choices of schedule for 
each job j (j = 1 , . . . , n) on any processor i {i = 1 , . . . , m): (i) job j com
pletes before di (then t[ increases by pj and the criterion value increases by 
Wji); (ii) job j completes after di but before ^2 (then t'^' increases by pj and 
the criterion value increases by tfj2); (hi) job j completes after ^2 (then t^, 
t^^ and the criterion value do not increase). Thus, for the problem (1) let 
Fj {{ti.ti),..., (tj^, t'J^)) denote maximum sum of job values (i.e., criterion 
value) of subproblem involving the jobs 1 , . . . , j , where the sum of processing 
times of jobs completed, on the processor i, before di and between di and ĉ 2? 
are equal to t[ and t[\ respectively (i = 1 , . . . , m). Now, we can calculate re
currently F , ( ( t i , ^ i ' ) , - - - , ( C . C ) ) for all possible (^1,^1'), • • •, ( C . C ) O-e. 
for t̂  = 0 , . . . , di and t̂ ' = 0 , . . . , d2—fi, i = 1 , . . . , m) for j = 1 , . . . , n. Hence, 
if we calculate F , {{t[,t'{),..., ( C ^ O ) for all possible {t[,t'{),..., ( C , C ) , 
then we obtain the optimal criterion value F* (as the maximum from among 
these ones). The formal description of the pseudo-polynomial time algorithm 
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(PPolynl) for the problem (1) is given as follows. 

Algorithm PPolynl 

Step 1: Renumber jobs according to LPT rule, i.e., pi >p2 > , . . . ,>Pn- Set 

^3 KKH^H)^ • • •. y^m^^m)) — I _ ^ otherwise , 

/or j = 0 , . . . , n, ^̂  = 0 , . . . , cZi and t'l == Q,.,. ,d2-t[y z = 1 , . . . , m. 
T/ien 56^ j := 1. 

Step 2: For eac/i tj = 0 , . . . , di and t̂ ' = 0 , . . . , 0̂ 2—̂ ^ fz = 1 , . . . , m^ calculate: 

Fj{it[,t'i),...,ic,a) = 

iitr>pj 

F,_i ((^'1, t ' l ' ) , . . . , («^ *<' - p . ) . • • •, ( C O ) + «^i2, . 
if t'^ > pj and t'^ < {d^ - di) + pj 

tF,_i((i'i,il'),---,(^^,in,---,(CC)) 

-(f J = ^? ^^^^ <̂̂  ̂ ^ Step 3, otherwise set j := j + 1 and repeat Step 2. 
Step 3: Find the optimal schedule by backtracking. 

max < 
l<i<m 

Property 2 The problem P X^t'i(Ci) can be 
Wii, 0 <Ci < di 

\vi{Ci) = { Wi2, di < d < d2 
0, d2 < Ci 

solved optimally in pseudo-polynomial time 0{n{did2)^) by the algorithm 
PPolynl. 

Proof. Since in Step 2 of PPolynl we check all possible choices of schedule for 
each job j , thus, we obtain all possible values of criterion. Thus, the algorithm 
finds optimal solution of the problem. Now, it is enough to calculate only a 
computational complexity of the algorithm. Since there are given n jobs and 
m processors, and we have di different values of t'^ and at most d2 different 
values of tj' (z = 1 , . . . , m), thus Step 1 and Step 2 require O (n {did2)^) oper
ations and Step 3 requires n operations. Thus, the whole algorithm PPolynl 
requires O (n {did2)^) time. D 

In the problem (2), similarly to the problem (1), there are four possible 
choices of schedule for each job j on processor i {i = 1 , . . . ,m): (i) job j 
completes before di (then t'^ increases by Pj and the criterion value increases 
by Wji); (ii) job j completes between di and 0̂2 (then t'^ increases by pj and 
the criterion value increases by it^j2); (iii) job j completes between ^2 and ^3 
(then t^'' increases by pj and the criterion value increases by Wjs)] (iv) job j 
completes after ds (then t^, t[' and t̂ " do not increase and the criterion value 
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increases by Wj4). Then we can define as i^/((^i,^i',^i') 5 • • • ? (^m'^m'^m)) 
maximum sum of values of jobs 1 , . . . , j , where the sum of processing times of 
jobs completed, on the processor i, before di, between di and 0̂2 and between 
^2 and ds are equal to t^, t'^ and t'^\ respectively (i = 1 , . . . , m). Additionally, 
7 = {71 , . . . , 7 i , . . . , 7n} is a set of jobs, in which 7̂  denotes a job scheduled 
as the first from among these ones on a processor i, which are completed 
between di and 6/2- The optimal criterion value F* we obtain by calculat
ing F^ {{tiiti,t'l),..., {t'^,'i^'-!n^'tm)) fo^ 1̂1 possible combinations of 7 (there 

Ti \ 
such combinations) and all possible {t'l^t'l^t'l') ^... ^{t'^.t'^^t'^l^) are 

m 
(t̂  = 0 , . . . ,d i , t^ ' = 0 , . . . , d2 - t^and t^" = 0 , . . . , d 3 - ( t ^ + t n , i = l , . . . , m ) . 
The formal description of the pseudo-polynomial time algorithm (PPolyn2) 
for the problem (2) is given as follows. 

Algorithm PPolyn2 

Step 1: Renumber the jobs according to LPT rule, i.e., Pi > P2 >,••• , > Pn-
(w^,2ifJA^tT=0X=P^i. 

5 e ^ F 7 ( ( t ; , t l ' , t r ) , . . . , ( C , C . C ) ) : = < i = l , . . . ,m,p^, <d2 , 
[ — 00 otherwise 

for all combinations of j and tj = 0 , 1 , . . . , d i ; t̂ ' = 0 , 1 , . . . ,min{(i2 — 
t'i,d2 - di +p^ ,} ; f^' = 0,1,... ,d3 - (t- + t'i), i = 1 , . . . ,m. Then set 
j := 1. 

Step 2: For all combinations of 7 and for each t̂  = 0 , 1 , . . . , o?i; t'/ = 0 , 1 , . . . , 
min{d2 - t[,d2 - di +p^ ,} ; ^ = 0 , 1 , . . . , 4 - (̂ - +^-0 (i = h^.-,m) 
calculate if t'l + t'C < d^ — di-\- p^. ; 

max < 
l<z<m 

if fi > pj and j ^ 7, 

^7-i((*'i,ii,*'i"). • • •. (ti,ti-Pj,tn ,..., {t'm,C,C))+wj2, 
if t<' > Pj and j 7̂  7, 

FU{{A,t'lt'i'), • • •, it!,,tfl,t!l'-pj),..., (C,C,C))+^.-3, 
if i<" > pj and t<" < (da - c(2) +Pj and j 7̂  7i 

li^;^i(w,*'i',^'i"),---,(*^c*r),---,(ccc))+t^i4 
/ / j = n, then go to Step 3, otherwise set j := j + 1 and repeat Step 2. 

Step 3: Find the optimal schedule by backtracking. 
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Property 3 The problem P Vi{Ci) 

[ Wii, 0 <Ci <di 
Wi2, di < Ci < d2 
y^iz, d2 < Ci < ds 
'^14, ds < Ci 

Z^^i(C'i) can be 

solved optimally in pseudo-polynomial time O In I j {did2ds)^ j by the 

algorithm PPolyn2. 

Proof can be done similarly to the proof of Property 2. 

5 Heuristic Algorithms for the General Case 
of the Problem 

For the general version of the problem we constructed and experimentally 
tested a number of heuristic algorithms, which deliver approximate solutions 
in sensible (i.e., polynomial) time. General scheme of the examined algorithms 
consists of the following two steps. 
Step 1: Construct initial list of jobs L by sequencing the jobs according 

to one of the following three rules: 

LI - in non-increasing order of wn; 
L2 - in non-decreasing order of p^; 
L3 - in non-decreasing order of pi/wn. 

Step 2: Take the jobs in sequence from the hst L and assign them to the 
processors, according to one of the following two rules: 

PI - put the current job to the earliest available processor; 
P2 - put the current job to the processor, on which the value of 

this job is maximal. 

Now, the algorithms can be described by giving only the rules Li and 
P j , i = 1,2,3, j = 1,2 (e.g., algorithm L2P1 puts jobs in the list L in 
non-decreasing order of Pi and then assigns jobs from this list in sequence 
to the earliest available processor). Thus, we obtain six algorithms, which 
computational complexity is equal to O(nlogn). 

The algorithms were tested for n = 9, 50, 100 and 500 jobs and for m = 2, 
4, 10 and 25 processors. 500 randomly instances were generated for each n 
and m (except n = 9 and m = 10 and 25, for which tests are pointless). 
The problem parameters were randomly generated according to the uniform 
distribution from the following intervals: pi € (0,90); Wn € [1,100); Wij G 
{O.Wij-i) for j = 2 , . . . ,/c; dij e [dij_i-MOO, o!^j_iH-200) for j = 1 , . . . ,/c and 
i = l , . . . , n . For n = 9, for each generated instance the optimal solution 
was found by explicit enumeration (let OPT denote the criterion value for 
this solution). Then, for each algorithm we calculated a performance ratio: 
{OPT/ALG — 1) • 100%, where ALG denotes an objective function value 
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obtained by the considered algorithm. For n > 9, for each generated instance 
of the considered problem the algorithm which gave a solution with the largest 
criterion value was found. Let ABEST denote the largest criterion value. Then, 
the following performance ratio {ABEST/ALG — 1) • 100% was calculated for 
the other algorithms. The average values of the performances defined above, 
obtained for all 500 generated instances of the problem, with a given n and 
m, are shown in Table 1. 

Table 1. Average performance ratios for the considered algorithms 

n 

9 
50 

100 
500 

9 
50 

100 
500 

50 
100 
500 

50 
100 
500 

L l P l 

5.74 
34.76 
49.73 

159.66 

0.89 
18.19 
39.62 

156.19 

6.17 
19.99 
63.77 

0.22 
6.77 

36.16 

L2P1 

6.51 
22.58 
19.79 
19.37 

1.89 
20.16 
18.72 
28.16 

21.03 
22.09 
26.45 

0.91 
10.41 
23.29 

L3P1 

m = 

5.03 
8.17 
7.86 

12.85 

m = 

0.66 
11.12 
11.82 
11.96 

m = 

5.16 
12.47 
12.08 

m = 

0.20 
7.09 

12.05 

L1P2 

= 2 

2.68 
33.16 
43.71 

137.33 

= 4 

0.03 
8.69 

23.47 
130.55 

10 

0.26 
5.88 

43.42 

25 

0.00 
0.07 
18.19 

L2P2 

5.38 
13.26 
13.73 
13.68 

1.23 
12.45 
9.16 

17.27 

10.63 
11.97 
14.75 

0.00 
3.71 

11.06 

L3P2 

2.46 
3.09 
4.98 
6.93 

0.41 
0.12 
4.45 
2.25 

0.32 
0.27 
0.98 

0.00 
0.19 

0.36 

It is worth noticing at first that, for n = 9 jobs, all algorithms deliver 
solutions very close to the optimum (generally up to 6 percent worse than 
optimal ones, but often even 1 percent or less). Moreover, constructing list of 
jobs in non-decreasing order of Pi/wn (rule LS) gives better solutions than 
two other methods (i.e., LI and L2). Similarly, it is better to put the jobs 
to the processors, on which the value of these jobs are maximal (rule P2) 
than to the earliest available processors (rule P I ) . Thus, as you can see in 
the tabel above, the best method is L3P2. It is easy to notice also that the 
algorithms dehver better solutions if there are given more processors. 
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6 Conclusions 

In this paper, we considered a problem of scheduling jobs on parallel proces
sors in order to maximize the sum of job values. The job value is characterized 
by a stepwise non-increasing function. The problem is NP-hard since its sin
gle processor case is proved to be NP-hard. Thus, it is highly unlikely to 
construct an optimal algorithm solving the considered problem in polyno
mial time. Hence, based on the results obtained for single processor case, we 
constructed two pseudo-polynomial time algorithms for the problems with 
two and three common moments of job value change and also a number of 
heuristic algorithms for the general version of the problem. The computa
tional complexity of the pseudo-polynomial time algorithms is O (n (0̂ 16̂ 2)"̂ ) 

and O ( n ( ) (^1(^2^3)'^ 1 (where d ,̂ i G {1,2,3}, denote the moments of 

job value change). As you can see, the problem with two moments of job value 
change is significantly easier to solve than the problem with three moments. 
However, the both algorithms are more efficient for the instances with small 
number of processors (m) and for small values of di. For the general version 
of the problem we constructed six algorithms with computational complexity 
equal to 0 ( n log n), which derive the solutions up to 6 percent worse than 
the optimal ones. 
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The Prize Collecting Connected Subgraph 
Problem - A New NP-Hard Problem arising in 
Snow Removal Routing 

P O Lindbergh and Gholamreza Razmara^ 

Linkoping University, Linkoping, SE-58183, Sweden 

Abstract. We consider a new NP-hard optimization problem, the Prize Collecting 
Connected Subgraph Problem, which appears as a subproblem in routing of snow 
plows during snow fall. In this problem we have a set of edges in an undirected 
network, with edge costs and edge times. Moreover there is a time budget. The 
problem is to find a connected subset (corresponding to a snowplow tour) of minimal 
cost subject to the budget constraint. This problem can be modeled using flow 
constraints or introducing valid inequalities. We exemplify computations for the 
classical Sioux Falls Network 

1 Introduction 

In an undirected network Q = (AT, 5) with edge costs Ce, nonnegative (i.e. 
expenditures) or positive (i.e. incomes), and edge times te, the Prize Collect
ing Connected Subgraph Problem (PCCSP) is to find to find the connected 
subgraph that maximizes income minus expenditures subject to a time bud
get. This problem arises as a column generation subproblem in periodic snow 
removal routing problems, [4]. 
In this paper we introduce and study the PCCSP. In particular we show that 
it is NP-hard, by reducing the Prize Collecting Steiner Tree Problem to it. We 
give various formulations of the PCCSP, based on flow constraints or valid 
inequalities. We further suggest a computational procedure for its solution, 
and demonstrate it on the Sioux Falls network. 
The terminology in the Prize Collecting (PC) area is not very standardized. 
As to PC Steiner Trees (e.g [3] and the references therein) it is not customary 
to introduce a budget constraint. For PC TSPs though it seems customary to 
have some buget/minimal income constraint. Feillet et al [1] term the budget-
free PC TSP a profitable tour problem, and suggest a terminology for this 
class of problems. In this terminology the PCCSP would be something like 
the Profitable Connected Subgraph Problem with One Additional Constraint. 

2 Background: Snow Removal Routing under Snowfall 

Suppose we are given a directed network Q = (A/', A) with arcs a e A cor
responding to road segments to be plowed by snow clearing vehicles. For the 
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case during (a long) snowfall, we want to design a set of cyclic snow clearing 
routes that can be run perpetually during the snowfall, and that cover all arcs 
in v4p, the set of arcs to be plowed. To avoid plowing too often, some arcs in 
some routes may be used for transport. Further, the arcs in Ap have minimal 
time spans t^ between successive plowings, smaller for more important arcs 
(i.e. road segments). 
To be more specific, associate with all arcs plowing costs c^ and times t^ 
as well as transportation costs c j and times t^. To streamline the model we 
will duplicate each arc into one plowing arc and one transportation arc, with 
corresponding costs and times Ca and ta-
Let a route r be a directed cyclic path in the network, and let the duration of 
r be tr =df SoG^^o and its cost Cr =df SOG.4 «̂* ^^ ^^ consistent with the 
minimal time spans, each route will be assigned a period pr G T = {ia}aeAy 
which is how often it is repeated. To be feasible the route must fulfill on the 
one hand tr <Pri and on the other hand ta>Pr^'^o,^T. 
Let % be the set of feasible routes and let Aar = 1 if a is plowed in r, and 
0 else. Then the problem to find the minimal cost set of routes covering all 
arcs can be stated as 

(P){mina , X]rG7^ ^^^^ •̂̂ - i^ren ^ar^r > 1, « € Ap\ Xr G { 0 , l},r ETZ 

Remark. We have used a set covering rather than a set partitioning formula
tion, since if an arc is covered twice, say, one of the plowings can be changed 
into a transport, giving a cheaper route. 
Since IZ typically is too large to be enumerated efficiently, we will have to use 
column generation. To this end, let the rows in (P) get multipliers A. (For 
notational simplicity we let transport arcs have AQ = 0.) Thus the reduced 
cost for route r is Ĉ  = Ĉ  - Y^a'^arK = Y^aer^a - Haer^a = Yaer^a, 
where Ca = Ca — Ao is the reduced cost of a. Thus we have the following 

Column Generation Subproblem: 
(PCG) Find feasible cychc route with minimal reduced cost Cr =df Yaer ^a-

3 Subproblems as PCCSPs 

In practical operations, all road segments are cleared by the same vehicle 
in both directions. Thus, we will assume the same. To further simplify the 
subproblem, we will assume that the same is true also about transports. 
Assumption 1. In any route, all road segments plowed or used as transport, 
are plowed or transported in both directions. 
Remark. These assumptions lead to an essentially undirected network. In 
practice there are small one-way segments. These have to be modeled by 
undirected edges. The ensuing errors can be made small, though, [4]. These 
simplifications, however, allow more efficient solution of the simplified sub-
problems below. 
The simplifications just made allow simple representation of cyclic routes. 
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Lemma 1. Under Assumption 1, cyclic routes correspond one-to-one to con
nected subgraphs in the undirected network. 
Proof. This and other proofs are omitted for space reason. • 
Remark. Strictly speaking, Assumption 1 allows for "silly" routes, e.g. using 
the same edge for transport twice in each direction. The one-to-one correspon-
dance of the lemma, however, concerns non silly routes, where edges are used 
for transport at most once in each direction (and of course are plowed at 
most once also) 
Corollary. We may assume that each route plows each edge at most once 
and uses it for transport at most once in each direction. 

4 Modeling the Subproblems 

As seen in the previous section the column generation subproblem can be 
stated as a problem in an undirected network Q = (AT, f ) , where each edge 
e G £ corresponds to two directed arcs in the directed network. In the sub-
problem the "reduced costs" Co of the arcs are fixed. Thus, let the edge cost 
Ce and the edge time te of e be the sum of the reduced costs and times, 
respectively, of the arcs corresponding to e. Let the minimal time spans t^ 
be equal to those of the arcs (assumed equal). Thus the column generation 
subproblem is 
{PCCSP) Find a connected subgraph <S minimizing the cost cs —df Yl,ees ê 
subject to the time budget ts =df SeG<s ̂ ^ ^ P-
Here p is the period of the route we are going to generate. (We will tacitly as
sume that when we generate a route of period p, then only edges with t^ > p 
will be eligible.) 
Generating columns it is more convenient to solve the rooted version {PCCSPr) 
of PCCSP, where a fixed edge Cfix has to belong to S. 

(PCCSPr) min cs =d/ ^ Ce (1) 
^^^ ees 

S connected 

ees 

^fix ^ S 

In what follows, modeling and solution techniques are given for PCCSPr 
unless otherwise stated. There are several ways to state PCCSPr as a math
ematical programming problem. The most straightforward probably is by 
introducing single commodity flows to enforce connectedness. 
Let Xe = 1 if e is in 5 and 0 else. Hence, if Xg > 0, e needs to be connected to 
Cfix. Therefore, for each edge e in 5 we send the amount Xe of flow from Cfix 
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to e, assuming edges have capacities XQ. TO this end introduce an arbitrary 
direction for each e, and let fe be the flow in that direction. Let Se and de 
be start and end nodes of e, for this orientation, and Fn = {e £ £\se = n} 
and Bn = {e G £\de = n}^ the corresponding forward and backward stars. 
We further locate the demand of e to its start node Se- Let the support of 
re G 7?.̂  be Sx =df {^ ^ £\^e ¥" 0}^ ^^^ 1̂ ^ ^^ = {^e)ees with ôg = 1 if e G iS 
and 0 else, be the indicator vector of S. 
In solving (PCCSPr) we will use LP relaxations. The straightforward single-
commodity formulation will cause the corresponding bounds to be quite weak, 
and the LP solutions to be quite fractional. For this reason we will use the 
following non-simultaneous multi-terminal flow formulation. For each edge e 
we introduce a single commodity flow /^ with demand Xg, from Cfix to e. 
These flows all (non-simultaneously) use the edges e of capacities x^ 

(PMTF) m inV ' c , 

eeFr, eeBr, [ 0 othcrwisc 

^e — Je — ^^ 

Lemma 3. x solves (PMTF) if and only if *Sa; solves {PCCSPr)- • 
{PMTF) gives better bounds and less fractional LP solutions than the single 
commodity formulation. It might, however, be quite cumbersome to solve. 
Therefore we will consider a 3̂ ^̂  formulation. 
For two sets of nodes, A* and 3 ,̂ we let (A',3^) =df {e G £\se G A',c?e G 3̂  
or Se e y^de E X] be the set of edges between X and 3 .̂ Further we let X 
denote the complement J\f\X oi X. k cutset (or more commonly just a cut) 
is a set of the form {X,X^. We say that the cutset separates the edges e and 
e if e G {X, X) and e G {X,X), or vice versa. We further let C*^*(e, e) denote 
the set of all cutsets separating e and e. 
Let ^ be a subset of {0,1}^. An inequality a'^x < P is a. valid inequality for X 
if it is satisfied by all x G A*. If {P) is an optimization problem with feasible 
set F in {0,1}^, then a vahd inequality for (P) is one for F. Let X^ =df {x G 
{0, l} |̂*Sa; connected} be the set of indicator vectors of connected subgraphs 
of Q, and X!^ the corresponding set for subgraphs rooted in Cfix-
Lemma 4. For any pair of edges e, e G f, and any cutset C G C*°*(e, e) 

Y^Xe>Xe-\-Xi-l (3) 
eec 
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is a valid inequality for A*̂  (and a fortiori for PCCSP). • 
Corollary. For any edge e G £̂ , and any cutset C G C^^^{efix, e), 

Y^Xe>Xe (4) 
eGC 

is a valid inequality for A^!^ (and a fortiori for PCCSPr). • 
Let us denote the inequality (4) by ^^{C^e). In fact the inequalities (3) are 
not only vaHd for A:*̂ , they describe A'^: 
Proposition 1. X^ is equal to 

{x e {0, iy\x satisfies (3) Ve, ee£,\fCe C*^*(e, e)}. • 
Corollary. A!̂  is equal to 

{x e {0, iy\x satisfies C^(C,e) Ve 7̂  e/̂ o;, VC € C*^*(e/i^,e)}. • 
In view of this Corollary PCCSPr can be stated 

(Pyi) nnn^CeXe (5) 

^Xe>Xe ee£\{efix},CeC^''\efix,e) 

X 

eec 
:CeG{0,l} 

5 NP-hardness of PCCSP 

A special case of PCCSP is the pure or budget-free version. This can be 
viewed as a version where p is so large that the budget never is restraining. 
We prove the NP-hardness of PCCSP by showing that the Prize Collecting 
Steiner Tree Problem, PCSTP, can be reduced to a pure PCCSP. 
In the PCSTP we have edge costs Cg > 0 and node penalties TT̂  > 0. 
The problem is to find a tree T minimizing the sum of the edge costs in T 
plus the sum of the penalties of the nodes not in T. The NP hardness of 
PCSTP follows e.g. from that it can emulate the STP, which is known to 
be NP-hard. Thus let there be given a graph Q = {Af,£) with edge costs 
and node penalties, and consider the PCSTP in Q. To model the PCSTP 
by a PCCSP, we enlarge Q by introducing for each n G A/* a new node 
n' G A/*', and a new edge Cn G £' between n and n' of cost Cê  = —TTn-
We claim that the PCSTP can be solved by solving the (pure) PCCSP in 
g' = {AfuAf\£u£'). 
Proposition 2. The PCCSP is NP-hard. • 

6 Solving the PCCSP 

We will solve PCCSP by first solving the LP relaxation of {Pyi) and then 
use Branch&Bound or heuristics. {Pyi) has an exponential number of con
straints, since the number of cutsets (A*, A*) is 0(2'-^l) and for each of these 
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we have 0(|w4|) choices of edges in the vahd inequahty (4). Therefore, we 
will generate these valid inequalities, called cuts in this section, as needed. 
In choosing cuts we take some advice from [3]. According to their experi
ence, one should try to generate several violated cuts (in their case subtour 
elimination constraints) at the same time. Moreover these cuts should be in
dependent, i.e. have disjoint sets of edges. Further they found that simple a 
priori cuts can be very effective. We will try to use both these experiences. 

Independent inequalities 
Each of the cuts (3) or (4) can be viewed as a max-flow min-cut inequality 
for one commodity in the multi-terminal flow formulation {PMTF)- Gomory 
and Hu [2] show how to determine all min-cuts in such a situation, by solving 
IJVI — 1 max-flow problems. Since we do not have a code to generate all min-
cuts, we will use standard max-flow min-cut computations to flnd violated 
cuts or verify that none exists. 
Let {P.Yi) be the relaxation of (Pyi) where we have generated a subset of 
the cuts, and let {LP_yj) be the LP relaxation of (P^ / ) . Let x be the optimal 
solution to (LPyj). For a given e ^ £ (typically with ^e > 0), let ( P ^ ^ ) 
be the problem to send maximal flow from Cfix to e, assuming the edges has 
capacities XQ. 

{P^/) m ^ F (6) 

eeBn [̂  0 otherwise 

We then have the rather obvious result. 
Proposition 3. Let x be the optimal solution to (LPyj), and let F^ be the 
maximal flow F in (Pj^^) and C the corresponding min-cut. 
If Fe < Xe , then the cut C"^{C^ e) is violated by x. 
If Fe > Xe ^ then all cuts ^^{C.e) for cutsets C separating efix and e are 
satisfied by x. • 
In view of this proposition we will term the cuts ^^{C^ e) max-flow cuts, 
Corollary. If Fg > Xe for all e with x^. > 0, then there is no violated cut for 
X, whence x is an optimal solution to {LPyj). 
Remark. When Sx is not connected, violated cuts can of course be identified 
more simply, by identifying the components of Sx through labeling. This is 
preferably done starting from components not containing Cfix-, in this way 
yielding more independent cuts. (In a similar way max-flow cuts can be gen
erated from edges e with ô e > 0.) 
A Priori Cuts 
To speed up the cut generation, we will in the beginning of the process add 
some simple a priori cuts: 
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1. For each edge e with Cg < 0, we adjoin the cut C'^{C^ e), where C = (A*, X) 
with X = {seyde}. 
2. For each edge e with Ce > 0, we adjoin the cuts C^(C,e), where C = 
(A', X)\e with A' = {sg} or { 4 } . 

Solution Procedure 

The procedure for solving PCCSPr can now be summarized as follows. 
1. Let (LPyj) be the version with only a priori cuts and let x be its solution. 
2. While Sx is not connected identify violated cuts by labeling, adjoin them 
to (LPyj) and let x be the new solution. 
3. While there are violated max-flow cuts, adjoin them to {LP_yj) and let x 
be the new solution. 
4. We have now solved {LPyj), the LP relaxation of (Pv/). Solve {Pvi) using 
this information using exact or heuristic methods. 
Note that if we branch on the Xe variables, when we solve {Pyi) by Branch-
and-Bound, the candidate problems will be problems of the same type. 

7 Computat ional Exemplification 

For space reasons we hmit our experiments to the rather small Sioux Falls 
(SF) network with 24 nodes and 38 edges, classical in Traffic Assignment. In 
[4] results are given for the larger real world Eskilstuna network. 
In figure INW (North West) we display the SF network, where the fixed edge 
is (14,23). The numbers at the fat edges are the nonzero Xe values of the first 
LP solution for a given problem instance. Note that all Xe are 0 or 1, due to 
that the budget is not binding. We also display the first cuts (dashed), found 
by repeated connectivity labeling from the components of Sx- (These cuts 
could also have been found by one application of the Gomory-Hu procedure.) 
Figure INE displays the situation after the introduction of the cuts in Fig. 
INW. Here dashed edges are transport edges. Note that we have fractional 
Xg-values since the budget is now binding. Now Sx is connected, and we add 
max-fiow cuts, displayed. 
In Fig. ISW we display the final LP solution (after the introduction of the 
cuts in Fig. INE). Now no max-fiow cuts are violated, and we have the 
optimal solution to LPyj. The heuristic integer solution is given in Fig. ISE 
(achieved e.g. by forcing X(i4 î5) to 1.) 
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Fig. 1. LP solutions, cuts, and integer solution. 
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Abstract 

This paper presents a Less Flexibility First (LFF) based algorithm for solving 
container loading problems in which boxes of given sizes are to be packed into a 
single container. The objective is to maximize volume utilization. LFF, firstly 
introduced in [An effective quasi-human heuristic for solving the rectangle pack
ing problem, European Journal of Operations Research 141 (2002) 341], is an ef
fective deterministic heuristic applied to 2D packing problems and generated up 
to 99% packing densities. Its usage is now extended to the container loading 
problem. Objects are packed according to their flexibilities. Less flexible objects 
are packed to less flexible positions of the container. Pseudo-packing procedures 
enable improvements on volume utilization. Encouraging packing results with up 
to 93% volume utilization are obtained in experiments running on benchmark 
cases from other authors. 

1. Introduction 

Profit is a major concern in running business. One way to maximize profit is to 
minimize the cost. Transportation costs may greatly affect the overall costs. Ef
fective management of transportation by maximizing the utilization of containers 
can contribute to an obvious reduction of costs. Various algorithms for container 
loading address this problem. A good algorithm can achieve high volume utiliza
tion of containers and in turn reduce the number of containers being used. 

Many researchers have studied several variants of this problem. Classification 
of 3D packing problems can be done by types of boxes and by objective. The 
former classifies the problem into three types. In homogeneous cases, a single 
type of boxes (all with the same dimensions) is to be packed. A weakly hetero
geneous box set refers to a few number of box types with a lot of individual boxes 
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in each type. A strongly heterogeneous box set refers to a large number of box 
types with a few individual boxes in each type [1]. For objective classification, 
strip packing, bin packing and knapsack loading [6] are considered. The empha
sis of this paper is on knapsack loading which is usually applied to the loading of 
cargoes into a container. 

In knapsack loading problem, boxes are to be packed into a single container 
with fixed dimensions. A subset of these boxes is packed in an arrangement 
which maximizes a pre-defined profit. Some boxes can be left unpacked. When 
the profit is set to be the utilized volume, the objective will be minimization of 
wasted space. Volume utilization is calculated by: Volume of occupied space I 
Total volume of the container {VQ/ Vt). Given a set ofn rectangular-shaped boxes 
{b], b2, bs, ... , b„}, with known dimensions // x hj x dj for the f^ box, and a single 
rectangular-shaped container B with fixed dimensions Lx Hx D, a subset of the 
boxes should be packed without violating the following criteria: 

• All edges of the packed boxes should be parallel to the container edges. 
• No overlapping of boxes is allowed, 
• All packed boxes must be completely stowed inside the container 
• Orientation Constraint: Orientation defines horizontal or vertical place

ment of the box's surfaces. Orientation constraints states which sides of 
the box cannot be placed vertically. This restricts the rotation of the box 
and reduces the number of possible packing positions. 

• Stability Constraint: Stability constraints require every packed box to be 
supported in a stable and balanced manner. Support can be provided by 
other packed boxes or by filling all empty space with foam rubber [6]. The 
former should ensure that Area supported by underneath layer I Total base 
area >= a predefined value. The latter method saves time for computing the 
area ratio and increases the number of possible packing positions. As the 
volume utilization is quite high, the space to be filled is not much. This ap
proach is practical and is adopted in this paper for handling stability con
straints. 

Container loading problem is proven to be NP-hard [2]. No existing algo
rithms are able to give optimal solutions in polynomial time. Heuristics are 
mostly adopted in this kind of problems. Several heuristics using layering ap
proach are developed. The advantage is mainly on balancing of load inside the 
container. [5] presents several ranking rules for selection of the most promising 
layer depths. [1] introduces a hybrid genetic algorithm based on layering. Ge
netic algorithms on non-layering methods are presented in [7]. Other methods in
clude an integer programming model [4] and a parallel tabu search algorithm 
which increases diversity by exchanging local solutions [2]. 

We present a Less Flexibility First algorithm for this problem. Boxes are 
packed according to their flexibilities. Less flexible boxes are packed to the less 
flexible position of the container. By a series of pseudo-packing and greedy-
packing process, a box is always packed to a position with the highest Fitness 
Cost Function Value (FFV). Final packing result is promising. 
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This paper is organized as follows. Section 2 describes the LFF principle. 
Section 3 presents the implementation of LFF on knapsack loading. Section 4 
shows some experimental results on benchmark cases. Section 5 concludes this 
paper. 

2. Rules of the Less Flexibility First Principle (LFFP) 

2.1 Flexibility and Comers 

The core idea of LFF algorithm is the concept of flexibility. The order of packing 
is determined by the flexibility of container space and flexibility of boxes. 

• Flexibility of empty space follows this order: flexibility of a comer < flexi
bility of a side < flexibility of a central void area. This order is determined 
according to the freedom of move, i.e. the number of valid movements. In 
Fig. 1, black arrows show valid movements. Dashed arrows indicate invalid 
movements after which the packed object will change its original situation 
(e.g., an object at a comer leaves the comer). 

** 4 

ohj^ti 

K 4 

^j«ct 

X 

yJL~/ 
^ object —p-

^ 1 '̂  

Fig. 1. Flexibility of a corner, a side and centre void area 

Flexibility of boxes depends on size and shape. Fig. 2 shows that there 
are fewer positions to accommodate a larger box. The smaller box Y can 
be packed into I, II or III while the bigger box X can only be packed into 
II. 

Fig. 2. Flexibility of boxes (Top view in 2D) 

In the original LFF [12], the longest sides of the objects are compared to 
measure flexibility. In 3D LFF, the lengths of three sides are considered. For 
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two boxes bi and 62 with dimensions 100m x 80m x 30m and 90m x 70m x 60m 
respectively, if the longest side is used to determine flexibility, bi is less flexible. 
In fact, its shortest side is 30m while that of Z?2 is 60m. Without orientation con
straint, it is possible for bj to be packed to a narrow gaps of width less than 60m, 
but not for ^2- In most cases, the shortest sides contribute more to the flexibility 
than the longest. However, when the difference between shortest sides of two 
boxes is little, we should take the longest side into account. 

Orientation constraint is another factor affecting flexibility. For two boxes of 
same dimensions, bi with orientation constraints and 62 without orientation con
straints, 62 is obviously more flexible. 

The top view of a comer C is shown in Fig.3. Draw a cross on the comer point 
to form four regions I, II, II and IV. The shaded regions are occupied by packed 
boxes while the white region is empty space. A comer must: 

• have any three out of the four regions occupied by other boxes (or the 
boundary of the container). Four types of comers are shown. 

• be in touch with the container base/top or lower/upper surface of another 
box 

• be bounded by other three boxes in shaded regions in the /^e/g//^dimension. 

Fig. 3. Four different comers (Top-view) 

2.2 The Less Flexible Principle (LFFP) 

Chinese masons who perform packing task using the mle "Golden are the cor
ners; silvery are the sides, and strawy are the voids". That means empty comers 
should be filled first, which is followed by boundary sides and void areas come 
last. We derived our LFFP from this ancient packing strategy. It is thus regarded 
as quasi-human heuristic [12]. Comers are defined as the least flexible space for 
packing while larger boxes are less flexible boxes. LFFP packs less flexible 
boxes to the less flexible empty space. In other words, large boxes are packed 
first to the empty comers. Packing in a void area should be avoided as this cre
ates empty space surrounding the packed box bp. Such space may not be large 
enough for accommodating other boxes in later stages, bp becomes an obstacle in 
this case. 

There are comers in any packing configuration unless 100% volume utiliza
tion is achieved. In LFF, comers are the only candidates of space for packing a 
box. A packed box must occupy at least one comer in the packing configuration. 
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3. Implementation of LFF in Container Loading Problems 

3.1 Generation of Comer Occupying Packing IVIove (COPIUI) 

There can be more than one candidate comers for an unpacked box. The repre
sentation of a packing relationship between a box and a comer is defined as a 
comer occupying packing move (COPM), in the form of a tuple: <longest side, 
medium side, shortest side, orientation, Xj, yj, zi> where longest side, medium 
side and shortest side are the dimensions of the box being packed. Orientation 
states which sides of the box are placed along x, y and z-dimensions. It can be set 
to 0-5 (0 and 1 with shortest side placed vertically; 2 and 3 with medium side 
placed vertically; 4 and 5 with longest side placed vertically). Xj, yj, zi are the 
coordinates of the box's lower-front-left comer in a 3D coordinate system repre
senting the container. 

Given a current packing configuration in which all boxes are packed at fixed 
locations, the first step of LFF algorithm is to generate a COPM list representing 
all valid candidate packing positions for all unpacked boxes. When packing a 
box to a comer, without orientation constraints, six orientations are possible. For 
a packing configuration with six comers, a maximum of 6 x 6 = 36 COPMs can 
be generated. This COPM list is sorted in ascending order of flexibility in the way 
discussed in Section 2. As this list is processed from top to bottom, less flexible 
boxes are packed first, which obeys the principle of LFF. 

For a box bo with dimensions 14m x 8m x 6m, orientation constraint states that 
the 14m side cannot be place vertically. The COPM at comer (0, 0, 0) will be 
<14, 8, 6, orU 0, 0, 0> where ori = 0, 1, 2 or 3 {ori = 4 or 5 are invalid). COPMs 
at other comers are generated in the same manner. 

3.2 Pseudo-Packing and the Greedy Approach 

Each COPM for an unpacked box is then evaluated to choose the best as the final 
packing position. COPMs that cause overlapping of adjacent boxes or exceeding 
container boundary are deleted before evaluation takes place. 

"Pseudo-Packing" means placing a box temporarily to a location specified by a 
COPM. In each pseudo-packing process, the least flexible unpacked box bf is 
pseudo-packed to one COPM in the list. A Fitness Cost Function Value (FFV) is 
associated with every COPM of fe, for assessing the suitability of that COPM. 
The boxes left unpacked are "pseudo-packed" to the first available comer in the 
current packing configuration greedily, without violating the five criteria stated in 
Section 1, until no valid comers can be found for any of the unpacked boxes. The 
volume utilization {Vo / V^) is the FFV of that COPM of 6/. Then all "pseudo-
packed" boxes, including fc/, are removed from the container and pseudo-packing 
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continues to evaluate other COPMs of Z?,. An example is illustrated in Section 
3.3. 

3.3 Update of Corner List 

Coordinates of comers are stored in a list for generation of COPMs. After 
"pseudo-packing" a box, at least one existing comer is occupied and some new 
comers are produced. The comer list must be updated before pseudo-packing the 
remaining boxes. Occupied comers are deleted while new comers are inserted. 

Three boxes bo, 14m x 8m x 6m; Z?/, 12m x 6m x 5m and h2, 9m x 9m x 4m are 
being packed into a container 20m x 15m x 10m. Some COPMs of bo is listed in 
Section 3.1. The FFV of COPM <14, 8, 6, 0, 0, 0, 0> is calculated by pseudo-
packing bo at (0, 0, 0) with 14m side along x-dimension, 8m along ;;-dimension 
and 6m along z-dimension^ Comer at (0, 0, 0) is deleted from comer list. Cor
ners at (14, 0, 0), (0, 8, 0) and (0, 0, 6) are inserted, bi can neither be packed at 
(0, 0, 6) nor (0, 0, 10). The first available comer for pseudo-packing bj greedily 
without overlapping is (0, 8, 0). New corners are (0, 8, 5), (0, 15, 5), (12, 8, 0) 
and (12, 15, 0). Fig. 4 shows the packing configuration. 

(0.15JO) (20,15,10) 

(0,0,10) 

Fig. 4. Packing configuration after bo and bi are pseudo-packed (all corners are shown) 

If there is no orientation constraints for b2, it can be placed at (0, 0, 6) with 4m 
side along z-dimension. FFV is total volume of bo, bj and b2. All boxes are then 
removed, bo is pseudo-packed to another COPM till all COPMs are evaluated. 

^ ^-dimension refers to the length of the container, y-dimension refers to the height of the 
container, z-dimension refers to the depth of the container 
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3.4 Real-Packing 

After all COPMs of a box are evaluated, the box will be "real-pack" to the COPM 

with the highest FFV. The comer list is updated and the COPMs of the next un

packed box will undergo pseudo-packing. The process continues until no boxes 

can be packed to any comers. The LFF algorithm is shown in Fig. 5. 

LFF algorithm for container loading: 
Starting with a empty container 
1. Based on the current packing configuration, find all possible COPMs for each unpacked 

box; represent each COPM by a tuple <longest side, medium side, shortest side, orientation, 
xi, yj, zj>. 

2. Sort all of these tuples according to their flexibility. 
3. For each candidate COPM, do 3.1 to 3.3 to find its fitness function value (FFV). 

3.1 Pseudo-pack this COPM. 
3.2 Pseudo-pack all the remaining boxes based on the current COPM list and with a 

greedy approach, until no more COPM can be packed. 
3.3 Calculate FFV of this candidate COPM as the occupied volume. 

Note: Before the pseudo-packing for the next candidate COPM is evaluated, the previously 
pseudo-packed COPMs must be removed. 

4. Pick the candidate COPM with the highest FFV and really pack the corresponding box ac
cording to the COPM. The comer list is undated for later nackinc nrocedures. 

Fig. 5 LFF algorithm for container loading problems 

4. Experimental Results 

Benchmarks from Bischoff and Ratcliff [8] and Loh and Nee [11] are used. 

Test case (no. of box types, 
mean no. of boxes per type) 

BR1(3, 50.1) 
BR2 (5, 27.3) 
BR3 (8, 16.8) 
BR4 (10, 13.3) 
BR5(12, 11.1) 
BR6(15, 8.8) 
BR7 (20, 6.5) 

Average 

Average volume utiliza
tion (%) achieved by LFF 

87.19 
88.02 
88.37 
88.07 
88.05 
88.15 
87.62 
87.92 

Best volume utilization 
(%) achieved by LFF 

93.42 
93.92 
93.84 
92.45 
92.09 
92.43 
90.90 
92.72 

Table 1 Numerical results obtained by LFF on 700 problems of Bischoff and Ratcliff 

In Bischoff and Ratcliff test cases, there are seven sets with 100 individual 

cases in each set. The average volume utilization of the seven sets is 87.92%. 

The best volume utilization in every set is over 90%. It is very satisfactory. The 

heterogeneity increases from BRl to BR7. The average volume utilization for 

weakly heterogeneous set BRl is slightly lower than that of strongly heterogene-
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ous ones but the difference is very small. This shows that the performance of 
LFF is stable for all kinds of cases. 

Test cases 

Mean Vol. Util.(%) 

Ngoi 
et.al. 
[3] 

69.0 

Bischoff 
et al. [9] 

69.5 

Bischoff 
and 

Ratcliff 
[8] 

68.6 

Gehring 
and 

Bordfeldt 
[10] 
70.0 

Bortfeldt 
and 

Gehring 
[1] 

70.1 

LFF 

70.1 

Table2 Numerical results obtained by six algorithms on 15 problems of Loh and Nee 

Table 2 shows results obtained by six algorithms on 15 Loh and Nee problems. 
Using LFF, no boxes are left unstowed in 13 out of 15 Loh and Nee problems. 
The average volume utilization is 70.1%, which is better than four other methods. 

The experiments of LFF are repeated with different criteria for measuring 
flexibility of boxes. We try to consider the longest side or the shortest side only. 
Improvement of results become noticeable when combining both. If the 
difference between the longest sides of two boxes is very large while that 
between their shortest sides is very small, flexibility will largely depend on the 
longest side, and vice versa. The results in Table 1 and 2 are obtained in this 
way. 

5. Conclusion 

This paper presents the LFF algorithm that achieves a satisfactory volume 
utilization in container loading problems. Yet there is still room for 
improvements. Firstly, the evaluation of object flexibility greatly affects the 
result. We believe that more can be done to sort the flexibility in a way leading to 
higher volume utilization. Another direction of improvement is the choice of 
packing position of boxes based on the FFV of their COPMs. There are often 
many COPMs having the same FFV. The first one is always selected without 
further assessment. If a mechanism is introduced to solve this tie, a fiirther raise 
in volume utilization is possible. Future research will focus on these two issues. 
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Abstract. Nowadays, manufacturing industries - driven by fierce competition and 
rising customer requirements - are forced to produce a broader range of individual 
products of rising quality at the same (or preferably lower) cost. Meeting these 
demands implies an even more complex production process and thus also an appro
priately increasing request to its scheduling. Aggravatingly, vagueness of scheduling 
parameters - such as times and conditions - are often inherent in the production 
process. In addition, the search for an optimal schedule normally leads to very 
difficult problems (NP-hard problems in the complexity theoretical sense), which 
cannot be solved efficiently. 
With the intent to minimize these problems, the introduced heuristic method com
bines standard scheduling methods with fuzzy methods to get a nearly optimal 
schedule within an appropriate time considering vagueness adequately. 

1 Introduction 

Scheduling is a fundamental part of production planning and control. The 
task of scheduling is the allocation of activities over time to limited resources, 
where a number of conditions must be preserved. Resources represent objects, 
which can be allocated by activities. Using ordered sequences of activities, 
basic production flows can be specified. These sequences, which are mainly 
predetermined by technical or organizational requirements, are specified by 
jobs. Jobs can also specify supplementary conditions, as for example dead
lines. In manufacturing, a job usually models an order. 

2 Basic Approaches 

Before the method presented in this paper is sketched, the fundamental basic 
approaches are considered which led to its development. 
At first, reasons for conceptualizing the method as heuristic are given (Sec
tion 2.1). After showing that the consideration and processing of vague data, 
conditions and objectives are necessary (Section 2.2), it is shown how the in
tegration of such information can by achieved in a common way (Section 2.3). 
Using this potential, it is also possible to integrate varying, partly vague con
ditions into the scheduling process (Section 2.4). Based on this possibility of 
integration, allocation recommendations can be derived (Section 2.5) which 
can be finally transferred into an allocation decision (Section 3.6). 

mailto:research@wolfgang-eiden.de


378 

2.1 Usage of a heuristic method 

Nowadays, many manufacturing industries are confronted with large variety 
in jobs and activities whose processing can be very complex to coordinate 
or schedule. In practice, the determination of optimal schedules normally 
leads to NP-hard problems in the complexity theoretical sense, for which 
no efficient algorithms are known [3]. Nevertheless the theoretically optimal 
schedule has mostly only a short time of validity [5]. 
Considering the cost-benefit calculation, it is advisable to use a heuristic 
method generating an approximately optimal schedule in appropriate time. 

2.2 The necessity for integration of vagueness 

The considered input variables and parameters in scheduling - such as times, 
lengths of times, quantities and restrictions - usually possess an inherent 
vagueness [5]. Often, sharpened data is not available or can only be expen
sively acquired. In addition, dependences between relevant variables are only 
known approximately [2]. 
As a rule, there is a continuous transition between permissible and non-
permissible conditions [9]. Frequently this fact is ignored [6]. Instead vague 
data or conditions are often sharpened artificially. However, artificial sharp
ening of data or conditions should usually be advised against. An artificial 
sharpening leads sometimes to a distorted image of the reality. In the worst 
case this leads even to a complete loss of reality [7]. Since it is closer to re
ality, the consideration of vague information is better than the consideration 
of artificial sharpened information [6]. 
As logical consequence, it is necessary to integrate the vagueness of naturally 
vague information into the scheduling process. 

2.3 Integration of vagueness with fuzzy methods 

Naturally vague information conveys in their basic form (but also in a nearly 
basic form) a more exact conceivabihty of its accuracy than in an artificially 
sharpened form. It usually can be assumed that the scheduling results will be 
more realistic when using information with a form as close to its basic form 
as possible [9], [6]. 
A computer-aided interpretation and processing is only attainable if the un
derlying modeling and processing are both well defined and equally suitable 
for sharp and for vague information. Vagueness must be processed precisely. 
For this reason, both the modehng language and the kind of processing must 
be from a strictly mathematical nature. As a premise, both high comprehen-
sibility and transparency of decision must be ensured [5]. 
In this context, the fuzzy set theory is particularly suitable. With the fuzzy 
set theory it is possible to map and precisely process both sharp information 
and not exact quantifiable information (and vague information respectively) 
in a uniform way [5]. 
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2.4 Integration of varying, partly vague, basic conditions and 
objectives 

Scheduling processes are subjected to varying, partly vague conditions and 
objectives. It concerns production internal conditions as well as production 
external conditions. For instance, job- and resource-specific conditions (pro
duction internal conditions) are regarded as well as politically and strategi
cally characterized conditions (production external conditions). 
A fundamental approach of the presented method is to provide a possibil
ity to integrate the varying, partly vague, basic conditions directly into the 
scheduling process and therefore to minimize manual intervention. 
For this purpose, it is necessary to interUnk the context relevant conditions 
adequately and to use them as a decision basis whenever decisions must be 
made in the scheduling process. 
The fuzzy theory offers the possibility to put that into practice using fuzzy 
approximate reasoning methods - as for instance the fuzzy decision support 
system of Rommelfanger and Eickemeier [10]. With this method, it is possible 
to map and precisely process sharp information and not exact quantifiable 
information (and vague information respectively) - such as data, conditions 
and assessments - in a uniform way [5]. 
Human decision-making processes can also be integrated into the scheduling 
process. The feature of human decision-making processes is to get a good solu
tion even if the decision circumstances are complex or poorly structured [11]. 
That applies also if the underlying information is incomplete, vague or even 
contradictory [12]. 
On account of these possibilities, varying, partly vague, basic conditions and 
objectives can be uniformly integrated into the scheduling process indepen
dently of their degree of vagueness. In this way, it is guaranteed that their 
substantial influence also appears in the scheduling process. 

2.5 Usage of resource-specific and resource-comprehensive 
recommendations for allocations 

The allocation of a job is performed by allocation of all its activities to re
sources - and thereby, the conditions must be considered. 
A fundamental idea of the presented method is to keep up a greatest possible 
degree of flexibility as long as possible to be able to generate an approxi
mately optimal schedule. 
The approach is to first determine the resource-specific optimal sequence of 
all activities to be allocated. In doing so, a detailed perception of the pre
ferred allocation sequence of every resource is gained. Equipped with this 
information, resource-comprehensive recommendations for allocations can be 
determined. After all, an explicit allocation decision can be derived from these 
recommendations. 
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While determining the recommendations (both the resource-specific recom
mendations and the resource-comprehensive recommendations), the condi
tions and objectives described in Section 2.4 must be considered. Since these 
conditions and objectives can be handled by fuzzy methods in an adequate 
manner, it is advisable to also determine the recommendations with fuzzy 
methods. 

3 The method for scheduUng under vagueness 

Based on the fundamental approaches previously discussed, the initial idea 
for the following new method was developed. The purpose of this method is 
to get a nearly optimal schedule within an appropriate time considering the 
vagueness in the scheduling process adequately. The method itself is designed 
iteratively using a rolling allocation decision mechanism (see figure 1). 
Since a specific activity is in the following always clearly assigned to a job, 
a job is an outer wrapper of its activities specifying activity-comprehensive 
conditions. 

1 

( ^ Start 2 ^ 

Generation of a rough temporal 
relative arrangement of activities 

2 Time window based selection 

3 Job-oriented prioritization of 
activities 

4 Activity-orientated resource-specific 
recommendations for allocations 

5 Resource-comprehensive 
recommendations for allocations 

6 

Fig. 1. The scheduling method (Overview) 
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3.1 Generation of a rough temporal relative arrangement of 
activities 

Starting from the jobs and their activities to be allocated, a rough temporal 
relative arrangement of activities is generated. The generation of this ar
rangement is based on a fuzzy version of a retrograde scheduling method^. In 
literature, a retrograde scheduling method is sometimes also called backward 
scheduling method. 
With this method, the course of scheduling occurs contrary to the technolog
ical course; starting from the deadline of a job, the latest possible allocation 
of its activities is realized [8]. Since dates, times, and duration of times are 
often vague, the retrograde scheduling method is extended to be capable of 
handling fuzzy representations of these temporal parameters. 
The generated rough temporal relative arrangement is used as optimized in
put for the following time window based selection. 

3.2 Time window based selection 

Starting from the generated rough temporal relative arrangement of the activ
ities to be scheduled, the activities, which should be considered in a forward-
shifted horizon of fixed size, are taken into account by a time window based 
selection. In this way, a quantitative restriction of the activities observed by 
the succeeding steps of the method is performed. 
This way of proceeding is ostensibly comparable with the load-oriented order 
release scheduling method, but the concept is different. The load-oriented 
order release scheduling method is based on the proposition, that a reduction 
of the average machining time is only possible with a lowering of the average 
quantity of the prior activity queue; the presented method uses the time win
dow based selection only to reduce the complexity of the succeeding steps. 
Usually, no complete jobs are represented by the time window based selec
tion of activities. However, manufacturing is primarily job-oriented. For this 
reason, the list of the selected activities is extended with all unscheduled ac
tivities assigned either to the same jobs as the activities picked up by the 
time window based selection or to only partial allocated jobs of a prior run. 
In this way, a list of activities is generated which contains all unscheduled ac
tivities of jobs which are referenced either by the time window based selection 
or by a prior run. 

3.3 Job-oriented prioritization of activities 

Considering job-specific and comprehensive conditions, all activities of the 
activity list generated in the previous step are prioritized. Amongst other 

^ For detailed information about the retrograde termination method, please see [12] 
or [1]. 
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things, the activities belonging to important jobs are emphasized in contrast 
to activities of less important jobs. The prioritization is made by a fuzzy rat
ing method basing on the fuzzy decision support system introduced by Rom-
melfanger and Eickemeier [10]. Figure 2 shows an example for a job-specific 
rating. 
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rule set 
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Fig. 2. Rating method based on a fuzzy decision support system 

or-The priorities assigned to the activities induce a partial order. This partial ^. 
dered activity list is used as an initial list for the following activity-orientated 
resource-specific allocation recommendations. 

3.4 Activity-orientated resource-specific recommendations for 
allocations 

Considering the given partial order as much as possible, the activities given 
by the partial ordered activity list are prioritized resource-specific. In order to 
provide an evaluation process, the method for the resource-specific allocation 
recommendation also pays attention to several recently scheduled activities. 
For this purpose, overlapping resource-specific time windows are used within 
the rolling planning process. The activities given by the partial ordered ac
tivity list and any recently scheduled activities to consider are aggregated 
to a new activity list which is then prioritized resource-specific by a fuzzy 
rating method. 

-1 0 1 
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-1 0 1 200 400 600 100 200 300 
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If an activity cannot be allocated by a specific resource, it is not a member of 
the corresponding resource-specific activity list to be prioritized; if an activ
ity can be allocated by several resources it is a member of all corresponding 
activity lists but usually with different priorities depending on the specific 
resource. Thereby, the resource-specific situation and conditions are consid
ered as well as comprehensive conditions, hard restrictions and objectives. 
In doing so, a detailed perception of the preferred allocation sequence of ev
ery resource is gained. In this way, resource-specific allocation recommenda
tions can be derived. Equipped with this information, an optimized resource-
comprehensive recommendation for allocations can be determined. 

3.5 Resource-comprehensive recommendations for allocations 

From the resource-comprehensive viewpoint the resource-specific allocation 
recommendations generated in the last step are not necessarily redundancy-
free. The corresponding ordered lists may contain activities which are ele
ments of above one of these lists. Since every activity must be allocated at 
most one time, a method for redundancy removal is accomplished. Thereby, 
the consideration of the outer conditions (the strategic conditions in partic
ular) is guaranteed by a fuzzy rating method. 
In order to achieve a preferably balanced utilization simultaneously, a rolling 
allocation rating process is employed, which use resource-specific time win
dows. This rating process will be repeated until no changes or no more signif
icant changes will occur. In doing so, resource-comprehensive recommenda
tions for an allocation are derived for every resource. These recommendations 
are limited by the resource-specific sliding time windows. 

3.6 Allocation and Continuation 

The resource-comprehensive allocation recommendations determined in the 
last step are transformed to allocation determinations for the considered ac
tivities. Subsequently, the allocations are performed. 
Afterwards, all activities that are not allocated are brought into a further 
scheduling process again. Thereby, all allocated activities are no longer con
sidered in the further scheduling process; if all activities of a job are allocated, 
this applies also to the corresponding job. In this way, the final schedule con
taining all activities and jobs is constructed step-by-step. 

4 Summary 

In this paper, a new method was presented, which integrates the vagueness 
of naturally vague information in specified shape into the scheduling process 
considering varying, partly vague, basic conditions and conditions. 
It was shown how it is possible to integrate that important, but usually hardly 
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used, source of information using the fuzzy theory and the techniques devel
oped from it. It was also shown the possibility of the integration of human 
decision and human assessment processes into the scheduling process. 
By the conscious use of vague information and the avoidance of over specifi
cation, even a complexity reduction can be achieved [7]. For not going beyond 
the scope of this paper, the approach of self-organizing activities [4] was not 
considered. 
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Abstract. Data Envelopment Analysis (DEA) is designed to measure the efficiency 
of decision making units (DMUs). A scalarizing function reduces all numerical in
formation on inputs and outputs of a DMU to a single efficiency score. A range 
adjusted measure normalizes input and output values through equalization factors, 
already known from Multicriteria Decision Making. Cooper et al (1999) introduce a 
range adjusted DEA model for a non-radial measure with variable returns to scale. 
We extend this approach by the help of a general DEA model framework. Calcula
tion of suitable range adjusted measures is incorporated in a web-based DEA-tool. 
This tool allows processing of individual sets of data with a broad choice of model 
characteristics. 

1 Introduction 

Data Envelopment Analysis (DEA) is an approach to compare relative effi
ciency of decision making units (DMUs) such as schools, hospitals, libraries, 
banks etc. As the investigated DMUs use multiple inputs to produce multiple 
outputs direct comparisons are generally difficult. DEA makes use of linear 
programs to determine their relative performance which is defined as the dis
tance between the efficient frontier and the DMU under consideration. Since 
the famous publication by Charnes, Cooper and Rhodes (CCR) [3] a large 
number of DEA models with various extensions and applications has been 
published [7,14]. 

Assumptions made for those models differ fundamentally with respect to 
technologies and aggregation rules of scalarizing functions. In contrast to the 
classical CCR model a range adjusted measure (RAM) utilizes technology-
dependent ranges of feasible inputs and outputs [1,13]. Cooper, Park and 
Pastor [5] introduce a particular RAM model for a technology with vari
able returns to scale. Steinmann and Zweifel [11] discuss RAM properties 
for technologies with constant returns to scale. We extend the range adjusted 
measure by the help of a DEA model framework and illustrate the calculation 
of equalization factors in general. 

The paper is organized as follows: section 2 introduces a DEA model 
framework. On this basis we analyze range adjusted models in section 3. 
Section 4 presents a brief description of the technical environment used for 

mailto:ankleine@uni-hohenheim.de
mailto:sebastian@rub.de
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calculations. A numerical example serves to illustrate the concept for various 
technologies and scalarizing functions. 

2 DEA-Model Framework 

In the following we assume a set of J DMUs. Each DMUj is characterized 
by M inputs Xmj {'^ = 1 , . . . ,M) and N outputs ynj- The set of all fea
sible activities (productions) consists of linear combinations of all DMUs, 
incorporating activity levels (Ai , . . . , Aj)' G A: 

A = 
A ^ E.A,- ^ A 

Usually the_sum of all activity levels has a lower bound A and an upper bound 
A (0 ^ A ̂  A). As the dots indicate, additional conditions are conceivable: the 
multipliers \j are defined as integer variables, a restricted number of DMUs 
serving as a reference, etc. [7]. 

All efficient input-output combinations constitute the efficient frontier. A 
combination is called efficient, if no other one exists which is better in at least 
one input or output and not worse in the others. In the sense of Multicriteria 
Decision Making we minimize inputs and maximize outputs simultaneously. 

The efficiency of a DMUQ is calculated by comparing its inputs x^o and 
outputs 2/nO to a point on the efficient frontier. Deviations are captured by 
nonnegative variables d:^ and d j respectively. Those are well known from goal 
programming [12,10]. Here a scalarizing function tp aggregates all weighted 
input-output deviations [8,9]: 

{BEAM) max ip{w^d];,... ^w^^d'j^.wfdf,,., .w'^d'j^) 

s.t. 1) Y,j ^mj Aj + ci~ = Xmo (m = 1 , . . . , M) 

2) E j Vnj Aj - rf+ = 2/no (n = 1 , . . . , AT) 

3)XeA 

4 ) 6 / - , c ^ + ^ 0 (m = l , . . . , M ; n = l , . . . ,Ar) 

In {BEAM) we maximize the distance from any given DMUQ to an efficient 
input-output-combination. If DMUQ lies on the efficient frontier all deviations 
are zero and i/j = 0. Inefficient DMUs in contrast are characterized by a 
strictly positive efficiency score. The individual optimal value of scalarizing 
function ip serves to rank inefficient DMUs. Many DEA models transform the 
objective function, so that efficient DMUs are indicated by -0 = 1. 

The general framework (BEAM) allows us to analyze various models 
developed in DEA. The models diff'er in 

• technology (vrs, crs, nirs, ndrs, fdh, . . . ) , 
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• weighting (DMU-specific, range adjusted, . . . ) , 
• orientation (input-, output- or non-oriented), 
• aggregation rule (non-radial (additive), radial (maximin norm), . . . ) . 

For example, the input-oriented CCR formulation of Charnes, Cooper and 
Rhodes [3] consists of 

• a technology with constant returns to scale (crs: A = 0, A = oo), 
• DMU-specific weights and input orientation {w^ = 1/xmo^ ^n — 0)' ^^^ 
• a maximin norm (-0 = min^ri,n{'^m <̂ m' "̂ n ^n })• 

A classification of DEA models is presented in Kleine [9]. In the following 
section we analyze models with so called range adjusted weights. 

3 Range Adjusted Measure 

3.1 Range Adjusted Model 

Cooper, Park and Pastor [5] introduce a non-oriented model. In contrast to 
additive models [4] with unit weights (tt;^ = w^ = 1) they recommend an 
additive model with range adjusted weights R^ for each input and similarly 
R^ for outputs. Assuming a technology with variable returns to scale (vrs), 
the ranges are: 

R:;;^ = maxjixmj} - mmj{xmj} (m = 1 , . . . , M) 

i?+ = maxj{ynj} - min^-{ynj} (n = 1 , . . . , AT) 

Thus, a special formulation of (DEAM) with an additive scalarizing function 
ijj and a technology with variable returns to scale follows. 

(RAM) max j ^ ^ (^^^ ; ^ C + E n ; ^ <J 

s,t. 1) Y^j Xmj Aj + rf- = Xmo (m = 1 , . . . , M) 

^)Iljynj>^j -C^n=2/nO (n = 1, . . . , AT) 

3)E,A,- = 1 

4)A,, d- , c?+^0 (j = l , . . . , J ; m = l , . . . , M ; n = l,. . . ,A^) 

Figure 1 illustrates a two-dimensional example using a set of 7 DMUs (A 
to G) with the efficient frontier indicated by a solid line. Input range R~ 
results from efficient DMUyi und inefficient DMU^;, output range R'^ from 
efficient DMU^ and eflScient DMU^^. 
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Fig. 1. Range adjusted weights for technology with vrs 

3.2 General Range Adjusted Measurement 

A range adjusted measure -0 used in (RAM) satisfies a lot of properties 
[5,6], e.g. -0 is invariant to alternative units in which inputs or outputs are 
measured. Another key property of I/J is the identification of fully inefficient 
DMUs: 

^ -{' 
DMUo is efficient 
DMUo is fully inefficient 

A fully inefficient DMU represents the worst case in the underlying criterion 
space. Steinmann and Zweifel [11] demonstrate that measure ip violates this 
property for a technology with constant returns to scale (crs). In order to 
guarantee an identification of fully inefficient DMUs the calculation of ranges 
has to depend on the technology assumed. If we apply equalization factors in 
general [12, p 201], then the following ranges result: 

i?;; = m a x j { x ^ j } - m i n | Xm\ Q j GTj (m = 1, . . . ,M) 

i?+ = max I t/„| (^yj e TJ -miujiynj} (n = l , . . . ,Ar) 

with T : ii)^^ M-\-N 
E j ^mj Aj ^ md,Xj{xmj} (m = 1 , . . . , M) 
E j Vnj Aj- ^ min̂ - {y^j } (n = 1 , . . . , AT) 
XeA 

According to this definition each technology has an individual set of ranges. 
A General Range Adjusted Model (GRAM) differs from (RAM) in factors 
R:^ and R^ and the set of feasible activities A. Figure 2 shows the range 
differences for technologies with constant and non-increasing returns to scale. 
Using these ranges yields -̂  = 1 for each fully inefficient DMU. A DMU is 
fully inefficient, if all deviations correspond with ranges defined. This case 
will only arise rarely. 
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Fig. 2. Range adjusted weights for technology with crs and nirs 

If ranges change, we must be conscious of the fact that the ranking of in
efficient DMUs can alter. However, for a given technology a change of weights 
has no influence on the set of efficient DMUs. 

4 Application of R A M 

4.1 DEA-Tool with R A M 

To facilitate analyses of numerous different data sets, especially of higher-
dimensional problems, we developed a web-based integrated application. Be
sides direct input via input masks data may also be imported from structured 
flat files. Without deeper knowledge of the underlying model structure, prac
titioners are able to choose from a broad selection of standard models (CCR, 
BCC, FDH, RAM, . . . ) . Advanced users may alternatively make individual 
settings for each model property, allowing even more combinations (cf. Fig 3). 

All required command and model files are dynamically generated by the 
tool and prepared for solving. The following automated sequential optimiza
tion includes calculation of feasible ranges using separate linear programs for 
each dimension. The resulting technology-dependent ranges go directly into 
(GRAM) as parameters. The tool solves the linear program (GRAM) for 
each DMU separately. The maximum processable problem size depends on 
factors such as technology and number of DMUs. During this whole process 
no further interaction with the user is necessary. 

In a final step, solution data is presented in diff'erent ways. A compact 
solution report is provided for download along with an Excel macro for com
fortable formatting to enable further processing by the user. This allows com
parisons between results obtained from different models, for example with and 
without range adjusted objective functions. 
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4.2 Numerical Example 

In order to isolate the effect of alternative range adjustments, we use an 
additive non-oriented crs model and compare its results using different ranges 
as weights. These are obtained from range calculations assuming variable 
returns to scale in one case and constant returns in the other. Using data 
taken from an example in Zhu (cf. Tab. 1) we add DMU AddCom with 
particularly few employees. This way remarkable effects can be observed: 

• some DMUs change their relative ranking 
• reference set and references change 

As shown in the above section, technologies other than vrs generally lead 
to broader feasible ranges, although they differ in the extent of change. Go
ing from vrs to crs in our example all input ranges hardly change, whereas 
both output ranges grow extraordinarily large. One of them is approximately 
eleven times as big. This fact does not only alter the partial slopes of the ob
jective function, but influences the relevance of deviations in each dimension 
as well. That may lead to distinct changes in the overall efficiency measure 
in both directions. Assumably, this particularly applies to inefficient DMUs 
having an inhomogenous structure. Consequently, DMUs Mitsubishi, Ford 
Motor, Toyota Motor, Royal Dutch/Shell Group and Hitachi are now ranked 
differently among all inefficient DMUs. 

Apart from their influence on inefficient DMUs, alternative weights can 
also have an effect on their efficient counterparts. A subset of efficient DMUs 
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Table 1. Data of 16 companies [14, p 14] with input/output-ranges Rm,Rt 

Company 
Mitsubishi (A) 
Mitsui (B) 
Itochu (C) 
General Motors (D) 
Sumitomo (E) 
Marubeni (F) 
Ford Motor (G) 
Toyota Motor (H) 
Exxon (I) 
Royal Dutch/Shell Group (J) 
Wal-Mart (K) 
Hitachi (L) 
Nippon Life Insurance (M) 
Nippon Telegraph Sz Telephone (N) 
AT&T (0) 
AddCom (X) 

vrs-ranges 
crs-ranges 

Assets Equity Employees 
91920.6 10950.0 
68770.9 5553.9 
65708.9 4271.1 

217123.4 23345.5 
50268.9 6681.0 
71439.3 5239.1 

243283.0 24547.0 
106004.2 49691.6 
91296.0 40436.0 

118011.6 58986.4 
37871.0 14762.0 
91620.9 29907.2 

364762.5 2241.9 
127077.3 42240.1 
88884.0 17274.0 

120034.0 8590.0 
i t j / t 2 

326891.5 56744.5 
340796.3 56972.6 

36000 
80000 

7182 
709000 

6193 
6702 

346990 
146855 
82000 

104000 
675000 
331852 

89690 
231400 
299300 

3600 
R^ 

705400.0 

Revenue 
184365.2 
181518.7 
169164.6 
168828.6 
167530.7 
161057.4 
137137.0 
111052.0 
110009.0 
109833.7 
93627.0 
84167.1 
83206.7 
81937.2 
79609.0 

173764.8 

Rt 
104756.2 

Profit 
346.2 
314.8 
121.2 

6880.7 
210.5 
156.6 

4139.0 
2662.4 
6470.0 
6904.6 
2740.0 
1468.8 
2426.6 
2209.1 

139.0 
362.4 

K 
6783.4 

707350.7 1136031.6 12536.9 

constitutes the reference set which some may enter or leave. In our exemplary 
case the new enlarged reference set additionally contains DMU AddCom. This 
takes into account relative advantages in one or more dimensions. Because of 
their unique input/output ratio, such DMUs represent complementary pro
ductions. In case of crs-ranges input levels get more important. Consequently 
both outputs do not exceed their lower bounds any more, neglecting occa
sionally great slacks in the inputs and vice versa for vrs-ranges. DMU Ford 
Motor illustrates this feature most prominently. This behaviour can be at
tributed to smaller objective weights for output deviations due to a much 

Table 2. Scores ip for inefficient DMUs 

DMU 
Mitsubishi (A) 
Marubeni (F) 
Ford Motor (G) 
Toyota Motor (H) 
Royal Dutch/Shell Group (J) 
Hitachi (L) 
Nippon Telegraph &: Telephone (N) 
AT&T (0) 

1 crs 
|rank 

2 
1 
4 
5 
3 
7 
8 
6 

3-ranges 1 
references 1 

E,I 
C,E 

C,D,I 
E,I 
I 

E,I 
E,I 
E,I 

vrs-ranges | 
|rank 

3 
1 
7 
4 
2 
5 
8 
6 

references! 
C,D,E 
C,E,X 

C,D,E,I 
E,I 
E,I 
E,I 
E,I 

E 1 



392 

broader range. Thus, an optimal theoretical reference seeks to economize on 
inputs. 

Summary 

The analyses in section 4 clarify tha t ranges do not depend on subjective 
estimates of experts, but rather on the technology assumed. The computat ion 
of ranges is directly supported by the tool. However, a range represents - for 
a given technology - the difference of feasible quantities in best case and 
worst case. The hypothetical ranges are usually not achieved. Hence, it can 
be helpful to define additional limits for ranges. Moreover, a ranking of DMUs 
can depend on inefficient DMUs [2]. If an inefficient DMU with an extreme 
input is added, as a consequence ranges change and - as shown above - the 
resulting ranks and reference sets can differ. 
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Abstract. The theoretical concept of data envelopment analysis (DEA) was pub-
Ushed by Charnes, Cooper and Rhodes in 1978. It is a powerful tool for assessing 
the efficiency of decision making units (DMUs) by comparing their respective input-
factors and output quantities. More precisely, the efficiency of a DMU is measured 
as the relation between the sum of weighted outputs and of weighted inputs, where 
the weights for a DMU are the solution of a linear optimization problem. But this 
approach suffers from a lack of objectivity due to the fact that every DMU wants an 
advantageous evaluation for itself, called self-appraisal in the respective literature. 
The purpose of this paper is to present an extension of the evaluation process in 
such a way that every DMU's performance will be calculated in an objective and 
fair manner. For this a fuzzy oriented approach will be formulated which yields a 
nonlinear optimization problem. The resulting input/output weights are a compro
mise of all DMU's individual interests. The so far developed theoretical concept 
will be applied to a company of Taiwanese semiconductor industry. Five DMUs' 
efficiencies will be calculated over three years. Professional software solves the non
linear program and the results permit meaningful economical interpretations. 

1 Introduction 

Data envelopment analysis (DEA) is a mathematical technique used to cal
culate the efficiency of decision making units (DMUs), which can be organi
zations such as business firms, hospitals, stores, restaurants, etc. The results 
from the analysis yield information about the input-output relation for each 
DMU. The approach developed by Charnes et. al. [2] generalizes the single 
input output technical efficiency measure by Farrell [6] to a multiple input 
output technique. DEA is a powerful tool which is used for different fields of 
application [1], [5], [8]. In this paper we present a modification of the classical 
DEA technique which yields a multiple objective programming approach and 
make it a fair efficiency assessment. Therefore we pick up an idea by Chiang, 
Tzeng [3] and illustrate both, the philosophy of the classical DEA concept 
and its modification to a fuzzy DEA approach by a a real case study of Tai
wanese semiconductor industry. Either model will be solved by a professional 
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software tool and we give interesting interpretations for the different results 
between both approaches. The paper is structured as follows. 
First, in section 2, we sketch the mathematical model based on Charnes et. 
al. In section 3 we pick up the idea of a fuzzy oriented model which allows 
to evaluate DMUs in a more objective way than the classical DEA approach 
does. Section 4 applies the theoretical ideas to a company of Taiwanese semi
conductor industry and compares the results between both approaches. A 
conclusion in section 5 completes this paper. 

2 The classical DEA-method " C C R " 

This section deals with the model which was initially proposed by Charnes, 
Cooper and Rhodes (CCR) [2]. We give a short survey of the mathemati
cal background and avoid details. The reader finds a good discussion about 
the theory in [2], [4]. Efficiency or productivity analysis are managerial con
trol tools for assessing the degree to which inputs are utilized in the process 
of obtaining outputs. If the production function is known the efficient in
put/output combinations can be determined directly. But it is very difficult 
to formulate an expHcit functional relationship between inputs and outputs, 
in general. If the production function is not known, efficiency has to be es
timated based on observed input and output data. Therefore the DEA tries 
to overcome the difficulties in such a way that CCR refers to the unknown 
production function as an envelope built up relative to observational data 
from all of the DMUs j , j = l,. . . ,n. Let Xj = {xij,-" ,Xmj) be observed 
input factors and jj = (yij, -- - ,ysj) be observed output factors of all DMUs 
j = 1,..., n. Than the efficiency effj^ of a DMU jo is measured by the output 
to input ratio 

^JJ 30 ~ \^rn 5 y^J 

where Ur and vi represent virtual weights of the outputs and inputs, respec
tively. Thus, the problem of determing the efficiency of a DMU jo ^ {I7 •••? ̂ } 
becomes the problem of calculating the weights Ur^ vi in such a way that they 
solve the following fractional program 

maxe#,„ = ^ ^ ^ " ' - ^ ' • ^ ° , jo € {l, . . . ,n} 

s.t. E L l M l i < i , j = i,...,n (2) 

UryVi > 0,i = 1, ...,m,r = 1,...,5. 

Xij is the observed amount of the irth. input for the j-th DMU and yrj is the 
observed amount of the r-th output for the j-th DMU. (2) for each DMU jo 
determines the maximal ratio of the sum of its weighted outputs divided by 
the sum of its weighted inputs. Charnes et al. postulate properties for the 
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production possibility set T containing all possible non negative input and 
output combinations. Using the theory of Shepard's distance function [11] 
the authors deduce the linear problem (3) to be equivalent to (2). 

max ^ l i^y^ jo , jo € {l, . . . ,n} 
r=l 
m 

s.t, ^ViXij^ = l, (3) 
i=l 

s m 

r=l i=l 

j = l, . . . ,n, Ur.Vi > 0\/r,i. 

For more details cf. [2] (p. 1082). The objective here is to find the sum of 
weighted outputs for DMU jo while keeping the sum of weighted inputs equal 
to 1 and forcing the difference between the sum of weighted outputs and the 
sum of weighted inputs for any DMU to be less or equal 0 [2], [7]. The last 
restriction guarantees that output can never exceed input, and that is valid 
for any DMU. Given model (3), the efficiency assessment of n DMUs needs n 
optimizations, one for each DMU jo- Let (U^Q, v^^) be the solution of (3) for 
aiiy jo = 1,..., ^ . Than each DMU jo appraises itself which makes the CCR-
approach suffer from a strong subjectivity. More about this in section 4. In 
the next section we present an objective oriented method, called "Maximal 
Fairness" (MF) which is based on a fuzzy optimization model, cf. [3]. 

3 The model of Maximal Fairness 

In the CCR-Model (3) every DMU jo measures the efficiency by its own best 
virtual weights (ujo'^^jo)* '^^^ ^^^^ ^^ "Maximal Fairness" is to evaluate all 
DMUs in such a way that they maximize their self-appraisal simultaneously. 
This yields the multiple objective program 

r = l ^rVrl Z^ r= l ^rVrn 
m a x zi = Vrt 5 • • • 5 J^Q-x Zn — —-—~ 

s.t. & i ^ f ! : ^ < 1 , ;• = ! , . . . ,n (4) 

Suppose the top-management of a group of DMUs is interested in a com
promise solution in such a way that the individual interests for all DMUs 
will be satisfied best possible. This consideration results in a fuzzy approach. 
For each DMU a membership function must be defined, which expresses its 
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degree of satisfaction with respect to its (own) objective value. Therefore the 
membership function is 

0 
^L 

f^ji^j) - \ z^-z^ 

Zn < Z^ L 

4 < ̂ j < 7̂ zf < Zj < zY (5) 

zj > zf, 

cf. [3]. Here zj" ans zf denote the lower and upper bounds for satisfication 
of DMU j . /J'j{zj) = 1 means highest satisfication and lij{zj) = 0 lowest. It 
is well known the the conjunction of fuzzy sets is defined by the minimum-
operator "min" [10] so that the top-managements' degree of satisfaction can 
be expressed by the membership function 

n 
min// j (0j) . (6) 

3 

In the sense of rational behaviour the management is interested in the highest 
satisfication which yields the fuzzy objective optimization problem 

n 

maxu V vamiijlzj) 

s.t. z,= P f l i f ! : ^ < l , j = l,...,n (7) 

Ur^Vi > 0 \fr,i. 

Because Zj G [0; 1] Vj, we put zf = 0 and zf = I, which simplifies the 
membership function to jJi^jizj) = Zj. Introducing an additional variable A, 
problem (7) becomes 

max A 

s.t. ^^l^^ryil<l,j^l,...,n (8) 

X ^ Z2r=l ^rVrj . _ -, 

Ur^Vi > 0 Vr, z. 

With an easy transformation finally we get 

max A 
s m 

S.t. Y^ UrVrj - Y^ ViXij > 0, j = 1, ..., U (9) 
r = l i=l 

s m 

y^ UrVrj - ^Yl ^^^"^^ - ^ 
r = l z = l 

Ur^Vi > 0 Vr, i-
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Let (u*,v*) be the combination of input and output weights, which solves 
(9). Than the efficiency eĵ "* of each DMU j , j = 1, ...,n can be measured by 
the ratio 

e#* = ^^4^. (10) 

Thus the evaluation of every DMU has a more objective basis than the clas
sical DEA-approach, because all DMUs are evaluated by the same tuple of 
weights. The differences between both approaches are illustrated by an inter
esting case study in the following section. 

4 Evaluating DMUs of a semiconductor company in 
Taiwan 

4.1 Characteristics of semiconductor fab operation 

The Taiwan semiconductor industry has developed impetuously since 1987. 
In the last decade, however this industrial sector endured three years of neg
ative growth - 1996, 1998 and 2001. Our case study considers five DMUs 
CI, C2, C3, C4, C5 over a three year time-period from 1999 to 2001. During 
this time the business cycle for the respective industry sector showed a good 
increase in 1999-2000, but a significant decline of production in 2001. 

Fab 
Cl-99 
C2-99 
C3-99 
C4-99 
C5-99 
Cl-00 
C2-00 
C3-00 
C4-00 
C5-00 
Cl-01 
C2-01 
C3-01 
C4-01 
C5-01 

Input 
Sal 

2,81% 
9,61% 
7,37% 
6,37% 
4,89% 
2,69% 
10,44% 
8,48% 
7,32% 
7,78% 
1,71% 
8,70% 
7,60% 
7,29% 
6,97% 

CRM 
1,25% 
6,49% 
8,45% 
8,38% 
6,25% 
1,27% 
6,53% 
9,87% 
9,23% 
10,25% 
1,18% 
3,95% 
8,42% 
8,00% 
10,48% 

LC 
0,76% 
4,19% 
8,28% 
9,44% 
9,04% 
0,76% 
4,19% 
8,42% 
10,46% 
10,16% 
0,76% 
4,19% 
8,49% 
10,55% 
10,32% 

Step 
2,25% 
12,55% 
8,39% 
6,57% 
4,81% 
2,41% 
14,04% 
9,85% 
7,59% 
8,24% 
1,05% 
6,99% 
5,88% 
4,54% 
4,86% 

Output 
GP 

2,65% 
3,79% 
5,97% 
9,95% 
3,13% 
6,07% 
6,54% 
6,92% 
7,11% 
5,31% 
5,78% 
7,01% 
8,06% 
13,27% 
8,44% 

Mar 
1,21% 
7,84% 
8,24% 
7,61% 
1,97% 
1,56% 

11,11% 
14,30% 
13,84% 
9,39% 
0,36% 
5,37% 
7,76% 
6,48% 
2,95% 

Waf 
3,58% 
13,79% 
7,15% 
6,36% 
3,50% 
3,48% 
15,81% 
9,28% 
7,54% 
6,70% 
1,59% 
7,77% 
5,26% 
4,45% 
3,73% 

Table 1. Input-Output-Data. 

In our study we consider four input and three output variables. 
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Input (per year): Salary in U.S. $, Costs of Raw Material in U.S.$, Labour 
Costs in U.S. $ and no. of Stepmoves. A stepmove is a technical working 
step, typical for the sector. 

Output (per year): Margin in U. S. $, Quantitiy of Granted Patents, granted 
from the U.S. patent office, and no. of Wafers processed. 

For reasons of secrecy, all data in Table 1 are given in percent instead of 
exact quantities. The numerical calculations of the mathematical models, 
however, are based on the real input-output factors as listed above. So for 
example the first value in the Sal-column of Table 1 means that the DMU 
CI in 1999 (Cl-99) payed 2,81 % of the accumulated total of all salaries, all 
DMUs and all years. The other values read analogously. 

4.2 Resul ts 

Given the data in Table 1, we solve model (3) CCR and (9) MF for each 
company Cl-99 to C5-01. The linear program (3) and the nonUnear program 
(9) are solved by LINGO, a powerful professional software package [9]. The 
results shows Table 2. The upper part presents the solutions for the CCR-
model and the lower part the results for the MF-model. All DMUs are listed 
in falling order, corresponding to their efficiency per year. Table 2 lists the 
numerical efficiencies of the five DMUs over the three years and offers some 
interesting interpretations. 

1999 1 1 2000 1 1 2001 
CCR 

CI 
1. 

C2 
.96 

C4 
.93 

C3 
.79 

C5 
.54 

CI 

1 1 
C2 
1 

C3 
1 

C4 
1 

C5 
.76 

CI 
1 

C4 
1 

C2 
.91 

C3 
.83 

C5 
.59 

Maximal Fairness (MF) 
CI 
1. 

C2 
.87 

C4 
.85 

C3 
,76 

C5 
.53 

CI 
1 

C4 
1 

C2 
.94 

C3 
.92 

C5 

.75J 
CI 

[.87 
C2 
.78 

C4 
.76 

C3 
.75 

C5 
.53 

Table 2. Ranking by CCR and Maximal Fairness 

• Obviously, the evaluation by the MF-concept for alls DMUs over the 
three-years period is significant lower than the self-appraisals. This effect 
was expected and demonstrates the fuzzy oriented concepts' superiority. 

• Over the three-years period DMU CI is the most efficient one for both 
approaches: CCR = (1,1,1), MF = (1,1,-87). 
C5, on the other hand, is the one with lowest efficiencies among all DMUs, 
equaly for both approaches: CCR = (.54, .76, .59), MF = (.53, .75, .53). 
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• The fuzzy orientented MF-concept reflects the business cycle during the 
three-years time periode much bet ter than the classical CCR-technique 
does. 

5 Conclusion 

The powerful tool DEA — in particular the CCR-model — allows the assess
ment of efficiencies to DMUs in such cases where traditional approaches of 
productivity measurement fail. In this paper we use an extension of the clas
sical CCR-model to a fuzzy model which allows a more objective evaluation 
of DMUs, than CCR does. This extension results in a nonlinear optimization 
programm. The philosophy of the MF-approach is demonstrated by a small 
real world example of semiconductor industry in Taiwan. For this the nonlin
ear problem was solved by professional software. Even for such professional 
software, larger examples may cause numerical problems. The MF-approach 
is a powerful alternative method superior to classical DEA, for evaluating 
business firms, hospitals, restaurants and other institutions, and to make 
them comparable in an objective way. 
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Verknupfung von Standortdaten und 
Vegetationsmodellen uber die Zeigerwerte nach 
Ellenberg 

Eike Rommelfanger, Wolfgang Kohler 

Abstract 

Um aus Standortdaten, die in Form digitaler Karten aus geographischen 
Informationssystemen vorliegen, Prognosen iiber die vorkommenden Pflanzen-
arten abzuleiten, benotigt man ein Regelwerk zur Verknupfung dieser 
Informationen. Solche Regelwerke fehlen bislang. In Form linguistischer Terme 
liegt zwar ein bewahrtes, anerkanntes Informationssystem vor, das Zeigerwert-
system nach Heinz Ellenberg, um dieses Zeigerwertsystem aber nutzbar zu 
machen, muss es zunachst Ubersetzt werden. Das hier vorgestellte System stellt 
diese Ubersetzung in Form eines Fuzzy-Expertensystems dar. Durch die 
Verkniipfiing von Standortdaten und den Zeigerwerten nach Ellenberg iiber die 
Ubersetzung der Zeigerwerte, kann so eine Verknupfung von Standortdaten und 
den vorkommenden Pflanzen abgeleitet werden. Diese Verkniipfiing erfolgt in 
Form eines Filters, der fiir jede untersuchte Pflanzenart die Auftrittschance auf 
dem Standort in Form einer Zugehorigkeitsbeschreibung bestimmt. Auf dieser 
Information lassen sich eine Vielzahl weiterer Ansatze aufbauen. 

1. Einleitung 

Im Rahmen des Sonderforschungsbereichs 299 „Landnutzungskonzepte flir 
periphere Regionen" (Frede et al. 2002) wird das Verbundmodell ITE^M ent-
wickelt. Es beinhaltet die Modelle ProLand (Kuhlmann et al. 2002), zur 
Landnutzungsprognose anhand wirtschaftlicher Faktoren, das Modell SWATG 
zur Prognose der Auswirkungen von Landnutzungswechseln auf den Wasserhaus-
halt und das Modell ANIMO (Steiner u. Kohler 2003), zur Prognose der Auswir
kungen von Landnutzungsanderungen auf die Artenvielfalt. Die gemeinsame 
Grundlage der Modelle ist das digitale Kartenmaterial, welches wichtige 
Standortinformationen beinhaltet. 

Die raumliche Modellierung von biologischer Diversitat ist durch Verwendung 
von Geographischen Informationssystemen (GIS) moglich. Es gibt jedoch noch 
kein System, welches ausreichende Informationen iiber GefaCpflanzenvorkom-
men aus digitalen Standortdaten generieren kann. Hierzu ist sowohl ein 
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komplexes Regelwerk iiber die Anpassung von Pflanzen an bestimmte Standort-
eigenschaften, als auch ein System zur Anwendung dieses Regelwerkes notig. 

Das von Heinz Ellenberg entwickelte System der Zeigerwerte von Pflanzen in 
Mitteleuropa, ist ein solches Regelwerk (Ellenberg et al. 1992). Es betrachtet die 
8 Standorteigenschaften Nahrstoffverfugbarkeit, Feuchte, Temperatur, Kontinen-
talitat, Licht, Reaktion, Salzgehalt und Schwermetallbelastung. Den einzelnen 
Pflanzenarten ist pro Standorteigenschaft je ein Zeigerwert zugewiesen. Diese 
Zeigerwerte sind ordinal skaliert und durch verbale Beschreibungen defmiert, Ein 
System zur Anwendung dieses Regelwerkes muss die verbal beschriebenen 
Zeigerwerte mit den metrischen Daten der geographischen Informationssysteme 
verkniipfen. Ansatze hierzu wurden von Wamelink et al. (1998) und von Ertsen et 
al. (1998) veroffentlicht. Das Ziel dieser Ansatze war eine Kalibrierung der 
Zeigerwerte durch Darstellung der Zeigerwerte anhand metrischer BezugsgroUen. 
Schwachstellen dieser Ansatze sind das Fehlen metrisch messbarer, eindeutig 
zuweisbarer BezugsgroBen, ein sehr hoher Bedarf an Datenmaterial und die 
ordinale Skalierung der Zeigerwerte, die einen Zusammenhang zwischen Zeiger
wert und metrischer BezugsgroBe schwer erfassen lasst. Der hier verwendete 
Ansatz geht umgekehrt vor. 

Da sich Fuzzy-Expertensysteme besonders eignen, verbal beschreibbare 
Zusammenhange in einem System abzubilden, verfolgt dieser neue Ansatz die 
Strategic iiber die Fuzzifizierung der Standortparameter und mehrere gekoppelte 
Inferenzen das Zeigerwertsystem nach Ellenberg mit den Standortinformationen 
zu koppeh. Dabei wird jedem Zeigerwert eine Zugehorigkeitsbeschreibung 
zugewiesen, die zwischen „keine Zugehorigkeit zum Standort" und „Hohe 
Zugehorigkeit zum Standort" liegt. 

Aus diesem Regelsystem wird ein Filter entwickelt, der aus einer Datenbank 
mit den Pflanzenarten des Griinlands und ihren Zeigerwerten, die Pflanzenarten 
herausfiltert, welche auf einem gegebenen Standort wachsen konnen. Uber diese 
neue Datenbasis kann eine breite Schnittstelle zwischen den Verbundmodellen 
ProLand und ANIMO geschaffen werden, die die Verkniipfung der Modelle 
weiter optimiert. 

2. Problemstellung 

Um eine Schatzung des Artenreichtums der GefaBpflanzen des Griinlands 
abhangig von der Nutzung der Flache zu bewerkstelligen, muss sowohl die 
Standorteignung fiir die Pflanzen als auch die Nutzung der Flache betrachtet 
werden. Die Nutzung der Flache wirkt direkt auf die Standorteigenschaften, 
beispielsweise andert sich die Nahrstoffversorgung durch Diingung und die 
Bodenreaktion durch Kalkung, zur Erhohung des pH-Werts. 

Ein System, welches diese Aufgabe erfiillen kann muss demnach zunachst 
iiberprufen konnen, fur welche Pflanzen sich der Standort unabhangig der 
Nutzung eignet. EinflielJende Parameter sind unter anderem Hangneigung und die 
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Himmelsrichtung in welche ein Hang exponiert ist (Exposition), sowie Bodenart 
und Niederschlag. Aus diesen Parametem muss eine Standorteignung fur die 
untersuchten Pflanzenarten des Griinlands ermittelt werden, die durch 
nutzungsabhangige Standortveranderungen, wie die Diingung erweitert wird. Die 
Entwicklung eines mathematischen Modells, welches mit Hilfe von Formeln die 
komplexen Beziehungen der einzelnen Pflanzenarten abbildet, ist nahezu 
unmoglich, da der Bedarf an Messdaten ungeheuer groB ware. Ein bereits 
existierendes Regelwerk, das die Standortanspriiche einzelner Pflanzen abbildet 
ist das Zeigerwertsystem nach Ellenberg. Das System beschreibt die Standort
anspriiche der GefaBpflanzen Mitteleuropas anhand linguistischer Variablen. 
Durch eine Verkniipfimg der Zeigerwerte mit den einflieUenden Standort-
parametem lieCe sich eine Verkniipfung von Standortparametem und 
Informationen uber die Auftrittschance einzelner Pflanzenarten ableiten. 

Auf dieser Basis aufbauend konnen weitere Ansatze, wie die Betrachtung der 
Ausbreitungsmechanismen, Stressfaktoren durch Mahd, Verbiss und Tritt, sowie 
natlirliche Haufigkeit, beziehungsweise Seltenheit einer Pflanze entwickelt 
werden. 

3. Ziele 

Das Fuzzy-Expertensystem muss aus den, in der Datenbank vorhandenen 
Pflanzenarten, jene ausschlieCen konnen, die nicht auf dem Standort vorkommen 
konnen. Wichtig ist jedoch vor allem, dass keine Pflanze ausgeschlossen wird, die 
unter Umstanden doch an dem Standort wachsen kann. Da das Vorkommen einer 
Pflanzenart iiber die Standorteignung hinaus von weiteren Faktoren wie aktuelle 
Nutzung und Nutzungsgeschichte des Standorts, sowie artspezifischer Haufigkeit 
der Pflanze abhangt, kann diese erste Phase des Systems nur einen Ausschluss 
von Pflanzenarten gewahrleisten, welche aufgrund der betrachteten Faktoren 
nicht vorkommen konnen. Aufbauend auf dieser Basis kann das System erweitert 
werden. 

Die Umsetzung des Systems erfolgt Uber eine Datenbank. Um das System 
moglichst flexibel zu gestalten werden alle Schatzungen zur Fuzzifizierung der 
Parameter in gesonderte Tabellen eingegeben, die bei Bedarf geandert werden 
konnen, soUten sich neue Erkenntnisse aus der Validierung oder aus Experten-
meinungen ergeben. 

Die grundsatzliche Aussage soil, iiber die Information zu den einzelnen 
Pflanzenarten hinaus, GroBen ausgeben, welche die Artenvielfalt in Bezug auf 
GefaBpflanzen anschaulich beschreibenden. Besonders interessant sind dabei 
Betrachtungen zu unterschiedlichen Gruppen von Pflanzenarten. So sollen die 
linguistischen Terme „gering", „mittel" und „hoch" die GroBen „Anzahl 
vorkommender Arten" und „Anzahl vorkommender Arten der roten Liste" ebenso 
beschreiben, wie die Anzahl vorkommender Arten bestimmter funktioneller 
Artengruppen, die in bestehende Module des Modells ANIMO einflieBen konnen. 
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Durch die Beschreibung des Outputs anhand anschaulicher GroBen soil die 
Erstellung neuer digitaler Karten moglich werden. Durch die Verkniipfung mit 
dem Modell ProLand innerhalb des Verbundmodells ITE^M konnen die 
Auswirkungen agrarpolitischer Entscheidungen, wie beispielsweise die Hohe der 
Flachenpramien einer Kulturart auf eine bestimmte Hohe, auf ihre Auswirkung 
auf das Angebot an Lebensraum fur bestimmte Arten untersucht werden. 

4. Zeigerwerte nach Ellenberg 

Die Zeigerwerte nach Ellenberg stutzen sich hauptsachlich auf Feldbeob-
achtungen. Sie entstanden Uber mehrere Jahre durch Untersuchung der Standorte 
an denen einzelne Pflanzenarten vorkommen. Das Zeigerwertsystem umfasst 
nahezu alle Pflanzen Mitteleuropas und weist jeder Pflanze eine Beschreibung 
ihrer Standortoptima zu, bezogen auf die Standortfaktoren Temperatur, Licht, 
Kontinentalitat, Reaktion, Nahrstoffverftgbarkeit, Salz- und Schwermetall-
toleranz sowie Feuchte. Die Beschreibung fur den Zeigerwert Feuchte 5 ist 
beispielsweise „Frischezeiger, Schwergewicht auf mittelfeuchten Boden, auf 
nassen sowie auf ofler austrocknenden Boden fehlend". 

Die Standortoptima beziehen sich auf die okologischen Optima der Pflanzen. 
Das okologische Optimum bezeichnet die Standortbedingungen unter denen sich 
eine Pflanzenart am besten gegen andere Pflanzenarten behaupten kann, ihre 
Konkurrenzkraft gegenuber anderen Arten also am starksten ist, Erfullt ein 
Standort diese Bedingungen, so hat eine Pflanze, sofem sie ihre Sporen an dem 
Standort ausbringen kann, gute Chancen tatsachlich an diesem Standort vor-
zukommen. 

Die Zeigerwerte dienen in der Okologie hauptsachlich zur Beschreibung von 
Standorten in Form von Zeigerwertspektren. Die Pflanzen, die bei einer 
Vegetationsaufnahme gefiinden wurden, werden beispielsweise zur Beschreibung 
der Feuchtigkeitsverhaltnisse in einer Verteilung ihrer jeweiligen Zeigerwerte 
dargestellt, um einen Eindruck von der Flache zu vermitteln. In ihrer stark 
verbreiteten Anwendung weit Uber Deutschland hinaus, der groUen Zahl 
betrachteter Pflanzenarten, als auch in ihrer breiten Akzeptanz in der Okologie 
liegen die Starken des Zeigerwertsystems, die es fur die Verwendung in diesem 
System interessant machen. 
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5. Expertensystem 
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Abb. 1. Schema der Systems 
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5.1 Fuzzyfizierung der Standortparameter 

Das digitale Kartenmaterial enthalt Standortparameter, die oft als metrische 
GroBen angegeben sind. Die Fuzzyfizierung der Standortparameter kann sich bei 
der Mehrzahl der Faktoren auf Klassendefmitionen aus der Literatur stutzen. So 
ist z.B. die nutzbare Feldkapazitat offiziell in fiinf Klassen von „sehr gering" bis 
„sehr hoch" eingeteilt Kuntze et al. 1994). Die Hohe ist ebenfalls in linguistischen 
Termen beschrieben. Diese sind vegetationsspezifisch und sind absteigend von 
„nival" tiber „alpin", „subalpin", „montan" und „submontan" bis „kollin" ein
geteilt Pfadenhauer 1997). Die Hoheneinteilung ist jedoch unscharf und stark 
abhangig von dem betrachteten Gebiet. 

Ebenfalls aus Literaturangaben lasst sich grob die Klassifizierung der Hang-
neigung ableiten. All diese Einteilungen sind in Form von scharfen Mengen 
dargestellt. Eine Aufweichung dieser Grenzen ist fiir die Integration in das 
System notig und kann sich unter anderem auf Schwankungen der Literatur
angaben und Expertenschatzungen stutzen. 

Der Faktor Niederschlag wird in die Klassen „gering", „mittel" und „hoch" 
eingeteilt. Diese Klassen werden speziell fur das Untersuchungsgebiet gewahlt 
und stutzen sich auf die Klimaaufzeichnungen der vergangenen Jahre. 

Ein Teil der Parameter liegt in Form nominalskalierter Klassen vor, so zum 
Beispiel die Exposition und die Bodenart. Diese werden in ordinalskalierte 
Klassen iiberfuhrt. Die Rangfolge wird bei der Exposition aus der Sonnen-
einstrahlung und bei der Bodenart aus der Wasserdurchlassigkeit abgeleitet. 

Andere in den Karten vorhandenen Parameter sind bereits klassifiziert. So liegt 
beispielsweise der Faktor „Basenversorgung des Bodens" bereits in klassifizierter 
Form vor. 

5.2 Inferenz 

Um eine nachvollziehbare Verkniipfung mit den Zeigerwerten nach Ellenberg 
zu erreichen muss die Inferenz des Systems in zwei Telle aufgespalten werden. 
Zunachst werden aus den klassifizierten Standortparametem verstandliche 
EinflussgroBen abgeleitet, aus denen Faktoren wie Feuchtigkeit oder Temperatur 
erschlossen werden konnen. Aus diesen EinflussgroCen, kombiniert mit 
Standortfaktoren, wird anschlieCend, in einer zweiten Phase, die Inferenz zur 
Zuweisung der Zeigerwerte erstellt. 
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5.21 Inferenz 1 - Ableitung klimatischer und gelandespezifischer 
Parameter 

Dieses vorgeschaltete Regelwerk dient der Vereinfachung des Regelwerks, 
einer erhohten Nachvollziehbarkeit und einer deutlichen Verringerung der Anzahl 
an Regeln im Hauptteil der Inferenz. 

Hier sollen die StandortgroBen Verdunstung, Oberflachenabfluss, 
Sonneneinstrahlung und gespeichertes Wasser abgeleitet werden. Bei der 
Ableitung dieser GroBen wird ein herkommliches fuzzy-control Regelwerk 
verwendet. Die einfliefienden Faktoren weisen Uber Wenn-Dann Operatoren auf 
eine Klasse der OutputstandortgrolJe bin. 

Die einflielJenden Faktoren fur die Sonneneinstrahlung sind Exposition und 
Hangneigung. Die Sonneneinstrahlung ist an einem steilen Siidhang am starksten. 
Bei geringerer Hangneigung oder einer anderen Himmelsrichtung wird die Ein-
strahlung geringer sein. Bei einem steilen Nordhang wiederum ist die Ein-
strahlung am geringsten und wird mit geringerer Hangneigung zunehmen. 
Ahnlich wird die Verdunstung abgeleitet, in die zusatzlich die Faktoren Bodenart 
und Nutzung der Flache eingehen. 

Der Oberflachenabfluss wird aus der Bodenart und der Hangneigung 
bestimmt. Je schlechter der Niederschlag einsickem kann und je steiler der Hang 
ist, desto groCer wird der Anteil des Niederschlags sein, der an der Oberflache 
abflieBt. Wie viel Wasser gespeichert werden kann hangt von der Speicher-
fahigkeit des Bodens und der Menge des Niederschlags ab. 

5.22 Inferenz 2 - Ableitung der Zugehorigkeitsklassen der einzelnen 
Zeigerwerte 

In diesem Teil des Systems wird den einzelnen Zeigerwerten eine Zugehorig-
keit zugewiesen. Die Zeigerwerte konnen als linguistische Terme betrachtet 
werden, besitzen jedoch sehr heterogene Beschreibungen, sodass jeder einzelne 
gesondert betrachtet werden muss. FUr jede beschriebene Standorteigenschaft 
muss ein gesondertes Regelwerk, mit unterschiedlichen Einflussparametem, 
erstellt werden. Jede Standorteigenschaft besitzt mindestens 9 Zeigerwerte. Fiir 
jeden muss geprUfl werden, fur welche Kombinationen der EinflussgroBen der 
Wert „keine Zugehorigkeit", ftir welche er „geringe Zugehorigkeit", „mittlere 
Zugehorigkeit" oder „hohe Zugehorigkeit" aufweist. 

Als Beispiel sei Zeigerwert Feuchte 7 angefuhrt. Dieser Zeigerwert ist durch 
den linguistischen Term „Schwergewicht auf gut durchfeuchteten, aber nicht 
nassen Boden" defmiert. Die Einflussfaktoren fur Feuchte sind in dem Regelwerk 
die Verdunstung, die Menge gespeicherten Wassers, der Oberflachenabfluss und 
die Staunasseneigung. Neigt der Boden zu Staunasse muss die Zugehorigkeit des 
Zeigerwertes gering bis null sein, da nasse Boden ausgeschlossen werden. 
Herrscht an dem Standort starke Verdunstung und wird nur eine geringe Menge 
Wasser gespeichert, so muss die Zugehorigkeit des Zeigerwertes ebenfalls null 
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sein, da er dann nicht gut durchfeuchtet sein kann. Auch ein hoher 
Oberflachenabfluss wirkt sich negativ auf die Zugehorigkeit aus. 

5.3 Filtersystem 

Aus dem entwickelten Regelwerk kann gefolgert werden, welche Zeigerwerte 
auf bestimmten Standorten nicht vertreten sein konnen. Aus dieser Information 
lasst sich ableiten, welche Pflanzen auf diesen Standorten nicht wachsen konnen. 
Diese Pflanzen werden iiber ein Standortfiltersystem ausgeschlossen. 

Der Filter wird an eine Datenbank angelegt, welche Informationen zu den 
GefaCpflanzen Mitteleuropas beinhaltet. AuBer den Zeigerwerten sind beispiels-
weise auch Informationen zum Gefahrdungsstatus enthalten. 

Die Pflanzen, die nicht herausgefiltert werden, lassen zahlreiche Schlussfol-
gerungen iiber den betrachteten Standort zu. Die gewonnenen Informationen 
konnen in Form von Karten anschaulich gemacht werden. 

Durch Vergleich der Ergebnisse des Systems mit der realen Situation im 
Gelande kann das System auf Fehler untersucht werden. Das System darf auf 
keinem Standort eine Pflanze ausschlieUen, die tatsachlich dort vorkommen kann. 
SoUten sich Fehler dieser Art zeigen, so muss gepriift werden, ob ein konzeptio-
neller Fehler in der Fuzzifizierung der EingangsgroBen vorliegt oder ob die 
Inferenzen fehlerhafte Regeln beinhalten. 
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Abstract. Support Vector Machines (SVM) from statistical learning are very pow
erful methods which can be used as (e.g.binary) classifiers or discriminators in a 
wide range of applications. Advantages of SVM are that weak prior assumptions 
about both model and data suffice. Moreover, optimization of the SVM essentially 
regularizes the emerging data model by restricting the model to special data points, 
the support vectors, usually a small subset from the training data. In our paper 
we discuss ways of detecting informative and typical subsets from SVM solutions, 
with the aim of extracting simple rules. 

1 Introduction 

Classification of labeled high dimensional data is an important step within 
computational decision support in many industries. Classification rules ob
tained from large data sets can often be used as decision rules. An example 
is the decision of whether to accept or to reject a new credit applicant by 
a bank. Using personal records on many past credit applicants as a train
ing set, a method from Discriminant Analysis extracts a classification rule, 
which is used to forecast whether a new credit applicant is likely to default. 
Among the many methods for separating data into classes we mention Lin
ear Discriminant Analysis (LDA), which is computationally cheap and most 
suitable for linearly separable data but also more expensive methods like 
Support Vector Machines (SVM), which can "lift" arbitrarily complex data 
into high dimensional feature spaces until all nonlinearities are disentangled 
such that linear separation becomes possible [9]. SVM identify special data 
points (the support vectors) from the set of input data, which describe the 
boundaries between the cases. However, as an essentially geometrical concept 
in high dimensional space they are not of any direct use to the practitioner. 

There are several alternative approaches which express classification by 
a small set of conjunctions / disjunctions or other standardized "linguistic" 
rules [5], or which link fuzzy decision rules with certain non-linear SVM 
[2]. However, many of these approaches are "open ended" as they employ 
evolutionary search and genetic programming to discover useful rules from the 
vast number of feasible rules [3] and, hence, they also tend to be unacceptable 
for practitioners. 

Classification and regression trees (CART) in the sense of [1] are a widely 
accepted procedure for building decision rules based on recursively placing 
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split points on the values of single input variables. This recursive partitioning 
is simple and inexpensive, but compared to general rule systems its expressive 
power is limited. 

While using SVM has been shown to be useful for credit scoring [10], [8] 
one would still like to use the attractively simple features of recursive decision 
trees as a back end for practitioners. In the remaining part of the paper we 
therefore propose to use the support vectors of an SVM solution as subset 
preselection for computation of the decision trees. After a short description 
of the SVM mechanism and different types of support vectors, we first show 
the reasonability of the approach with some two dimensional "toy" examples 
and then proceed with the results on real life credit data. 

2 SVM and different types of support vectors 

Following [8] we give an abridged exposition of the SVM mechanism. Given 
N > 0 training cases {xi,yi}^i, with input data Xi e X C M.'^ (e.g. the de
scription of a credit apphcant) and the associated class labels yi e {—1,+!} 
(e.g. the recorded defaulting behavior), assume a feature space ^ , with dim(^) 
> dim(X), i.e. at least as expressive as input space X. There should also ex
ist a map which transform points x into points u. Now imagine u e T being 
such that a given, but arbitrarily distributed data set from X can now be 
linearly separated in T. The central ingredient of SVM is to linearly separate 
points in »F by a maximal margin, i.e. points form one class described by 
(tt(_i),tt;) 4- 6 < — 1 should be as much apart as possible from the points of 
the other class (ii(+i),t/;) + 6 > 1, which finally amounts to maximize 2/||t(;||. 
While this would minimize the expected misclassification rate, in practice, 
hard margins are replaced by soft margins by minimizing \\w\\ or 

^ 1 
C V ' O + min-{w,w) s.t. yi[{ui,Wi)-\-b] >1 - Q, ^ = 1,...,A^, 

'̂ —' w,b Z 
i = l 

with slacks G ^ 0- Capacity C > 0 now controls the misclassification rate 
which is used to avoid over-fitting to the data. The associated dual SVM, 
which disposes of the use of unknown space J^, reads 

N N N N 

max y^g^ - - ^ ^^aiajyiyjk{xi, Xj) s.t. ^ y ^ a i = 0, C > a^ > 0. 
i = l i=l j—l 1=1 

The "kernels" A:(.,.) are just scalar products of the inputs {x ,̂ Xj) in the case 
of hnear SVM, i.e. if ui = xi or [X = !F). In general (X 7̂  ^ ) , they are 
chosen from some set of nonlinear functions like e.g. exp(5||n;^ — Xj|p), s > 0. 

A data point Xi is called a support vector if a^ > 0 (i.e. the point i is 
a binding inequality in the primal). Note that there are at least two kinds of 
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support vectors. In case of a^ < C the support vector i is located on the mar
gin, and in case of a^ = C the support vector is within the margin (i.e. d > 0) 
where the probabihty of correctly predicting the class membership of a new 
data point is low. Support vectors of the first kind define the direction of the 
linear decision rule in feature space. 

For a new case a: G X, a sign rule on the SVM outputs computes the class 

label by y*{x) = sign{5(a;)} = sign < X^^^i a*{x,Xi) -f 6* >, where a* > 0 

and 6* G R are read off or easy derived from the dual solution. 

3 Combining linear SVM with CART 

In order to illustrate the effect of using CART on subsets which are the 
results of linear SVM we use a two-dimensional example of 244 randomly 
placed positive and negative cases (left plot of fig. 1). The class of positive 
cases contains much less (63) examples, and the position of some positive case 
where modified such that the set of positives looks "star-like" with outliers. 
Similarly to the credit scoring data this set is not linearly separable (decision 
set in left plot of fig. 1) and the linear SVM produces many (183) support 
vectors of both kinds. Next, recursive partitions are computed by CART on 
the whole data set and on two different data subsets resulting from the linear 
SVM. The two subsets are the bounded support vectors and the unbounded 
support vectors plus non support vectors, respectively (middle and right plots 
of fig. 1). 

The linear SVM misclassifies 58 (out of 244) cases. CART on all 244 
data points misclassifies 32 cases with seven simple rules. CART on the 94 
bounded support vectors misclassifies 20 cases with six simple rules, which 
are shown as a composite rule for the negative cases in the middle plot of fig. 1 
(shaded areas). One of the rules (light shade) contains the same number of 
positives and negatives (complete uncertainty), thus contributing with seven 
misclassified positives. Finally, CART on the unbounded support vectors and 
on all non support vectors (150 in total) classifies all cases correctly using 
three simple rules (right plot of fig. 1). 

We note that in this example the SVM is not optimized and all results 
are in sample. To take advantage of the procedure for new unlabeled data, 
however, some region description of the subsets is needed! In the next chapters 
we will extend the procedure to high dimensional real-life credit scoring data 
using out-of-sample validation. 

4 Extract ing Rules from SVM: Empirical results 

4.1 Credit Scoring Data 

We use a data set of 69775 cases describing applicants for building and loan 
credits. A total of 2336 out of 69775 apphcants (3.3%) defaulted on their 
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Fig. 1. Example with negative (white) and positive (black) cases, not separable 
in two dimensions. Left: All data and the decision set S{x) < 0 (shaded) of a 
linear SVM. Middle: CART on the bounded support vectors (a^ = C). The shaded 
areas are the combined rule for negative cases. The lightly shaded area denotes a 
region with equal number negative and positive cases (complete uncertainty). Right: 
CART on all non support vectors plus the unbounded support vectors {ai < C). 

O O QO o 0 ^ 0 0 •'^ ^^^^ 

o t o 

o°oo • 

"O 0 O O " 
O QO 0 0 O 
0 O 0 O 

0(5) 0 " o 
Oo 0 

? o 8° 

= oO°o 

^ 00 C 

° og 
O Oo 

,v» 

repayments and were classified as "bad". The goal of a binary credit scor
ing function is to assign new credit applicants to good or bad risk classes. 
There are six metric input variables describing the individual historical credit 
performance of each applicant and one binary output variable describing the 
state of credit (good or bad). Input variable transformations are necessary to 

correct for effects of scale and will be done by x'^ = 
OOi — XMIN 

with x'-
XMAX — XMIN 

as rescaled input field and XMIN and XMAX the minimum respectively max
imum value for variable x. Each rescaled input variable is bounded between 
0 and 1. 

4.2 SVM Model building 

By using SVM with linear kernel, upper bound C for a is the only parameter 
to be set in advance. As a rule of thumb C should not be smaller than ten 
times the input dimension of the model [9]. In our case a linear SVM with 
C = 60 was built to predict the state of credit. Additionally, to correct 
for unequal share of good and bad credit applicants in the data set, a cost 
factor was set to allow for more accuracy towards the classification of bad 
applicants [7]. 

4.3 Subset preselection 

SVM divide the patterns of the input space into three subsets [8]: the essential 
support vectors with 0 < a^ < C (where C is the user set upper bound for ai) 
used for the functional representation of the margin, the "bounded" support 
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vectors with ai = C and the non support vectors with a^ = 0. In the following 
the essential support vectors will be called informative patterns. Non support 
vectors that can be separated without any error by the SVM will be called 
typical patterns. In the non separable case, where SVM with soft margin 
hyperplanes are used, bounded support vectors occur. Such support vectors 
cannot be separated well by the SVM. They will be called critical patterns. 

4.4 Extracting Rules with CART from SVM 

Extracting rules with CART from SVM will be done in two different ways. 
First, one can use only the essential support vectors (informative patterns) 
as input for the tree method. This will enable the classification tree to con
struct a set of decision rules along the margin of the separating hyperplane 
of the SVM. In our case 22 essential support vectors are found. They can be 
separated without any error by four simple rules, based on three variables 
X3, X5 and X6 from the input set (see table 1). 

Table 1. Rule extraction from informative patterns with CART. 

Rule 1 for bad: 
i f X6 < 0.6786 and X5 >= 0.7748 

Rule 2 for bad: 
i f X6 >= 0.6786 and X3 < 0.7951 

Rule 1 for good: 
i f X6 < 0.6786 and X5 < 0.7748 

Rule 2 for good: 
i f X6 >= 0.6786 and X3 >= 0.7951 

then bad 

then bad 

then good 

then good 

A second way is to use the SVM as a preprocessing method, identifying 
typical and critical patterns. CART then is performed by using only typical 
patterns. This procedure leads to a small set of essential rules with low error. 
Table 2 shows the results. Three rules can be extracted, based on two variables 
X3 and X6. Out of 69775 credit appHcants 55613 cases are critical patterns 
and therefore were eliminated. The remaining 14162 cases can be classified 
by three rules, with an error of 0.44%. 

4.5 Extracting Rules with Kohonen Mapping from SVM 

The self-organizing map {SOM) from Kohonen [6] is a well known neural 
network type that can be used to perform spatially organized clustering. 
The SOM generates a two dimensional representation of a multidimensional 
input set. Similar cases are grouped together in one or more (neighbouring) 
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Table 2. Rule extraction from typical patterns with CART. 

Rule 1 for bad: 
if X6 >= 0.6378 and X3 < 0.6729 then bad 

Rule 1 for good: 
if X6 < 0.6378 then good 

Rule 2 for good: 
if X6 >= 0.6378 and X3 >= 0.6729 then good 

neurons. We use SOM with subsequent preprocessing via SVM. By using 
only support vectors and non support vectors one can intuitively expect to 
get a mapping with homogenous regions of good and bad credit applicants. 
Each region consists of a number of neighbouring neurons (or prototypes) 
where each prototype is defined by its centre. Prototype-based rules then 
can be generated in the following way: First, identify the region(s) of bad 
applicants. For each neuron of the bad region: Calculate the distances between 
prototype centre and support vectors. Support vectors are lying exactly on 
the margin between good and bad credit applicants. The maximum distance 
between centre and support vector then will be used as a threshold. If the 
distance between an input pattern and a "bad" prototype centre is below this 
threshold, the pattern will be classified as bad [4]. 

Table 3. Kohonen Mapping using informative and typical patterns: average pro
files of two bad prototypes compared to the average of good prototypes. 

bad-9.4 
bad-9.5 

average good 

Kohonen 

XI 

0.1967 
0.5212 

0.1400 

Mapping 

X2 

0.5506 
0.5761 

0.4690 

- Prototype centres 

X3 

0.1632 
0.4663 

0.2077 

X4 

0.2221 
0.2639 

0.6037 

X5 

0.3193 
0.4145 

0.2722 

X6 

0.8478 
0.8343 

0.2228 

One bad region with two neighbouring neurons (out of a total of 70 neu
rons of the whole map) could be identified. The share of bad applicants 
connected with these neurons is 99.35% (461 out of 464 credit appHcants). 
The profiles for the three prototypes bad-9.4 and bad-9.5 (the last two num
bers indicating the coordinates on the 10 x 7 Kohonen map) can be seen in 
table 3. The three rules for bad credit applicants are: 

• if Z)(bad-9.4;X) < 0.4148 then bad 
• i f jD(bad-9.5;X) < 0.3637 then bad 



414 

• else then good 

D(bad-9..;X) is the EucHdian distance between the unlabeled credit appli
cant X and the bad region centre of bad-9.4 and bad-9.5 respectively. 

4.6 Tenfold Cross Validation Classification Results 

To perform tenfold cross validation the whole data set is divided into ten 
equally sized intervals at random. Subsequently each interval is being used 
as an out-of-sample validation set for the model that was generated using 
the remaining nine intervals as a training set. By repeating this ten times the 
whole data set is being used as an out-of-sample validation set. 

Table 4. Overview of tenfold cross validation model performance. There are 2336 
bad and 67439 good credit applicants in total. Bad credit applicants classified as 
good are called Bad accepted, good credit applicants classified as bad are called 
Good rejected. Total error is the percentage of total wrong in relation to all 69775 
credit applicants. The last column shows the minimum, maximum and average 
number of rules for every rule-based model. 

Model 

SVM 

LDA 

CRTree (Full Set) 

CRTree (Informative) 

CRTree (Typical) 

Kohonen 

Tenfold Cross Validation 
Tofcai 

Bad accepted Good rejected error 

688 (29.5%) 28009 (41.5%) 41.1% 

766 (32.8%) 25290 (37.5%) 37.3% 

799 (34.2%) 22019 (32.7%) 32.7% 

956 (40.9%) 23993 (35.6%) 35.8% 

1203 (51.5%) 16913 (25.1%) 26.0% 

847 (36.3%) 31682 (47.0%) 46.6% 

[MIN; 
No. of rules 

MAX; AVE] 

[4; 10; 6.9] 

[2; 4; 2.9] 

[3; 3; 3.0] 

[2; 3; 2.8] 

The following models are compared in the sequel: (1) Linear Support Vec
tor Machine, (2) Linear Discriminant Analysis (LDA), (3) C&R-Tree without 
subset preselection, (4) C&R-Tree using informative patterns only as input, 
(5) C&R-Tree using typical patterns only as input and (6) Kohonen Mapping 
using informative and typical patterns. In terms of total error it can be seen 
that CRTree (Typical) outperforms all other models. CRTree (Informative) 
does better than SVM and LDA but is worse than CRTree (Full Set). Koho
nen Mapping finally is worse than any other model. A closer look should be 
taken towards the number of generated rules. Whereas CRTree (Full Set) has 
a low error, it generates quite a high number of rules (an average of about 
7) with a range of 4 up to 10 rules over all ten folds. CRTree (Informative) 
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generates only three rules in average with a range of 2 up to 4. The most 
stable results are from CRTree (Typical). For each of the ten folds three (al
most identical) rules are generated. Kohonen Mapping generates the smallest 
number of rules, but results in a poor out-of-sample classification. 

5 Conclusions and outlook 

It was shown tha t benefits can be gained from applying classification trees 
on da ta subsets selected by SVM solutions. Using these rule-based models is 
at tractive for practitioners, it can reduce overall misclassification ra te and it 
also leads to a small and stable solution. For higher dimensional da ta some 
further decision set analysis seems to be imperative. A future direction will 
be to use graphs to further characterize da ta subsets as e.g defined by classes 
and support vectors of linear and nonlinear SVM. 
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Abstract. We present a model for the pressure between positions in a network. 
This notion is made operational through identifying the locations and sources of 
network value. Precisely these 'markets', where network value is obtained and 
generated, can be at stake and determine the pressure a position may experience, 
Using a limit approach, we also derive our square law of network power. 

1. Introduction 

We present a model for the notion of structural tension between pairs of positions 
in a value generating network. In a network, the value or worth of a position can
not be determined autonomously or exogenously. A position with a large number 
of links may derive more value from the network than a peripheral position can 
ever claim. Not only does this network value depend on the number of relations 
to other positions, it also depends on the network values of these positions: if a 
position somehow succeeds in gaining extra value, this also adds to the values of 
neighboring positions. Generally speaking, network value is the advantage posi
tions have because of their connections within the network. 

We assume that each pair of positions is aware of this mutual dependence, also 
through changes in network values of their common neighbors. As they 'feel' the 
effects of each other's moves, they monitor the other's network situation and are 
prone to react. We propose measures for this latent potential to engage in rival-
rous behavior. Our measures are derived from the notion of competitive pressure 
between firms operating in the same industry, offering similar products, see for 
example (Chen 1996). This competitive pressure that a focal firm experiences 
from a competitor is determined by two factors: the strategic importance of each 
of the product markets the focal firm shares with the competitor, and that com
petitor's market share in these markets. In our model, markets and market shares 
are replaced with positions and network values. We make the notion of pressure 
in a network operational through identifying the locations and sources of network 
value for each position. Precisely these 'markets', where network value is ob-

* Acknowledgment. I like to thank Prof. Robert Delver for several insightful comments re
garding the notion of competitive pressure between firms. 
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tained and generated, can be at stake and determine the pressure a position may 
experience from other positions through their common neighbors. Pressures or 
threats that focal positions experience from competitors, and vice versa, are meas
ures for the structural tension between pairs of positions in the network. 

We show that network power of positions, which is defined as pressure that is 
experienced by other positions, does depend on network value. We also show that 
the overall pressure that a position experiences can be reduced by creating new 
links. For one specific pressure-map, it is even true that a position with twice as 
much network value as another position, has four times as much power: our 
square law of network power. 

In Sect. 2, we determine the network value for each position in a network. 
Pressure-maps are explained and computed in Sect. 3. Finally, in Sect. 4, we in
troduce a square law for network power. 

2. Network value 

Values of positions are recursively related to the values of positions to which they 
are linked. To determine these network values, we have to solve this circular de
pendence of the value of a position on the values of adjacent positions. A well-
known and often used method is the eigenvector approach: take the eigenvector 
of the adjacency matrix, corresponding to the principal (largest) eigenvalue. See 
(Bonacich 1972; Wasserman and Faust 1994; Laslier 1997; Monsuur and 
Storcken 2002, 2004). 

Let G = (V,E) be a undirected network, where Fis a finite set of positions and 
E a set of links between pairs of positions. We assume that the network is con
nected, meaning that each pair of positions can be (indirectly) linked by a finite 
sequence of links from E. Let A be the adjacency matrix, defined by ^y = 1 if po
sitions / andy are linked, and ^y = 0 if there is no (direct) link. We take An = 1 for 
all /, meaning that we assume that each position is adjacent to itself Let v be the 
normalized eigenvector of A corresponding to the principal eigenvalue ^: v = 

lun 
r ^n ^ 

^^^^ 
\e. The components of v sum to one. Any nonnegative eigenvector 

of v4 is a multiple of v. Then we let the network value q of a position / be its com
ponent of this vector v. This means that the network value of a position is propor
tional to the sum of network values of adjacent positions. 

For the graph of Fig. 1, the normalized eigenvector of the corresponding adja
cency matrix is given by 
[.0312, .0752, .0312, .119, .0939, .1074, .165, .1178, .0684, .1043, .0433, .0433] 

with eigenvalue 3.411238. The sum of all network values equals 1. For example, 
Cg = 0.165, meaning that 16.5% of the total network value generated by the (struc-
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ture of the) graph is accumulated in position g. In social network analysis, this 
number can be interpreted as the status of position g within the network. 

9.39% 10.74% 

3.12% 7.520/ 
a b 

c 
3.12% 

— d -
11.90% 11.78% 

16.50% I 10.43% 

— g — j -

6.84% 

4.33% 

- k 

4.33% 

Fig. L A network and network values 

To illustrate the mutual and recursive dependence, note that Av = Xv, showing 
that relative values of positions do not change if we assign to each position the 
sum of values of positions it is linked to. For the network of Fig. 1 , we for exam
ple have, Xcg = c/-^ Cg-^ Ch + Cj + Cj. For later purposes, we also divide the eigen
vector by X, giving a vector s with components s^^ c^l X and sum of components 

[.0091, .022, .0091, .0349, .0275, .0315, .0484, .0345, .0201, .0306, .0127, 
.0127]. 

The network value of a position in a given network depends on the network 
values of positions it is linked to. In Fig.l, we for example have Cg = 5̂ /+ ^̂  + /̂, + 
Si + Sj. So position/ contributes 0.0315/0.165x100% = 19.1% to the network 
value of g, while positions g, h, i andy contribute 29.3%, 20.9%, 12.2% and 
18.5% respectively. 

In the following section, we show how the network values can be used to de
termine the structural tension between positions. 

3. Pressure-maps for networks 

To introduce the notion of pressure within a network, we first consider the notion 
of competitive pressure between firms operating in the same industry. As men
tioned before, competitive pressure is determined by two factors: the strategic 
importance of each of the markets the focal firm b shares with the competitor a, 
and that competitor's market share in these markets. For example, (d'Aveni 2001) 
uses the formula 

Pab= I.(Sa^/S^)x(Shfn/Ti,) 
m 

to compute the magnitude of pressure felt by focal firm b from its overlaps with 
competitor a. The sum is over all product markets or segments m. In this formula, 
Sam is the unit sales of firm a in product market m; S^ is the total unit sales of all 
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competitors and the focal firm in the product market m\ Sbm is the unit sales of 
firm b in product market m; T̂  is the total unit sales of firm b across all its prod
uct markets. The second part of each term is the strategic importance of the in
vaded market m to focal firm b, while the first part is a measure of the size of the 
presence of the competitor in that market m, the market share of the competitor. 
All these pressures together, for each firm a and b, give a pressure-map. If Pab is 
relatively large, then firm a is one of Z?'s top competitors, and an attack by firm a, 
such as introducing a new product, would be viewed as threatening by firm b. 
Our networks do not have product markets where positions interact. But there is 
some analogy: take for example two positions, say e and g of Fig. 1 with a com
mon neighbor/ First, note that the network value of position g depends partly on 
the value of position/ So, to position g, the position/may be seen as a 'market' 
where network value is generated and accumulated: as computed above, the im
portance of position/to g is 19.1%. Secondly, position e contributes to the net
work value of position/in the sense that it has a 'share' of 0.0275/0.1074x100% 
= 25.6% in 'market'/ the presence of ^ in position/or the extent to which e is a 
key player in this market. To compute the pressure of e on g through position/ 
we may multiply the size of the presence and the importance to obtain 0.049. In 
general, we have: 

Definition Given a network and two positions a and b, we let the pressure of po
sition a on Z? be equal to 

Pab Za ' ' 
mGiV[a]niV[Z>] ^m ^b 

where, for any position/ c, is the network value of position/ and N[/] is the set 
of positions adjacent t o / includingy itself 

The first part of each term is the presence of the competitor a in the common 
neighbor m, the second term is the importance of the network value of m to the 
focal position b. For example, positions/and g have two common neighbors (f 
and g themselves). Therefore, the pressure of position / on g is equal to 
(.0315/. 1074) X (.0315/. 165) + (.0315/. 165) x (.0484/. 1650) = 0.112. Conversely, 
the pressure of g on / is equal to (0.0484/0.1074) x (0.0315/0.1074) + 
(0.0484/0.165) X (0.0484/0.1074) = 0.264. These number indicate the structural 
tension between the two positions. 

Theorem 1 LQtpab be the pressure that position a exerts on position b. Then 
_ #{N[a]nN[b]}ca 

Pah ~ , 

where X is the principal eigenvalue of the adjacency matrix. 
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Proof. By definition, we have pab = Y, ~ ^— • This is equal to 
meN[a\r^N[b] ^m % 

Pab 7 L, 5 • • 
X̂  meN[a\nN[b] ^m % \^ % 

In literature, one may find several studies concerning the relation between the 
principal eigenvalue X and topological features of a network like density of links. 
For example, (Wang et al. 2004), study epidemic thresholds, which is a critical 
state beyond which infections become endemic. They present a model showing 
that this threshold equals 1/X,. In theorem 1, we showed that pressure of position a 
on b is equal to the quotient of their network values, adjusted by a factor 
i^{N[a\nN[h]} 

X^ 
'. We call X the global damping factor. If X is large, pressure is 

relatively small and tension between positions is small. This, for example, is the 
case if the network is dense. In these networks, positions have many connections 
through which they can generate network value. The term #{N[(3f]nN[Z?]}, which 
is the number of common neighbors, indicating local interactions between a and 
6, we call a local expanding factor. 
For the network of Fig.l, collecting all pressures pxy, x,ye{a,b,..,J}, we obtain 
the following pressure-map in matrix representation: 

^,172 .071 .086 .023 0 0 0 0 0 0 0 0 ^ 

.414 .344 .414 .108 .069 0 0 .055 0 0 0 0 

.086 .071 .172 .023 0 0 0 0 0 0 0 0 

.328 .272 .328 .344 .218 .095 .062 .174 0 0 0 0 

0 .107 0 .136 .258 .150 .049 ,068 0 0 0 0 

.078 .196 .258 .112 .078 .135 .088 0 0 

.119 .151 .264 .429 .241 .414 .272 .327 .327 

.170 .108 .094 .123 .258 .148 .097 0 0 

0 0 .055 .071 .050 .172 .056 0 0 

0 0 .083 .109 .076 .131 .344 .414 .414 

0 0 0 .023 0 0 .071 .174 .086 

0 0 0 .023 0 0 .071 .086 .174 

The term #{N[a]nN[Z>]} is equal to A^ab, which is the entry on the location (a,b) 
of the matrix A^. As the vector of network values also is an eigenvector of the ma-

0 
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trix A^, with eigenvalue X^, we obtain for fixed b: Y,#{^[a]n]>l[b]}c^ = X c^, 

a 

implying that 2̂ —^̂ —^̂ -̂ — " = 1. Therefore, we have 
X^ % 

Corollary 1 For each position b\ YjPah ^ 1- • 
a 

This shows that columns of the pressure-map sum to one. Therefore, the sum of 
pressures on b from other positions is equal to 1 -pbb- This number may be inter
preted as a measure, say T̂ , of the overall tension that a position experiences. As, 

by definition, p^b = \ > we have Zi = 1 \ • Therefore, the overall 
X^ X^ 

tension can be reduced by creating a new link to a position: N{b] increases by 1, 
while X does not increase substantial. 

Corollary 2 For each pair of positions a and b with N[a]nN[fe] ^ 0 , we have 

Pab >Pba if, and only if, Ca > Cb. • 

Note that, in general, the tension that a experiences from the presence of b is not 
equal to the tension that b is facing from the presence of a. 

Next, let a and Z? be a pair of positions. Suppose that a covers b. By that we 
mean that all positions adjacent to b are also adjacent to a and that, in addition, 
position a has at least one extra neighbor: N[Z>]\{Z)} is strictly contained in N[a]. 
In (Monsuur and Storcken 2004) it is shown that if a covers b, we have Ca > Cb. 
Therefore, we have 

Corollary 3 If position b is covered by position a, then pab>Pba' • 

4. A square law for network power 

As #{N[a]nN[Z?]} = A^ab, we may introduce a whole family of pressure-maps: 

P ab^ 
X % 
2 

P^ab = — I — — , the pressure-map we introduced in the previous sec-
X^ % 

tion, 
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p^ab ^ — T — ~ ' ^^^ arbitrary integers k, 

where A^ab is the number of paths between positions a and b of length k. Using 
these pressure-maps, the pressure of a on 6 is equal to the quotient of their net

work value with adjustment factor AKb . So, the pressure and dependence is 

experienced not only through common neighbors, but also via chains of k links, k 

> 2. Note that, for arbitrary integer k and position b, Y,P ab =^' 
a 

Theorem 2 The pressure-map p'^ab is independent of b and is equal to 
^ 2 

c/+c^^+.. . + ĉ ^ 

Proof. Let L:= lim L^, where Li= \ — . It is well known that columns of L are 
/->oo yXJ 

positive multiples of the eigenvector c, see for example (Berman and Plemmons 
1979). Moreover, as Li is symmetric for each /, we know that L is symmetric. Al
together, this means that 

fkca 

kct 

kcc 

kct 
V 

kcb kCc 

k—% . 

k^ct . 

.. kci ^ 

where t is the number of positions and k some positive number. Observe that for 
each /, we have Uc - c = 0, implying that also Z.c - c = 0. This may be used to 
compute the value of A:: 

Ca^+cy^+... + Ct 
^Ca-

Henceforth, we have 
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1 = 
2 2 2 

As p°"ab = 
/->oo X^ 

Ca% c^ Cc% ... c^% 

^a^t %^t ^c^t '" ^t 

( 
l i m l -

ab 

<^a% 

^^ + ^h' + - + ^^ ^b c^ + c^ +... + c^ 

position fc.4 

^ , we have /?", , = ! , , £ « . = 

. This clearly is independent of 

This means that the pressure of a on h, using the pressure-map p^ah, is equal to 
the relative contribution of a to the total sum of squared network values of the 
network. 

The pressure-map/?"^ for the network of Fig. 1 is equal to: 
[.009, .055, .009, .138, .086, .112, .265, .136, .046, .106, .018, .018] 

From the theorem above, it is clear that we have a square law of network power: 

Theorem 3 If the network value of position a is twice the network value of posi
tion b, then the pressure that position a can exert is four times as large as the pres
sure that b can exert, if we use the pressure-map/?'^. • 
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Abstract. In this paper, we describe an extension of the OLAP (On-Line Analyti
cal Processing) framework with automated causal diagnosis, offering the possibil
ity to automatically generate explanations and diagnostics to support business de
cision tasks. This functionality can be provided by extending the conventional 
OLAP system with an explanation formalism, which mimics the work of business 
decision makers in diagnostic processes. The central goal of this paper is the iden
tification of specific knowledge structures and reasoning methods required to 
construct computerized explanations from multidimensional data and business 
mo-dels. The methodology was tested on a case study involving the comparison 
of financial results of a firm's business units. 

Keywords: Datamining, OLAP, Explanation, Business Intelligence. 

1. Introduction 

Today's OLAP (On-Line Analytical Processing) systems have limited explana
tion or diagnosis capabilities. The diagnostic process is now carried out manually 
by analysts, where the analyst explores the multidimensional data to spot excep
tions, and navigate the data with operators like drill-down, roll-up, and selection 
to find the reasons for these exceptions. Such functionality can be provided by ex
tending the conventional OLAP system with an explanation formalism. Here di
agnosis is defined as finding the best explanation of unexpected behaviour (or 
symptoms) of a system under study [10]. This definition assumes that we know 
which behaviour we may expect from a correctly working system, otherwise we 
would not be able to determine whether the actual behaviour is what we expect it 
or not. The expected behaviour in an OLAP environment can be derived from 
some statistical model or can be domain knowledge from analysts. The objective 
of this paper is to extend the OLAP system with a diagnostic process. In short, we 
automate the current user-driven analysis of OLAP data, with an explanation 

mailto:ecaron@fbk.eur.nl
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formalism that finds exceptions, and finds out why these exceptions have 
emerged. 

Our exposition on causal explanation is largely based on Feelders and Daniels' 
notion of explanations [2, 3], which is essentially based on Humpreys' notion of 
aleatory explanations [6] and the theory of explaining differences by Hesslow [4]. 
Causal influences can appear in two forms: contributing and counteracting. 
Therefore, the following canonical form for causal explanations is proposed in [2, 
3]: 

(a, F, r) because C^, despite C". (1) 

where {a,F,r) is the event to be explained, C^ is non-empty set of contributing 
causes, and C" a (possibly empty) set of counteracting causes. The explanation 
itself consists of the causes to which C^ jointly refers. C" is not part of the ex
planation, but gives a clearer notion of how the members of C^ actually brought 
about E . The explanandum is a three-place relation between an object a (e.g. the 
ABC-company), a property F (e.g. having a low profit) and a reference class r 
(e.g. other companies in the same branch or industry). The task is not to explain 
why a has property F, but rather to explain why a has property F when the mem
bers ofr do not. This general formalism for explanation constitutes the basis of 
the framework for diagnosis in an OLAP context developed in this paper. 

To position this paper we mention some related work regarding the explana
tion of differences in multidimensional data. In [8] Sarawagi presented an opera
tor for data cubes that lets the analyst get summarized reasons for drops or in
creases observed at an aggregated level. In [9] the authors developed a discovery-
driven exploration paradigm that mines the data for exceptions and summarizes 
the exceptions at appropriate levels in advance. The discovery-driven method is 
guided by pre-computed indicators of exceptions at various levels of detail in the 
cube. 

The remainder of this paper is organized as follows. Section 2 introduces our 
notation for the multidimensional model, followed by a description of normative 
models appropriate for diagnosis. In section 3 the explanation formalism is ex
tended for multidimensional data in order to automatically generate explanations 
for symptoms derived from multidimensional data. Finally, the complete method 
is illustrated in a case study on sales data in section 4. 

2. Notation, equations and normative models 

Many different notations of OLAP concepts are found in the literature. Here we 
introduce a generic notation that is particular suitable for combining the OLAP 
concepts of measures, dimensions, and dimension hierarchies. A measure is de
fined as a function on multiple domains: y''^ •''• ;/)(' xDj^ x...xi9^'' ->D . Each 
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domain D. has a number of hierarchies ordered by /)•'""' Ẑ)̂ ™"''"̂  -<...-< D^, 

where D^ is the highest level and £)/""" is the lowest level in Z). . A dimension's 

top level has a single level instance Dl = {All}. For example, for the time di

mension we could have the following hierarchy T^ <T <T\ where 

r = {All-T}, V = {2000,2001}, and T' = {Q1,Q2,Q3,Q4}. Sometimes we will 

write T[Quar- ter] for T^. A cell is {d^,d^,.,,,dj where d. are elements of the 
domain hierarchy at some level, so for example (2000,Amsterdam,Beer) is a cell. 
Each cell contains data, which are the values of the measures y like, for example, 
sales'^^(2000, Amsterdam, Beer). And if no confusion can arise we will leave 

out the upper indices indicating level hierarchies and write 
sales(2000,Amsterdam, Beer). By applying suitable equations we can alter the 
level of detail and map low level cubes to high level cubes and vice versa. Here 
we investigate the common situation where the aggregation relation is the sum
marization of measures in the dimension hierarchy. So>' is an additive measure if 
in each dimension and hierarchy level of the data cube: 

y-^'- '- '"(...,«,...)=!;/••'-••'"(...,a,,...), (2) 

where a e D^~^, a^ eD^, q is some level in the dimension hierarchy, and m 

represents the number of level instances in D^. Sometimes we will use the term 

y'"*'''"' •'"(...,+,...) for the left-hand side of the above equation. An example 

equation is: 
4 20 

saleŝ *̂ ^ (2000, All-Locations, Beer) = 2 Z saleŝ *^ (2000.Q., Country^, Beer). 
7=1 k=l 

Furthermore, we assume that a business is given by a business model A/repre
senting relations between measures. These relations can be derived from many 
domains, like finance, accounting, logistics, and so forth. Relations are denoted 
by 

/'^••''(d,,d,,...,dj = fix'''^-''id,,d,,...,d„)), (3) 

where x = (Xp...,jK:„), and y,x^,...,x„ are measures defined on the same do
mains. Business model equations hold on equal aggregation levels in the data 
cube, therefore we may leave out upper indices. In Table 1, an example of a busi
ness model fi*om a sales database is given. 

Table 1. Example business model M 
1. Gross Profit = Revenues - Cost of Goods 
2. Revenues = Volume • Unit Price 
3. Cost of Goods = Variable Cost + Indirect Cost 
4. Variable Cost = Volume • Unit Cost 
5. Indirect Cost = 30% • Variable Cost 
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The normative model specifies the reference class that should be used to com
pare. It also specifies the measures with respect to which the comparison should 
be made. There are many ways to construct reference objects for multidimen
sional data. The sunplest way is pairwise comparison [8], where a value of a 
measure y is compared with another in the data cube, the reference variable 
norm(y). For example, we can compare sales(2000,Germany,All-Products) with 
the sales of the previous year, norm(sales(1999,Germany,All-Products)), as an 
historical norm value. Other common norm values are the average or expected 

value of a cell. We use the notation: j;(. ..,+,...) = (2;^C ••, <̂  , - . . ) ) /^ • And for 

the average over all domains we write 3;(+,+,...,+) . Expected values are based 
on statistical models. A huge variety of statistical models exists; see Tukey in [5] 
for an elaboration. Here we will use simple additive model, where we assume that 
the joint contribution of the aggregates is the sum of the separate contributions 
from each aggregate and s(d^,d^)U N(0,a^). For a multidimensional data set 
with only two dimensions we write the estimate for the expected value as an addi
tive function of three terms obtained from the possible aggregates of the table: 

j)(c/pc/2) = yW,+) + 3;(+,c/2)-3;(+,+). (4) 

Now the expression, dy = q (^e{high,low}) specifies an event in the data 
cube, i.e. the occurrence of a quantitative difference between the actual and norm 
value, denoted by dy. If for the norm value the expected value is used, we can 
scale the residual with the standard deviation a(y). In that case, a cell is a symp
tom or surprise value [9] if (y- norm(y))/a is higher than some threshold S . 

3. Methodology 

Explanations of events are usually based on general laws expressing relations be
tween events, such as cause effect relations. In the data cube, two types of rela
tions are available for explanation generation namely: multiple additive relations 
- according to (2) - in the dimension hierarchies, and the business model rela
tions - according to (3) - between the measures. We are interested in explaining 
the difference between object a and r. Contributing and counteracting causes that 
explain dy are determined by the calculation of a measure of influence [3, 7]. The 
correct interpretation of the measure depends on the form of the function /; the 
function has to satisfy the so-called conjunctiveness constraint [2, 3]. 

First we discuss the situation where explanation is sustained by relations in the 
business model, after that we elaborate on the situation where explanation is sus
tained by dimension hierarchies. The defmition of the measure of influence is 
more general for business model relations because here explanation is sustained 
by additive or monotonic relations: 
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inf(^,, y) = /(norm(x_,.), x,) - norm(;;) (5) 

where /(norm(x_,),x,.) denotes the value of / (x ) with all measures evaluated 
at their norm values, except the measure x^. And where / is the index of the vec
tor X and all measures are on the same aggregation level. In words, mf(x^,y) in
dicates what the difference between the actual and norm value ofy would have 
been if only the measure x. would have deviated from its norm value. In the di
mension hierarchy the function/is additive by definition, therefore we define the 
measure of influence for an additive measure as: 

inf(yH...,a,,...),y-'(...,a,...)) = y^(...,a.,...)-nonn(y'(...,a^.,...)) 
(6) 

When explanation is sustained by a business model equation the set of contrib

uting (counteracting) causes C^ (C") consists of measures x- of x out of the 

business model with: inf(x,, j;) x Ay > 0 (< 0). In words, the contributing causes 

are those variables whose influence values have the same sign as 5y, and the 
counteracting causes are those variables whose influence values have the opposite 
sign. And if explanation is sustained by the dimension hierarchy, the set of con
tributing (counteracting) causes C^ (C") consists of the set of child instances Oj 

of dimension level i^ out of the hierarchy of a specific dimension with 

inf(y^(...,a,, ...),y-'(...,a,...))xA>;>0 (<0). 

Because every applicable equation gives an explanation, the number of gener
ated explanations for a single symptom can be quite large. Especially when ex
planations are chained together to form a tree of explanations we might obtain in
tractable branches. In order to leave insignificant influences out of the 
explanation we elaborate on two generic concepts. Firstly, small influences are 
left out in the explanation by a filter. In [2, 3] the set of causes is reduced to the 
so-called parsimonious set of causes. The parsimonious set of contributing causes 
C^ is the smallest subset of the set of contributing causes, such that its influence 

on y exceeds a particular fi*action (T^) of the influence of the complete set. The 
fraction T^ is a number between 0 and 1, and will typically 0.8 or so. The second 
way to reduce the number of explanations is the introduction of a measure of 
specificity for each applicable equation. This measure quantifies the "interesting-
ness" of the explanation step. The measure is defined as: 

.^ . # possible causes 
specificity = ^ . (7) 

# actual causes 
The number of possible causes is the number of right-hand side elements of each 
applicable equation, and the number of actual causes is the number of elements in 
the parsimonious set of causes. We prefer explanation steps with a relatively high 
specificity value. 
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In the previous parts, we have discussed "one-level" explanations, because 
they are based on a single relation from the business model or dimension hierar
chy. For diagnostic purposes, however, it is meaningful to continue an explana
tion of 8y = q ,hy explaining dy of its contributing causes. In multi-level explana
tion this process is continued until a parsimonious contributing cause is 
encountered that cannot be explained further due to: 
• the business model, because the business model equations do not contain an 

equation in which this contributing cause appears on the left-hand side. 
• the dimensions hierarchies, because the hierarchies do not contain an additive 

measure in which this contributing cause appears on the left-hand side. 
The result of this process is an explanation tree of causes, where y is the root of 
the tree with two types of children, corresponding to its parsimonious contribut
ing and counteracting causes respectively. 

4. Case study: sport equipment sales data 

We use a dataset (called "GOSales") obtained from the Cognos OLAP product 
PowerPlay [1] as a case study for our method. The data consist of 42.063 records 
and three dimensions; see Fig. 1. The measures (and relations) of the sales data 
are defined in Table 1. In this case study we present examples of the explanation 
process namely: the multi-level explanation of a symptom in the product dimen
sion, and explanation of a symptom in the business model M of the data cube. 

Product 
Product (115) 

ProductType(21) 
ProductLine (5) 

Location 
Name (88) 

Position (70) 
City (28) 

Country (20) 

Time 
Month (36) 
Quarter (12) 

Year (3) 

Fig. 1. Dimensions and hierarchies of the GOSales dataset. The numbers within brackets 
denote the cardinality of that level of the dimension. 

Suppose that an analyst starts exploring the cube in the YearxCountryxAll-
Products plane and problem identification yields the symptom S={9profit(2001, 
Spain,All-Products)='7(?w"}. Under the assumptions of the additive model we 
calculated the expected values for the context using (4) and standardized the re
siduals. Here we choose <5 = 1.28 corresponding to a probability of 90% in the 
normal distribution, and find that the standardized residual for Spain in the year 
2001 is larger than the threshold value. We filter out insignificant influences from 
the explanations, therefore we take T^ =T~ = 0.75 . Explanation generation may 
start in the product dimension for the detected symptom, where explanation is 
sustained by additive relations. First the decrease in profit on the All-Products 
level is examined on the ProductLine level of the dimension hierarchy. Therefore, 
profit̂ ^° (200l,Spain,All-Products) is the root of the explanation tree. The norm 
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values for explanation generation are all based on the expected values for the en
tries of the dimension level ProductLine in the context YearxCountryxProduct-
Line. Computation of the influences of the individual variables for the additive 
equation above with (6) yields the results in Table 2. From the data in the table it 
can be concluded that C^ = {profit(.,.,Personal Accessories), profit(.,., Golf 
Equipment), profit(.,.,Mountaineering Equipment)}, since only these three relati
vely large causes are needed to explain the desired fraction of inf(C^,profit(.,., 
All-products). Obviously, C~ = { }. The parsimonious causes are explained fur
ther on the level ProductType, the data for comparison of the entries on the level 
ProductType of the ProductLine Personal Accessories are presented in Table 3. 

Table 2. Data for explanation of S = {aprofit(2001,Spain,All-Products) = "low"} 

Profit(2001,Spain, All-Products) 
Profit(.,.,All-Products) 
Profit(.,.,Camping Equipment) 
Profit(.,.,Personal Accessories) 
Profit(.,.,Outdoor Protection) 
Profit(.,.,Golf Equipment) 
Profit(.,.,Mountaineering Equip.) 

Table 3. Data for explanation of S = {5profit(., 

Profit(2001 ,Spain,Personal Accessories) 
Profit(.,.,Personal Accessories) 
Profit(.,.,PA.Watches) 
Profit(.,.,PA.Eyewear) 
Profit(.,.,PA.Knives) 
Profit(.,.,PA.Binoculars) 
Profit(.,.,PA.Navigation) 

Norm 
242,169.03 

6,488.07 
46,610.41 
17,807.01 
99,048.87 
72,214.67 

Actual 
145,976.67 

-8,684.36 
22,521.12 
10,033.18 
79,928.64 
42,178.09 

,.,Personal Accessories) = "low'' 

Norm 
46,610.41 
24,409.07 
4,686.22 
6,664.91 
4,792.63 
6,057.59 

Actual 
22,521.12 
13,345.47 
2,302.91 
2,535.36 
1,385.56 
2,951.82 

Inf 

-15.172.43 
-24,089.29 

-7,773.83 
-19,120.23 
-30,036.58 

'} 

Inf 

-11,063.60 
-2,383.31 
-4,129.55 
-3,407.07 
-3,105.77 

From the data in Table 3 it follows that C^ = {profit(.,.,Watches),profit(.,.,Kni-

ves),profit(.,.,Binoculars),profit(.,.,Navigation)} and C~ = {}. Here the relatively 

large cause Watches contributes significantly to the low profit for Personal Ac
cessories, therefore explanation generation continues downwards in the Product 
level. The parsimonious causes (Knives, Binoculars, and Navigation) are pre
sented on the aggregated level, to avoid too much detail for the analyst. 
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5profit(2001, Spain, All-products) = "low" 

Personnal Acces, 

5/2 

'5/4 
Watches Knives 

' Binoculars . .̂  
Navigation ^'-^ 

Golf Eq. Mountaineering Eq. 

/4 /2 \ ^̂ 4̂/31 \ ^ 
Woods Irons Rope Climbing A. Tools 

MM Deluxe 
MM Extreme 

Hailstorm Titanium 
Lady Hailstorm Titanium 

Fig. 2. Diagnosis S={5profit(2001,Spain,All-P.)="low"} in the product dimen
sion 

Now the previous examples of one-level explanations are combined to a complete 
diagnosis in the product dimension. Fig. 2 summarizes the results of the multi
level diagnosis, where the lines indicate contributing causes and the numbers in
dicate the specificity value of the explanation step. The specificity values are de
termined using (7). Moreover, explanation trees can be constructed in the same 
way for the time and location dimension. 

The symptom S={9proflt(2001,Spain,All-Products)="/(9w"} can also be ex
plained in the business model M of the data cube. Hence the corresponding equa
tion in Table 1 is: profit"^ = revenues^*°-costs^'°, The norm values for the 
measures revenues(.,.,.) and costs (.,.,.) are based on the context 
YearxCountryxAll-Products. The influences of the individual measures in the 
equation for profit are calculated by applying (5). From the data in Table 4 it fol
lows that: profit(.,.,.)='7c»v", because C^ = {revenues(,,.,.)}, despite 

C~ = {costs(.,.,.)}. Explanation generation may continue for the contributing 

cause revenues, but is omitted here because of space limitations. 

Table 4. Data for explanation of S = 

(2001,Spain,All 
Profit(.,.,.) 
Revenues(.,.,.) 
Costs(.,.,.) 

-Products) 

= {aprofit(2001,Spain,All-Products) = "low"} 

Norm 
242,169.02 

2,269,708.27 
2,027,539.25 

Actual 
145,976.67 

1,698,895.10 
1,552,918.43 

Inf 

-570,813.17 
474,620.82 
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Abstract Several business intelligence concepts show that it is possible to build a data 
warehouse based on heterogeneous quantitative and qualitative data. But the danger of 
flooding the management with information still remains. Business information should be 
made available according to the personal need of a manager by a self-defined push 
mechanism. The concept of active data warehousing is going to be expanded in this way, 
first. Messages about new relevant information should be created for quantitative and 
qualitative data as well. Due to this, there is a need for an enterprise specific ontology. 
This ontology works as an intermediate between current information and user profiles. Just 
interesting information are passed to the user. The second approach clusters qualitative 
data in favour of visualization. The usage of increasing cell structures provides a self 
organizing map. Decision makers will get the opportunity to search in document volumes, 
which are clustered. 

1 Introduction 

The information to decision makers is nowadays afflicted with the problem of 
information overload [14]. The World Wide Web (WWW) offers the opportunity, 
to integrate textual information (qualitative data) from enterprise external sources. 
This leads back to the problem of information overload. 

In this paper we propose the enhancement of an existing market data 
information system (MAIS) with internal and external data by two methods in 
favour of text documents analysis. The first approach realizes the automation of 
individual information filtering in the sense of an active data warehouse to reduce 
the information overload. Due to this, the user profile plays an important role, 
because an individual filtering of information for decision makers can be made 
according to his profile. This enables decision makers to fulfil their tasks faster, 
because of the selection and individual representation of decision relevant 
information. The second approach supports the more efficient information search 
of a user by clustering text documents, to enable a more powerful retrieval. The 
results of our findings are summarized in a conclusion. 
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2 Conceptual Frameworks 

There is an implicit need of fast decision-relevant information support. This leads 
to information systems which can recognize situations automatically and enforce 
user actions. Thus the data warehouse nowadays changes into an active data 
warehouse which provides a high availability of business-critical information. 

2.1 Basic concept 

There already exist approaches to integrate quantitative and qualitative data in a 
data warehouse. This has to be understood as a basis for the further development, 
whereas an active data warehouse should also refer to qualitative data [4]. The 
underlying information system was realized in a project of the VEW Energie 
GmbH and the University of Duisburg. 

There are several approaches for the distinction of interesting and uninteresting 
internet documents to be mapped into a data warehouse. For this reason, non-
overlapping classes are used, in order to make a clear separation. The 
examination of the documents and the setting up of classification criteria has to 
be differentiated. Alternative automatic procedures are statistic methods, e.g. the 
Rocchio algorithm, Support Vector Machine (SVM), or artificial neural networks 
[18]. In context of MAIS development, a neural network was used for relevance 
determination. The integration process is illustrated in the following figure 1. 

(Veranda ( p } 

Market data information system 

I Rule generator | 

; library^ 

Fig. 1. Market data information system [7] 

The set of dimensions of the implemented multidimensional data model are the 
basis of the retrieval process to find external data. If a coded retrieval query refers 
to a dimension itself, the result has to be linked to this dimension. If the coded 
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query refers to the attributes of a dimension, the qualitative data have to be linked 
to the respective OLAP-slice [3]. This integration process is independent of any 
business scenario. 

By using meta data from the data warehouse a web extracting and loading tool 
is applied in order to find and transfer information. All internet pages, which are 
found, will be stored in the so-called data bam. The data bam makes a transient 
and persistent storage for the processing of this pages available. A central 
problem for the integration is the extraction of information from the intemet and 
the generation of mles for the classification of data. This classification is done by 
a Multilayer Perceptron [2]. The input of the ML? is an information surrogate 
which consists of a vector capturing a subset of meta data, quality demands and 
conceptual extension. The applied mles are stored in the mle library. Although an 
evaluation of the text documents is made by the neural network, all documents 
cannot be examined by the decision makers. Thus the individual supply with 
interesting information for managers moves into the focus of fiirther activities. 
These transactions are accomplished by an active data warehouse automatically, 
whereby the reactive component is to be understood as an extension of the MAIS. 

2.2 Active Data Warehouse 

As described in the literature, an active data warehouse is a collection of data, 
which describes facts and business-relevant events. The user-specific behaviour is 
implemented in the data base. This database is active in the sense of supervising 
potentially interesting events. If a defined situation occurs, the system will 
implement appropriate actions. This data base behaviour can be specified by data 
base triggers in the form of an event-condition-action-rule (ECA) [5]. These 
triggers are currently implemented only for quantitative data. However, also 
qualitative data include information with high importance for decision makers. 
Due to this it is necessary, to expand the idea of an active data warehouse to 
qualitative data. 

3 Analysing qualitative data 

Founded on the above remarks we are going to develop a binary classification in 
this chapter. To do this, an ontology is developed and put into reason. The basic 
market data information system is not able to group similar documents, in order 
to attain fiirther information to a certain topic area. An appropriate procedure to 
cluster the integrated documents is developed as well. 
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3.1 Ontology development 

The development of an ontology should be based on a data dictionary. This 
ensures the term clarity within the data base and to individual data fields. It 
additionally contains meta data about the data base structures [7]. The indexing 
results of the integration process of the market data information system are 
considered additionally for the further approach. An ontology is defined as a 
formal and explicit specification of a hierarchically arranged conceptualization 
[8]. For creation of so called topic areas and rules, the concepts can be 
differentiated using the five market forces of competition according to Porter 
[16]. Beyond that, environmental referred concepts are present [20]. They have to 
be connected to the enterprise referred concepts. This task is accomplished by the 
Latent Semantic Analysis (LSA), on basis of the document collection, to 
determine term correlations in documents [9]. This ontology operates as an 
intermediate between users and documents in the database and is used for a user 
profile. 

3.2 User profiling 

The model of a user profile is based on the users' business role which is similar to 
a user-oriented filtering system. This model is built on a set of term vectors which 
can be used to map new text documents and generate recent and fitting 
information. The profiling can be differentiated into abstract and personal 
profiling [1]. 

Abstract profiling means that those terms are identified by documents of a set 
of training data which belong to a non-individualized class of people. This class 
represents e. g. the individual role of a person inside an organization. Such a role 
consists of at least one or more topic areas of the developed ontology [6]. 
Personal profiling means the individual collection of terms, which are rated as 
problem-characteristic by the decision maker. These terms can be arranged 
directly or determined automatically by selected documents. 

Finally, the user has a list of all topics in his profile. Each topic requires a 
minimum similarity value additionally given by the user. This value is the starting 
signal for the operation of the ECA mechanism. Particularly important 
circumstances are described by rules, for which concepts are likewise selected. 
The concepts of a rule are also stored in a vector. A rule requires no minimum 
similarity value, because these rules must always be completely fulfilled. 

It has to be decided whether the structure of the profile is accomplished 
explicitly by the user or implicitly by observation of the user behaviour. The 
individual user profiles are the result of the process implemented above. 
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3.3 Document analysis 

The document analysis of the data warehouse consists of the computation of the 
individual relevance of the imported text documents. Due to this, a new document 
is examined for individual topic area vectors, first. Afterwards, the rules of the 
relations for each user profile are examined. Each vector of a topic area is 
compared with the index of a document, and the cosine coefficient is formed as 
follows [19]. 

cos(w^,q ) = -

A / Z I ! X ^ A / S ^ 
For each document D we provide a document index as a vector d=(di, ..., d() 

of t terms representing the content ofD. A profile P describes a user role and can 
also be stated as a term VQCXOY p=(pj, ..., p ^ . The boolean vector q=(qi, ..., qn) 
G {0, If indicates the existence of any term pj in a query Q (qj=l ifpt^ Q else 
qi=0). The boolean vector >V/=fW/, /, ..., W/, ^ € (0, If indicates the coincidence 
of term py in a document A (w,,y=7 if Pj=dk for any ke {1, ..., t} else Wij=0). The 
cosine measure gives the similarity between vector W/ and vector q. Due to the 
reason that the data warehouse documents are already examined by an artificial 
neural net, the cosine coefficient is sufficient, in order to determine topic area 
similarities. 

The result of this partial analysis is the accordingly determined cosine values 
for the topic areas. Thus remain the rules, which have to be examined afterwards 
[17]. ft is an obstacle that during the indexing all information about the 
descriptors' arrangement are lost. For this reason the indices are not used for the 
rules' examination. With the examination of a rule, three sequential sentences are 
considered. If the sentences are relatively short, the possibility exists that the 
interesting concepts are part of a following sentence. Beginning with the first 
three sets of a document it is examined whether the concepts are contained in the 
sentences or not. The sequence of the concepts within the sentences is 
unimportant. The first sentence is removed after the examination and the 
following sentence is included. 

The examination is accomplished for all rules of a profile. All results as well as 
those of the topic area examination are stored in the data warehouse. The results 
contain the position in the document, at which the examination was successfiil. 
This is apart from the rule and the topic designation, too. A trigger is 
implemented for each profile after complete analysis of a document (Event). If 
one threshold value is exceeded at least or a rule fiilfilled (condition), a user 
message with the appropriate information is dispatched (action). 

If a user is informed about a relevant text document, the analysis can be 
supported by clustering text documents, so that the user can find context related 
information easier. 
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3.4 Clustering 

In order to offer a visual analysis of relevant documents, clustering can be done 
by a self organizing map (SOM), because this makes a visualization of the results 
possible during creation time [15]. 

A SOM is produced once by building increasing cell structures and renewed in 
defined time intervals [10]. First of all, the number of neuron entrances has to be 
fixed, which is determined by the number of provided concepts. There is a need 
to put these concepts into a firm order, so that a concept is always placed at the 
same entrance of the neuron. The weights gy are determined as follows [21]: 

max̂  freqij do^ 

freqtj is the frequency of a descriptor in the document, max freqij the number of 
all descriptors in a document of y. Additionally, the number of all documents D 
has to be divided by dot, which is the number of documents, in which the 
descriptor dt arises. The absolute frequency, with which a descriptor arises in a 
document, is assigned to the appropriate concept. If a further descriptor is found 
in a document, the value is added to the aheady existing frequency. In order to 
avoid uncontrolled shifts, the weight of the individual dimensions is updated 
before map creation as well as in certain time intervals. The SOM is based on the 
Euclidean distance. The weighting of the individual concepts is considered to 
show content wise similarities. 

A representative selection of documents is done according to the number of 
collected text document within the data warehouse. The net is developed and the 
shown procedure works until a defined abort criterion is valid (maximum number 
of neurons). These neurons represent a defined number of clusters for the map. If 
the net is completed, all neurons, which fall below a minimum value, are removed 
afterwards [10]. All documents of the data warehouse are finally assigned to the 
neurons of the provided map in accordance with the grade of similarity [13]. The 
result is a two-dhnensional map, whereby the clusters are arranged in triangles 
[11]. The frequency of assigned documents is refiected by the height of a triangle. 
Figure 2 shows the clustering of documents by an example. 
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Cor mpetitors SOM 
1 J 

[ 

^ Subsidy 

L}^/(aSLT% kn 
yUb-^^ 

f_l y^ri^r 

Cluster 

1 Exchange 

1 Doc. 1 

1 Doc. 11 
1 Doc. 2 1 
Doc. 3 1 

1 Doc. 4 1 
J Doc. 5 1 

Rel. 

55% 
51% 
60% 
73% 
58% 

T. 1 

0% 
5% 

70% 
0% 
34% 

T. 2 

90% 
0% 
0% 
40% 
0% 

T. 3 

31% 
4% 

11% 
66% 
0% 

R.1 

0% 
0% 
0% 
0% 
0% 

Doc. = Document 
Rel. = Relevance 
T. = Topic area 
R. = Rule 

1 R.2 

1 0% 
0% 

100% 

0% 
0% 

R. 3 

0% 

100% 

0% 
0% 
0% 

Fig. 2. Self organizing map 

The clusters are represented by black dots. Due to clarity, just five documents 
are indicated within the table. The table shows the relevance value of the neural 
network in favour of each document. The individually determined values of the 
topic areas and of the rules of the user profile are stored as well. The emphasized 
percentages fulfil the user criteria. 

4 Conclusions 

An approach for the accomplishment of the information flooding, with 
consideration of individual preferences and an approach for the representation of 
qualitative data were presented in this paper. All developments are based on the 
market data information system. Individual preferences of the users found 
consideration. The concept of an active data warehouse was selected for the 
automatic information supply of the decision makers. But the problem exists that 
the used triggers just process quantitative data, traditionally, because they have to 
examine data for certain criteria. Due to the reason that qualitative data are 
unstructured, no clear criteria could be intended for these. The usage of meta data, 
which are produced by text mining for each text document, helps to overcome 
this obstacle. 

The individual information filtering is done by the automation of individual 
information filtering in the sense of an active data warehouse. These user profiles 
describe contents of the interesting qualitative data. A development of the user 
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profiles by the users themselves is done by the structuring and visualization of 
concepts according to Porter's competition forces. 

Problems arise in particular in case of the ontology development. First of all, 
the execution of the LSA needs a lot of computer resources for the formation of 
concepts. The necessary parameters are difficult to determine. The prototype 
revealed that a disadvantage of this approach is in the lack of interpreting the 
LSA results. Each word-word-relation contains also characteristics of all other 
dimensions. That leads to the problem that a clear reconstruction of the meaning 
of individual words is possible. Here it applies to examine further concepts like 
rule induction algorithms or explicit background algorithms [12] in place of the 
LSA for applicability. 

But apart from this, reactive information supply is facilitated for the user by a 
clustering of all documents. This supports the search of further information. The 
representation of the document area is made by three-dimensional plots. Thereby 
the user can explore the document area independently and cover its additional 
need for information. Fast findings of similar information can create a solid basis 
for decision making. The shown approaches make a meaningful contribution for 
the accomplishment of the increasing data volume in the daily work of managers. 
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Vorstellung einer erweiterbaren Selbstlern-
umgebung ^Operations Research" als Beispiel 
fiir exploratives, Web-basiertes E-Learning im 
Hochschulumfeld 

Michael Lutz, Johannes Kern 

Fachhochschule Augsburg, Fachbereich Informatik, Baumgartnerstr. 16, D-86161 
Augsburg, (E-Mail: michaeLlutz@fh-augsburg.de. mail(5)johannes-kem.de) 

Zusammenfassung. Im Rahmen der High-Tech-Offensive Bayem (HTO) wurde 
an der Fachhochschule Augsburg fur die Virtuelle Hochschule Bayem (VHB) 
eine Web-basierte „Selbstlemumgebung Operations Research (OR)" entwickelt. 
Ziel war es, vomehmlich Studierenden der Fachrichtungen Wirtschaftsinformatik 
und Informatik, eine OR-Vorlesung virtuell bzw. online anzubieten, mit der sie 
sich die grundlegenden OR-Verfahren im Selbststudium aneignen konnen. 

Das unter diesen Voraussetzungen entwickelte Lemprogramm wird seit gut 
einem Jahr intensiv von Studierenden verschiedener Hochschulen genutzt. 
Wesentliche Besonderheit dieses Lemprogramms ist der explorative Charakter: 

Neben dem eigentlichen Lehrbuch, das im Wesentlichen aus einem Online-
Skriptum besteht, gibt es eine Sammlung von iiber 60 Java-Applets. Diese 
simulieren die theoretisch vorgestellten Algorithmen anhand von frei wahlbaren 
Werten, indem sie jeden Schritt erklaren. In diesen Simulationen kann der 
Lemende schrittweise die Algorithmen an eigenen Beispielen selbst „entdecken". 

Das umgesetzte Konzept ermoglicht den Studenten auch einen iterativen 
Lemprozess und die Moglichkeit einer effizienten Wissensauffrischung. Die 
bisherigen Erfahrungen mit dem Lemprogramm und die durchgefuhrten 
Studentenevaluationen werden vorgestellt und grob analysiert. 

Die Selbstlemumgebung im Gesamten entspricht den Vorstellungen der 
deutschen HRK (Hochschub*ektorenkonferenz), die in Selbstlemumgebungen 
Lehrangebote sieht, die eigenstandig und selbstbestimmend und praktisch ohne 
Betreuung von den Lemenden bearbeitet werden und die damit auf die 
Lehrbediirfnisse, Lemgeschwindigkeiten und das individuelle Zeitbudget 
Riicksicht nehmen. 

Eine weitere Besonderheit ist die einfache Erweiterbarkeit dieses Web-
basierten Lemprogramms. Die flache Stmktur erlaubt es weitere Texte und 
Applets zu integrieren, Um eine einfache Erstellung von interaktiven Ubungen zu 
ermoglichen, wurde ein Autorenwerkzeug entwickelt, das es ermoglicht, ohne 
jegliche Java Kenntnisse, Java-Ubungs-Applets mit automatischer Auswertung zu 
erstellen. Zum Abschluss des Vortrags wird dieses Werkzeug, das mittlerweile 
auch in anderen E-Leaming-Projekten eingesetzt wird, in seinen elementaren 
Funktionen vorgestellt. 

mailto:michaeLlutz@fh-augsburg.de
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1. Verwendete Technologien 

Vor Beginn der Entwicklungstatigkeiten wurde beschlossen, das Lemprogramm 
auf einfachen, statischen HTML-Seiten basierend zu erstellen. Die Griinde, keine 
der teilweise sehr machtigen E-Leaming-Plattformen zu verwenden, lagen vor 
allem in der schwierigen Wartbarkeit (besonders nach Ausscheiden des 
Entwicklerteams, das iiberwiegend aus studentischen Hilfskraften bestand). Von 
Beginn an wurde daher die voile Aufmerksamkeit einem didaktisch gut 
durchdachten Leminhalt und dazu passenden Visualisierungen gelegt. 

Unter diesen Gesichtspunkten entstand eine einfach wartbare und leicht 
erweiterbare Lemumgebung. Diese besteht aus statischen HTML Seiten, in die 
eine groBe Anzahl von Plattform und Browser unabhangigen Java Applets 
integriert sind. Die Texte des Lemprogramms entstammen groBtenteils dem seit 
vielen Jahren ausgereiften Skriptum zur Prasenzvorlesung „0R". Die Java 
Applets mussten komplett neu entwickelt werden. 

Die Wahl von Java als Basis zur Realisierung der weitergehenden E-Leaming-
Konzepte hat sich als sehr praktikabel erwiesen: Mit Ausnahme einiger weniger 
Problemfalle, lief die gesamte Lemumgebung problemfrei. 

Die Anwender vermissten auch die weiterfuhrenden Funktionen der 
angesprochenen E-Leaming-Plattformen - wie dies schon vermutet wurde -
nicht. Auf der Administrationsseite hat es sich bewahrt, ein einfaches und 
statisches Web-Konzept zu verwenden. 

2. Uberblick iiber die Lemumgebung 

Das Besondere dieser OR-Lemumgebung ist die Verkniipfiing eines 
traditionellen Lehrbuches mit animierten, interaktiv zu bedienenden 
Beispielrechnem. Zudem kann jeder Benutzer die Algorithmen nach seinen 
Vorlieben erlemen: 
- Klassisch durch das Lehrbuch. 
- Lehrbuch kombiniert mit Beispielrechnem und Demoversionen. 
- Ohne Lehrbuch - nur durch selbstandiges „entdecken" der Algorithmen 

(besonders attraktiv fur die Wissensauffrischung). 

Zusatzlich konnen die Beispielrechner und interaktiven Aufgaben auch zur 
Uberprufung des Lemfortschritts bzw. zum Auffmden der selbst gemachten 
Fehler genutzt werden. 

Abbildung 1 zeigt das Navigationsmenii der Lemumgebung, iiber das u.a. die 
folgenden Bestandteile der Lemumgebung erreichbar sind: 
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Abb.l - Navigation 

- Kursinformation: Sie gibt dem Lerner 
einen Leitfaden zur Bearbeitung des 
Stoffes. In einem Zeitplan wird vorge-
geben, welche Texte und Rechner explo-
rativ zu bearbeiten sind und welche 
Aufgaben der Lernzielkontrollen durch-
zuführen sind. 

- Aufgabensammlung: Wesentlicher Be-
standteil sind interaktive Aufgaben, die 
mit dem eigens entwickelten Tool erstellt 
wurden (siehe Abschnitt 3). 

- Lernzielkontrolle: Sie enthält Beispiel-
aufgaben von Klausuren, teilweise mit 
Musterlösungen, teilweise mit Hinweisen 
auf die Benutzung der Rechner. 

- Außer den erwähnten Aspekten enthält 
die Selbstlernumgebung weitere Unter-
punkte wie Literatur- und Linklisten 
und ein Forum. 

Aufbau des Lehrbuches 

Das Lehrbuch wurde primar fur Studierende erstellt, die noch iiber wenig OR-
Wissen verfugen. Es tragt dieser Zielgruppe Rechnung und behandelt einftihrend 
die wichtigsten Kapitel des OR. Die verschiedenen Verfahren werden hergeleitet 
und theoretisch begriindet; Beispiele zeigen Anwendungsmoglichkeiten auf. Von 
den Seiten des Lehrbuchs fiihren Links zu den jeweils zugeordneten 
Beispielrechnem. Folgende Themen werden u.a. im Lehrbuch behandelt: Lineare, 
nichtlineare und ganzzahlige Optimierung, Transportverfahren, Tourenplanung, 
Fertigungsablaufsteuemng, genetische und evolutionare Verfahren, 
Warteschlangen und Simulation. 

Beispielrechner 

Praktisch jeder Algorithmus kann durch Beispielrechner nachvoUzogen werden. 
Grafische Visualisierungen illustrieren in vielen Fallen die Verfahren. Nach der 
Wahl von selbst gewahlten Ausgangswerten kann der Lemende den Ablauf eines 
Algorithmus Schritt far Schritt verfolgen. Auf diese Weise „entdeckt" der 
Benutzer den Algorithmus. Kombiniert mit dem Lehrbuch ist diese „explorative" 
Lemweise modem, attraktiv und effizient. 
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Abbildung 2 zeigt den Beispielrechner „Zuschnittsoptimierung 2D". Die 
Bedienelemente „Mikro", „Makro" und „Berechnung" sind in alien Applets 
einheitlich gestaltet. tFber diese steuert der Lemende, wie schnell er durch das 
Lemprogramm schreiten mochte. 
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Abb. 2 - Beispielrechner „Zuschnittsoptimierung 
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Abb. 3 - Mikro-Schritt im Dualen Simplex 

Mit den „Mikro-" Schritten kann der Benutzer den Algorithmus ausfiihrlich 
dokumentiert verfolgen. Abbildung 3 zeigt ein durch den Anwender frei 
gewahltes Beispiel fur den dualen Simplexalgorithmus. Dieser kann Schritt fur 
Schritt durchlaufen werden: Zuerst wird die Pivotzeile markiert; beim nachsten 
Klick wird die Pivotspalte markiert, usw. Zu jedem Arbeitsschritt wird auch ein 
kurzer Hinweistext eingeblendet. 

Diese Vorgehensweise demonstriert die zuvor erwahnte „entdeckende" 
Lemweise. Auch ein iterativer Lemprozess ist dadurch denkbar (lesen, 
experimentieren, lesen, verstehen, ...), aber nicht zwingend - ganz nach Belieben 
des Lemenden. 

Die folgende Aufstellung liefert einen kurzen Uberblick iiber einige der 
entwickelten Beispielrechner: 
- Simplexverfahren (mit Sensitivitatsanalyse und revidierte Simplexmethode) 
- Transportalgorithmen (Vogelsche Approximationsmethode, Modiverfahren) 
- Tourenplanung (Saving und Sweep Verfahren) 
- Ganzzahlige Optimierung (Gomory) 
- Zuschnittsverfahren und optimale Stauraumnutzung 
- Fertigungsablaufsteuerung (Johnson) 
- Genetische und evolutionare Verfahren 
- Nichtlineare Optimierung (Gradientenverfahren, Kelley, Wolfe) 
- Warteschlangen (Markov-Ketten, M/M/x-Systeme, offene Netze) 
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- Simulation (Zufallszahlengeneratoren, allgemeine Simulationssysteme) 
- Netzplantechnik 

Aufgabensammlung und Lernzielkontrolle 

Die Aufgabensammlung enthalt interaktive Aufgaben, durch die der Benutzer 
seinen Wissenstand automatisch uberprUfen kann (Abbildung 4a und 4b). 
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Pl(l^lOr*#»Wti^| tfĉ Mĵ ĴM I WM^MI^^^I -i-f Pi^l^^fkwmw^l ^H#«̂ M^̂ •| L^^^ra^wl p| 

Abb. 4a - Drag&Drop Aufgabe zum Abb. 4b - Drag&Drop Aufgabe zu 
Simplex-Verfahren Genetischen Algorithmen 

Neben dieser Aufgabensammlung werden auch noch eine Reihe von 
Lernzielkontrollen mit Losungsvorschlagen angeboten. 

3. Entwicklungstool „Rapid Assessment Designer (RAS)'' 

Zur effizienteren Erstellung der Applets wurde ein Editor fiir Ubungsaufgaben 
entwickelt. Dieses Autorenwerkzeug kann auch anderen Hochschulen zur 
Verfligung gestellt werden. Es wurde so konzipiert, dass es gut erweiterbar ist 
und damit auch weitere Aufgabentypen unterstiitzen kann. 

An der FH Augsburg wird der „Rapid Assessment Designer" mittlerweile mit 
sehr gutem Erfolg auch fiir die „Selbstlemumgebung Datenkommunikation" und 
in einem Lemprogramm „Kryptographie" eingesetzt. Die Aufgaben aus 
Abbildung 4a und 4b wurden beispielsweise mit diesem Tool erstellt. 

Features des RAS 

Mit dem Entwicklungstool RAS konnen interaktive tJbungsaufgaben (wie z.B. 
Drag&Drop Aufgaben, Multiple-Choice oder Liickentextaufgaben) 
vollautomatisch erstellt werden. Die Benutzerfiihrung orientiert sich an bekannten 
Entwicklungs- und Zeichenprogrammen. Vom Benutzer werden praktisch keine 
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Programmierkenntnisse erwartet. Als Ergebnis werden Betriebssystem und 
Browser unabhangige Java-Applets geliefert, die mit fast jeder Lemplattform 
kombiniert werden koiinen. Nur zur Einbindung der komplett automatisch 
erstellten Ubungen sind HTML-Grundkenntnisse des Anwenders erforderlich. 

Eines der wesentlichen Merkmale des Editors ist die einfache 
Benutzerfuhrung. Arbeitsflache, Neu-Bereich und Properties (Eigenschaften) 
wurden getrennt; die Oberflache ahnelt damit bekannten 
Entwicklungswerkzeugen wie Borland Delphi, Microsoft Visual C++, Visual 
Basic oder ahnlichen Programmen. Wer bereits mit diesen Programmen 
gearbeitet hat, wird mit dem Editor schnell vertraut sein. Abbildung 5 zeigt den 
Hauptbildschirm und die Arbeitsflache dieses „Malprogramms fiir interaktive 
Ubungsaufgaben": 
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Abb. 5 - Der „Rapid Assessment Designer" 

4. Evaluation 

Die Lemumgebung wird natiirlich auch von ihren Benutzem evaluiert. Hier die 
wesentlichen Ergebnisse (Auszug) der Evaluation im WS 2003/2004 (im Mittel 
55 Antworten): 
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Frage 

Die Inhalte der Lernumgebung sind gut gegliedert 

Die Inhalte sind klar formuliert und verständlich 

Die Beispielrechner sind hilfreich 

Bewertung 
(Schulnote 1-5) 

1,53 

1,91 

1,33 

Im Zuge dieser Evaluation wurde von den Studenten aber auch Kritik bzw. 
Verbesserungsvorschlage an einigen Details geauBert: 
- Bei den Beispielrechnem mit freier Eingabe wurden die teilweise recht engen 

Restriktionen bei den definierbaren Parametem bemangelt. (Bemerkung: Diese 
sind fur eine vemiinftige Visualisierung aber zwingend notig.) 

- Bei vielen der Beispielrechner fehlt eine „zuruck" Funktion. Mit den „Mikro-" 
und „Makro-" Schritten kann man den Algorithmus nur vorwarts verfolgen. 

- Fiir einige, weitere Themengebiete sollten noch Beispielrechner und 
interaktive Ubungen entwickelt werden. 

Die Prliflingsergebnisse ergaben 
keine signifikanten Ergebnisse beim 
Notendurchschnitt; alle Benutzer-
gruppen schnitten in etwa gleich ab. 
Das Angebot, die Online-Umgebung 
zusatzlich zu nutzen, wurde vielfach 
auch von den Studenten, die regel-
maBig die Prasenzvorlesung besuch-
ten, angenommen. 

Die Tendenz der letzten Semester 
lasst vermuten, dass die Beteiligung 
am „Blended Learning" und die 
Nutzung der Onlinelemumgebung 
noch deutlich zunehmen wird. 

Benutzung der Onlineumgebung 

Die Benutzer der Onlineumgebung wurden zu den Vor- und Nachteilen 
gegeniiber der Prasenzlehre befragt. Hier der Auszug einiger Zitate der 
Studenten, die reprasentativ scheinen: 

PRO: „Eine Anwesenheit in der Vorlesung ist nicht erforderlich, die 
Lemzeiten konnen z.B. auf den Abend verschoben werden, wenn 
tagsiiber gearbeitet werden muss." 

„Lemen, wann ich will." 

„Das selbstandige Losen der Probleme erfordert mehr Zeit-
aufwand, bedeutet aber ein deutlich intensiveres Lemen." 
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KONTRA: „Es fehlt das direkte, schnelle Feedback mit einem Ansprech-
partner. Dies lasst sich auch durch E-Mail und Foren nur bedingt 
losen." 

„Keine personliche Ansprache, weniger Kontakt zu anderen 
Studierenden." 

„Ich personlich nehme viel aus dem Vortrag des Lehrenden mit, 
das erspart mir viel Nacharbeitungszeit daheim, was beim bloBen 
Lesen nicht so schnell hangen bleibt." 

5. Fazit 

Die Selbstlemumgebung wird von den Studierenden sehr gut angenommen, 
wobei sie haufig als Erganzung der Prasenzvorlesung benutzt wird. Reines E-
Leaming hingegen wird nur von wenigen Studenten bevorzugt. 

Auf der technischer Seite stellt die Betreuung des Lemprogrammes durch 
unsere Administratoren keine signifikante Belastung dar. Auch die standige 
Erweiterung des Lemprogrammes ist bis dato problemlos verlaufen. 

Mit dem bisherigen Nutzen des OR-Lemprogramms sind wir hoch zufrieden. 
Die Belastungen, die wahrend der Entwicklungszeit zusatzlich entstanden sind, 
machen sich nun bezahlt. 

Wir werden die Lemumgebung um weitere Applets (z.B. fur die dynamische 
Optimierung, neuere Verfahren der linearen Optimierung) in nachster Zukunft 
erweitem und vorhandene Beispielrechner entsprechend den Wtinschen der 
Studenten verbessem. Auch die interaktiven Ubungsaufgaben werden noch weiter 
ausgebaut. 
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Summary. Crew scheduling for airlines requires an optimally scheduled 
coverage of flights with regard to given timetables. We consider the crew 
scheduling and rostering process for airlines, where crew members are stationed 
unevenly among home bases. In addition, their availability changes dynamically 
during the planning period due to pre-scheduled activities, such as office and 
simulator duties, vacancy, or requested off-duty days. 
Besides this highly complex setting, crew satisfaction becomes more and more 
important: Recent approaches focus on a variety of quality-of-life criteria like the 
consideration of individual preferences. Hence most of them are applied to 
individual rosters; certain aspects especially for the appropriate handling of teams 
are neglected. Therefore the introduced concept of Team-oriented Rostering 
addresses the upcoming demand for a reduction of the usually high amount of 
team changes among crew members within daily or day-by-day team 
compositions. It relies on the optimal set of roster combinations for the scheduled 
crew members within the assignment step. 

Keywords: airline, crew scheduling (CSP), integrated crew scheduling, crew 
assignment (CAP), crew rostering (CRP), team-oriented rostering (ToRP), team 
changes 

1 Introduction 

The airline Crew Scheduling Problem (CSP) is well-known as one of the most 
difficult combinatorial problems. Its task is to assign all flights of a given 
timetable together with further activities to a limited number of crew members 
stationed at one or several home bases. Besides the consideration of all given 
activities, operational cost has to be minimized, and workload should be evenly 
distributed among home bases and crew members. 
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An airline crew typically receives a monthly or semi-monthly schedule which 
has to fulfill numerous work rules and regulations. There is a bundle of rigid rules 
imposed by civil aviation authorities, union contracts, and company policies (e.g. 
[1,4,6,7]). Less rigid rules considering crew satisfaction and personal preferences 
can be applied as well. 

Due to its complexity the CSP is typically divided into two sequential sub-
problems [1]: Firstly, in the airline Crew Pairing Problem (CPP) a set of pairings 
is generated that minimizes operational cost in such a way that each flight 
belongs to exactly one pairing (set of flight leg which starts and ends at the crew 
member's home base). Secondly, the airline Crew Assignment Problem (CAP) or 
airline Crew Rostering Problem (CRP) assigns generated pairings together with 
other scheduled activities, training, vacations, and requested off-duty periods. In 
order to build legal crew schedules or rosters for each crew member, all company 
rules and regulations must be satisfied. For a recent annotated bibliography on the 
state-of-art on scheduling and rostering we refer to [2]. 

In our research on the airline CSP, see [3,5], we propose a partially integrated 
procedure to solve the airline crew scheduling problem, thus making a 
contribution towards an exact optimal solution of the fully integrated CSP. We 
have investigated models that generate not just pairings, hut pairing chains, in the 
first step, taking guaranteed individual scheduled activities of crew members into 
account. A pairing chain is a sequence of pairings which covers the scheduled 
time period, incorporating weekly rests so that all valid rules and regulations have 
been taken into account. The main benefit can be seen in the earlier consideration 
of the daily available crew capacity for each home base in the first step, thus 
significantly reducing the need for expensive changes in the assignment step. 

In this paper we want to present how specific requirements for the newly 
introduced Team-oriented Rostering approach can be address within the above 
mentioned integrated crew scheduling approach, especially its underlying special 
network structures for the pairing phase. 

The paper itself is structured as follows: We give a brief introduction to the 
general Team-oriented Rostering Problem, and some characteristics for cockpit 
crew in particular. In Section 3 we present the so-called aggregated time-space 
networks that we apply for our pairing generation and describe how this can be 
modified to meet the additional requirements for the team-oriented Rostering 
approach. We close with a brief result review in the conclusion. 

2 Team-oriented Rostering 

Hereby, we briefly introduce the special characteristics of the Team-oriented 
Rostering Problem (ToRP) in general and in particular for cockpit crew: The goal 
of Team-oriented Rostering is expressed by the creation of automated crew 
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schedules that reveal a certain team-orientation. This team-orientation intends to 
grant higher crew satisfaction in terms of quality-of-life criteria. Its basic idea is 
in addition to the objectives of the airline CRP the consideration of team-
orientation by avoidance of frequent changes in the composition of a servicing or 
operating onboard team. The approach itself is situated as an enhancement to the 
personalized rostering concept widely applied in Europe, which aims to fair-and-
equal share of workload. This is in contrast to well-known bidding systems or 
preferential bidding approaches which generate their crew schedules based on 
strict (or released) seniority [4]. 

Why is team-orientation this much important? It is known that crew 
satisfaction is highly dependent on the colleagues he/she works with [6], In 
current approaches some crew members may prefer to exclusively work with the 
same colleague(s) over a long time period (e.g. married couples or must-fly-
together restrictions [4,6]). The realization of such constraints is comparably 
simple, but this it is almost impossible to implement without great financial 
losses, because of different, non-overlapping scheduled activities at most airlines. 
Therefore, teams should be kept as flexible as possible. On the other hand, 
aircraft security but also quality-of-service for passengers are directly at risk in 
cases of disharmonies among operating cockpit and servicing cabin crew. 
Especially team changes have been identified to have a negative impact on the 
individual crew satisfaction, e.g. being left alone in a non-domicile town after 
work or giving up harmonizing working teams. 

Before discussing some more details, we give some necessary definitions used 
in our approach: A team is to be understood as the grouping of crew members 
with, if required, different crew fiinctions and quantities in a way that a single or 
a series of flight legs is adequately staffed. Crew members of such a team may 
origin fi-om different home bases, but they all share the minimum qualification for 
the fleet to be operated. A shared flight activity (SFA) is defined to be the 
smallest unit that is considered in this approach: Such an activity is serviced by a 
team without any team change. It could be a single or multiple flight legs, flight 
duties (set of flights operated within one day), or even a complete pairing. Such 
pieces-of-work are extracted from the generated pairings of the CPP. A team 
change occurs if at least one crew member is scheduled to service the next flight 
activity together with a different team composition (other colleagues). Such team 
changes occur due to the obeyed rule sets (e.g. a crew member has reached his 
maximum of daily working hours), or by very strict fair-and-equal share of 
workload; but so far, the main reason for team changes lies in the fact that (due to 
the dominating cost minimization objective) they are simply not considered at all. 

Since the described ToRP approach tries to minimize the number of team 
changes, their occurrences are considered via so-called team change penalties. 
Those penalties are usually chosen as positive values. In contrast to this, negative 
team change penalties (or bonuses) can be applied for benefits of servicing as a 
team while, e.g., saving operational cost by sharing a taxi. We also differentiate 
between different types of a team change. This consideration evaluates with 
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regard to when and where the team change occurs. They can happen within the 
day, over night, both at the home base or outside, or after the weekly rest period 
at the home base. Since changes within the day are the most undesired, especially 
in combination with an outside location, we propose a clear hierarchy among 
those listed instances with decreasing penalty values for each type. 

The main disadvantage of our ToRP approach can be seen in the fact that a 
resulting crew schedule focuses in addition on the minimization of team-changes 
is most likely more cost intensive than the one without team-orientation. In 
general, there is a trade-off between the minimization of operational cost and the 
minimization of team changes: Assigning team change penalties leads at a certain 
point to outweigh operationally less expensive rosters in preference to those with 
higher team-orientation, e.g. fewer team changes. Due to the penalization of team 
changes among roster combinations the aim of the ToRP is hereby defined as the 
search for an appropriate set of individual rosters (one roster for each crew 
member) that all given flights are covered properly at minimum of cost with a 
socially and economically reasonable reduction of team changes. 

A more detailed problem analysis can be found in [8]. Additionally we present 
and discuss two alternative IP-formulations for the ToRP: The Extended 
Rostering Model penalizes team changes by additional columns and rows for 
selected roster combinations, whereas the Roster-Combination Model treats 
operational cost and team change penalties simultaneously within the proposed 
model. 

Throughout our computational experiments and as mentioned above, the ToRP 
approach should be based on the assignment of shared flight activities, not 
pairings. In Fig. 1 we show the differences between both terms: Although there 
are two (one-day) pairings for captains and two for first officers, their assignment 
leads directly to four team changes among all crew members within this single 
day. 
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Fig. 1. Team changes within pairings 

This is a typical issue within the pairing generation phase: During the creation 
of the above mentioned pairings it is very Hkely to have a certain asynchrony for 
the executing crew team. Therefore, assigning pairings at this point is not 
sufficient for the minimization of team changes on the one hand, because 
otherwise only those between pairings can be taken into account, all changes 
inside pairings would be kept as fixed. On the other hand, the main drawback of 
working with probably quite short SFAs increases the combination basis for the 
roster generation, by which we might loose most benefits from the optimization 
in the pairing generation step. (In the example we have now six SFAs over both 
crew functions instead of two separate assignment problems with only two 
pairings each.) 

3 Time-space Networks for Paring Chain Generation 

In contrast to the well-known set partitioning approach for CPP, see e.g. [1,2,3], 
we have investigated solving the above airline crew pairing chain problem 
(CPCP, a strict extension of the standard CPP) in one step using a dedicated time-
space network (TSN). The model which we discuss in [3,5] is able to consider 
multiple home bases with time-dependent crew capacities and allows an even 
partitioning of pairings and flight time among home bases and crew members. 
Because of the powerful extension of CSP's first step, namely the so-called 
pairing chain generation, the results are expected to be highly useful and 
adoptable for the second scheduling step: the assignment or rostering. 

In this paper we present the basic structure of the TSN and its extension 
regarding the requirements for an appropriate generation of shared flight activities 
for the subsequent Team-oriented Rostering step as described above. 
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Aggregated Time-Space Networks: A Basic Flow Formulation 

We assume that a timetable T is given with a set of flights, involving a set of 
airports A. For each airport k e A, let £ ^be the list of all arriving flight legs of T 
at airport k, and 5* the list of all starting flight legs of T from airport k. Thus, each 
flight leg / of T occurs twice, namely, as an end event (ending flight leg) in £̂ ^̂ '̂ ^ 
and as a start event (starting flight leg) in 5̂ "̂ ^̂ . 

Preprocessing: We aggregate end and start nodes at each airport in order to be 
able to reduce the network size without loss of generality. For each airport k e A, 
flight legs in the lists E^ and 5* are chronologically sorted with respect to their end 
times and start times, respectively. Let us partition E!" and 5* into end blocks and 
start blocks, respectively, such that end times of £ / flights are less than or equal 
to start times ofSt flight legs which in turn are strictly less than end times of Ei+j^ 
flights. (We assume that the end times include the required minimum turnover 
time as well.) This partition is unique, so let Wk be the resulting number of end 
blocks, which is equal to the number of start blocks, at airport k e A. Each end 
block Ei^ (I = 1,...,W;̂  precedes the corresponding start block. Only E/ and/or 5*^/ 
may be empty for some airports k 
Afterwards, the network can be built according to the following structure: 

Network structure: For each airport k e A and / = 1,..., w ,̂ each ending flight leg 
of £ / is compatible with each of the starting flight legs ofS/^. Representing flight 
legs by arcs and crew members by flow units, this compatibility is established 
through the connection node «/, see Fig. 2. Observe that each ending flight leg of 
£ / is also compatible with each starting flight leg of 5/-̂  for each V > I This is 
established by traversing the connection nodes «/, «/+/^ ... , /̂-̂  along horizontal 
waiting arcs following the time axis. 

Fig. 2. Aggregation of flight legs and connection line of the aggregated TSN 

For each airport k ^ A, let us call the line constituted by the connection nodes 
together with the waiting arcs a connection line Cl}, Thus, a connection line Cl} 
regulates all possible flight leg connections at airport k; direct connections (for 
aggregated ending flight legs and aggregated connection flight legs) through one 
connection node, and indirect connections through several connection nodes 
linked by waiting arcs. Here, crew members at the same airport, waiting at the 
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same time for indirect comiections between two connection nodes, are 
aggregated. Thus, an aggregated time-space-network has been constructed. 

Disaggregation: In general, such networks allow numerous ways of 
disaggregation, even with identical total operational cost for crew. After having 
computed a certain flow on a TSN, the freedom one can take when building a 
concrete schedule becomes clear: Suppose that a computed optimal flow delivers 
flow values ^ / = i , Xi^ = 2, and ^2^ = (? at a airport k eA for ending and starting 
flight legs as in Fig. 2. That is, three crew members are available at airport k at 
the beginning and two other crew members enter airport k through flight legs of 
Ej^ before flight legs of S/ start. At this moment, three arbitrary crew members 
from the waiting five may be chosen to serve the flight legs of iSŷ . The remaining 
two crew members together with the two entering airport k through flight legs of 
£2^ are then used to serve the flight legs of 5*2̂ . 

Extension of aggregated TSN: As described in Section 2, our ToRP approach 
requires the consideration of SFAs. Therefore, we introduce a model extension to 
the above given TSN. Currently, the presented pairing chain generation works 
independently for each crew fiinction which results in a set of pairings with little 
synchrony. As a consequence the information of the generated pairing chains for 
the first crew fiinction should be utilized within the optimization runs of the 
remaining crew fiinctions. Such hierarchical proceeding allows the introduction 
of additional bonus arcs representing the avoidance of team changes within a 
pairing. As given in Section 2, those bonuses (negative penalties) should be 
granted based on the described levels in the team change classification, e.g. team 
changes within the day, over night, outside home base etc. It is important to 
mention that those bonus values should increase by the duration of the granted 
synchronous (sub)pairings, nevertheless they should not exceed a certain value at 
which the sum of bonuses outbalances the selection of optimal pairing chains for 
the examined crew fiinction. (Such high bonuses may absorb undesirable 
additional operational cost, e.g., for hotel and taxing.) Additional bonus arcs that 
cover more than one pairing are not required since all chains will be decomposed 
into pairings in the rostering phase. Fig. 3 shows the application of such 
additional bonus arcs which represents the connection between three airports by 
two flight legs and one waiting arc. 
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Fig. 3. Bonus arcs for avoided team changes regarding the pre-selected (sub-)pairings 

As pointed out in Fig. 3 the compliance to the inflow-outflow requirement for 
each connection node requires one additional restriction of each bonus arc. It has 
to ensure that, for the case that the bonus arc is chosen, the sum over all flow 
units for the considered flight legs must be zero. 

4 Conclusion 

In this paper we presented the Team-oriented Rostering approach which aims to 
reduce the overall number of team changes among crew members during their 
working period. As the basis for this approach we apply our partially integrated 
crew scheduling formulation which we described in [3,5]. Due to the fact that we 
experience multiple team changes within the generated pairings, we proposed an 
extension to the (state-expended multi-commodity) aggregated time-space 
network optimization model in this paper. Via additional arcs we developed a 
useful way to build sufficient shared flight activities as they are required for the 
ToRP approach. Although we follow the idea of partial integration among the two 
scheduling steps, we have to suggest a strict hierarchical paring generation for the 
involved crew functions. Further improvements should pay attention to its 
simultaneous consideration (at least partially) which is so far impossible to realize 
within the proposed time-space network due to its high aggregation level. 

As a result the extensions to the network model due to the preference of 
defined (sub)parts of one crew function's pairings allow and (for proper bonus 
setting) do not enforce quite synchronic pairings within their generation phase. 
The number of the improved shared flight activities indicated a greatly notable 
reduction of asynchrony of parings as they resulted from the multi-optimum 
solutions that we observed before. By this, shared flight activities that consist 
only of a single flight occur quite rarely, and from the technical point of view 
these little modifications allow to solve larger instances or to reduce 
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computational time because of smaller model sizes. Testing on several instances 
of our project partner, a European tourist airline, indicated that the solution 
quality in terms of operational cost and crew satisfaction is not afflicted by the 
above mentioned model extension. 
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Abstract 

The combination of process integration and Operations Research enables an inte
grated technique assessment and a subsequent process design. The application of 
Multi Objective Pinch Analysis (MOPA) permits the identification of overall sav
ing potentials for energy, water and Volatile Organic Compounds (VOC). In this 
paper the general concept of MOPA is described and its application is shown in 
its first steps for a bicycle coating plant in Chile. 

Introduction 

Most of the common VOC-reducing measures (e.g. for paint and adhesive appli
cations) are installed as secondary measures (e.g. thermal incineration), process-
integrated measures (e.g. reduced-overspray methods, powder coating) or as 
product-integrated measures (e.g. high-solid coatings). Further optimisation po
tentials can be identified by integrating additional unit operations (e.g. heat ex
changers, condensers, etc.) into the plant layout and linking mass and energy 
flows between different production plants. Besides VOC emissions, energy and 
water consumption are also of significant interest. Therefore, a three dimensional 
problem must be solved in order to identify the overall set of feasible solutions. 

In this paper, the coating of bicycle frames is investigated in order to demon
strate the underlying methodology. In the next section, the pinch analysis and its 
role in integrated process design as Multi Objective Pinch Analysis (MOPA) is 
described. In the third section, the example of bicycle frame coating is calculated, 
while in the last section conclusions are drawn. 

http://karlsruhe.de
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Multi Objective Pinch Analysis for Integrated Process 
Design 

The pinch analysis is an approach for integrated process design. First applications 
were exclusively addressed to energy optimisation [7; 9] and as a consequence 
thereof, to the design of heat exchanger networks (HEN), In the last two decades 
applications targeting wastewater minimisation and VOC recovery from waste 
gas streams have been developed [1; 3; 12; 13]. Additionally, the algorithms for 
solving the design problems have been developed further, and in some cases have 
been adapted from the field of Operations Research (e.g. the transport algorithm 
[2; 5]). 

Past investigations mainly focused on one target, whereas the approach pre
sented in this paper aims at a Multi Objective Pinch Analysis (MOPA) which is 
characterised by simultaneous consideration of energy, VOC and water. The re
sults of the different pinch analyses are combined using Multi Criteria Analysis 
approaches. 

Energy 

The basic idea of energy pinch analysis is a systematic approach to the minimisa
tion of lost energy in order to come as close as possible to a reversible system. In 
its first step the pinch analysis yields the best possible heat recovery. Further re
covery can only be achieved by changing conditions or structures of the investi
gated system (e.g. flow rates, pressures etc.) [11]. 

The pinch analysis requires the combination of hot and cold process streams to 
composite curves and the description of the respective temperature - enthalpy re
lationships. Additionally, a minimum temperature gradient AT în must be set rep
resenting the driving force of the heat transfer. The pinch point, where the dis
tance between the hot and cold composite curves is equal to ATmin, denotes the 
optimal internal heat transfer between the hot and cold flows [9]. 

The pinch point is always a comer or end point of at least one of the composite 
curves. Its temperature is less than ATmm above or below any of the temperatures 
spanned by the other composite curve. At the pinch point, either the slope of the 
cold composite curve becomes flatter or remains equal, or the slope of the hot 
composite curve becomes steeper or remains equal above the pinch point, or both 
[2]. 

The result of the pinch analysis is the energy saving potential for the consid
ered set of processes representing the target for the subsequent design process. 
Furthermore, information is obtained on the amount of heat exchange required 
between the appropriate streams minimising the use of hot and cold utilities. De
pending on the chosen design constraints, which reflect technical and chemical 
requirements, the actual savings are determined resulting in an economically fea
sible solution. Consequently, the layout planning is driven by a trade-off between 
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equipment (e.g. capital for heat exchanger) and operating cost (energy utility 
cost). 

Volatile Organic Compounds (VOC) 

Besides heat exchange, another application of pinch analysis is on VOC or multi-
component VOC since their separation from waste gas is usually carried out via 
thermal condensation [3; 10]. This permits a translation of organic solvents rec
lamation into a heat exchange problem. By using phase diagrams the targeted 
VOC concentration can be described by temperatures of the gaseous waste stream 
[4]. Thus, the required temperature intervals for applying the pinch analysis can 
be obtained [11]. When using multistage condensation for VOC recovery the 
waste gas can be pre-cooled by the cold cleaned gas stream. The approach of in
corporating the cleaned gas stream can also be applied when other emission re
duction measures are used (e.g. thermal incinerators [5]). 

The application of pinch analysis and subsequent integrated design are used to 
find the most cost-effective solution. Hence, the amount of solvent to be recov
ered can be determined [10]. The total costs in the case of VOC are a combination 
of those for purchased solvents and those for condensation. The recovered solvent 
can be reused in the same process or it can even be sold (e.g. for cleaning applica
tions), depending on the option' finally selected. 

The properties of the employed solvents (VOC) determine the temperature in
tervals used in the pinch analysis. In the first step, a total recovery of consumed 
solvents is considered. In a subsequent step, a feasible economic solution is ob
tained by a techno-economic assessment of available technologies that must be 
translated into an adapted design and results in a new pinch analysis. 

The technical constraints that must be considered in the design phase are the 
maximum and minimum solvent concentration given by the process itself For 
example, in order to allow quick drying and to limit the lasting effects of the sol
vent on the object, the concentration of the air inside the drying oven should not 
exceed a certain value. Additionally, safety requirements must be carefully fol
lowed due to the explosion risk originating from the solvents. When using solvent 
condensation as a recovery measure dehumidification and the type of cooling 
agent and their related constraints must also be considered when looking for the 
most economically feasible solution. This solution, obtained from the results of 
the VOC pinch analysis, then provides the amount of solvent that can be recov
ered and the network design needed for its realisation. 

* The reuse of the recovered VOC depends on the purity of the condensed solvent and the 
quality requirements of the investigated process. 
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Water 

In addition to heat exchange and VOC recovery the pinch analysis can also be 
applied to calculate water and wastewater savings. Two different problem types 
can be addressed: single or multiple parameters. Single parameter problems are 
comparable to the ones solved with the energy pinch. They consider the mass 
transfer of one contaminant from a rich to a lean stream, equivalent to the hot and 
cold streams of the energy pinch. 

Instead of regarding temperature-enthalpy relationships the water pinch re
gards concentration-mass load curves. The mass load is calculated by multiplying 
the concentration with the water flow of the stream. A linear behaviour is as
sumed for the transfer which is a good approximation for diluted streams (e.g. 
water used for washing). All streams of the investigated system are combined to a 
limiting composite curve describing the "worsf water quality acceptable. The 
freshwater curve describes the water supply of the system. The slope of the curve 
is a measure for the flow rate. The water supply and limiting curve match at the 
pinch point and the resulting slope defines the minimum water flow rate needed 
[12]. 

Practical problems often require the consideration of several contaminants or 
parameters. If it is not possible to aggregate multiple contaminants to one pa
rameter (e.g. Chemical Oxygen Demand - COD) in order to translate the problem 
into a single parameter one, an iterative process must be applied to find the over
all pinch for all "water-based" flows in the system [8]. 

Furthermore, water regeneration can be depicted with the water pinch analysis. 
This leads to changes in the description of the water supply line which shows 
changes in flow rates resulting from the composition of the regenerated and the 
fresh water flow [12]. 

Besides the different parameters to be considered (single or muhi parameter, 
water regeneration), a distinction between water as a utility (utility water pinch 
analysis) and water as a substance required in the process itself (process water 
pinch analysis) must also be made. A new method addressing the problem of sev
eral aqueous streams relevant for one operation including water losses has been 
developed [6]. 

Similar to the energy pinch, the solution obtained with the water pinch must be 
translated into a feasible process design. Therefore, strategies such as bypassing 
of unnecessary water in order to always ensure use of the minimum flow rate can 
be applied. Typical freshwater savings identified and realised with water pinch 
analysis and the subsequent process design are in the range of 15-40 %. 

Integrated approach 

In the approaches of the pinch analyses discussed so far, only single energy and 
mass flows were regarded. Through the parallel reduction of water use, energy 
consumption and VOC emissions, a multi-criteria process design problem for 
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company-wide facility planning must be solved, in order to implement efficient 
recycling cascades. Resulting conflicting solutions must be evaluated based on a 
multi-criteria approach. For this purpose convenient OR models (for instance the 
Outranking-Method PROMETHEE) can be employed and modified. In addition, 
this will also introduce new possibilities for cleaner technologies and environ
mental protection by optimally combining process integrated emission reduction 
measures and end-of-pipe technologies and also creating a challenge for research 
in the field of Operations Research. 

Case Study: Coating of Bicycle Frames 

The case study analyses a typical bicycle production facility within an industrial
ising country. A baseline scenario using independent fresh air sources for each 
oven, is compared to a scenario using the generated waste heat of the production 
process. Calculations are done using the classical transport algorithm as described 
in Geldermann et al. [5]. 

The coating of bicycle frames is important for protecting the frame against cor
rosion, chemical deterioration, etc., and for maintaining the best possible optical 
quality. The case study illustrates a reference installation producing 200 bicycles 
per day, with the process schema given in Fig. 1. The coating starts with a pre-
treatment step (degreasing, phosphating, passivation) which is not considered in 
this calculation. Nevertheless, it requires a subsequent drying step. Consecutively, 
a two-layer coating consisting of a filler and a two paint application steps are exe
cuted. Consequently, four drying processes are required generating energy de
mand and solvent emissions. 

Pre- \ Drying \ Filler \ Drying \ Paint 1 \ Drying \ Paint 2 \ Drying 
Treatment/ Oven 1 / Application Oven 2 /Appl ica t ion / Oven 3 /Appl ica t ion / Oven 4 

Fig. 1. Process Steps of Bicycle Coating 

The drying processes are characterised by their required process temperatures 
(oven 1: 155 °C; oven 2: 90 °C; oven 3: 125 °C; oven 4: 150 ^C) and length of 
the drying oven (16m, 31m, 13m, 14m). Both the drying air of the process requir
ing heating and the cooling air of the counter-current flow are taken from the out
side air supply (assumed to be 20°C) with a flow rate per meter of drying oven of 
500 Nm^/h. In the baseline scenario the waste gas is released after the drying step 
without any cleaning. In the investigated scenario the waste gas is cooled down to 
a temperature of 40°C and released also without any cleaning activity. 

Auxiliary processes such as the preheating of drying ovens, the cleaning of 
tools, or the mixing of the filler or paint exist in addition to the main painting 
process, but are not included in this case study. Nevertheless they may also pro
vide significant potential for the conservation of resources. 
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For the filler application a multi-component solvent with a mass proportion of 
2:1:1 between Isobutyl Acetate (CAS^ 110-19-0), Naphthalene (CAS 91-20-3) 
and Toluene (CAS 108-88-3) is assumed. For the two paint applications a multi-
component solvent of Butyl Acetate (CAS 123-86-4), Naphthalene (CAS 91-20-
3) and the paint thinner Methyl Isobutyl Ketone (CAS 108-10-1) with a 2:1:1 
mass proportion is assumed. The quantities of released solvents (oven 2: 0.53 
kg/h; oven 3: 0.60 kg/h and oven 4: 0.32 kg/h) are calculated using the lasting 
dried paint of the frame (20 g of filler, 15 g of paint 1, 8 g of paint 2) and the re
spective solvent content (filler: 40%, paint 1 and 2: 50%). The required tempera
ture-dependent heat capacity for the calculation is calculated by the following 
polynomial equation: 

where Cp is the heat capacity in kJ/kmol and T is the temperature in K. The coef
ficients are taken from the CHERIC-Database^ Furthermore, the temperature de
pendent density of air and the solvent-air-mixture is calculated by the relation of 
air pressure divided by the gas constant times the temperature in Kelvin. 

It should be noted that in the following calculations only the collected VOC 
are considered, but due to the different production environments the diffuse sol
vents might also be considerable high. The mass flow of air within the drying ov
ens is supplemented by the released mass of solvents. 

Table 2 summarises the fmdings as the basis for the calculation. The table 
shows the detailed data used as the basis of the composite curves. The artificial 
cold and hot process streams shown in the table originate from one or more exist
ing process streams of the drying process. 

^ Chemical Abstracts Service registry numbers are copyright by the American Chemical 
Society. 

^ Chemical Engineering Research Information Center (CERIC): Korea Thermophysical 
Properties Data Bank; http://www.cheric.org/research/kdb/ 

http://www.cheric.org/research/kdb/
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Table 1. Scenario Using Waste-Heat 

Temp. Inlet 
[°C] 
-00 

20 
30 
80 
90 
115 
125 
140 
145 
150 
30 
40 
90 
100 
125 
135 
150 
155 
160 
+00 

Temp. Outlet 
[°C] 
20 
30 
80 
90 
115 
125 
140 
145 
150 
155 
20 
30 
40 
90 
100 
125 
135 
150 
155 
160 

Cp 
[kJ/(kgK)] 

-
1.0184 
1.0239 
1.0301 
1.0340 
1.0381 
1.0412 
1.0437 
1.0450 
1.0463 

-
-

1.0259 
1.0324 
1.0364 
1.0407 
1.0438 
1.0462 

-
-

Density 
[kg/m3] 

-
1.1843 
1.0758 
0.9858 
0.9398 
0.8980 
0.8703 
0.8493 
0.8392 
0.8294 

-
-

1.0440 
0.9589 
0.9154 
0.8757 
0.8493 
0.8294 

-
-

Flow Rate 
[m3/h] 

0 
15.500 
15.500 
15.500 
15.500 
15.500 
8.000 
8.000 
8.000 
8.000 

0 
0 

15.500 
15.500 
15.500 
8.000 
8.000 
8.000 

0 
0 

AH 
[kJ/h] 

0 
186,944 
853,671 
157,398 
376,554 
144,493 
108,738 
35,457 
35,079 
34,712 

0 
0 

830,056 
153,445 
367,629 

72,907 
106,380 
34,709 

0 
0 

The baseline scenario requires a heating duty of 4,255,877 kJ/h. Since all 
waste heat is released without being used considerable amounts of energy and 
solvents are released into the environment. Given the thermodynamic optimal so
lution requiring only around 367,920 kJ/h heating utility, a significant energy sav
ing potential can be identified. The heat transfer table (cf Table 2) shows which 
flows to connect. For example the heating duty of the cold stream 2 is completely 
satisfied by the hot utility. The cold process flows 3 to 8 are partially and the 
streams 9 and 10 are completely fulfilled by the hot utility. In a subsequent step 
the target must be evaluated considering the available technological options. 
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Table 2. Heat-Transfer Table 

Hot Process Streams Hot 
8 9 10 Utility 

186,944 
23,615 

3,953 
8,925 

71,586 
2,358 

34,709 748 
35,079 
34,712 

1 
1 2 

& 4 
5 
6 

PH 7 

2 8 
U 9 

10 
Cold 

Utility 

1 2 

830,056 
153,445 

376,629 
72,907 

106,380 

Conclusions 

In the calculated example energy recovery was addressed. However, instead the 
substance properties of the solvents or their economic value could also be of in
terest. This leads to a multi-criteria problem. Depending on the emphasis given to 
the material properties of the solvents or the financial options, different rankings 
can be obtained. 

In this paper the principles of Multi Objective Pinch Analysis were demon
strated, specifically its role in the context of process design. It consists of a com
bination of pinch analysis with different targets (energy, wastewater, VOC) and a 
following multi-criteria analysis. A set of optimal solutions is delivered, which 
span the solution space as a pareto surface. Identifying applicable solutions on 
this pareto surface requires detailed economic and technological information (e.g. 
prices; type of heat exchanger; exchanger surface; type of VOC-condenser; ca
pacities; water treatment systems etc.). In a multi-criteria decision process the 
preferences, according to the different resources, conclusively determine the se
lection of a set of required technologies. These specific technologies implemented 
in the subsequent process design eventually define the savings being realised. In 
an iterative process the new design can be evaluated by MOP A. 

The mathematical formulation of the problem allows the additional depiction 
of further constraints (e.g. technical restrictions and/or chemical behaviour of the 
involved substances). The additional application of environmental assessment 
methods in the multi-criteria analysis, especially in the case of VOC recovery, 
may deliver additional information about the best technological option. In the fu
ture, not only will process changes through new investments be included but also 



469 

retrofitting. In this case, the trade-off between equipment (e.g. heat exchanger) 
and operating cost is even more complex as investments have already been made. 

This work is part of the project „PepOn: Integrated Process Design for Inter-Enterprise 
Plant Layout Planning of Dynamic Mass Flow Networks " funded by the Volkswagen-
Stiftung. We thank the VolkswagenStiftungfor their excellent support of our research. 
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Abstract. Manufacturing companies in a make-to-order environment sell cus
tomer specific products. Usually, a company offers more than one product, faces 
a stochastic demand, and a time-varying product price. The latter cannot entirely 
be set autonomously by the company due to competitors. The decision the com
pany has to make for an incoming order is whether to accept or reject the order, 
depending on the remaining capacity, the contribution margin of the order and the 
orders expected for the future. In our contribution we will discuss if the methods 
for the airline revenue management are applicable to the described problem. After 
giving an overview about the requirements a decision support system ought to 
fiilfill to improve the order selection process in a make-to-order environment, we 
will discuss the differences of such a system to existing revenue management ap
proaches in service industries. Subsequently, we give a mathematical formulation 
for the described problem and apply it to a simplified practical example. 

1 Make-to-Order Manufacturing, Introduction and 
Problem Definition 

Manufacturing companies in a make-to-order environment sell products specific 
to consumer requirements. In general, an incoming order initiates the production 
process, i.e. the procurement of specialized materials and component parts, the in-
house fabrication of parts, the production of subassemblies and the final assem
bly. Often the product itself or a variant of the product has been manufactured be
fore, and hence, the bill of materials as well as measures for the expected process
ing time of the order at the resources are available [4]. 

We will focus in our contribution on the production processes in the iron and 
steel industry as an example of a make-to-order production process. Our reference 
production structure originates fi'om the production structure of the Salzgitter AG, 
Germany. The steel making process [10] in general starts with the pretreatment of 
iron ores in a sintering plant which agglomerates the fine iron ores to sinter. In a 
blast fiimace, the next production step, the ore is reduced to hot metal by adding 
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coke, coal, oil or gas. The hot metal is then refined in a converter to liquid steel 
by an oxygen top-blowing process, subsequently ready to be cast and rolled. 
Nowadays, post-treatment is generally applied after refining, as an increasing 
demand in terms of quality and the ongoing development and diversity of steel 
grades produced do not allow sufficient accuracy when melting the steel in the re
fining vessel. This so-called secondary metallurgy aims at enhancing the quality 
of the metal by precisely alloying and lowering undesired elements or com
pounds. After this process liquid steel with the desired grade is available for 
transforming through a continuous casting process to solid cuboid-shaped slabs. 
The slabs are customized (in terms of steel grade and dimensions) semi-finished 
products and are the starting product for fiirther processing in different types of 
rolling mills. Moreover they are tradable products with a market existing between 
different steel companies. Hence there is a possibility to procure additional slabs 
in order to increase production capacity. The finished products which are pro
duced through different rolling processes are classified according to the shape of 
their cross-sections as long products and flat products. The long products being 
produced in our reference production structure are sectional steel products and 
steel beams with different geometry and application areas. The flat products pro
duced by two different hot and one cold rolling mill are consequently subdivided 
into a hot-rolled and a cold-rolled fi-action. The hot wide strip as a hot-rolled fin
ished product marks the input for the cold rolling mill and the spiral tube welding 
plant. Some of the cold strip gets fiirther refinement in the metallic and non-
metallic coating plants to obtain corrosion-resistant and surface protected steel 
strips and sheets. 

As a result of the analysis of the reference production structure we have found 
the following conclusions: 

• The produced slabs are make-to-order semi-finished products in terms of 
steel grade and dimensions. 

• There are multiple finished products produced fi*om slabs, themselves consti
tuting raw material for different industries (car industry, building industry, 
etc.). 

• The processing times of orders at certain resources depend on specific order 
characteristics (steel grade and dimensions) and are known (as an average) 
before start of production. 

• The company cannot entirely set prices autonomously because of competi
tion. 

The problem arising for the company is which orders to accept and which or
ders to reject in order to maximize profit or contribution margin respectively. 
Therefore we see a practical need to develop a decision support system with the 
purpose of improving mid-term sales planning and primarily short-term sales 
planning in advanced planning concepts [7]. This decision support system ought 
to improve sales planning thereby explicitly considering interdependencies of dif-
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ferent orders in terms of production capacity incorporating the (stochastic) de
mand to come and the contribution margin to reach with the accepted orders. 

Due to the parallelism of the described setting and the setting in the "classical" 
revenue management approach, we are interested in whether the methods of clas
sical revenue management approaches are applicable to the introduced decision 
making process. 

2 Analysis of the Applicability of Revenue Management 

Harris and Pinder [2], Klein [3], McGill and van Ryzin [5], Tscheulin and Lin-
denmeier [9], and Weatherford and Bodily [11] have identified several common 
characteristics of environments revenue management methods can be successfully 
applied to. 

These characteristics can be subdivided into characteristics concerning the ca
pacity and characteristics concerning the demand. We will give a brief introduc
tion to these characteristics and will discuss if our problem satisfies these charac
teristics. Based on this we will discuss whether existing revenue management 
concepts are applicable to our problem. 

2.1 Characteristics Concerning the Capacity 

Characteristics that have been identified concerning the capacity in service opera
tion environments are the fixed amount available, the high share of fixed costs 
and the perishability of capacity. 

Fixed capacity 
In all successfiil application areas of revenue management it is almost impossible 
to adjust the prevalent capacity to demand because of significant costs and/or a 
significant time lag to do so. This fixed capacity is often accompanied by stochas
tic demand, which makes balancing availability of products and fulfillment of 
demand difficult. Therefore it is important to optimally utilize this fixed capacity. 

In the described problem setting we do obtain fixed capacity, too. But in addi
tion to the hosted capacity we have the possibility to buy slabs in order to extend 
the capacity of the steel mill. Weatherford and Bodily [11, p. 832] argue that the 
presence of fixed capacity is not necessary to practice revenue management but 
variable capacity is significantly more complex to manage in this context. As an 
example for not entirely fixed capacity they mention the hotel industry where 
revenue management has been successfully implemented in practice. In this in
dustry the point customers check out is stochastic therefore the capacity to be 
rented must be forecasted. 
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High fixed costs 
In all successful applications of revenue management in the service industry there 
are relatively low variable costs for production, which allow a wide range of 
prices over which selling the service is better than letting the capacity be idle. In 
general this leads to high contribution margin for additional orders. The signifi
cant costs in this applications are fixed costs (e.g. the purchase of a car for a car 
rental company). 

In the problem setting described we do obtain significant variable costs de
pending on the steel grade. This phenomena is due to the alloying of steel in ac
cordance with the customer needs as prices for and ratios of alloying elements 
differ. That means that maximizing the expected revenue as a central objective of 
revenue management must be replaced by maximizing the expected contribution 
margin. Nevertheless revenue management in general seems to be practicable. Al
though the rewards of an effective revenue management are higher when high 
fixed costs are combined with high contribution margins [11]. 

Perishability of capacity 
An additional characteristic of settings in which revenue management is estab
lished is the perishability of capacity. There is a certain date at which the product 
or service becomes available and after which it is either no longer available (typi
cally for the service industry) or it depreciates (e.g. fashion goods). The product 
or service cannot be stored, unless accepting significant costs or the aging of the 
product. If the storage of the product is possible than one has to consider inven
tory control strategies in addition. 

It is of course possible to store steel products but the make-to-order character
istic of the presented production structure does not permit a considerable produc
tion in advance. As a result manufacturing capacity specific to customer orders is 
perishable, too. 

2.2 Characteristics Concerning the Demand 

The characteristics that have been identified concerning the demand in service 
operation environments are the possibility of segmenting customers, the stochas
tic demand and the possibility of advance sales/bookings of capacity. 

Possibility of segmenting customers 
Revenue management is most effective when demand can be segmented and price 
sensitivity varies between market segments [2]. The variable or characteristic 
used to segment the market must truly differentiate the resulting products (fenc
ing mechanism). The mechanisms generally used to segment customers in reve
nue management situations are the time of purchase and the quantity discounting 
practice [11]. 

In the described problem setting the segmentation of customers is not critical, 
because of the different and distinctive products. Nevertheless production of all 
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relevant products employs the same resources during production and thus seg
ments the capacity itself. 

Stochastic demand 
Fluctuations in demand create problems for efficient capacity management. In 
this situation revenue management is able to improve decisions of which orders to 
accept/reject [2]. 

The steel price determination in European Community has been investigated 
by Richardson [6]. He identifies three distribution channels for steel products: di
rect contract market (e.g. car industry), steel stockholder and a spot market. While 
the contract market accounts for only a small share of the total sales of each rele
vant product (about a quarter in the UK) and the stockholder market contracts are 
short for a large chunk of the market, the spot market price reflects more accu
rately the process of pricing in the market [6]. In times of high demand, spot 
prices move above contract prices; when demand is weak, the relationship re
verses. As a result of our research and of the research of Richardson we notice a 
volatile market with respect to pricing of the different products and demand re
sulting. 

Possibility of advance sales/bookings 
The possibility of advance sales or bookings respectively is a key precondition for 
effectively applying revenue management in practice. This leads to one central is
sue of revenue management: How much capacity to reserve for late-arriving high-
margin demand. 

This is one of the main decisions to make in the described problem setting, too. 
But the identification of the most profitable orders is less straight forward, be
cause of the multistage problem mentioned and the order-specific capacity utiliza
tion. 

2.3 Conclusions 

The application of revenue management concepts to the described make-to-order 
production system seems to be possible though more complex as compared to the 
service industry. The complexity is due to the explicit consideration of variable 
costs. Since variable costs are significant in the described setting an appropriate 
objective of a decision support system is the maximization of the (expected) con
tribution margin. To determine the contribution margin of potential orders the 
availability of a sophisticated cost accounting system is necessary. Furthermore 
the capacity utilization in the described problem setting is different from the 
"classical" areas of revenue management application. While in "classical" reve
nue management approaches the capacity utilization is always one unit, in the il
lustrated context capacity utilization depends on the order characteristics and 
therefore is a random parameter itself Another challenge is the necessary fore
casting of demand to come in an appropriate manner i.e. concerning different 
products, steel grade and dimensions. Further research on this topic will show if it 
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is possible to aggregate the demand in order to allow a practical forecasting with 
respect to frame a sufficient decision support. 

3 Mathematical Formulation 

Our focus in this contribution is on effectively allocating capacity to a stochastic 
demand. Since no-shows and cancellations do not occur in our production envi
ronment we are not interested in overbooking strategies for the decision support 
system. 

Our problem is a network problem where we are interested in applying existent 
revenue management methods of seat inventory control. In general we define a 
similar problem definition as Bertsimas and Popescu [1]. We host a network with 
e edges, the resources, which are used to produce p products. The initial resource 
capacity is given by a vector N = (Nj,..., Ne) and the vector n denotes capacity 
left. The network is described hy an exp matrix A, with entries a/, the resource 
utilization of producty on resource /. In this first approach we do not consider re
source utilization as a random parameter depending on the order characteristics. 
The column vector Â  indicates the capacity utilization of one product y at the re
sources. The/?-vector M = (My,,.., Mp) denotes the contribution margin Mj gain
ing from selling a product y. The described problem is a problem with an infinite 
production time horizon that we decompose in intervals of constant time length 
with an appropriate interval of one week. Therefore we obtain a finite booking 
horizon problem lasting T periods in advance to production. The time line is fur
thermore discretized, so as to allow at most one request per time period. Time is 
counting backwards, i.e. t=T is the beginning of our booking horizon and t = Ois 
the end of the reservation period. The random vector of cumulative demand to 

come at time t is denoted by D*, that is, Dj is a random variable representing 

the number of classy requests to come from time t until the end of the reservation 

period. The expected demand to come is denoted by the vector D^ = E[I)^]. 

The decision to accept or reject an incoming order is a fimction of the current 
network configuration n, the time-to-go t, the order specific contribution margin 
Mj and fiirther information from demand forecasts. If we accept an order the state 
of our network becomes (n-A-', t-1), if we reject the order, only the time compo
nent of the state is changed into t-I. 

The optimal policy for our network problem is provided by a stochastic dy
namic programming model which can be found in Berts imas and Popescu [1] and 
Talluri and van Ryzin [8]. It is optimal to accept an order when the corresponding 
contribution margin exceeds the opportunity cost of accepting the order which is 
calculated by the dynamic programming model. We are interested in methods that 
are applicable to our problem environment and therefore analyze integer and lin
ear programming models as the deterministic analogues of the stochastic dynamic 
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programming model. These models use only the expected demand information 
and are usually much easier to solve. 

The integer programming model computes the optimal allocation y* of avail
able capacity n to the expected demand D*, by maximizing the total contribution 
margin subject to capacity and demand constraints. 

For all n < N and r < T, we have (M^ denotes the transpose of vector M) 

IP (n, D*) = max M'^ y 
s.t. A y < n 

y<D* 
y > 0 and integer 

The linear programming relaxation LP (n, D*) of this problem computes the 
fractional solution to our problem by relaxing the integrality constraints. The dual 
problem to the LP problem is given by 

LPD (n, D') = min n^ v + ( D ^ u 
s.t. A'^V + U > M 

u , v > 0 

Where v determines the vector of shadow prices corresponding to the re
sources and u determines the vector of shadow prices corresponding to the de
mand. 

The corresponding approximations of the opportunity cost OC of an order 7 are 

OCf (n, 0 = IP (n, D '̂̂ ) - IP (n - A J, D'"^) 

^LP/ OC;^'^(n,0 = LP(n,D'- ')-LP(n-AJ,D'"') 

OC;^P^(n,0=(v^"''^)^AJ 

Where the last one is the bid-price control which is a popular method in net
work revenue management [1], [8]. 

Example 
Consider a simple network with three edges and four nodes. The edges represents 
a continuous caster and subsequently two hot rolling mills, supplied with slabs by 
the continuous caster. We are selling only two products: hot wide strip {pi) and 
hot rolled heavy plate {p2) with a contribution margin of M/ = 100 and M2 = 90, 
respectively. The capacity left at our resources n and the resource utilization ma
trix A are given by 

n = 

•4^ 

v6y 

(A 3^ 

2 0 

0 1 
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Suppose we are at / = 2 and the expected demand for hot wide strip to come is 

denoted by Z)f = 3 and for the hot rolled heavy plate by D^ =3, Obviously it is 

optimal to accept no order for the heavy plate and one order for the hot wide strip 
due to the capacity restriction at the caster. The optimal contribution margin to 
achieve is 100. 
Let us assume that at t = 2 one order for heavy plate occurs and at / = 7 another 
one for hot wide strip. The corresponding approximations of the opportunity cost 
OC of this order pattern at ^ = 2 are 

OC^ ((4,5,6)'^, 2) = IP ((4,5,6)'^, D^) - IP ((1,5,5)'^, D^) = 100 - 0 = 100 

OC^^ ((4,5,6)^, 2) = LP((4,5,6)'^,D^) - L P ((1,5,5)'̂ , D^) = 120-30 = 90 

OC^^^((4,5,6)'^,2)=30-3 + 0-0 + 0-l=90 

The LP Approximation and the bid-price control will accept the order and the 
IP approximation will reject the order, which is the optimal strategy. At t= 1 the 
IP approximation calculates the same opportunity cost and the order will be ac
cepted. Therefore only the IP approximation finds the optimal solution in the de
scribed example. 

4 Perspective 

The presented practical problem has to be further investigated. In order to verify 
the mathematical formulation and results real world stochastic demand data has to 
be incorporated and the benefit of the implementation has to be pointed out. 
Moreover an extended model explicitly considering the resource utilization as a 
random parameter depending on the order characteristics has to be formulated. 
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Abstract. In this paper the approach of combining predictions is used to benefit 
from the advantages of forecasts predicting on different levels, to reduce the risks 
of high noise terms on low level predictions and overgeneralization on higher levels. 
The presented experimentally compared approaches of combining seasonal airline 
demand forecasts differ concerning input decomposition, multilevel structures, com
bination models and kinds of aggregation. Significant forecast improvements have 
been obtained when using multilevel, hierarchical structures. 

1 Introduction 

A typical approach to building a forecast model consists of a phase of data 
analysis, determination of a level of forecasting and history building, model 
creation, determination of appropriate preprocessing, parameter calibration 
and validation. The model, once built, is updated on a regular basis by model 
rebuilding or updating the history based on the most recent data. But even 
if the calibration has been done well, it is likely that the real relationship 
between given inputs and the values to predict is so complex that it can 
not be modelled perfectly. The input information is restricted to noisy data 
measured only for the hopefully most important influencing features and 
interpreted only at the current subspace representing the level of history 
building. The restriction of history pool and other parameter settings as well 
as a lot of preprocessing measures finally lead to a loss of information, too. 
This problem is becoming even more relevant if the underlying processes and 
data change over time and the chosen settings are not optimal any more. 

To overcome the above mentioned problems there is a necessity for an 
approach which is not only taking into account the available information in 
a sophisticated manner but which is also able to adapt automatically to new 
situations. 

We first discuss combining approaches which enable the modelling of 
complex functional relationships based on different less complex ones, but 
which also offer possibilities for adaptive parameter settings and preprocess
ing. Then the problem of choosing the level of forecasting and history building 
is investigated. We propose to extend the use of combination approaches to 
the combination of multilevel predictions and discuss related tasks. We finally 
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discuss experimental results which show a clear forecast improvement while 
using hierarchical multilevel combination strategies. 

2 Combination Approaches 

Forecast combination approaches are today a scientifically acknowledged pro
cedure to model complex functional relationships in producing not one op
timal forecast, but a number of forecasts and combining them for the final 
prediction. It can be considered as a black box where the inputs are individ
ual forecasts and sometimes additional information and the output is a final 
forecast (see figure 1). The existing combination approaches are differing in 

'2 

'3 

'M 

~L 

_P 
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f-.R"^ R"^ ^R 

Linear Combination: 
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/ 
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—-> 
Combined 
Forecast 

Fig. 1. Forecast Combination as a black box. 

the description of the functional relationship which represents the black box. 
Beside the simple average model, which gives the same weight to all individ
ual forecasts, there are two common groups of linear combination models, 
in which the relationship is a simple weighted linear sum of the individual 
forecasts and individual forecast performance is taken into account to cal
culate the weights. While rank based models describe forecast performance 
based on ranks of past performance without interpreting statistical proper
ties of forecast errors, variance / covariance based models and ordinary least 
squares regression based models use error variance and covariance information 
to represent forecast performance, (for details see [1] and [2]) 

A more complex and flexible group of combination models are nonlinear 
combination models. There exist a wide variety of mostly application spe
cific approaches. They differ in the selection of external input information as 
well as in the general approach. Typical nonlinear approaches include neural 
networks [3], (fuzzy) expert systems [4] or functional approaches. 

At the beginning of the discussion related to combination approaches the 
scientists were surprised that combined forecasts outperformed individual 
forecasts. If it is possible to generate a combined forecast outperforming each 
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individual forecast, it is also possible to model that relationship directly in 
one forecast model. So combination can be seen as a possibility to model 
complex functional relationships on the basis of different less complex ones. 

Different approaches have been developed to explain the performance of 
the combined forecasts based on error variances and covariances of the in
dividual forecasts [5]. It has been shown theoretically and experimentally 
that the best results can be achieved if the different individual forecasts are 
divers in the sense that they are able to provide diverse knowledge based 
on different input information in terms of different available sources of in
formation, different preprocessing or history pools, different functional or 
stochastic approaches or different parametrization of the models. So combi
nation can also be used in order to profit from different parameter settings or 
different views of historical data. It is even possible to use it to calibrate pre
processing like stabilization measures. Note that the advantage here is that 
the combined forecast is profiting not only from one optimal solution like 
one optimal parameter set, but from a whole set and that it is an adaptive 
procedure meaning that, e.g., a parameter set would automatically adapt to 
new situations. 

3 Determination of the Appropriate Forecast Level 

Real world forecasting problems are often not related to an isolated predic
tion, but to the task of predicting the future situation in an application de
fined space. For the application of revenue management forecasts this means 
a whole network of fiights, routings or itineraries which again are containing 
different fareclasses, point of sales or others. A crucial problem is to deter
mine appropriate levels on which forecasts should be produced, on which 
the models are calibrated or structural characteristics are determined. If a 
level is chosen too fine, there is a high risk of undesirable small numbers 
predictions in connection with large noise terms in the data. Important char
acteristics or relations may not or only badly be detected, which leads to 
unstable or structurally poor forecasts. If on the other hand the chosen level 
is too general, important characteristics related to special parts in the input 
space may be ignored. The task is getting even more difficult due to the fact 
that data is mostly composed by different independent components, which 
may be characterized by a completely different behavior regarding structure, 
correlation and noise characteristics. So it is hkely that seasonal behavior 
should be modelled on another level than a schedule change. 

In practice this problem is often resolved with trial and error approaches. 
If the level of calculation is determined based on static test data, the choice is 
rarely revised. This may become a problem when the behavior changes over 
time. So for instance it can be good to learn seasonal behavior for a certain 
booking class on the class level, but if suddenly the amount of bookings in 
this class is significantly reduced because a new competitor is on the market, 
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the seasonal behavior should better be learned on the compartment level in 
the future. Automatic approaches to solve the problem should ideally have 
the following characteristics: 

• The forecasts profit from speciahsts knowledge (fine level forecasts). 
• The forecasts profit from general structural knowledge (higher levels). 
• Fine level noise influence is reduced. 
• The selection is done on decomposed data. 
• The selection of the levels is adapting automatically to changes in the 

data. 

4 Hierarchical Multilevel Combining Approaches 

A similar situation compared to the choice of the functional approach, pa
rameter settings or preprocessing can be expected related to the choice of the 
forecast level. Each forecast level is containing information based on which 
functional relationships can be determined, but it is likely that none of those 
models is optimal since it is not taking into account all available informa
tion. Low level forecasts are potentially missing general structure information. 
High level forecasts are not taking into account the special characteristics re
lated to the concrete part of the input space, or the representation of these 
characteristics is contained in the forecast model in a completely different 
manner than having built the model directly on the finer level. 

We propose to extend the use of combining models to generate forecasts 
which use really all available information, meaning also different representa
tions from different levels, and which are also able to adapt automatically to 
new situations present at different levels. The following questions have been 
answered: 

• How to determine low level predictions based on high level predictions 
taking into account that predictions produced on different levels can be 
characterized by different statistical properties? 

• To represent a higher level, is it better to use a larger amount of low level 
data covering a bigger part of the space or is it better to aggregate data 
to higher subspaces? 

• Should all forecasts including different levels as well as different methods 
be combined in one combining process or is it better to use multi step 
approaches? 

4.1 Decomposition and Comparability between different Levels 

The question of how to aggregate and split forecasts between levels has been 
extensively discussed. Our experience related to airhne demand data is that 
summation of low level forecasts to a higher level produces quite good high 
level forecasts, but on the other hand the splitting of high level forecasts to 
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lower levels performs poorly. We have tackled this problem by profiting from 
the decomposition approach. We propose to predict the general level of de
mand as a stable absolute representation of the different levels without taking 
into account multilevel approaches. All other components can be predicted 
in terms of a factor related to the general level, which can be transferred to 
other levels without any need of splitting the forecasts (see figure 2). 
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Fig. 2. Transferring forecasts between forecast levels taken as an example for the 
two levels: compartment M and fareclass H. 

4.2 History Pool Fusion (HPF) versus Data Fusion (DF) 

There are two options to take a wider range of information into account : 
the pool (number) of historical data used to learn a special behavior is ex
tended (History Pool Fusion (HPF)) or the level, on which the input data and 
forecasts are generated, is changed (Data Fusion (DF)). Figure 3 illustrates 
how history pool fusion and data fusion of three fareclasses would work for 
seasonal factors (here calculated in dividing a booking value by a value rep
resenting the yearly average). Whereas HPF simply takes into account the 
seasonal factors of all three fareclass, DF produces the sum of the inputs and 
is calculating one factor on the higher level. 
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Fig. 3. History Pool Fusion versus Data Fusion illustrated at the basis of seasonal 
forecasts for three fareclasses. 
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4.3 Structures of Multilevel Combinations 

When using multilevel forecasts a crucial problem is that the number of fore
casts to combine increases significantly, what leads to a much higher risk 
of instabilities based on noisy data or overfitting problems. A possibihty to 
handle that problem is not to combine all forecasts but to use multi step 
approaches combining a number of forecasts and giving the result to a next 
combination step. In our first approach (Method Step (MS)) we start com
bining the forecasts produced by the same method on different levels and 
then we combine the resulting multilevel forecasts. The second approach is 
a hierarchical top down approach (Hierarchy Step (HS)) meaning that first 
the forecasts of higher levels are combined and then the forecasts of lower 
levels, but using also the combined forecast from the higher level. Figure 4 
illustrates the hierarchical approach. 
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Fig. 4. Hierarchical multilevel forecast combination. Ml to M3 are representing 
different individual forecast methods. 

Figure 5 compares the two approaches as an example. The matrix con
tains example predictions Ml to M3 of seasonal factors produced on two 
levels: the compartment level and the level of one fareclass of this compart
ment. In the MS approach (on the right side of the matrix), first all rows 
representing the individual methods are combined (simple average model). 
With the hierarchical approach HS (below the matrix), first the values of the 
second column (higher level) are combined, the second step is to combine the 
low level, including the result of the first combination. 

5 Experiments 

We have carried out a number of experiments to compare combinations based 
on decomposed versus not decomposed data, different structures, combina
tion models and aggregations. The experiments have been restricted in the 
sense that up to now only two levels have been taken into account using three 
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Fig. 5. Multi- step approaches: method step versus hierarchy step structures. 

different forecast models to predict seasonal behavior of booking demand for 
Lufthansa on Itinerary Fareclass Point of Sale level. Five different combining 
models have been compared (for details see [2] and [6]): 

• (av) : the simple average model 

• (outp) : the outperformance model as an example of rank based models 

• (opt) : the optimal model with assumption of independence as variance 
based model 

• (sigm) : a nonlinear functional approach expecting that different methods 
work well for low seasons and different for high seasons. The parameters 
of the sigmoid functions used are learned using evolutionary strategies. 

• (anfis) : the nonlinear neuro-fuzzy approach ANFIS 

Table 1 shows the resulting percentage improvement in comparison to the 
model which is currently in use and which is already containing simple linear 
combinations. It can be seen that without decomposition it was not possi
ble to achieve any improvements using combining strategies. Concerning the 
choice of the combination model the results show that improvements can be 
increased using nonlinear combination models, but that there are also more 
relevant losses based on a higher risk of instabihties. Another interesting re
sult is that both, History Pool Fusion and Data Fusion, lead to improvements, 
but the use of both of them have had a detrimental effect on the forecast qual
ity. One reason for it could be the fact that in this case the number of forecasts 
is highly increased, which could lead to instabilities during the combination 
process. The same reason can be responsible for the poor results if no multi 
step approaches are used. An indicator for this reasoning is the result of the 
simple average combination model which is stable per definition and does not 
show the same loss of improvement. Even if method steps seam better than 
no multi step approaches, the largest significant improvement can be seen in 
using hierarchy steps together with data fusion. 
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Table 1. Experimental results using different structural approaches and different 
combination models. The results are represented as an improvement percentage 
compared to the model which is currently in use. 
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6 Conclusions and Future Work 

We have seen that hierarchical multilevel combination models can be a power
ful approach in order to build a high quality and adaptive forecast system. We 
have compared models differing concerning decomposition, multilevel struc
tures and kinds of aggregation and have achieved an improvement of forecast 
quahty up to 9 percent. The best results have been achieved using hierar
chically aggregated data and multi step combinations. In this case forecasts 
were nonlinearly combined at each level of the hierarchy and the results from 
higher level were used as input to the lower level. 

In the near future, encouraged by these results, more complex multilevel 
structures will also be investigated in relation to multi step approaches con
cerning the single level tasks of forecast combination. 
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