Agostino Di Ciaccio
Mauro Coli
Jose Miguel Angulo |bafez Editors

Advanced Statistical
Methods for the
Analysis of
Large Data-Sets




Studies in Theoretical and Applied Statistics
Selected Papers of the Statistical Societies

For further volumes:
http://www.springer.com/series/10104



Series Editors

Spanish Society of Statistics and Operations Research (SEIO)
Ignacio Garcia Jurado

Société Frangaise de Statistique (SFdAS)
Avner Bar-Hen

Societa Italiana di Statistica (SIS)
Maurizio Vichi

Sociedade Portuguesa de Estatistica (SPE)
Carlos Braumann



Agostino D1 Ciaccio « Mauro Coli
Jose Miguel Angulo Ibanez

Editors

Advanced Statistical Methods
for the Analysis of Large
Data-Sets

@ Springer



Editors

Agostino Di Ciaccio Mauro Coli

University of Roma “La Sapienza” Dept. of Economics

Dept. of Statistics University “G. d’ Annunzio”, Chieti-Pescara
Ple Aldo Moro 5 V.le Pindaro 42

00185 Roma Pescara

Italy Italy

agostino.diciaccio@uniromal..it coli@unich.it

Jose Miguel Angulo Ibanez

Departamento de Estadistica e Investigacion
Operativa, Universidad de Granada

Campus de Fuentenueva s/n

18071 Granada

Spain

jmangulo@ugr.es

This volume has been published thanks to the contribution of ISTAT - Istituto Nazionale di
Statistica

ISBN 978-3-642-21036-5 e-ISBN 978-3-642-21037-2
DOI 10.1007/978-3-642-21037-2
Springer Heidelberg Dordrecht London New York

Library of Congress Control Number: 2012932299

(© Springer-Verlag Berlin Heidelberg 2012

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting,
reproduction on microfilm or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9,
1965, in its current version, and permission for use must always be obtained from Springer. Violations
are liable to prosecution under the German Copyright Law.

The use of general descriptive names, registered names, trademarks, etc. in this publication does not
imply, even in the absence of a specific statement, that such names are exempt from the relevant protective
laws and regulations and therefore free for general use.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)


www.springer.com

Editorial

Dear reader, on behalf of the four Scientific Statistical Societies: SEIO, Sociedad de
Estadistica e Investigacion Operativa (Spanish Statistical Society and Operation
Research); SFC, Société Francaise de Statistique (French Statistical Society);
SIS, Societa Italiana di Statistica (Italian Statistical Society); SPE, Sociedade
Portuguesa de Estatistica (Portuguese Statistical Society), we inform you that
this is a new book series of Springer entitled Studies in Theoretical and Applied
Statistics, with two lines of books published in the series “Advanced Studies”;
“Selected Papers of the Statistical Societies.” The first line of books offers constant
up-to-date information on the most recent developments and methods in the fields
of Theoretical Statistics, Applied Statistics, and Demography. Books in this series
are solicited in constant cooperation among Statistical Societies and need to show a
high-level authorship formed by a team preferably from different groups to integrate
different research points of view.

The second line of books proposes a fully peer-reviewed selection of papers
on specific relevant topics organized by editors, also in occasion of conferences,
to show their research directions and developments in important topics, quickly
and informally, but with a high quality. The explicit aim is to summarize and
communicate current knowledge in an accessible way. This line of books will not
include proceedings of conferences and wishes to become a premier communication
medium in the scientific statistical community by obtaining the impact factor, as it
is the case of other book series such as, for example, “lecture notes in mathematics.”

The volumes of Selected Papers of the Statistical Societies will cover a broad
scope of theoretical, methodological as well as application-oriented articles,
surveys, and discussions. A major purpose is to show the intimate interplay between
various, seemingly unrelated domains and to foster the cooperation among scientists
in different fields by offering well-based and innovative solutions to urgent problems
of practice.

On behalf of the founding statistical societies, I wish to thank Springer, Heidel-
berg and in particular Dr. Martina Bihn for the help and constant cooperation in the
organization of this new and innovative book series.

Maurizio Vichi
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Preface

Many research studies in the social and economic fields regard the collection
and analysis of large amounts of data. These data sets vary in their nature and
complexity, they may be one-off or repeated, and they may be hierarchical, spatial,
or temporal. Examples include textual data, transaction-based data, medical data,
and financial time series.

Today most companies use IT to support all business automatic function; so
thousands of billions of digital interactions and transactions are created and carried
out by various networks daily. Some of these data are stored in databases; most
ends up in log files discarded on a regular basis, losing valuable information that is
potentially important, but often hard to analyze. The difficulties could be due to the
data size, for example thousands of variables and millions of units, but also to the
assumptions about the generation process of the data, the randomness of sampling
plan, the data quality, and so on. Such studies are subject to the problem of missing
data when enrolled subjects do not have data recorded for all variables of interest.
More specific problems may relate, for example, to the merging of administrative
data or the analysis of a large number of textual documents.

Standard statistical techniques are usually not well suited to manage this type
of data, and many authors have proposed extensions of classical techniques or
completely new methods. The huge size of these data sets and their complexity
require new strategies of analysis sometimes subsumed under the terms “data
mining” or “predictive analytics.” The inference uses frequentist, likelihood, or
Bayesian paradigms and may utilize shrinkage and other forms of regularization.
The statistical models are multivariate and are mainly evaluated by their capability
to predict future outcomes.

This volume contains a peer review selection of papers, whose preliminary
version was presented at the meeting of the Italian Statistical Society (SIS), held
23-25 September 2009 in Pescara, Italy.

The theme of the meeting was “Statistical Methods for the analysis of large data-
sets,” a topic that is gaining an increasing interest from the scientific community.

The meeting was the occasion that brought together a large number of scientists
and experts, especially from Italy and European countries, with 156 papers and a

vii



viii Preface

large number of participants. It was a highly appreciated opportunity of discussion
and mutual knowledge exchange.
This volume is structured in 11 chapters according to the following macro topics:

e Clustering large data sets
 Statistics in medicine

* Integrating administrative data
e Outliers and missing data

e Time series analysis

* Environmental statistics

* Probability and density estimation
» Application in economics

* WEB and text mining

e Advances on surveys

e Multivariate analysis

In each chapter, we included only three to four papers, selected after a careful review
process carried out after the conference, thanks to the valuable work of a good
number of referees. Selecting only a few representative papers from the interesting
program proved to be a particularly daunting task.

We wish to thank the referees who carefully reviewed the papers.

Finally, we would like to thank Dr. M. Bihn and A. Blanck from Springer-Verlag
for the excellent cooperation in publishing this volume.

It is worthy to note the wide range of different topics included in the selected
papers, which underlines the large impact of the theme “statistical methods for the
analysis of large data sets” on the scientific community. This book wishes to give
new ideas, methods, and original applications to deal with the complexity and high
dimensionality of data.

Sapienza Universita di Roma, Italy Agostino Di Ciaccio
Universita G. d’ Annunzio, Pescara, Italy Mauro Coli
Universidad de Granada, Spain José Miguel Angulo Ibariez



Contents

PartI Clustering Large Data-Sets

Clustering Large Data Set: An Applied Comparative Study................ 3
Laura Bocci and Isabella Mingo

Clustering in Feature Space for Interesting Pattern
Identification of Categorical Data..............................ii 13
Marina Marino, Francesco Palumbo and Cristina Tortora

Clustering Geostatistical Functional Data..................................... 23
Elvira Romano and Rosanna Verde

Joint Clustering and Alignment of Functional Data: An

Application to Vascular Geometries ... 33
Laura M. Sangalli, Piercesare Secchi, Simone Vantini, and Valeria

Vitelli

Part II Statistics in Medicine

Bayesian Methods for Time Course Microarray Analysis:
From Genes’ Detection to Clustering .......................................... 47
Claudia Angelini, Daniela De Canditiis, and Marianna Pensky

Longitudinal Analysis of Gene Expression

Profiles Using Functional Mixed-Effects Models ............................. 57
Maurice Berk, Cheryl Hemingway, Michael Levin, and Giovanni

Montana

A Permutation Solution to Compare Two Hepatocellular
Carcinoma Markers ................. 69
Agata Zirilli and Angela Alibrandi

ix



X Contents

PartIII Integrating Administrative Data

Statistical Perspective on Blocking Methods When Linking
Large Data-sets ... ... ... 81
Nicoletta Cibella and Tiziana Tuoto

Integrating Households Income Microdata in the Estimate
oftheItalian GDP ......... .. ... . . i 91
Alessandra Coli and Francesca Tartamella

The Employment Consequences of Globalization: Linking
Data on Employers and Employees in the Netherlands ..................... 101
Fabienne Fortanier, Marjolein Korvorst, and Martin Luppes

Applications of Bayesian Networks in Official Statistics..................... 113
Paola Vicard and Mauro Scanu

Part IV  Outliers and Missing Data

A Correlated Random Effects Model for Longitudinal Data

with Non-ignorable Drop-Out: An Application to University

Student Performance ................... i 127
Filippo Belloc, Antonello Maruotti, and Lea Petrella

Risk Analysis Approaches to Rank Outliers in TradeData ................. 137
Vytis Kopustinskas and Spyros Arsenis

Problems and Challenges in the Analysis of Complex Data:
Static and Dynamic Approaches............... ... 145
Marco Riani, Anthony Atkinson and Andrea Cerioli

Ensemble Support Vector Regression: A New Non-parametric
Approach for Multiple Imputation........................... 159
Daria Scacciatelli

Part V Time Series Analysis

On the Use of PLS Regression for Forecasting Large Sets
of Cointegrated Time Series .....................iiiiiiiiiiiii.. 171
Gianluca Cubadda and Barbara Guardabascio

Large-Scale Portfolio Optimisation with Heuristics.......................... 181
Manfred Gilli and Enrico Schumann

Detecting Short-Term Cycles in Complex Time Series Databases.......... 193
F. Giordano, M.L. Parrella and M. Restaino



Contents xi

Assessing the Beneficial Effects of Economic Growth:
The Harmonic Growth Index ............. ..., 205
Daria Mendola and Raffaele Scuderi

Time Series Convergence within I(2) Models:

the Case of Weekly Long Term Bond Yields in the Four

Largest Euro Area Countries .........................ooooiiiie.. .. 217
Giuliana Passamani

Part VI Environmental Statistics

Anthropogenic CO, Emissions and Global Warming: Evidence
from Granger Causality Analysis ... 229
Massimo Bilancia and Domenico Vitale

Temporal and Spatial Statistical Methods to Remove External
Effects on Groundwater Levels.........................o i, 241
Daniele Imparato, Andrea Carena, and Mauro Gasparini

Reduced Rank Covariances for the Analysis of Environmental Data...... 253
Orietta Nicolis and Doug Nychka

Radon Level in Dwellings and Uranium Content in Soil

in the Abruzzo Region: A Preliminary Investigation

by Geographically Weighted Regression ...................................... 265
Eugenia Nissi, Annalina Sarra, and Sergio Palermi

Part VII Probability and Density Estimation

Applications of Large Deviations to Hidden

Markov Chains Estimation ................................ 279
Fabiola Del Greco M.
Multivariate Tail Dependence Coefficients for Archimedean Copulae..... 287

Giovanni De Luca and Giorgia Rivieccio

A Note on Density Estimation for CircularData ......................... ... 297
Marco Di Marzio, Agnese Panzera, and Charles C. Taylor
Markov Bases for Sudoku Grids ...................cooiiiiiiiii i 305

Roberto Fontana, Fabio Rapallo, and Maria Piera Rogantin
Part VIII Application in Economics
Estimating the Probability of Moonlighting in Italian

Building Industry .............o 319
Maria Felice Arezzo and Giorgio Alleva



xii Contents

Use of Interactive Plots and Tables for Robust Analysis
of International Trade Data...................... ... ... i 329
Domenico Perrotta and Francesca Torti

Generational Determinants on the Employment Choice in Italy ........... 339
Claudio Quintano, Rosalia Castellano, and Gennaro Punzo

Route-Based Performance Evaluation Using Data Envelopment
Analysis Combined with Principal Component Analysis.................... 351
Agnese Rapposelli

Part IX WEB and Text Mining

Web Surveys: Methodological Problems and Research Perspectives ...... 363
Silvia Biffignandi and Jelke Bethlehem

Semantic Based DCM Models for Text Classification........................ 375
Paola Cerchiello

Probabilistic Relational Models for Operational Risk: A New

Application Area and an Implementation Using Domain Ontologies ...... 385

Marcus Spies
Part X Advances on Surveys

Efficient Statistical Sample Designs in a GIS for Monitoring

the Landscape Changes ... 399
Elisabetta Carfagna, Patrizia Tassinari, Maroussa Zagoraiou,

Stefano Benni, and Daniele Torreggiani

Studying Foreigners’ Migration Flows Through a Network

Analysis Approach .............. 409
Cinzia Conti, Domenico Gabrielli, Antonella Guarneri, and Enrico

Tucci

Estimation of Income Quantiles at the Small Area Level in Tuscany ...... 419
Caterina Giusti, Stefano Marchetti and Monica Pratesi

The Effects of Socioeconomic Background and Test-taking
Motivation on Italian Students’ Achievement ................................ 429
Claudio Quintano, Rosalia Castellano, and Sergio Longobardi

Part XI Multivariate Analysis
Firm Size Dynamics in an Industrial District: The

Mover-Stayer Model in Action ... 443
F. Cipollini, C. Ferretti, and P. Ganugi



Contents xiii

Multiple Correspondence Analysis for the Quantification and
Visualization of Large Categorical DataSets ................................. 453
Alfonso Todice D’Enza and Michael Greenacre

Multivariate Ranks-Based Concordance
IdeXES ..o 465
Emanuela Raffinetti and Paolo Giudici

Methods for Reconciling the Micro and the Macro in Family
Demography Research: A Systematisation.................................... 475
Anna Matysiak and Daniele Vignoli



Part I
Clustering Large Data-Sets



Clustering Large Data Set: An Applied
Comparative Study

Laura Bocci and Isabella Mingo

Abstract The aim of this paper is to analyze different strategies to cluster large data
sets derived from social context. For the purpose of clustering, trials on effective and
efficient methods for large databases have only been carried out in recent years due
to the emergence of the field of data mining. In this paper a sequential approach
based on multiobjective genetic algorithm as clustering technique is proposed. The
proposed strategy is applied to a real-life data set consisting of approximately 1.5
million workers and the results are compared with those obtained by other methods
to find out an unambiguous partitioning of data.

1 Introduction

There are several applications where it is necessary to cluster a large collection
of objects. In particular, in social sciences where millions of objects of high
dimensionality are observed, clustering is often used for analyzing and summarizing
information within these large data sets. The growing size of data sets and databases
has led to increase demand for good clustering methods for analysis and compres-
sion, while at the same time constraints in terms of memory usage and computation
time have been introduced. A majority of approaches and algorithms proposed
in literature cannot handle such large data sets. Direct application of classical
clustering technique to large data sets is often prohibitively expensive in terms of
computer time and memory.

Clustering can be performed either referring to hierarchical procedures or to non
hierarchical ones. When the number of objects to be clustered is very large, hierar-
chical procedures are not efficient due to either their time and space complexities

L. Bocci (P<) - I. Mingo

Department of Communication and Social Research,
Sapienza University of Rome, Via Salaria 113, Rome, Italy
e-mail: laura.bocci @uniromal.it

A. Di Ciaccio et al. (eds.), Advanced Statistical Methods for the Analysis 3
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which are O(n? logn) and O(n?), respectively, where 7 is the number of objects to
be grouped. Conversely, in these cases non hierarchical procedures are preferred,
such as, for example, the well known K-means algorithm (MacQueen 1967). It is
efficient in processing large data sets given that both time and space complexities
are linear in the size of the data set when the number of clusters is fixed in advance.
Although the K-means algorithm has been applied to many practical clustering
problems successfully, it may fail to converge to a local minimum depending on
the choice of the initial cluster centers and, even in the best case, it can produce
only hyperspherical clusters.

An obvious way of clustering large datasets is to extend existing methods so that
they can cope with a larger number of objects. Extensions usually rely on analyzing
one or more samples of the data, and vary in how the sample-based results are
used to derive a partition for the overall data. Kaufman and Rousseeuw (1990) sug-
gested the CLARA (Clustering LARge Applications) algorithm for tackling large
applications. CLARA extends their K-medoids approach called PAM (Partitioning
Around Medoids) (Kaufman and Rousseeuw 1990) for a large number of objects.
To find K clusters, PAM determines, for each cluster, a medoid which is the most
centrally located object within the cluster. Once the medoids have been selected,
each non-selected object is grouped with the medoid to which it is the most similar.
CLARA draws multiple samples from the data set, applies PAM on each sample to
find medoids and returns its best clustering as the output. However, the effective of
CLARA depends on the samples: if samples are selected in a fairly random manner,
they should closely represent the original data set.

A K-medoids type algorithm called CLARANS (Clustering Large Applications
based upon RANdomized Search) was proposed by Ng and Han (1994) as a way
of improving CLARA. It combines the sampling technique with PAM. However,
different from CLARA, CLARANS draws a sample with some randomness in each
stage of the clustering process, while CLARA has a fixed sample at each stage.
Instead of exhaustively searching a random subset of objects, CLARANS proceeds
by searching a random subset of the neighbours of a particular solution. Thus
the search for the best representation is not confined to a local area of the data.
CLARANS has been shown to out-perform the traditional K-medoids algorithms,
but its complexity is about O(n?) and its clustering quality depends on the sampling
method used.

The BIRCH (Balanced Iterative Reducing using Cluster Hierarchies) algorithm
proposed by Zhang et al. (1996) was suggested as a way of adapting any hierarchical
clustering method so that it could tackle large datasets. Objects in the dataset
are arranged into sub-clusters, known as cluster-features, which are then clustered
into K groups using a traditional hierarchical clustering procedure. BIRCH suffers
from the possible “contamination” of cluster-features, i.e., cluster-features that are
comprised of objects from different groups.

For the classification of very large data sets with a mixture model approach,
Steiner and Hudec (2007) proposed a two-step strategy for the estimation of the
mixture. In the first step data are scaled down using compression techniques which
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consist of clustering the single observations into a medium number of groups. Each
group is represented by a prototype, i.e., a triple of sufficient statistics. In the second
step the mixture is estimated by applying an adapted EM algorithm to the sufficient
statistics of the compressed data. The estimated mixture allows the classification
of observations according to their maximum posterior probability of component
membership.

To improve results obtained by extended version of “classical” clustering
algorithms, it is possible to refer to modern optimization techniques, such as,
for example, genetic algorithms (GA) (Falkenauer 1998). These techniques use
a single cluster validity measure as optimization criterion to reflect the goodness
of a clustering. However, a single cluster validity measure is seldom equally
applicable for several kinds of data sets having different characteristics. Hence,
in many applications, especially in social sciences, optimization over more than
one criterion is often required (Ferligoj and Batagelj 1992). For clustering with
multiple criteria, solutions optimal according to each particular criterion are not
identical. The core problem is then how to find the best solution so as to satisfy
as much as possible all the criteria considered. A typical approach is to combine
multiple clusterings obtained via single criterion clustering algorithms based on
each criterion (Day 1986). However, there are also several recent proposals on
multicriteria data clustering based on multiobjective genetic algorithm (Alhajj and
Kaya 2008, Bandyopadhyay et al. 2007).

In this paper an approach called mixed clustering strategy (Lebart et al. 2004)
is considered and applied to a real data set since it is turned out to perform well in
problems with high dimensionality.

Realizing the importance of simultaneously taking into account multiple criteria,
we propose a clustering strategy, called multiobjective GA based clustering strategy,
which implements the K-means algorithm along with a genetic algorithm that
optimizes two different functions. Therefore, the proposed strategy combines the
need to optimize different criteria with the capacity of genetic algorithms to perform
well in clustering problems, especially when the number of groups is unknown.

The aim of this paper is to find out strong homogeneous groups in a large
real-life data set derived from social context. Often, in social sciences, data sets
are characterized by a fragmented and complex structure which makes it difficult
to identify a structure of homogeneous groups showing substantive meaning.
Extensive studies dealing with comparative analysis of different clustering methods
(Dubes and Jain 1976) suggest that there is no general strategy which works equally
well in different problem domains. Different clustering algorithms have different
qualities and different shortcomings. Therefore, an overview of all partitionings
of several clustering algorithms gives a deeper insight to the structure of the data,
thus helping in choosing the final clustering. In this framework, we aim of finding
strong clusters by comparing partitionings from three clustering strategies each of
which searches for the optimal clustering in a different way. We consider a classical
partitioning technique, as the well known K-means algorithm, the mixed clustering
strategy, which implements both a partitioning technique and a hierarchical method,
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and the proposed multiobjective GA based clustering strategy which is a randomized
search technique guided from the principles of evolution and natural genetics.

The paper is organized as follows. Section?2 is devoted to the description of
the above mentioned clustering strategies. The results of the comparative analysis,
dealing with an application to a large real-life data set, are illustrated in Sect. 3.

2 Clustering Strategies

In this section we outline the two clustering strategies used in the analysis, i.e., the
multiobjective GA based clustering strategy and the mixed clustering strategy.

Multiobjective GA (MOGA) Based Clustering Strategy

This clustering strategy combines the K-means algorithm and the multiobjective
genetic clustering technique, which simultaneously optimizes more than one objec-
tive function for automatically partitioning data set.

In a multiobjective (MO) clustering problem (Ferligoj and Batagelj 1992) the
search of the optimal partition is performed over a number of, often conflicting,
criteria (objective functions) each of which may have different individual optimal
solution. Multi-criteria optimization with such conflicting objective functions gives
rise to a set of optimal solutions, instead of one optimal solution, known as Pareto-
optimal solution. The MO clustering problem can be formally stated as follows
(Ferligoj and Batagelj 1992). Find the clustering C* ={C}, Cs, ..., Cg} in the set
of feasible clusterings §2 for which f; (C*) = Clpelg fi(C),t=1,...,T,whereCisa

clustering of a given set of dataand { f;,t =1, ..., T} is a set of T different (single)
criterion functions. Usually, no single best solution for this optimization task exists,
but instead the framework of Pareto optimality is adopted. A clustering C* is called
Pareto-optimal if and only if there is no feasible clustering C that dominates C*,
i.e., there is no C that causes a reduction in some criterion without simultaneously
increasing in at least one another. Pareto optimality usually admits a set of solutions
called non-dominated solutions.

In our study we apply first the K-means algorithm to the entire population to
search for a large number G of small homogeneous clusters. Only the centers of
those clusters resulting from the previous step undergo the multiobjective genetic
algorithm. Therefore, each center represents an object to cluster and enters in the
analysis along with a weight (mass) corresponding to the number of original objects
belonging to the group it represents. The total mass of the subpopulation consisting
of center-units is the total number of objects. In the second step, a real-coded multi-
objective genetic algorithm is applied to the subpolulation of center-units in order to
determine the appropriate cluster centers and the corresponding membership matrix
defining a partition of the objects into K (K < G) clusters. Non-Dominated Sorting
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Genetic Algorithm II (NSGA-II) proposed by Deb et al. (2002) has been used for
developing the proposed multiobjective clustering technique. NSGA-II was also
used by Bandyopadhyay et al. (2007) for pixel clustering in remote sensing satellite
image data.

A key feature of genetic algorithms is the manipulation, in each generation
(iteration), of a population of individuals, called chromosomes, each of which
encodes a feasible solution to the problem to be solved. NSGA-II adopts a floating-
point chromosome encoding approach where each individual is a sequence of
real numbers representing the coordinates of the K cluster centers. The popula-
tion is initialized by randomly choosing for each chromosome K distinct points
from the data set. After the initialization step, the fitness (objective) functions
of every individual in the population are evaluated, and a new population is
formed by applying genetic operators, such as selection, crossover and mutation,
to individuals. Individuals are selected applying the crowded binary tournament
selection to form new offsprings. Genetic operators, such as crossover (exchanging
substrings of two individuals to obtain a new offspring) and mutation (randomly
mutate individual elements), are applied probabilistically to the selected offsprings
to produce a new population of individuals. Moreover, the elitist strategy is
implemented so that at each generation the non-dominated solutions among the
parent and child populations are propagated to the next generation. The new
population is then used in the next iteration of the algorithm. The genetic algo-
rithm will run until the population stops to improve or for a fixed number of
generations. For a description of the different genetic processes refer to Deb
et al. (2002).

The choice of the fitness functions depends on the problem. The Xie-Beni (XB)
index (Xie and Beni 1991) and FCM (Fuzzy C-Means) measure (Bezdek 1981)
are taken as the two objective functions that need to be simultaneously optimized.
Since NSGA-II is applied to the data set formed by the G center-units obtained from
the K-means algorithm, XB and FCM indices are adapted to take into account the
weight of each center-unit to cluster.

Letx;(i = 1,..., G) be the J-dimensional vector representing the i-th unit, while
the center of cluster Cx(k = 1,..., K) is represented by the J-dimensional vector
¢;. For computing the measures, the centers encoded in a chromosome are first
extracted. Let these be denoted as ¢, ¢y, ..., ¢x. The degree u; of membership of
unit x; to cluster Cx(i = 1, ..., Gand k = 1, ..., K), are computed as follows
(Bezdek 1981):

-1

K _2
d?(xi. cx) "
. 4%, &) for 1<i<G:1<k<K,
”k ,;(d%x,-,ch)) oo

where d 2(xi, ¢ ) denotes the squared Euclidean distance between unit x; and center
¢, and m (m > 1) is the fuzzy exponent. Note that uy € [0,1] G = 1,..., G
and k = 1, ..., K) and if d*(x;, ¢;) = O for some £, then uy is set to zero for
allk = 1,..., K, k # h, while uy, is set equal to one. Subsequently, the centers
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encoded in a chromosome are updated taking into account the mass p; of each unit
x;(i =1,...,G) as follows:

G
D U piXi
i=1

Ck:G—, kzl,...,K,
DUy pi

i=1
and the cluster membership values are recomputed.

K G
The XB index is defined as XB = W/n-sep where W = Y > u? p;d*(x;, k)
k=li=1
is the within-clusters deviance in which the squared Euclidean distance d?(x;, ¢x)
G
between object x; and center ¢ is weighted by the mass p; of x;, n = > p; and
i=1
sep = 11{11;?{41 2(ck. ¢;)} is the minimum separation of the clusters.
n

The FCM measure is defined as FCM = W, having set m =2 as in Bezdek
(1981).

Since we expect a compact and good partitioning showing low W together with
high sep values, thereby yielding lower values of both the XB and FCM indices,
it is evident that both FCM and XB indices are needed to be minimized. However,
these two indices can be considered contradictory. XB index is a combination of
global (numerator) and particular (denominator) situations. The numerator is equal
to FCM, but the denominator has a factor that gives the separation between two
minimum distant clusters. Hence, this factor only considers the worst case, i.e.
which two clusters are closest to each other and forgets about other partitions. Here,
greater value of the denominator (lower value of the whole index) signifies better
solution. These conflicts between the two indices balance each other critically and
lead to high quality solutions.

The near-Pareto-optimal chromosomes of the last generation provide the dif-
ferent solutions to the clustering problem for a fixed number K of groups. As
the multiobjective genetic algorithm generates a set of Pareto optimal solutions, the
solution producing the best PBM index (Pakhira et al. 2004) is chosen. Therefore,
the centers encoded in this optimal chromosome are extracted and each original
object is assigned to the group with the nearest centroid in terms of squared
Euclidean distance.

Mixed Clustering Strategy

The mixed clustering strategy, proposed by Lebart et al. (2004) and implemented
in the package Spad 5.6, combines the method of clustering around moving centers
and an ascending hierarchical clustering.
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In the first stage the procedure uses the algorithm of moving centers to perform
several partitions (called base partitions) starting with several different sets of
centers. The aim is to find out a partition of n objects into a large number G of
stable groups by cross-tabulating the base partitions. Therefore, the stable groups
are identified by the sets of objects that are always assigned to the same cluster in
each of the base partitions. The second stage consists in applying to the G centers
of the stable clusters, a hierarchical classification method. The dendrogram is built
according to Ward’s aggregation criterion which has the advantage of accounting for
the size of the elements to classify. The final partition of the population is defined by
cutting the dendrogram at a suitable level identifying a smaller number K (K < G)
of clusters. At the third stage, a so called consolidation procedure is performed to
improve the partition obtained by the hierarchical procedure. It consists of applying
the method of clustering around moving centers to the entire population searching
for K clusters and using as starting points the centers of the partition identified by
cutting the dendrogram.

Even though simulation studies aimed at comparing clustering techniques are
quite common in literature, examining differences in algorithms and assessing their
performance is nontrivial and also conclusions depend on the data structure and
on the simulation study itself. For these reasons and in an application perspective,
we only apply our method and two other techniques to the same real data set to
find out strong and unambiguous clusters. However, the effectiveness of a similar
clustering strategy, which implements the K-means algorithm together with a single
genetic algorithm, has been illustrated by Tseng and Yang (2001). Therefore, we try
to reach some insights about the characteristics of the different methods from an
application perspective. Moreover, the robustness of the partitionings is assessed by
cross-tabulating the partitions obtained via each method and looking at the Modified
Rand (MRand) index (Hubert and Arabie 1985) for each couple of partitions.

3 Application to Real Data

The above-mentioned clustering strategies for large data set have been applied on
a real-life data set concerning with labor flexibility in Italy. We have examined
the INPS (Istituto Nazionale Previdenza Sociale) administrative archive related to
the special fund for self-employed workers, called para-subordinate, where the
periodical payments made from company for its employees are recorded. The
dataset contains about 9 million records, each of which corresponds to a single
payment recorded in 2006. Since for each worker may be more payments, the
global information about each employee has been reconstructed and the database
has been restored. Thus, it was obtained a new dataset of about 1.5 million records
(n = 1,528,865) in which each record represents an individual worker and the
variables, both qualitative and quantitative, are the result of specific aggregations,
considered more suitable of the original ones (Mingo 2009).
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A two-step sequential, tandem approach was adopted to perform the analysis. In
the first step all qualitative and quantitative variables were transformed to nominal
or ordinal scale. Then, a low-dimensional representation of transformed variables
was obtained via Multiple Correspondence Analysis (MCA). In order to minimize
the loss of information, we have chosen to perform the cluster analysis in the space
of the first five factors, that explain about 38% of inertia and 99.6% of revaluated
inertia (Benzécri 1979). In the second step, the three clustering strategies presented
above were applied to the low-dimensional data resulting from MCA in order to
identify a set of relatively homogenous workers’ groups.

The parameters of MOGA based clustering strategy were fixed as follows: 1) at
the first stage, K-means was applied fixing the number of clusters G = 500; 2)
NSGA-II, which was applied at the second stage to a data set of G = 500 center-
units, was implemented with number of generations = 150, population size = 100,
crossover probability = 0.8, mutation probability = 0.01. NSGA-II was run by
varying the number of clusters K to search for from 5 to 9.

For mixed clustering strategy, in order to identify stable clusters, 4 different
partitions around 10 different centers were performed. In this way, 4! stable groups
were potentially achievable. Since many of these were empty, the stable groups that
undergo the hierarchical method were 281. Then, consolidation procedures were
performed using as starting points the centers of the partitions identified by cutting
the dendrogram at several levels where K = 5, ..., 9.

Finally, for the K-means algorithm the maximum number of iterations was fixed
to be 200. Fixed the number of clusters K(K = 5, ..., 9), the best solution in terms
of objective function in 100 different runs of K-means was retained to prevent the
algorithm from falling in local optima due to the starting solutions.

Performances of the clustering strategies were evaluated using the PBM index
as well as the Variance Ratio Criterion (VRC) (Calinski and Harabasz 1974) and
Davies—Bouldin (DB) (Davies and Bouldin 1979) indexes (Table 1).

Both VRC and DB index values suggest the partition in six clusters as the best
partitioning solution for all the strategies. Instead, PBM index suggests this solution

Table 1 Validity index values of several clustering solutions

Index Strategy Number of clusters
5 6 7 8 9
PBM MOGA based 4.3963 5.7644 5.4627 4.7711 4.5733
clustering
Mixed clustering 4.4010 5.7886 7.0855 6.6868 6.5648
K-means 4.3959 5.7641 7.0831 6.6677 6.5378
VRC MOGA based 6.9003 7.7390 7.3007 6.8391 6.2709
clustering
Mixed clustering 6.9004 7.7295 7.3772 7.2465 7.2824
K-means 6.9003 7.7390 7.3870 7.2495 7.2858
DB MOGA based 1.0257 0.9558 0.9862 1.1014 1.3375
clustering
Mixed clustering 1.0253 0.9470 1.0451 1.0605 1.0438

K-means 1.0257 0.9564 1.0554 1.0656 1.0495
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only for MOGA based clustering strategy, since the optimal solution resulting from
MOGA is chosen right on the bases of PBM index values.

MOGA based clustering strategy is found to provide values of indexes that are
only slightly poorer than those attained by the other techniques mostly when a
greater number of clusters is concerned.

Table 2 reports the MRand index computed for each couple of partitions. Results
clearly give an insight about the characteristics of the different methods. Mixed
clustering strategy leads to partitions practically similar to those obtained with
K-means.

Using MOGA based clustering strategy, the obtained partitions have high degrees
of similarity with the other two techniques for K ranging from 5 to 7, while it
produces partitions less similar with the others when a higher number of clusters is
concerned.

Chosen a partition in six clusters, as suggested by the above validity indices, the
comparison of the groups obtained by each strategy points out that they achieve
rather similar results — also confirmed by MRand values always greater than 0.97
(Table 2) — leading to a grouping having substantive meanings.

The cross-tabulation of the 6 clusters obtained with each of the three methods
also confirms the robustness of the obtained partitioning. In particular, for each
cluster resulting from MOGA strategy there is an equivalent cluster in the partitions
obtained with both mixed strategy and K-means. The level of overlapping clusters
is always greater than 92.3% while mismatching cases are less than 5.8%.

A brief interpretation of the six clusters identified by the mixed clustering
strategy along with the related percentage of coverage of each group in every
strategy is displayed in Table 3.

The experiments were executed on a personal computer equipped with a Pentium
Core 2Duo 2.2 GHz processor. Despite global performances of each strategy are

Table 2 Modified Rand (MRand) index values between couples of partitions

Number of clusters MOGA vs mixed MOGA vs K-means Mixed vs K-means
5 0.9990 1.0000 0.9989
6 0.9711 0.9994 0.9705
7 0.8841 0.8742 0.9638
8 0.6874 0.6859 0.9856
9 0.6461 0.6422 0.9874

Table 3 Substantive meanings of clusters and coverage in each clustering strategy

Clusters Mixed (%) MOGA (%) K-means (%)

1: Young people with insecure employment 30.8 31.7 30.9

2: People with more than a job 12.4 11.2 12.7

3: People with permanent insecure employment 18.6 18.9 18.3

4: Qualified young adults between insecurity and 15.6 15.5 15.6
flexibility

5: Strong flexible workers 15.6 15.1 15.5

6: Flexible Northern managers 7.0 7.6 7.0
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found not to differ significantly, both mixed and MOGA strategies have taken
between 7 and 10 minutes to attain all solutions performing equally favorably in
terms of computation time than the K-means algorithm.
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Clustering in Feature Space for Interesting
Pattern Identification of Categorical Data

Marina Marino, Francesco Palumbo and Cristina Tortora

Abstract Standard clustering methods fail when data are characterized by
non-linear associations. A suitable solution consists in mapping data in a higher
dimensional feature space where clusters are separable. The aim of the present
contribution is to propose a new technique in this context to identify interesting
patterns in large datasets.

1 Introduction

Cluster Analysis is, in a wide definition, a multivariate analysis technique that
seeks to organize information about variables in order to discover homogeneous
groups, or “clusters”, into data. In other words, clustering algorithms aim at finding
homogeneous groups with respect to their association structure among variables.
Proximity measures or distances can be properly used to separate homogeneous
groups. The presence of groups in data depends on the association structure over the
data. Not all the association structures are of interest for the user. Interesting patterns
represent association structures that permit to define groups of interest for the user.
According to this point of view the interestingness of a pattern depends on its
capability of identifying groups of interest according to the user’s aims. It not always
corresponds to optimize a statistical criterion (Silberschatz and Tuzhilin 1996).

M. Marino - C. Tortora (J)

Dip. di Matematica e Statistica, Univ. di Napoli Federico II,
Via Cintia, Monte S. Angelo, I-80126 Napoli, Italy

e-mail: marina.marino @unina.it; cristina.tortora@unina.it

F. Palumbo

Dip. di Teorie e Metodi delle Scienze Umane e Sociali, Universita di Napoli Federico II,
Via Porta di Massa 1, 80133 Napoli, Italy

e-mail: fpalumbo @unina.it

A. Di Ciaccio et al. (eds.), Advanced Statistical Methods for the Analysis 13
of Large Data-Sets, Studies in Theoretical and Applied Statistics,
DOI 10.1007/978-3-642-21037-2_2, © Springer-Verlag Berlin Heidelberg 2012


marina.marino@unina.it
cristina.tortora@unina.it
fpalumbo@unina.it

14 M. Marino et al.

For numerical variables one widely used criterion consists in minimizing the
within variance; if variables are linearly independent this is equivalent minimizing
the sum of the squared Euclidean distances within classes. Dealing with a large
dataset it is necessary to reduce the dimensionality of the problem before applying
clustering algorithms. When there is linear association between variables, suitable
transformations of the original variables or proper distance measures allow to obtain
satisfactory solutions (Saporta 1990). However when data are characterized by
non-linear association the interesting cluster structure remains masked to these
approaches.

Categorical data clustering and classification present well known issues. Cate-
gorical data can be combined forming a limited subspace of data space. This type
of data is consequently characterized by non-linear association. Moreover when
dealing with variables having different number of categories, the usually adopted
complete binary coding leads to very sparse binary data matrices. There are two
main strategies to cope with the clustering in presence of categorical data: (a) to
transform categorical variables into continuous ones and then to perform clustering
on the transformed variables; (b) to adopt non-metric matching measures (Lenca et
al. 2008). It is worth noticing that matching measures become less effective as the
number of variables increases.

This paper focuses the attention on the cluster analysis for categorical data under
the following general hypotheses: there is nonlinear association between variables
and the number of variables is quite large. In this framework we propose a clustering
approach based on a multistep strategy: (a) Factor Analysis on the raw data matrix;
(b) projection of the first factor coordinates into a higher dimensional space;
(c) clusters identification in the high dimensional space; (d) clusters visualisation
in the factorial space (Marino and Tortora 2009).

2 Support Vector Clustering on MCA Factors

The core of the proposed approach consists of steps (a) and (b) indicated at the end
of the previous section. This section aims at motivating the synergic advantage of
this mixed strategy.

When the number of variables is large, projecting data into a higher dimensional
space is a self-defeating and computationally unfeasible task. In order to carry only
significant association structures in the analysis, dealing with continuous variables,
some authors propose to perform a Principal Component Analysis on the raw
data, and then to project first components in a higher dimensional feature space
(Ben-hur et al. 2001). In the case of categorical variables, the dimensionality
depends on the whole number of categories, this implies an even more dramatic
problem of sparseness. Moreover, as categories are a finite number, the association
between variables is non-linear.
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Multiple Correspondence Analysis (MCA) on raw data matrix permits to com-
bine the categorical variables into continuous variables that preserve the non-linear
association structure and to reduce the number of variables, dealing with sparseness
few factorial axes can represent a great part of the variability of the data. Let
us indicate with Y the n x ¢ coordinates matrix of n points into the orthogonal
space spanned by the first ¢ MCA factors. For the sake of brevity we do not go
into the MCA details; interested readers are referred to Greenacre book (2006).
Mapping the first factorial coordinates into a feature space permits to cluster data
via a Support Vector Clustering approach.

Support Vector Clustering (SVC) is a non parametric cluster method based on
support vector machine that maps data points from the original variable space
to a higher dimensional feature space trough a proper kernel function (Muller
et al. 2001).

A feature space is an abstract 7-dimensional space where each statistical unit is
represented as a point. Given an units x variables data matrix X with general term
Xij,i =1,2,...,nand j = 1,2,..., p, any generic row or column vector of X can
be represented into a feature space using a non linear mapping function. Formally,
the generic column (row) vector X; (x}) of X is mapped into a higher dimensional
space F' trough a function

(P(X;) = (¢l (Xj)v ¢2(Xj)v s 7¢t(xj)) s

with ¢t > p (¢t > n in the case of row vectors) and r € N.

The solution of the problem implies the identification of the minimal radius
hypersphere that includes the images of all data points; points that are on the surface
of the hypersphere are called support vectors. In the data space the support vectors
divide the data in clusters. The problem consists in minimizing the radius subject to
the restriction that all points belong to the hypersphere: 72 > ||g0(x i) — a“2 vij,
where a is the center of the hypersphere and ||-|| denotes the Euclidean norm.

To avoid that only the most far point determines the solution, slack variables
&; > 0 can be added:

Prg = e —al” Vi
This problem can be solved using the Lagrangian:
L(rag)=r"—Y_ (r2 +& = o) — 3“2) Bi—D & +CY &,
i J J
ey

J

where 8; > 0 and p; > 0 are Lagrange multipliers, C is a constant and C > ; &
is a penalty term. To solve the minimization problem we set to zero the derivate of
L with respect to r, a and §; and we get the following solutions:
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a=Y Bio(x))
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Bi=C—n;
We remind that Karush—Kuhn—-Tucker complementary condition implies:
§imj =0
(72 +8 = o)) - 3H2) Bj =0

The Lagrangian is a function of r, a and ;. Turning the Lagrangian into the more
simple Wolfe dual form, which is a function of the variables 8;, we obtain:

W=7 08—y BiBirex;) o) Y4} #))
J

JJ’

with the constraints 0 < 8; < C.

It is worth noticing that in (2) the function ¢(-) only appear in products. The
dot products ¢(x;) - ¢(x;/) can be computed using an appropriate kernel function
K(x;,x;r). The Lagrangian W is now written as:

W= K&;.x)B; =) BBy KX;.xp). €)
j

JJ’

The SVC problem requires the choice of a kernel function. The choice of the
kernel function remains a still open issue (Shawe-Taylor and Cristianini 2004).
There are several proposal in the recent literature: Linear Kernel (k(x;,x;) =
(xi - x;)), Gaussian Kernel (k(x;,x;) = exp(—q||x; — x;||*/20%)) and polynomial
Kernel (k(x;,x;) = ({x; - x;) + 1)¢ with d € N and d # 0) are among the most
largely used functions. In the present work we adopt a polynomial kernel function;
the choice was based on the empirical comparison of the results (Abe 2005).

The choice of the parameter d is the most important for the final clustering result,
because it affects the number of clusters.

To have a simplified notation, we indicate with K*(-) the parametrised kernel
function: then in our specific context the problem consists in maximising the
following quantity with respect to

W = Z K* (Y- Ym)Bm — Z IBj:Bm’K*(Ym,ym’), 4)

where y,, represents the generic coordinate obtained via MCA, 1 <m < q.
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This involves a quadratic programming problem solution, the objective function
is convex and has a globally optimal solution (Ben-hur et al. 2001).

The distance of the image of each point in the feature space and the center of the
hypersphere is:

R (y) = [le(y) —a|’ (5)

Applying previous results, the distance is obtained as:

RX(y) = K*(y.y) =2)_K*(y;-V)B; + Y _BiBirK*(y;.¥;).  (6)
J

i’

Points, whose distance from the surface of the hypersphere is less than £, are
the support vectors and they define a partition of the feature space. These points
are characterized by 0 < f8; < C; points with §; = C are called bounded support
vectors and they are outside the feature-space hypersphere. If §; = 0 the point
is inside the feature-space hypersphere. The number of support vectors affects
the number of clusters, as the number of support vectors increases the number
of clusters increases. The numbers of support vectors depend on d and C: as
d increases the number of support vectors increases because the contours of the
hypersphere fit better the data; as C decreases the number of bounded support
vectors increases and their influence on the shape of the cluster contour decreases.

The (squared) radius of the hypersphere is:

r* = {R(y;)*|yi is a support vector}. (7)

The last clustering phase consists in assigning the points projected in the feature
space to the classes. It is worth reminding that the analytic form of the mapping
function ¢(x) = (¢1(x), P2(X), ..., ¢, (x)) is unknown, so that computing points
coordinates in the feature space is an unfeasible task. Alternative approaches permit
to define points memberships without computing all coordinates. In this paper, in
order to assign points to clusters we use the cone cluster labeling algorithm (Lee
and Daniels 2006) adapted to the case of polynomial kernel.

The Cone Cluster Labeling (CCL) is different from other classical methods
because it is not based on distances between pairs of points. This method look for a
surface that cover the hypersphere, this surface consists of a union of coned-shaped
regions. Each region is associated with a support vector’s features space image, the
phase of each cone @; = Z(¢(v;) Oa) is the same, where v; is a support vector, a is
the center of the minimal hypersphere and O is the feature space origin. The image
of each cone in the data space is an hypersphere, if two hyperspheres overlap the
two support vectors belong to the same class. So the objective is to find the radius
of these hyperspheres in the data space ||v; — g; || where g is a generic point on the
surface of the hypersphere. It can be demonstrated that K(v;, g;) = /1 —r2 (Lee
and Daniels 2006), so in case of polynomial kernel we obtain:
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K(vi,gi) = ((vig) + 1),
V1—r2=((mig) + 1)". (8)

Starting from (8) we can compute the coordinate of g;: g/ = [(1 — rz)ﬁ — 1] Vi
and consequently the value of ||v; — g;|. If distances between two generic support
vectors is less than the sum of the two radii they belong to the same cluster.

Defined by N the number of units and by Ny the number of support vectors,
computational cost of the CCL method is O(N,), while computational cost of the
classical method, complete graph (CG), is O(N?). When the number of support
vectors is small, CCL is faster then CG.

3 Empirical Evidence

The method has been applied to the 1984 United States Congressional Voting
Records Database. The access information is available at the UCI Machine Learning
Repository home page!. The dataset includes votes for each of the U.S. House of
Representatives Congressmen on the 16 key votes identified in the Congressional
Quarterly Almanac (CQA). The data matrix we use in this paper represents a
simplified version of the original dataset. It consists of 435 rows, one for each
congressman, and 16 columns referring to the 16 key votes of 1984. Each cell
can assume 3 different categories: in favor, against and unknown. An additional
column indicates the political party of each congressman (democrat or republican).
We assume it represents the “true” classification.

In the first step we used an MCA algorithm in order to reduce the number of
variables. Looking at the eigenvalues scree plot in Fig. 1, we observe that the growth
of the explained inertia is minimal starting from the third factor.

So we computed the coordinates of the units on the first two MCA factors that
explain 81% of the inertia. The items represented in this new space are characterized
by non linear relations.

In the second step we use SVC algorithm. The method identifies nested clusters
and clusters of arbitrary form. We chose a gaussian kernel because it gives a better
performance with this dataset. The number of classes (Fig. 4) depends on kernels
parameters: with parameters d = 3 and C = 0.001 we obtained 3 classes.

Applying a Cone cluster labeling algorithm, we obtained the solution in Fig. 2.

In order to appreciate the quality of our results we propose a comparison
with k-means method. We are aware that the two method optimize different
criteria however the k-means algorithm popularity makes it a fundamental reference
method. We used the k-means method to cluster the coordinates of the items on

Thttp://archive.ics.uci.edu/ml/
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Fig. 1 Eigenvalues scree plot (first eleven eigenvalues)
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Fig. 2 Clusters obtained by SVC algorithm

factorial axes Fig. 3. We reiterated the algorithm 1,000 times because,
well known, k-means can converge to local minima while SVC find the

as it is
optimal

solution if any. With this dataset in 99% of cases the results converge always to the
same minimum. In 1% we find not satisfactory solutions because the presence of a

singleton.
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Fig. 3 Clustering obtained with k-means

The results obtained with two classes are not presented because solutions are
unstable and group separations are not satisfactory.

It can be reasonably assumed that the “true” classification were defined by the
variable political party, not involved in the analysis. SVC algorithm results (Fig. 2)
can be summarized as follow:

e (blue x) 223 republicans, 9 democrats
e (red A) 157 democrats, 42 republicans
e (black +) 2 republicans, 2 democrats.

Figure 3 shows that using k-means the clusterings structures changes a lot with
respect to the “true classification”. The results can be summarized as follow:

e (black +) 137 democrats, 23 republicans
e (red A) 194 republicans, 4 democrats
e (blue *) 50 republicans, 27 democrats.

In order to appreciate the procedure performing, we also use the CATANOVA
method (Singh 1993). This method is analogous to the ANOVA method for the case
of categorical data. The CATANOVA method tests the null hypothesis that all the k
classes have the same probability structure ¢;: Hy : g;; = ¢; foralli =1,..., pand
Jj = 1,...,k where p is the number of variables and k the number of clusters. The
null hypothesis is rejected using both k-means and SVC methods, in both cases there
are significative differences between clusters. The statistic CA is distributed as a x>
with (n — 1)(k — 1) degrees of freedom, where n is the number of observations. The
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value of CA for k-means on this dataset is 1.8275 x 10*. The value of CA applying
to the SVC algorithm is 1.8834 x 10%*; using SVC we obtain an higher value of the
CATANOVA index, we can conclude that, with this dataset, SVC performs better
than k-means.

4 Conclusion

This method can be an alternative to traditional clustering methods when dealing
with large data-sets of categorical data. The first issue solved is the quantification
of categorical data with the MCA that reduces the dimensionality without losing
nonlinear relations between variables. The second is the adaptation of the cone
cluster labeling method, used in the case of Gaussian kernel, to the case of
polynomial kernel. One of the advantages is that the classes can be seen on factorial
axes and this can help in the interpretation of the results; moreover, the method
proposed gives stable results. There are still some open issues: the choice of the
kernel function is made empirically and there is no analytic way to choose it; the
number of classes depends on the kernel parameters so it can not be chosen directly.

The next task is to classify new items. To do this it can be useful to project the
data into a new space that maximizes the distances between classes. The new item
can be projected in this space where it can be classified.
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Clustering Geostatistical Functional Data

Elvira Romano and Rosanna Verde

Abstract In this paper, we among functional data. A first strategy aims to classify
curves spatially dependent and to obtain a spatio-functional model prototype for
each cluster. It is based on a Dynamic Clustering Algorithm with on an optimization
problem that minimizes the spatial variability among the curves in each cluster. A
second one looks simultaneously for an optimal partition of spatial functional data
set and a set of bivariate functional regression models associated to each cluster.
These models take into account both the interactions among different functional
variables and the spatial relations among the observations.

1 Introduction

There is a large number of applicative fields like metereology, geology, agronomy,
ecology, where data are curves observed in spatial varying way. This is leading,
in these years to the development of a new branch of statistics: Spatio-Functional
Data Analysis (Ramsay and Silverman 2005). In this paper we focus on clustering
methods for geostatistical functional data which are a kind of spatio-functional data
(Delicado et al. 2007).

Clustering approaches in this framework can be categorized in functional
methods and in spatio-temporal methods. The first ones take only into account the
functional nature of data (Romano 2006) while the second ones are time-dependent
clustering methods incorporating spatial dependence information between variables
(Blekas et al. 2007). Existing work on clustering spatiotemporal data has been
mostly studied by computer scientists most often offering a specific solution to
clustering under nuisance spatial dependence. With the aim of overcoming the
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restrictive independence assumption between functionals in many real applications,
we evaluate the performances of two distinct clustering strategies according to
a spatial functional point of view.

A first approach is a special case of Dynamic Clustering Algorithm (Diday 1971)
based on an optimization criterion that minimizes the spatial variability among the
curves in each cluster (Romano et al. 2009a). The centroids of the clusters, are
estimated curves in sampled and unsampled area of the space that summarize spatio-
functional behaviors.

The second one (Romano et al. 2009b) is a clusterwise linear regression approach
that attempts to discover spatial functional linear regression models with two
functional predictors, an interaction term, and with spatially correlated residuals.
This approach is such to establish a spatial organization in relation to the interaction
among different functional data. The algorithm is a k-means clustering with a
criterion based on the minimization of the squared residuals instead of the classical
within cluster dispersion.

Both the strategies have the main aim of obtaining clusters in relation to the
spatial interaction among functional data.

In the next sections after a short introduction on the spatial functional data, we
present the main details of the methods and their performances on a real dataset.

2 Geostatistical Functional Data

Spatially dependent functional data may be defined as the data for which the
measurements on each observation, that is a curve, are part of a single underlying
continuous Spatial functional process defined as: & = { Xs: s€DC Rd}, where
s is a generic data location in the d —dimensional Euclidean space (d is usually
equal to 2), the set D C R? can be fixed or random and Xs are functional random
variables, defined as random elements taking values in an infinite dimensional space.

The nature of the set D allows to classify the kind of Spatial Functional
Data. Following Giraldo et al. (2009) these can be distinguished in geostatistical
functional data, functional marked point pattern and functional areal data.

We focus on geostatistical functional data, that appear when D is a fixed subset
of RY with positive volume, in particular we assume to observe a sample of curves
Xs;(t)fort € T ands; € D,i = 1,...,n. It is usually assumed that these curves
belong to a separable Hilbert space H of square integrable functions defined in 7.
We assume for each € T we have a second order stationary and isotropic random
process, that is, the mean and variance functions are constant and the covariance
depends only on the distance between sampling points. Formally, we have that:

o E(xs(t)) =m(t),forallt €T, s € D.
o V(xs(t)) =0*@),forallt €T, s € D.
o Cov(ys (1), xs5;(1)) = C(h,t) where hyj = ||s; — ;|| and all 5;,5;, € D
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. %V()(sj(t),)(sj(t)) = y(h,t) = yys;(t) where h;; = Hs,- -5 H and all s;,
s € D.

The function y (h, t) as function of & is called variogram of ys.

3 Dynamic Clustering for Spatio-Functional Data

Our first proposal is to partition, through a Dynamic clustering algorithm, the
random field { Xs:SE€DC Rd} into a set of C clusters such that the obtained
clusters contain spatially related curves. Dynamic clustering algorithm optimizes
a criterion of best fitting between a partition P, of a set of objects in C clusters and
the way to represent the clusters. Since we assumed that data are generated from
a functional linear concurrent model (Ramsay and Silverman 2005) we advise to
optimize the following criterion:

C ne ne
A(P,G) =ZZLV(X”@)—ZA,‘X”(:)) di  uwc. Y di=1 (1)

c=1i€P, i=1 i=l1

where n. is the number of the elements in each cluster and the prototype y;, =
Y ' Ai xs; (¢) is an ordinary kriging predictor for curves in the clusters. According
to this criterion the kriging coefficients represent the contribute of each curve to the
prototype estimate in an optimal location s.. Where s, is chosen among all possible
locations of the space, obtained by considering a rectangular spatial grid which
covers the area under the study. Among the possible locations are also included
the sampled locations of the space. Thus, the parameters to estimate are: the kriging
coefficients, the spatial location of the prototypes, the residuals spatial variance for
each cluster.

For fixed values of the spatial locations of the prototypes s, this is a constrained
minimization problem.

The parameters A; i = 1,...,n. are the solutions of a linear system based on
the Lagrange multiplier method. In this paper we refer to the method proposed by
(Delicado et al. 2007), that in matrix notation, can be seen as the minimization of
trace of the mean-squared prediction error matrix in the functional setting.

According to this approach a global uncertainty measure is the prediction of
trace-semivariogram fT Vsise(dt, given by:

/ v (Xs,- (1) —Zkfxs,- (t)) dt = ZA,»/ Vs seydt — 1t u.c.Zx\i =1 Q)
T

i=1 i=1 T i=1

It is an integrated version of the classical pointwise prediction variance of
ordinary kriging and gives indication on the goodness of fit of the predicted model.

In the ordinary kriging for functional data the problem is to obtain an estimate of
a curve in an unsampled location.
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In our case also the location is a parameter to estimate. We propose to solve this
problem evaluating for each cluster, kriging on the locations of the grid in order to
obtain the best representative kriging predictor. The prototype is the best predictor
in terms of the best spatio-functional fitting (5) among the set of the estimated
prototype on different spatial locations.

Once we have estimated the prototypes we allocate each new curve to the cluster
according to the following allocation function:

k= x5 +— P 3)

It allows to assign y; to cluster ¢ of P, k(G) = P = {Py,..., Pc}, according to
the minimum-spatial variability rule:

Poi={i €y 8}, xs) <08(i}, xso) for 1 <c¢* <C} “4)

with:
1
R e R HOEP RO ©

where A, is the kriging coefficient or weight such that |s, — s.| = h where h =
|s; — sc|. Note that, it is possible however that some weights may be negative. For
solving this problem we set to the latter a zero value.

Applying iteratively the assignment function followed by the allocation function
under some conditions the algorithm converges to a stationary value. The conver-
gence of the criterion is guaranteed by the consistency between the way to represent
the classes and the proprieties of the allocation function.

4 Clusterwise Linear Regression for Spatially Correlated
Functional Data

According to (Spaeth 1979) the clusterwise linear regression is defined as a kind of
regression, such that given a data set of observations of an explanatory variable and
aresponse variable, the aim is to find simultaneously an optimal partition of the data
and the regression models associated to each cluster which maximize the overall fit.

Given a multivariate spatial functional dataset (x, (¢), 0y, (¢), Y (si))i=1..n, Where
sise--s Xs, and O, ..., 0, are samples of curves, realization of two random
processes ys(¢) and “s(¢) witht € T, s € D, and Y(s) is a unique observation of
Y (t) a random function at location. We consider the following functional regression
model with scalar response (Bar-Hen et al., 2008):

Y(s) = p+ (A; xs) + (B 65) + (COs; xs) + € (6)
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where
(Amd=i/ A 15 (0)d1 <&@>=/~ B8, (1)d1 ™)
[0.7] [0.7]
are the linear terms in y;, 6, and
(COy: 1) = / / Ctu) s (00 (w)drdu ®)
[0,T]?

is the bilinear term and ¢; is a spatial stationary random field with spatial correlation
function ps. Our aim is to get an optimal partition P = (Py,..., P¢c) of the spatio-
functional dataset (y;(z), 6s(t), Y(s)) into a set of C clusters such that curves in
each cluster maximize the fit to the following functional linear model with scalar
response (Bar Hen et al. 2008):

Yo = fe(xs.05) + € )

where: €;, is a spatial stationary random field with spatial correlation function py,
fe is defined for each cluster ¢ € C and it is assumed to be the sum of linear terms

in x;, 05 and a bilinear term modeling the spatial interaction between y, and 6.
Formally, f. can be expressed as:

£, 0) = e + / Ac(t) 15 (1)t + / Bo(1)0,(1)dr
[0.7] [0.7]

: //[OvT]Z Celt,u)xs(1)0s (u)d udt

=+ (Ae; x) + (Be; 0) +(Cex: 0)

where:

A.(t) and B, (t) are the functional regression coefficients,

V.(t,u) is a coefficient to be estimated which accounts for the interaction
between y,(t) and 6,(¢).

We assume that exists a group-variable ¢4 : 2 — {1,..., C},(where £2 is the
probability space on which y,(¢) and 0,(¢) are defined) such that

E(Ys/xs = xs.0s = 05,9 = ¢) = pu° + (A% x5) + (B 65) + (COs: x5) (10)

where {1, A, B¢,C¢}._,  are the estimated regression functions given by the
generalized least squares criterion.

If n data points have been recorded, the clusterwise linear regression algorithm
finds simultaneously an optimal partition of the n points and the regression models

{ue, A, B¢,C},—, ( associated to each cluster, which optimize the criterion:
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C
AP.G) =Y 3 Yi(s) — (1 + (A% g5) + (B:6,) + (CO: x: )P (1)

c=1i€P,

that is minimizing the sum of the squares errors S SE, over the C clusters.

The algorithm used for finding a local minimum of the criterion A is a variation
of the k-means.

It starts from defining an initial random partition P! = (Py,..., Pc), then it
constructs iteratively a sequence of partitions and regression coefficients as follows:

* Run until the convergence
— For each cluster P,

Estimate the coefficients A.(?), B.(t), V.(t,u) of f. by Quasi Generalized
Least Square by using a local spatial covariance matrices X, computed on
the estimated residuals of local model forc =1...C

— Allocate each yj,, 6;;, Yy, to the clusters such that:

ez tTler cevz e (12)
Where é. = (Y. — X, ®*) and @* = (X' X)"'X'Y.

In order to estimate the models parameters, the functions involved in f. are
expanded on an orthonormal basis of L?([0,T]) truncated at h = [. Where [
is suitably large that it does not entail any significant loss of information. The
problem becomes a linear regression with spatially correlated residuals. We use
Quasi Generalized Least Square where at first, the coefficients A.(¢), B.(¢), V. (t, u)
are estimated by Ordinary Least Square and the spatial correlation is estimated from
the residuals. Then, the final estimate of the coefficients is performed by introducing
the estimated correlation matrix in the Generalized Least Square formula.

5 Mareographic Network Analysis

We illustrate our approach on a real dataset, which contains the atmospheric pressure
and air temperature of 26 sea stations of the Italian Coast (http://www.mareografico.
it). For each location, we have the curve of atmospheric pressure and air temperature
recorded in a period of two weeks with spatial coordinates (sy, s,) correspondent
respectively to the latitude and longitude. The aim of the analysis is:

* To find homogeneous spatial areas and a local functional model able to summa-
rize atmospheric behaviors. With this aim we perform Dynamic Clustering for
spatio-functional data by using separately the atmospheric pressure curve and
the air temperature curve.
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* To investigate on the atmospheric diversity at different areas by accounting for
the weight of atmospheric pressure and air temperature curves (together with
their interaction) on such diversity. This is performed by Clusterwise linear
regression.

As first stage of all the analysis we use Fourier basis to smooth each observed curve.
Thus we performed three cluster analysis. For all the analysis, in order to choose the
number of clusters, we run the algorithms with a variable number of clusters C. We
look at the value of the optimized criterion as a function of the number of clusters,
then we choose a number of clusters so that adding an another cluster it does not
give a much better value of the criterion.

On the evaluated dataset this involves to set C = 3 for the first two analyses and
C = 2 for the third one.

Moreover to initialize the clustering procedures, we run a standard k-means
algorithm on the spatial locations of the observed data, such to get a partitioning
of data into spatially contiguous regions.

By the results of the first two analysis, the 3 obtained clusters include quite
similar stations and areas but are characterized by different prototypes. Especially,
looking at the clustering structure of pressure curves, the clusters contain respec-
tively 10, 11, 5 elements. Moreover we observe that:

e In the first cluster, according to the obtained functional parameters A;,i =
1,..., 10, the greatest contribute to the prototype estimation corresponds to 0.59.
This functional parameter corresponds to Napoli.

e In the second cluster, the greatest functional parameter that contributes to the
prototype estimation corresponds to 0.46, this functional parameter corresponds
to Ancona.

e In the third cluster, the greatest functional parameter that contributes to the
prototype estimation corresponds to 0.66, this functional parameter corresponds
to La Spezia.

At the same time looking at the clustering structure on air temperature curve, each
cluster contains respectively 10, 12, 4 elements, we can observe that:

e In the first cluster, according to the obtained functional parameters A;,i =
1,..., 10, the greatest contribute to the prototype estimation corresponds to 0.49.
This functional parameter corresponds to Salerno.

* In the second cluster, the greatest functional parameter that contributes to the
prototype estimation corresponds to 0.36, this functional parameter corresponds
to Ortona.

e In the third cluster, the greatest functional parameter that contributes to the
prototype estimation corresponds to 0.56, this functional parameter corresponds
to Genova.

The third analysis, which is performed using the Clusterwise Linear regression
method, takes into account both, the curves for air temperature and pressure
so that it is able to provide a global view of the atmospheric diversity on the
considered area
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We obtain two clusters, each of them has a predicted response range respectively
of [0,28;0,43] and [0, 43; 0, 69]. These two macroarea are respectively north and
south of the Italian coast, we could conclude that this is the effect of the spatial
correlation among the curve.

The location of the prototypes are Salerno and Ancona. The spatio-functional
models that describe the two area are:

Jei (s 05) = o+ (Aeii x) + (B3 0) +(Ce, 33 0) 1 =1,2 (13)

where A,,, B, are respectively the coefficient functions of the atmospheric pressure
and of air temperature and C,, is the interaction function among atmospheric
pressure and air temperature. Thus we can observe for the first cluster that the
function A., has a crescent shape with variability in the range [1003C; 1006C]
and of the function B., has a decrescent shape with variability in the range
[-0.1hPa; 8.8h Pa]; while for the second cluster we have more variability in the
range [1004C;1010C] for the function A., and for the function B, in the range
[4.7hPa;12.2h Pa]. In order to evaluate the effect of the interaction among the
two variable, we have also performed the analysis of variance with a different fitted
model for the two obtained clusters: fe, (x5, 05) = p+(Aq; )+ (B3 0) i =1,2.

The p-values(1, 235¢712, 1, 115¢77) respectively for the first and second cluster,
show that the interaction term have a strong effect.
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Joint Clustering and Alignment of Functional
Data: An Application to Vascular Geometries

Laura M. Sangalli, Piercesare Secchi, Simone Vantini, and Valeria Vitelli

Abstract We show an application of the k-mean alignment method presented in
Sangalli et al. (Comput. Stat. Data Anal. 54:1219-1233). This is a method for the
joint clustering and alignment of functional data, that sets in a unique framework two
widely used methods of functional data analysis: Procrustes continuous alignment
and functional k-mean clustering. These two methods turn out to be two special
cases of the new method. In detail we use this algorithm to analyze 65 Internal
Carotid Arteries in relation to the presence and rupture of cerebral aneurysms.
Some interesting issues pointed out by the analysis and amenable of a biological
interpretation are briefly discussed.

1 Introduction

The onset and the rupture of cerebral aneurysms are still matters of research among
neuro-surgeons. A cerebral aneurysm is a bulge in the wall of a brain vessel; it is
generally not disrupting, and it is not rare among adult population: epidemiological
studies suggest that between 1% and 6% of adults develop a cerebral aneurysm
during their lives. On the contrary, the rupture of a cerebral aneurysm is quite
uncommon but very severe event: about 1 event every 10,000 adults per year, with
a mortality rate exceeding 50%.

L.M. Sangalli - P. Secchi - S. Vantini (?<) - V. Vitelli

MOX - Department of Mathematics “Francesco Brioschi”, Politecnico di Milano,
Piazza Leonardo da Vinci, 32, 20133, Milano, Italy

e-mail: simone.vantini @polimi.it

A. Di Ciaccio et al. (eds.), Advanced Statistical Methods for the Analysis 33
of Large Data-Sets, Studies in Theoretical and Applied Statistics,
DOI 10.1007/978-3-642-21037-2_4, © Springer-Verlag Berlin Heidelberg 2012


simone.vantini@polimi.it

34 L.M. Sangalli et al.

The aim of the Aneurisk Project! is to provide evidence of an existing relation
between this pathology and the geometry and hemodynamics of brain vessels. In
particular, the present analysis considers the centerlines of 65 Internal Carotid
Arteries (ICA), whose functional form is obtained from discrete observations by
means of free-knot regression splines, as shown in Sangalli et al. (2009b). Details
about the elicitation of discrete observations from raw data can be found in Antiga
et al. (2008). Before the analysis, the 65 centerlines are jointly aligned and clustered
by means of the k-mean alignment method proposed in Sangalli et al. (2010a,b).
The aligned and clustered centerlines are then here analyzed along the paradigm of
functional data analysis as advocated by Ramsay and Silverman (2005). In the end,
some interesting issues amenable of a biological interpretation are discussed.

2 The k-Mean Alignment Algorithm

The k-mean alignment algorithm — whose technical details can be found in Sangalli
et al. (2010a,b) — originates from the need of consistently aligning and clustering
a set of functional data. This algorithm can be seen as the result of an integration
of two algorithms that are currently widely used in functional data analysis: the
Procrustes continuous registration algorithm (e.g., Sangalli et al., 2009a) and the
functional k-mean clustering algorithm (e.g., Tarpey and Kinateder, 2003). With
these two mother algorithms, the new algorithm shares both aims and basic oper-
ations. Schematic flowcharts of both Procrustes continuous registration algorithm
and functional k-mean clustering algorithm are sketched in Fig.1. Alternative
approaches to the joint clustering and alignment of curves can be found for instance
in Liu and Yang (2009), and Boudaoud et al. (2010).

The aim of the Procrustes continuous alignment algorithm is to align functional
data by decoupling phase and amplitude variability; this task is essentially achieved
by iteratively performing an identification step and an alignment step. The former
step consists in the identification of a template function on the basis of the n
functions as aligned at the previous iteration; the latter step consists instead in the
maximization of the similarity between each function and the template, as identified
at the previous identification step, by means of subject-by-subject warping of the
abscissa. The problem of curve alignment is theoretically well set when a similarity
index p between two functions and a set W of admissible warping functions of the
abscissa are chosen.

I'The project involves MOX Laboratory for Modeling and Scientific Computing (Dip. di Matem-
atica, Politecnico di Milano), Laboratory of Biological Structure Mechanics (Dip. di Ingegneria
Strutturale, Politecnico di Milano), Istituto Mario Negri (Ranica), Ospedale Niguarda Ca’ Granda
(Milano), and Ospedale Maggiore Policlinico (Milano), and is supported by Fondazione Politec-
nico di Milano and Siemens Medical Solutions Italia.
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find h, t in larity if the similarity
between template curve between ¢ and c;
and each warped curve ¢, = h; is maximaloverk=1,2, ..., K

naligned curves K clusters
and n warping functions

Fig. 1 Schematic flowcharts of the Procrustes continuous registration algorithm (leff) and the
functional k-mean clustering algorithm (right). Index i refers to the sample unit while index k to
the cluster

The aim of the k-mean clustering algorithm is instead to cluster functional
data by decoupling within and between-cluster variability (in this context within
and between-cluster amplitude variability); this task is here achieved by iteratively
performing an identification step and an assignment step. In this algorithm, the
identification step consists in the identification of k cluster template functions on
the basis of the k clusters detected at the previous iteration; the assignment step
consists in the assignment of each function to one of the k clusters, this assignment
is achieved by maximizing the similarity between each function and the k templates,
as identified at the previous identification step. The problem of clustering curves is
theoretically well set when a similarity index p between two functions and a number
of cluster k to be detected are chosen.

The k-mean alignment algorithm, as a fall out of the two previous algorithms,
aims at jointly aligning and clustering functional data by decoupling phase variabil-
ity, within-cluster amplitude variability, and between-cluster amplitude variability.
It reaches this task by putting together the basic operations of the two mother
algorithms (a schematic flowchart of the k-mean alignment algorithm is sketched
in Fig. 2) and thus iteratively performing an identification step, an alignment step,
and an assignment step. Indeed, in the identification step, k template functions are
identified on the basis of the k clusters and of the n aligned functions detected at
the previous iteration. In the alignment step the n functions are aligned to the k
templates detected at the previous iteration and k candidate aligned versions of each
curve are obtained. In the assignment step, each curve is then assigned to the cluster
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K-mean
Alignment

ncurves

he K template curve
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to the k-th c r if the similarity between ¢,;* and ¢, = h;*
is maximalover k=1, 2, ..., Kand then warp ¢, along h, = h,*

1

naligned curves, n warping functions and K clusters

Fig. 2 Schematic flowchart of the k-mean alignment algorithm. Index i refers to the sample unit
while index k to the cluster

whom the curve can be best aligned to, i.e., the cluster for which the similarity
among its template and the corresponding candidate aligned curve is maximized.

On the whole, the k-mean alignment algorithm takes as input a set of n functions
{e1,...,¢,} (like both mother algorithms do) and gives as output k clusters (like
the k-mean clustering algorithm does) and n aligned functions together with the
corresponding n warping functions {/,...,h,} (like the continuous alignment
algorithm does).

From a theoretical point of view, the problem of jointly aligning and clustering
curves is soundly posed when the number of cluster k, the similarity index p
between two functions, and the set W of admissible warping functions are chosen.
Let us mention two special choices that make the k-mean alignment algorithm
degenerate to the continuous alignment algorithm and to the k-mean clustering
algorithm, respectively: k = 1 and W = {1}.

3 Analysis of Internal Carotid Artery Centerlines

In this section we discuss a real application of the k-mean alignment procedure
that is also the one that urged us to develop such method: the analysis of the
AneuRisk dataset. In detail, we deal with 65 three-dimensional curves representing
the centerlines of 65 ICAs. Details about the elicitation of a discrete representation
of the centerline from the three-dimensional angiography can be found in Sangalli
et al. (2009a), while the consequent elicitation of the curve from the discrete data —
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by means of three-dimensional free-knot splines — is detailed in Sangalli et al.
(2009b). The outline of the analysis is to perform a k-mean alignment algorithm for
different values of k, to compare the performances (measured by means of the mean
similarity achieved after the k-mean alignment) in order to choose a reasonable
value for k, and then to find out possible relations between both geometry and
clusters membership of the aligned curves on the one hand, and presence, rupture,
and location of cerebral aneurysms on the other one.

Consistently with Sangalli et al. (2009a), where another analysis of the AneuRisk
dataset is presented, we use, as similarity index p between two curves ¢; and ¢y,
the average of the cosine of the angles between the first derivatives of homologous
components of the two curves:

pleney =+ 3 Jelp0)ch,)ds N
e [Tl Rds [Tty 02ds

and, as the set of warping functions W, we use the group of affine transformations
with positive slope. This joint choice for p and W descends from both theoretical
and medical considerations that are detailed in Sangalli et al. (2009a).

From a practical point of view, different procedures can be used for the
implementation of the identification, the alignment, and the assignment steps.
In particular, the procedure used within the identification step can be expected
to be a very sensitive point for the good outcome of the k-mean alignment,
since straightforward procedures tackling this issue cannot be easily implemented.
Indeed, (a) each identification step is theoretically declined in the solution of k
separate functional optimization problems; (b) each alignment step in the solution
of kn separate bivariate optimization problems; and (c) each assignment step in the
solution of n separate discrete optimization problems.

Effective and computationally unexpensive methods for solving optimization
problems (b) and (c) — that rise in this context — exist; while, on the contrary,
a numerical solution of the functional optimization problem (a) here encountered
appears to be quite hard to handle. For this reason, we prefer to use a more
“statistically flavored” approach to look for good estimates of the templates (i.e.,
local polynomial regression). This choice could of course pose some questions about
the consistence among theoretical templates and their obtained estimates. This issue
is extensively discussed in Sangalli et al. (2010a).

Figure 3 graphically reports the main results of the application of the k-mean
alignment algorithm to the analysis of the 65 ICA centerlines. In the top-left plots,
the original data are plotted. In the bottom-left and in the bottom-right plots, the
output provided by the one-mean and by the two-mean alignment are respectively
reported (in the latter ones the two detected clusters are identified by different
colors). In the top-center plot: boxplots of similarity indexes between each curve and
the corresponding template are reported for original curves and for k-mean aligned
curves, k = 1,2, 3. Finally, in the top-right plot, the performances of the algorithm
are shown: the orange line reports, as a function of the number of clusters k,
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Fig. 3 Top left: first derivative of the three spatial coordinates x’,y’,z" of ICA centerlines.
Bottom: first derivatives of one-mean and two-mean aligned curves (left and right respectively);
first derivatives of templates always in black. Top center: boxplots of similarity indexes between
each curve and the corresponding template for original curves and for k-mean aligned curves,
k = 1,2,3. Top right: means of similarity indexes between each curve and the corresponding
template obtained by k-mean alignment and by k-mean without alignment

the mean of similarity indexes (between curves and the corresponding template)
obtained by k-mean alignment; the black line reports the mean of similarity indexes
(between curves and the corresponding template) obtained by k-mean clustering
without alignment.

Focussing on the last plot, at least two features need to be discussed. First, note
the clear vertical shift between the orange and the black line: this points out the
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presence of a non-negligible phase variability within the original data and thus the
necessity of aligning the data before undertaking any further analysis.

Second, once decided that alignment is needed, note the absence in the orange
line of an evident improvement in the performance when three clusters are used
in place of two: this suggests that k =2 is the correct number of clusters.
Consequently, the two-mean alignment algorithm will be used to jointly cluster and
align the 65 ICA centerlines.

In the next two sections, we will discuss some interesting issues amenable
of a biological interpretation that the two-mean alignment algorithm points out
while neither the simple two-mean clustering without alignment nor the simple
one-mean alignment (i.e., continuous alignment) have been able to disclose. In
particular, the most interesting findings relative to the association between cluster
membership and the aneurysmal pathologies are tackled in Sect.3.1; the ones
relative to the association between the shape of the aligned centerlines and the
aneurysmal pathologies are instead shown in Sect. 3.2; the analysis of the warping
functions is omitted since no interesting associations have been found.

3.1 Centerline Clusters vs Cerebral Aneurysms

Focussing on the two clusters detected by the two-mean alignment algorithm
(bottom-right plots of Fig. 3), it is noticeable that the two clusters essentially differ
within the region between 20 and 50 mm from the end of the ICA, that is also the
region where the amplitude variability is maximal within the one-mean aligned data
(bottom-left plots of Fig. 3). In particular (left plot of Fig. 4 where the two cluster
templates are reported), we can identify a cluster associated to S-shaped ICAs
(two siphons in the distal part of the ICA), i.e. the 30 green curves, and a cluster
associated to §2-shaped ICAs (just one siphon in the distal part of the ICA) i.e.
the 35 orange curves. To our knowledge, it is the first time that this categorization,
proposed in Krayenbuehl et al. (1982), is statistically detected. To show the primacy
of the two-mean alignment, not only over the one-mean alignment but also over the
simple two-mean clustering, in Fig.4 the cluster templates detected by two-mean

Two-mean Alignment Two-mean Clustering

Fig. 4 Left: cluster template curves detected by two-mean alignment (S group in green and 2
group in orange). Right: cluster template curves detected by the simple two-mean clustering
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alignment (left) and by the simple two-mean clustering (right) are compared. It
is evident that while the former algorithm detects two morphologically different
templates (the S and the §2 are clearly visible within the red circle), the latter
detects two templates that are essentially equal in shape but just shifted. This is
not surprising since the two-mean clustering algorithm (that is optimal if no phase
variability is present within the data) is completely driven in this case by phase
variability, providing fictitious and uninteresting amplitude clusters.

Moreover, the two clusters detected by the two-mean alignment turn out to
be associated to the aneurysmal pathology, since there is statistical evidence of a
dependence between cluster membership, and aneurysm presence and location (MC
simulated p-value of Pearson’s y? test for independence equal to 0.0013): indeed,
if we label the 65 patients according to the absence of an aneurysm (NO group),
the presence of an aneurysm along the ICA (YES-ICA group), and the presence
of an aneurysm downstream of the ICA (YES-DS group), we obtain the following
conditional contingency table:

NO YES-ICA YES-DS

S 100.0% 52.0% 30.3%
2 00.0%  48.0% 69.7%

A close look at the previous table makes evident that: (a) within this data set, there
are no healthy subjects within the §2 cluster and all healthy subjects belong to the S
cluster; (b) within the YES-DS group the number of §2 patients is more than twice
the number of S patients, while within the YES-ICA group the two proportions are
nearly equal. Wall shear stress is suspected to be associated to aneurysm onset and
rupture and thus vessel geometry and hemodynamics could possibly explain this
dependence.

Indeed, both ICA and arteries downstream of the ICA are very stressed vessels
from a mechanical point of view: the former because its bends are expected to
act like a fluid dynamical dissipator for the brain; the latter ones because they are
floating in the brain humor without being surrounded by any muscle tissues. In
particular, while S-shaped ICAs (two-bend syphon) are expected to be very effective
in making the flow steadier; §2-shaped ICAs (one-bend syphon) are instead expected
to be less effective (this could be a possible explanation to (a)). Moreover for this
same reason, in §2-shaped ICAs, the blood flow downstream of the ICA is expected
to be less steady, providing an overloaded mechanical stress to downstream arteries
(this could be an explanation to (b)).

3.2 Centerline Shapes vs Cerebral Aneurysms

Let us now focus on the two-mean aligned curves in order to find out possible
relations between centerline geometry and aneurysms. In order to reduce data
dimensionality, we perform a three-dimensional functional principal component
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Fig. 5 Left: the projections of the 65 ICA centerlines along the first principal component (in
orange centerlines belonging to the §2 cluster and in green centerlines belonging to the S cluster).
Center: the projections of the 65 ICA centerlines along the fifth principal component (in red
centerlines associated to patients with a ruptured aneurysm and in blue patients without aneurysm
or with unruptured aneurysm). Right: fractions of explained total variance

analysis (e.g., Ramsay and Silverman, 2005) of the aligned centerlines for values of
the registered abscissa between —34.0 and —6.9 mm, i.e., the abscissa interval where
all records are available. In the right plot of Fig. 5 the fractions and the cumulative
fractions of explained total variance are displayed, it is evident that one, three, or
five principal components can be used to represent the centerlines. We decide to
summarize the data by means of the first five principal components comforted by
the fact that they provide a visually good representation of the data, by the fact
that they explain more than the 90% of the total variance, and by the fact that all
remaining principal components seem not to be related to any structural mode of
variability but just noise.

In the left plot of Fig. 5 the projections of the 65 ICA centerlines along the first
principal component are reported (orange for the §2 cluster centerlines and green
for the S cluster ones). Nearly 42% of the total variability is explained by this
component. It is evident that the variability associated to the first component is
mostly concentrated at the top-right extreme (i.e. the proximal part of the portion
of centerline under investigation), and moreover it is indicating the presence and
magnitude of a second syphon before the distal one (in this picture blood flows
from right to left). The Mann-Whitney test for the first principal component scores
of the S and the £2 cluster centerline projections presents a p-value equal to 1074,
This result strongly supports the identification of the two clusters — detected by the
two-mean alignment — with the S and 2 shaped ICAs proposed by Krayenbuehl
et al. (1982).

The second, third, and fourth principal components are difficult to interpret and
moreover no associations have been found between these principal components and
the aneurysmal pathologies. For this reason they will not be discussed in this work.
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The fifth principal component (explained total variance 7%, cumulative 93%)
appears instead to be surprisingly easy to interpret (in the center plot of Fig.5
the projections of the 65 ICA centerlines along the fifth principal component are
reported: in red the centerlines associated to patients with a ruptured aneurysm
and in blue the ones associated to patients without aneurysm or with unruptured
aneurysm). Indeed, it expresses the prominence of the distal syphon, i.e., along
the fifth principal component, ICA centerlines progressively evolve from having
a very sharped distal syphon (lower scores) toward smoother distal bend (higher
scores). It is known that the more curved the vessel is, the higher the vorticity
in the fluid and the shear stress on the wall are. Analyzing the scores relevant
to the fifth components, we find that patients with a ruptured aneurysm present
significant lower scores than patients with an unruptured aneurysm or without
aneurysm (bends-Whitney test p-value 0.0072), i.e. the former ones present more
marked bends than the latter ones. These results could support the idea of a fluid
dynamical origin of the onset and/or rupture of cerebral aneurysms.

All these fluid dynamical hypotheses are going to be evaluated, in the future, by
fluid dynamical simulations in order to provide a mechanical interpretation of the
relation between geometry and hemodynamics on one side, and aneurysm onset and
rupture on the other, that this analysis partially already highlights.

4 Conclusions

We showed in this work an application of the k-mean alignment method proposed in
Sangalli et al. (2010b) that jointly clusters and aligns curves. This method puts in a
unique framework two widely used methods of functional data analysis: functional
k-mean clustering and Procrustes continuous alignment. Indeed, these latter two
methods turn out to be two special cases of the new one.

In particular, we used this method to perform a functional data analysis of
65 three-dimensional curves representing 65 internal carotid artery centerlines. In
this application the k-mean alignment algorithm outdoes both functional k-mean
clustering and Procrustes continuous alignment by pointing out interesting features
from a medical and fluid dynamical point of view that former methods were not able
to point out.
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Bayesian Methods for Time Course Microarray
Analysis: From Genes’ Detection to Clustering

Claudia Angelini, Daniela De Canditiis, and Marianna Pensky

Abstract Time-course microarray experiments are an increasingly popular
approach for understanding the dynamical behavior of a wide range of biological
systems. In this paper we discuss some recently developed functional Bayesian
methods specifically designed for time-course microarray data. The methods allow
one to identify differentially expressed genes, to rank them, to estimate their
expression profiles and to cluster the genes associated with the treatment according
to their behavior across time. The methods successfully deal with various technical
difficulties that arise in this type of experiments such as a large number of genes, a
small number of observations, non-uniform sampling intervals, missing or multiple
data and temporal dependence between observations for each gene. The procedures
are illustrated using both simulated and real data.

1 Introduction

Time course microarray experiments are an increasingly popular approach for
understanding the dynamical behavior of a wide range of biological systems. From
a biological viewpoint, experiments can be carried out both to identify the genes
that are associated to a given condition (disease status) or that respond to a given
treatment, as well as to determine the genes with similar responses and behaviors
under a given condition, or to infer the genes’ network for studying their regulation
mechanisms. From the computational viewpoint, analyzing high-dimensional time
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course-microarray data requires very specific statistical methods which are usually
not included in standard software packages, so, as a consequence, the potential of
these experiments has not yet been fully exploited. In fact, most of the existing
software packages essentially apply techniques designed for static data to time-
course microarray data. For example, the SAM software package (see Tusher et al.
(2001)) was recently adapted to handle time course data by regarding the different
time points as different groups. Similar approach was also used by Kerr et al. (2000)
and Wu et al. (2003) among many others.

These methods can still be very useful for analysis of very short time course
experiments (up to about 4-5 time points), however, the shortcoming of these
approaches is that they ignore the biological temporal structure of the data producing
results that are invariant under permutation of the time points. On the other hand,
most classical time series or signal processing algorithms can not be employed
since they have rigid requirements on the data (high number of time-points,
uniform sampling intervals, absence of replicated or missing data) which microarray
experiments rarely meet. However, due to the importance of the topic, the past
few years saw new developments in the area of analysis of time-course microarray
data. For example, procedures for detecting differentially expressed genes were
proposed in Storey et al. (2005), Conesa et al. (2006), and Tai and Speed (2006)
and implemented in the software EDGE (Leek et al., 2006) and in the R-packages
maSigPro and timecourse), respectively. Similarly, procedures for clustering time-
course microarray data also appeared recently in the literature, among them Heard
et al. (2006), Ray and Mallick (2006), Ma et al. (2008) and Kim et al. (2008), the
latter being specifically designed for periodic gene-expression profiles.

In this paper, we first discuss the recent functional Bayesian methods developed
in Angelini et al. (2007) (and their generalization Angelini et al. (2009)) for
detecting differentially expressed genes in time course microarray experiments.
These methods allow one to identify genes associated with the treatment or
condition of interest in both the “one-sample” and the “two-sample” experimental
designs, to rank them and to estimate their expression profiles. Then, we describe a
novel functional approach for clustering the genes which are differentially expressed
according to their temporal expression profiles. The latter approach automatically
determines the number of existing groups and the “optimal” partition of the genes
in these groups. Additionally, the method can also provide a set of “quasi-optimal”
solutions that the experimenter can investigate.

All the above methods successfully deal with various technical difficulties that
arise in microarray time-course experiments such as a large number of genes, a small
number of observations, non-uniform sampling intervals, missing or multiple data
and temporal dependence between observations for each gene.

The rest of the paper is organized as follow. Section 2 describes a Bayesian
procedure for detecting differentially expressed genes in time course experiments.
Section 3 introduces the infinite mixture model for clustering gene expression
profiles. Finally, Sect. 4 illustrates these statistical procedures using both simulated
and real data.
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2 Detection of Differentially Expressed Genes in Time Course
Microarray Experiments

In a “one sample” experimental design the data consists of the records, for N genes,
of the differences in gene expression levels between the sample of interest and a
reference (i.e., treated and control) in course of time. Each record is modeled as a
noisy measurement of a function s; (¢) at a time instant /) € [0, 7] which represents
the differential gene expression profile.

The data z{ ’k, for each gene i, each time instant j and each replicate k, are
represented by the following expression:

=)+ i =1 N =1 k=1, kP (1)

Here, n is the number of time points which is relatively small, ki(/ ) is the number
of replicates available at time instant /) for gene i, while the number of genes
N is very large. For each gene, M; = Z’;=1 ki(’ ) observations are available. The
objective is to identify the genes showing nonzero differential expression profile
between treated and control samples, and then to evaluate the effect of the treatment.
For each gene i, we expand its functional expression profile s; (¢) into a series over

some standard orthonormal basis on [0, 7] with coefficients ci([), [ =0,---,L;:
L;
i
si0) =Y c"¢s(0). 2)
1=0

Following Angelini et al. (2007), genes are treated as conditionally indepen-
dent and their expressions are matrix-wise modeled as z; = D;¢; + &;.
Here, D; is a block design matrix, the j-row of which is the block vector

. A . : )
[po(tD) ¢1(tD) ... ¢, (tY))] replicated k) times; z; = (g LA

i Y]
1 §ig 0 Li 11 1k
LA ey = ()T and €, = (g

1
()
n.k; .
e 1 & )T are, respectively, the column vectors of all measurements for

gene i, the coefficients of s;(¢) in the chosen basis and the random errors. The
following hierarchical model is imposed on the data:

’

Z; |L,~,c,~,cr2 ~ N(Dici,UZIMi) L; ~ Truncated Poisson (A, L)  (3)

¢i|Li,o* ~ 78(0,...,0) + (1 — mp)N(0,0%c?Q; ) 4)

All parameters in the model are treated either as random variables or as nuisance
parameters, recovered from the data. Noise variance o2 is assumed to be random,
0% ~ p(0?), and the following priors allow to account for possibly non-Gaussian
eITors:
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Model 1: p(c?) = §(0? — 62), the point mass at o7.
Model 2: p(0?) = IG(y, b), the Inverse Gamma distribution.
Model 3: p(0?) = cMoMi_le_”zf‘/z.

The automatic detection of differentially expressed genes is carried out on the
basis of Bayes Factors (BF'), that, following Abramovich and Angelini (2006), are
also used for taking into account multiplicity of errors within a Bayesian framework.
Subsequently, the curves s; (¢) are estimated by the posterior means. The algorithm
is self-contained and the hyperparameters are estimated from the data. Explicit
formulae and other details of calculations can be found in Angelini et al. (2007);
the procedure is implemented in the software packages BATS, see Angelini et al.
(2008).

The above approach has been extended to the case of the two-sample experi-
mental design in Angelini et al. (2009). Although, mathematically, the two-sample
set-up appears homogeneous, in reality it is not. In fact, it may involve comparison
between the cells under different biological conditions (e.g., for the same species
residing in different parts of the habitat) or estimating an effect of a treatment (e.g.,
effect of estrogen treatment on a breast cell). Hence, we will distinguish between
“interchangeable” and “non-interchangeable” models. For a gene i in the sample
R (X = 1,2), we assume that evolution in time of its expression level is governed
by a function sy;(¢) as in (1) and each of the measurements z{f involves some
measurement error. The quantity of interest is the difference between expression
levels s; (t) = s1; () — 52 (2).

Given the orthogonal basis, we expand sy; (f) (R = 1,2) as in (2) and model
zyi | Liexi 02 ~ N(Dyicni,0%Iyy,) asin (3).

The vectors of coefficients cy; are modeled differently in the interchangeable and
non-interchangeable cases.

Interchangeable set-up: Assume that a-priori vectors of the coefficients cy;
are either equal to each other or are independent and have identical distri-
butions: ¢i;,¢x | Li,0? ~ mN(¢; | 0,0%72Q") S(er; = ¢2) + (1 —
70) [Taay Newi 1 0.047Q77).

Non-interchangeable set-up: Assume that the expression level in sample 2 is the
sum of the expression level in sample 1 and the effect of the treatment d;, i.e.
C; =c¢; +d;:cy; | Li,Oz ~ N(C],’ | 0, szizQi_l) and d; | Li,Gz ~ ]To(g(di =
0) + (1 — mo)N(d;]0,5227Q; ™).

In both set ups, parameter o is treated as a random variable with the same three
choices for p(c%) as in the “one-sample case”. The inference is carried out similarly
to the “one-sample case”. For brevity, we do not report the formulae, see Angelini
et al. (2009) for details. Note that the model allows that the two samples can be
observed on different grids t;aj ) taken in the same interval [0, T].

A great advantage of both Bayesian models described above is that all evaluations
are carried out in analytic form, with very efficient computations.
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3 Clustering Time Course Profiles

Once the genes associated to the condition and treatment of interest have been
selected, using, for example, the Bayesian methods described in Sect.2, the
experimenter is usually interested in investigating gene-regulation’s mechanisms,
i.e., to infer the genes network. For this purpose, and in order to reveal genes that
show similar behavior, it is useful to cluster genes according to their temporal
expression profiles. Based on the model (1), (2), we have recently proposed a
novel functional Bayesain clustering procedure. In particular, we assume that the
coefficients ¢; follow the two-level hierarchical model:

Level 1: For each gene i, given the degree of the polynomial L;, the vector of coef-
ficients ¢; and t?, we assume that z; | L;,¢;, 77 ~ N(Dici, 0%t Iyy,).
Level 2: Given the degree of the polynomial L;, the mean g, and the precision 77,

we assume that ¢;|L;, pt;, 77 ~ N(w;, t1L,).

In the above notations, ‘1,',-2 represents the cluster’s variability, while 0% is a
parameter that scales the variances of instrumental errors. Integrating out vectors
of parameters ¢;, we obtain the following marginal distributions of the data vectors

zi | Li,p;, 7 ~ NDip,, 7°A), )

where A; = D, D} + o1y, is a known gene-specific design-related matrix.

Assuming that two genes, i and j, belong to the same cluster if and only if the
corresponding vectors of coefficients ¢; and ¢; are of the same dimension (L + 1)
and are sampled from the same (L + 1)-variate normal distribution with the mean
u and the scale parameter 72, we can characterize each cluster by the triplet of
parameters (L,u,7%). Then, introducing a latent vector y of length N (number of
genes to be clustered) such that y; = y; if and only if genes i and j belong to the
same cluster, we can rewrite expression (5) as

Zi | vi.Ly .y 7, ~ NOip, .1, A). (6)

A Dirichlet process prior (see Ferguson (1973)) is elicited in (6) on the
distribution of the triplet (L,t,7?) of parameters that define the cluster: (L, , t2) ~
DP(«a, Gy) where « is the scale parameter and Gy the base distribution. Note
that DP(«, Gy) is a discrete process and it has the great advantage to allow
any number of clusters to be present in the dataset. We choose the following
conjugate base distribution Go(L, ., 7?) = g1 (L) NIG(w.t%|a.b,0, p>*Q), where
NIG(w,t?|a,b,0,p*Q) = N(u|0, 12p*Q)IG(t%|a,b), and g, (L) as in (3).

Finally, after having integrated out the parameters (L,u,72), we carry out infer-
ence on the posterior p(y|z) using the improved MCMC Split-Merge procedure
proposed by Dahl (2005).

In particular, after burn-in, we choose the MAP criterion for selecting an
“optimal” allocation. The algorithm, named FBMMC (Functional Bayesian Mixture
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Model Clustering), consists of 4 steps: — choice of an initial configuration (usually
random); — estimation of the hyperparameters form the data; — evaluation of the
MCMC chain; — choice of the optimal configuration. Explicit formulae and other
details can be found in Angelini et al. (2011).

One of the great advantages of this Bayesian approach is that, at the price of
higher computational cost, it automatically identifies the number of clusters hidden
in the data-sets and the “optimal” partition. Moreover, by pooling together results
of different chains or looking at the marginal posterior probability of each visited
model, the algorithm can also provide a limited number of “quasi-optimal” solutions
which an experimenter can easily investigate.

4 Results

In the following, we first show the performance of the above described procedures
on a simulated dataset, then we use them for a case study of a human breast cancer
cell line stimulated with estrogen. The synthetic and the real data-set used for illus-
trating the performance of our methodology and the Matlab routines used for carry-
ing out simulations and analysis are available upon request from the first author.

4.1 Simulations

In Angelini et al. (2007) we investigated the performance of BATS software for
the detection of time-course differentially expressed genes’ profiles and compared
the results with those obtained by other procedures available in the literature. In
those simulation studies several data-sets were generated in which each temporal
profile was independently sampled using formulae (3) and (4) (the synthetic dataset
generator is contained in the software Angelini et al. (2008)).

In this paper, the objective is to study the procedure which combines the gene
detection algorithm described in Sect. 2 with the clustering approach of Sect. 3. In
particular, we want to investigate the precision of the following two stage procedure:
at the first stage, a user selects a subset of differentially expressed genes from the
whole dataset using BATS, then, only those genes are clustered using the FBMMC
software. Clearly, the clustering algorithm could be also applied to the original
dataset, however, limiting its application only to the genes which are associated to
the treatment under consideration not only reduces the computational cost, but also
allows one to obtain more robust results without any loss of biological knowledge.

For this purpose, we chose the grid of n = 11 non-equispaced time instants
[1,2,4,6,8,12,16,20,24,28,32], with k/ = 2 forall j = 1,...,11, except
ki2 =7 = 3. This grid coincides with the grid in the real data example presented
in the next section. We chose the Legendre polynomial basis in (2) and randomly
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partitioned a set of N; genes into R clusters, encoding the partition in the vector
Y rue- Then, we generated R triplets of cluster parameters, (L;, i;, t7), each of them
characterizing a specific cluster, sampling L; from the discrete uniform distribution
in the interval [1, L], u; from (0, p>t?Q) and 77 from the uniform distribution
of width 0.1 centered at 7. After that, given allocation vector y,,,, associated
with the partition, we randomly sampled the gene profile coefficients ¢; from the
(Ly, + 1)-variate normal distribution N/ (e, tfi Q) where L,,, the vector ., and
the scale parameter tfi correspond to the specific cluster where gene i belongs.
Then, to study the effect of the noise we added a normal random error with zero
mean and variance 027 to each data point. For simplicity, matrix Q; was set to be
identity. Finally, in order to mimic a real context where only a certain (usually small)
percentage of the genes are affected by the experimental condition under study, the
N, profiles were randomly mixed with Ny noisy profiles generated from a normal
N(0, s?) distribution with standard deviation s.

For the sake of brevity, below we report only the results corresponding to the
case where 0 = 0.9, p = 2.5, tp = 0.2, Lpyeree = 6 and we generated R = 9
clusters on a set of N; = 500 truly differentially expressed genes and Ny = 9,500
noisy profiles with standard deviations s = 0.35 in order to constitute a synthetic
data-set of N = 10, 000 temporal profiles in which 500 elements are differentially
expressed.

First, we applied BATS (version 1.0) with different combinations of parameters
and models to such data-set. In particular we fixed L,x = 6, v = 0 and for each
model we allowed A’s ranging between 6 and 12, corresponding to an expected prior
degree of polynomials from 2.5 to 3.5. Model 2 (in Sect. 2) was applied with the two
versions of the procedure for estimating the hyper-parameters of the Inverse Gamma
distribution (i.e., by using the MLE or by fixing one of the two parameters and then
estimating the other one by matching the mean of the /G with 62 and using BATS
default settings for all other parameters, see Angelini et al. (2008) for details). The
resulting models are denoted as Model 2 (a) and Model 2 (b), respectively.

The number of genes detected as differentially expressed in the 28 version of
the analysis (i.e., Model 1, Model 2 (a), Model 2 (b), Model 3 and A = 6,...,12)
was ranging between 491 and 500. All the genes detected by BATS as differentially
expressed were correctly identified. Note that for this type of noise the results are
very similar in terms of quality to those illustrated in a different simulation set-up
in Angelini et al. (2007). Additionally, when varying the data-set, we found very
high reproducibility of the results with limited number of false positive detections
occurring only when the level of noise increases significantly. The number of genes
detected by intersection of all combinations of methods and parameters was 491
out of the original 500, showing negligible loss of power, and then the FBMMC
clustering algorithm was applied only to those profiles.

For this purpose, we ran 8 parallel MCMC chains of length 2, 000, 000 in two
set-ups. In the first set-up we carried out the analysis with Ly,,x = 5 and in the
second with Ly,x = 6. Each chain was initialized with a completely random
configuration y. In each chain, we estimated hyper-parameters p?, 0% and 17 by
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the off-line procedure described in Angelini et al. (2011), in which a preliminary
allocation was obtained using the k-means algorithm with any number of clusters
between 5 and 20. In both set-ups, we fixed @ = 1 and @ = 20 and allowed A to vary
from 9 and 12. For each chain, after a burn-in period of about 100,000 iterations,
we chose the allocation which maximizes the posterior distribution as an “optimal”
one. As a measure of the precision of the algorithm we used Adjusted Rand index
(ARI) (see, e.g., Yeung et al. (2001)) with respect to y,,,,..

For all data-sets and all MCMC chains, we observed high reproducibility of the
results both with respect to the random initialization and to the choice of parameters
Lax and A. The number of clusters detected by the algorithm was always between
9 and 10 (9 being the true number of clusters) with average ARI index of 0.910 (std
0.015) for the first set-up and 0.903 (std 0.005) for the second set-up.

4.2 Case Study

In order to illustrate the performance of the proposed methodologies, we applied
them to the time-course microarray study described in Cicatiello et al. (2004)
(the original data are available on the GEO repository — http://www.ncbi.
nlm.nih.gov/geo/, accession number GSE1864). The objective of the exper-
iment was to identify genes involved in the estrogen response in a human breast
cancer cell line and to understand their functional relationship. For this purpose, we
applied the two-stage procedure described in Sect. 4.1.

In the original experiment, ZR-75.1 cells were stimulated with a mitogenic dose
of 17B-estradiol, after 5 days of starvation on a hormone-free medium. Samples
were taken after t = 1,2,4,6,8,12,16, 20, 24,28, 32 hours, with a total of 11
time points covering the completion of a full mitotic cycle in hormone-stimulated
cells. For each time point at least two replicates were available (three replicates at
t =2,8,16).

After standard normalization procedures (see, e.g., Wit and McClure (2004))
8161 genes were selected for our analysis (among them about 350 contained at
least one missing value), see Angelini et al. (2007) for details. The pre-processed
data-set is freely available as an example data-set in the software BATS (Angelini
et al., 2008).

As the first step of our procedure, we analyzed the above described data-set using
BATS with various combination of prior models and choices of the parameter A.
Table 1 shows the number of genes identified as affected by the treatment for each
of the Models 1, 2(a), 2(b) and 3, Ly,x = 6, v = 0 and A’s ranging between 6 and
12, corresponding to an expected prior degree of polynomials from 2.5 to 3.5. We
note that 574 genes were common to all 28 lists (combination of different methods
and different parameter values) while 958 genes have been selected in at least one
of the 28 lists. Note also that the list of 574 common genes includes 270 genes out
of the 344 genes identified as significant in Cicatiello et al. (2004). Additionally,
some of the newly identified genes are replicated spots, others are known nowadays



Bayesian Methods for Time Course Microarray Analysis 55

Table 1 Total number of genes detected as differentially expressed by the methods described in
Sect.2 (with v = 0 and L;,,x = 6) on the real dataset by Cicatiello et al. (2004). Model 2 (a) and
Model 2 (b) refer to two different estimation procedures for the hyper-parameters of the IG

Model A=6 A=7 A=8 A=9 A=10 A=11 A=12
Model 1 867 808 753 712 692 688 691
Model 2 (a) 893 823 765 711 679 657 650
Model 2 (b) 869 810 755 714 694 690 693
Model 3 855 786 726 676 640 617 609

Table 2 Number of clusters obtained (and occurrence of that cardinality in the 20 chains) for the
574 genes that where found differentially expressed in the real data-set Cicatiello et al. (2004)

set-up Inferred number of clusters
FBMMC: Ly =5 19(1); 20(3); 21(4); 22(6); 23(6)
FBMMC: L, = 6 20(1); 21(3); 22(9); 23(2); 24(5)

to be involved in biological processes related to estrogen response. In Angelini et al.
(2007), we demonstrated that BATS approach delivers superior performance in com-
parison with other techniques such as Leek et al. (2006) and Tai and Speed (2006).

At a second stage of the procedure, we applied the FBMMC algorithm described
in Sect. 3 to the N = 574 genes selected as differentially expressed by intersection
of all combination of methods and parameters. We ran 20 parallel MCMC chains of
length 2, 000, 000 in two set-ups. In the first set-up we carried out the analysis with
L ax = 5 in the second with L.« = 6.

Each chain was initialized with a completely random configuration y. In each
chain, we estimated hyper-parameters p”, o2 and rg by the off-line procedure
described in Angelini et al. (2011), in which a preliminary allocation was obtained
using the k-means algorithm with any number of clusters between 5 and 25. In both
set-ups, we fixed @ = 1 and ¢ = 20 and allowed A to vary from 9 and 12. For
all data-sets and all MCMC chains we observed high reproducibility of the results,
both with respect to the random initialization and to the choice of parameters L ax
and A. Table 2 shows the numbers of clusters obtained (with the number of times it
occurs in the 20 chains) for each set-up.
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Longitudinal Analysis of Gene Expression
Profiles Using Functional Mixed-Effects Models

Maurice Berk, Cheryl Hemingway, Michael Levin, and Giovanni Montana

Abstract In many longitudinal microarray studies, the gene expression levels in a
random sample are observed repeatedly over time under two or more conditions.
The resulting time courses are generally very short, high-dimensional, and may
have missing values. Moreover, for every gene, a certain amount of variability
in the temporal profiles, among biological replicates, is generally observed. We
propose a functional mixed-effects model for estimating the temporal pattern of
each gene, which is assumed to be a smooth function. A statistical test based
on the distance between the fitted curves is then carried out to detect differential
expression. A simulation procedure for assessing the statistical power of our model
is also suggested. We evaluate the model performance using both simulations and a
real data set investigating the human host response to BCG exposure.

1 Introduction

In a longitudinal microarray experiment, the gene expression levels of a group
of biological replicates — for example human patients — are observed repeatedly
over time. A typical study might involve two or more biological groups, for
instance a control group versus a drug-treated group, with the goal to identify genes
whose temporal profiles differ between them. It can be challenging to model these
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experiments in such a way that accounts for both the within-individual (temporal)
and between-individual correlation — failure to do so may lead to poor parameter
estimates and ultimately a loss of power and incorrect inference. Further challenges
are presented by the small number of time points over which the observations
are made, typically fewer than 10, the high dimensionality of the data with many
thousands of genes studied simultaneously, and the presence of noise, with many
missing observations.

In order to address these issues we present here a functional data analysis
(FDA) approach to microarray time series analysis. In the FDA paradigm we treat
observations as noisy realisations of an underlying smooth function of time which is
to be estimated. These estimated functions are then treated as the fundamental unit
of observation in the subsequent data analysis as in Ramsay and Silverman (2006).
Similar approaches have been used for the clustering of time series gene expression
data without replication (Bar-Joseph et al., 2003; Ma et al., 2006) but these cannot be
applied to longitudinal designs such as the one described in Sect. 2. Our approach is
much more closely related to, and can be considered a generalisation of, the EDGE
model presented by Storey et al. (2005).

The rest of this paper is organised as follows. Our motivating study is introduced
in Sect. 2. In Sect. 3 we present our methodology based on functional mixed-effects
models. A simulation study is discussed in Sect. 4 where we compare our model to
EDGE. Section 5 provides a brief summary of our experimental findings.

2 A Case Study: Tuberculosis and BCG Vaccination

Tuberculosis (TB) is the leading cause of death world-wide from a curable
infectious disease. In 2006 it accounted for over 9 million new patients and over
2 million deaths; these figures are in spite of effective medication and a vaccine
being available since 1921. This discrepancy is due in part to the HIV-epidemic,
government cutbacks, increased immigration from high prevalence areas and the
development of multi-drug resistant strains of the disease but ultimately due to our
limited understanding of the complex interaction between the host and the pathogen
M. tuberculosis. In particular, it has been a longstanding observation that the BCG
vaccine conveys different levels of protection in different populations (Fine 1995).
A total of 17 controlled trials of the efficacy of BCG vaccination have been carried
out and efficacy has varied between 95% and 0%; some studies even show a negative
effect (Colditz et al., 1994).

The purpose of this case study was to characterise the host response to BCG
exposure by using microarrays to identify genes which were induced or repressed
over time in the presence of BCG. Nine children with previous exposure to TB but
who were then healthy, having completed TB therapy at least 6 months prior to the
study were recruited from the Red Cross Children’s Hospital Welcome TB research
database, matched for age and ethnicity. A complete description of the experimental
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Fig. 1 An example of 9 individual gene expression profiles (biological replicates) for the TNF
gene. The experimental setup is described in Sect. 2. Shown here are the raw data, before model
fitting. Some of the peculiar features of the data can be observed here: (a) very short temporal
profiles, (b) irregularly spaced design time points, (¢) missing data, and (d) individual variability

procedures will be reported in a separate publication. In summary, each child
contributed a BCG treated and a BCG negative control time series observed at
0,2, 6, 12 and 24 h after the addition of BCG or, in the case of the controls, 100 w1
PBS. A two-colour array platform — the Stanford “lymphochip” — was used. Data
preprocessing and quality control were performed using the GenePix4.0 software
and in R using BioConductor (www.bioconductor.org). Figure 1 shows 9 biological
replicates that have been observed for the TNF (tumor necrosis factor) gene, from
which three typical features of the longitudinal data under analysis can be noted:
(a) all time series are short and exhibit a clear serial correlation structure; (b) a few
time points are missing (for instance, individual 8 has only 4 time points); (c) there
is variability in the gene expression profiles across all individuals.
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3 Mixed-Effects Smoothing Splines Models

Each observation being modelled is denoted by y(f;;) and represents the gene
expression measure observed on individual i at time #;, where i = 1,2,...,ny,
j = 1,2,...,m;, ny denotes the sample size in group k and m; is the number of
observations on individual i. In order to properly account for the features observed
in Fig. 1, we suggest to model y (#;;) non-parametrically:

y(tij) = pultip) +viti) + €;j M

The model postulates that the observed gene expression measure y(f;) can be
explained by the additive effect of three components: a mean response (-), which is
assumed to be a smooth, non-random curve defined over the time range of interest;
an individual-specific deviation from that mean curve, v;(-), which is assumed to
be a smooth and random curve observed over the same time range; and an error
term ¢;; which accounts for the variability not explained by the first two terms.
Formally, we treat each v; (#;;), fori = 1,2,...,ny, as independent and identically
distributed realisations of an underlying stochastic process; specifically, we assume
that v; (#;;) is a Gaussian process with zero-mean and covariance function y (s, ),
that is v; (#;j) ~ GP(0, y). The errors terms ¢;; are assumed to be independent and
normally distributed with zero mean and covariance matrix R;. We do not assume
that all individual have been observed at the same design time points, and all the
distinct design time points are denoted by (1, 72, ..., Tnn)-

We suggest to represent the curves using cubic smoothing splines; see, for
instance, Green and Silverman (1994). The key idea of smoothing splines consists
in making full use of all the design time points and then fitting the model by adding
a smoothness or roughness constraint; by controlling the size of this constraint, we
are then able to avoid curves that appear too wiggly. A natural way of measuring
the roughness of a curve is by means of its integrated squared second derivative,
assuming that the curve is twice-differentiable. We call n = (n(zy), ..., n(tm))"
the vector containing the values of the mean curve estimated at all design time
points and, analogously, the individual-specific deviations from the mean curve, for
individual 7, are collected in v; = (v;i(ty),...,v;(t,))T. The mean and individual
curves featuring in model (1) can be written as, respectively, u(t;;) = xg.n and
Vj(tl‘j) = XiTjV,', withi = 1,2,...,n, and X = (xijl, Ce ,X,‘jm)T, with Xijr = 1
ift; = v, r = 1,...,m and x;;, = 0 otherwise. The fact that the individual
curves are assumed to be Gaussian processes is captured by assuming that the
individual deviations are random and follow a zero-centred Gaussian distribution
with covariance D, where D(r,s) = y(t, 1), r,s = 1,...,m. Finally, in matrix
form, model (1) can then be rewritten as

Yi = Xin +Xv; + € ()
Vi ~ N(O, D) €; ~ N(O,R,)
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For simplicity, we assume that R; = 021 In this form, we obtain a linear mixed-
effects model (Laird and Ware, 1982). Clearly, the model accounts for the fact that,
for a given gene, the individual repeated measurements are correlated. Specifically,
under the assumptions above, we have that cov(y;) = X; DX,.T + R;.

3.1 Statistical Inference

A common approach to estimating the unknown parameters of a linear mixed-effects
model is by maximum likelihood (ML) estimation. In our model (2), the twice
negative logarithm of the (unconstrained) generalised log-likelihood for is given by

n
Z {(yi -Xin— X,-V,-)TR,-_I(yi —Xin —X;v;) + log|D| +ViTD_1V,' + log|R; |}

i=1

The ML estimators of the mean curve w(-) and each individual curve v;(-) can
be obtained by minimising a penalised version of this log-likelihood obtained by
adding a term Ay Gy and a term A, Y /%, {v/'Gv;}, which impose a penalty on
the roughness of the mean and individual curves, respectively. The matrix G is the
roughness matrix that quantifies the smoothness of the curve (Green and Silverman,
1994) whilst the two scalars A, and A are smoothing parameters controlling the size
of the penalties. In principle, ny distinct individual smoothing parameters can be
introduced in the model but such a choice would incur a great computational cost
during model fitting and selection. For this reason, we assume that, for each given
gene, all individual curves share the same degree of smoothness and we use only
one smoothing parameter A,.

After a rearrangement on the terms featuring in the penalised log-likelihood,
the model can be re-written in terms of the regularised covariance matrices, D, =
D'+ 1,G)7"and V; = X;D,X! + R;. When both these variance components
are known, the ML estimators 7 and V;, for i = 1,2,...,ny, can be derived in
closed-form as the minimisers of the penalised generalised log-likelihood. However,
the variance components are generally unknown. All parameters can be estimated
iteratively using an EM algorithm, which begins with some initial guesses of the
variance components. The smoothing parameters A and A, are found as those values,
in the two-dimensional space (A x A,), that optimise the corrected AIC, which
includes a small sample size adjustment. The search for optimal smoothing values
2 and )ALV is performed using a downhill simplex optimisation algorithm (Nelder and
Mead, 1965).

The objective of our analysis is to compare the estimated mean curves observed
under the two experimental groups and assess the null hypothesis that the curves
are the same. After fitting model (2) to the data, independently for each group and
each gene, we obtain the estimated mean curves 2V (¢) and 2®(¢). One way of
measuring the dissimilarity between these two curves consists in computing the
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L, distance between them, which can be evaluated using the smoothed curves
M (¢) and 1@ (7), thus yielding the observed distance D. We use this dissimilarity
measure as a test statistic. Since the null distribution of this statistic is not available
in closed form, we resort to a non-parametric bootstrap approach in order to
approximate it.

4 Performance Assessment Using Simulated
Longitudinal Data

In order to assess the performance of the proposed MESS model we compared it
using a simulation study to the EDGE model developed by Storey et al. (2005).
While the EDGE model takes the same form as (1), their parameterisation differs
from ours in that the mean function p(-) is represented using B-splines and the
individual curves v; (-) are constrained to be a scalar shift. In the case of the mean
curve, the B-spline representation requires specification of both the number and
location of the knots which, unlike smoothing splines, offers discontinuous control
over the degree of smoothing. Furthermore Storey et al. (2005) represent each gene
using the same number of basis functions which, if taken to be too small, implies
a poor fit to those genes with the most complex temporal profiles. Conversely, if
the number of basis functions is sufficient to model these complex genes there is
a danger that some genes will be overfit. In the case of the individual curves v; (-),
it should be clear that scalar shifts would be unable to fully capture the individual
variability we observe in the raw data given in Fig. 1. This problem is compounded
by the fact that Storey et al. (2005) propose an F-type test statistic for inference
which makes use of the model residuals.

To determine the practical impact of these features we have set up a simulation
procedure that generates individual curves that look similar to the real experimental
data. Our procedure is based on a mixed-effects model with the fixed- and random-
effects parameterized using B-splines, where the observations on individual i
belonging to group j are given as

i = XiB; + Zb;; + € (3)
bij ~ MVN(O,DJ) €jj ~ MVN(O,O’jI,,I.X,,I.)

where i = 1,...,n and j = 1,2. For simplicity, we use the same basis for
the fixed- and random-effects so that X; = Z,. The parameters that need to be
controlled in this setting therefore consist of the variance components o1, 02, D1, D>,
the B-spline parameters for the group means 8, 8,, and the B-spline basis X; which
is determined by the number and locations of the knots, K. Given the simple patterns
often observed in real data sets, we place a single knot at the center of the time
course. Wherever possible, we tune the variance components based on summary
statistics computed from data produced in real studies such as the experiment
described in Sect. 2. We further parameterise the covariance matrices as
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and introduce the notation D(z, p) for specifying these parameters. In this way we
can vary the complexity of the individual curves by varying the parameter p and
control the amount of variation between individuals by varying . When p = 1, the
individual “curves” are scalar shifts, as in the EDGE model. As p tends to 0, D tends
to tI, where the B-spline parameters b; are independent.

We begin simulating a given gene by first randomly generating the B-spline co-
efficients for the mean curve of group 1, 8, and for each individual belonging to this
group, b;;, according to the following probability distributions 8; ~ MVN(0, Dg)
and b;; ~ MVN(0, D, ), with covariance matrices given by Dg = D(0.25,0.6) and
Dy, = D(tp,,0.6), where 7;,, ~ U(0.1,0.2). As in (3), the error term is normally
distributed with variance o;. We set this variance component to be log-normally
distributed with mean —2 and variance 0.35, values estimated from the real data.

Each simulated gene is differentially expressed with probability 0.1. If a gene
is not differentially expressed then observations are generated for group 2 using
exactly the same parameters as for group 1, i.e. B, = B,,Dp, = Dy,, 01 = 02.
On the other hand, if a gene is differentially expressed, then we randomly generate
a vector f8; representing the difference in B-spline parameters for the group mean
curves, distributed as 85 ~ MVN(0, Dg,) and Dg, = D(0.25,0.9), with 85, = 0.
We then normalise the vector 85 so that its L,-norm is 1 before setting 8, = 8, +
Bs. By setting 851 = 0 we ensure that both mean curves began the time course at
the same value, which we have observed in the real data and would similarly be the
case if the data had been 7 = 0 transformed. Setting p = 0.9 for Dg, limits the
difference between the curves in terms of complexity which, again, we observe in
the real data where frequently the mean curves are simply vertically shifted versions
of each other. Normalising the vector 5 enables us to control exactly how large an
effect size we are trying to detect by multiplying the vector by a scaling factor.

Finally, we generate the individual curves for group 2 for a differentially
expressed gene as before: b;; ~ MVN(0, D;,) and D, = D(tp,, 0.6), where 13, ~
U(0.1,0.2). The key point to note is that 7, # 15,. By doing so, a differentially
expressed gene varies both in terms of the mean curve and the degree of individual
variation. Similarly, o is distributed identically to yet independently of o; so that
the noise of the two groups is also different.

Using this simulation framework with the parameters laid out as above, we gen-
erated a data set consisting of 100,000 simulated genes observed with 9 individuals
per group with 5 timepoints at 0,2, 6, 12 and 24 h, following the same pattern of
observations as the case study. 10% of genes were differentially expressed. We then
used both the MESS and EDGE models to fit the data and identify differentially
expressed genes. Figure 2 shows an example of a simulated gene with fitted mean
and individual curves for both MESS and EDGE. In this instance EDGE’s B-spline
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Fig. 2 An example of simulated longitudinal data and fitted curves using both MESS and EDGE.
The thick solid lines correspond to the fitted means for each group. The dotted lines are the fitted
individual curves for group 1 and the dashed lines are the fitted individual curves for group 2

parameterisation seems sufficient for representing the mean curves but the scalar
shifts do not model the data as closely as MESS does. Compare this simulated gene
to a real example from the experimental data shown in Fig. 3. This is the fit to the
gene TNF, for which the raw data for the control group was given in Fig. 1. We can
see here that EDGE has selected too few knots to adequately capture the rapid spike
in gene expression levels at 2 h and that again the MESS model with individual
curves provides a much closer fit to the data. Figure 4 gives the ROC curve for the
simulation study based on 100, 000 simulated genes. At a fixed specificity of 90%,
the corresponding power for MESS is 85.1% compared to 70.4% for EDGE.

5 Experimental Results

We fit the MESS model to the BCG case study data and generated 100 bootstrap
samples giving 3.2 million null genes from which to calculate empirical p-values
based on the L, distance as a test statistic. After correcting these p-values for
multiple testing, 359 probes were identified as being significantly differentially
expressed, corresponding to 276 unique genes. We provide here a brief summary
of the results, leaving the full biological interpretation to a dedicated forthcoming
publication.

The top ten differentially expressed genes were found to be CCL20, PTGS?2,
SFRP1, IL1A, INHBA, FABP4, TNF, CXCL3, CCL19 and DHRS9. Many of these
genes have previously been identified as being implicated in TB infection. For
instance, CCL20 was found to be upregulated in human macrophages infected
with M.tuberculosis (Ragno et al., 2001) and in vivo in patients suffering from
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Fig. 3 BCG case study: a top scoring genes according to MESS (/eft), but not to EDGE (right).
TNF has been strongly implicated in TB infection (Flynn et al., 1995) and we would expect it to be
ranked as highly significant. EDGE’s low ranking can be partly explained by poor model selection
failing to accurately capture the gene expression dynamics, and the inadequacy of scalar shifts to
fully explain the variation between individuals

pulmonary TB (Lee et al., 2008), while TNF-o« has had a long association with
the disease (Flynn et al., 1995). In total, using the GeneCards online database
(www.genecards.org), 58 of the 276 significant genes were found to have existing
citations in the literature corresponding to M.tuberculosis infection or the BCG
vaccine. Those which were upregulated mainly consisted of chemokines and
cytokines such as CCL1, CCL2, CCL7, CCL18, CCL20, CXCL1, CXCL2, CXCL3,
CXCL9, CXCL10, TNF, CSF2, CSF3, IFNG, IL1A, IL1B, IL6 and IL8 while the
downregulated genes were exemplified by transmembrane receptors CD86, CD163,
TLR1, TLR4 and IL8RB. The large number of differentially expressed genes that
we would have expected to identify lends credence to those genes without citations
and whose role in the host response to BCG is currently unknown.

6 Conclusions

In this work we have presented a non-parametric mixed-effects model based
on smoothing splines for the analysis of longitudinal gene expression profiles.
Experimental results based on both simulated and real data demonstrate that the


www.genecards.org

66 M. Berk et al.

TNF TNF
MESS Rank: 15 EDGE Rank: 303
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Fig. 4 ROC curve comparing the performance between the EDGE and MESS models. Results are
based on 100,000 simulated genes as described in Sect. 4

use of both a flexible model that incorporates individual curves and an appropriate
test-statistic yields higher statistical power than existing functional data analysis
approaches.
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A Permutation Solution to Compare Two
Hepatocellular Carcinoma Markers

Agata Zirilli and Angela Alibrandi

Abstract In medical literature Alpha-fetoprotein (AFP) is the most commonly used
marker for hepatocellular carcinoma (HCC) diagnosis. Some researches showed
that there is over-expression of insulin-like growth factor (IGF)-II in HCC tissue,
especially in small HCC. In this background our study investigates the diagnostic
utility of IGF-II in HCC. Serum levels of IGF-II and AFP were determined on 96
HCC patients, 102 cirrhotic patients and 30 healthy controls. The application of
NPC test, stratified for small and large tumours, allowed us to notice that IGF-1I and
AFP levels in HCC were significantly higher than cirrhotic patients and controls,
the IGF-II levels in cirrhotic patients were significantly lower than controls. The
optimal cut-off values for diagnosing HCC were determined with ROC curve. The
sensitivity, specificity and diagnostic accuracy values for AFP and IGF-II have been
estimated for diagnosis of HCC and, subsequently, for small or large HCC. Deter-
mination of jointly used markers significantly increases the diagnostic accuracy
and sensitivity, with a high specificity. So IGF-II serum can be considered a useful
tumour marker to be jointly used with AFP, especially for diagnosis of small HCC.

1 Introduction

Hepatocellular carcinoma (HCC) is among the most common fatal solid tumours
world-wide. The principal causes of HCC development are the B and C virus hep-
atitis, particularly if they are responsible of cirrhosis presence. Alpha-Fetoprotein
(AFP) is correlated to HCC presence and represents a marker of liver tumour; the
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test, when it is used with the conventional cut-off point of 400 ng/ml, has a sensitiv-
ity of about 48%—63% and a specificity of 100% in detecting the presence of HCC
in patients with compensated cirrhosis. So, it is little sensitive and it is not a useful
tumour marker for diagnosis of small hepatocellular carcinoma. In recent years var-
ious other serological markers have been developed for HCC diagnosis. However,
most of these markers have been shown to be unsatisfactory in diagnosing small
HCC due to low sensitivity. The Insulin-like Growth Factors (IGF-II) is a promoting
growth factor, necessary during the embryonic development. Tsai et al. (2007)
noticed the existence of an IGF-II over-expression in HCC tissue. In consideration
of the results obtained by these authors, concerning a sensibility value for IGF-II
(44%), we focalized our interest toward IGF-II as HCC marker. The present paper
aims to assess the IGF-II diagnostic utility in hepatocellular carcinoma and to under-
line its utility as complementary tumour marker to AFP. In particular, we want:

e To compare both IGF-II and AFP serum levels among three groups: HCC
patients, cirrhotic patients and healthy controls.

* To individuate an appropriate cut-off point.

* To estimate the sensibility and specificity for both markers, singly and jointly
used.

e To perform a stratified analysis for small and large tumour size.

2 The Data

AFP and IGF-II serum levels were measured on 224 subjects: 96 HCC patients and
102 cirrhotic patients (hospitalized at hepatology ward of Universitary Policlinic in
Messina from January 1st 2007 until December 31th 2008) and 30 healthy controls.
In this context, we have to thank Prof. Maria Antonietta Freni and Prof. Aldo
Spadaro because their medical and scientific support assumed an indispensable role
into the realization of this paper. For each subject we collected information about
sex, age, AFP serum levels, IGF-II levels and, for only HCC patients, the maximum
diameter of nodules; the tumour size represents, in our case, a relevant variable to
be taking in account and its measuring allows us to perform a stratified analysis.
The nodules have been classified as small (if their diameter is less or equal to 3) and
large (if their diameter is greater than 3), where 3 represents the median value of all
measured diameters.

3 The NPC Test Methodology

In order to assess the existence of possible statistically significant differences among
the three groups of subjects a non parametric inference based on permutation tests
(or NPC Test) has been applied.
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Permutation tests (Pesarin 2001) represent an effective solution for problems
concerning the verifying of multidimensional hypotheses, because they are difficult
to face in parametric context. This multivariate and multistrata procedure allows
to reach effective solutions concerning problems of multidimensional hypotheses
verifying within the non parametric permutation inference (Pesarin 1997); it is used
in different application fields that concern verifying of multidimensional hypotheses
with a complexity that can’t be managed in parametric context.

In comparison to the classical approach, NPC test is characterized by several
advantages:

e It doesn’t request normality and homoscedasticity assumption.

e It draws any type of variable.

e It also assumes a good behavior in presence of missing data.

e Itis also powerful in low sampling dimension.

e It resolves multidimensional problems, without the necessity to specify the
structure of dependence among variables.

e It allows to test multivariate restricted alternative hypothesis (allowing the
verifying of the directionality for a specific alternative hypothesis).

o It allows stratified analysis.

e It can be applied also when the sampling number is smaller than the number of
variables.

All these properties make NPC test very flexible and widely applicable in sev-
eral fields; in particular we cite recent applications in medical context (Zirilli
et Alibrandi 2009; Bonnini et al. 2003; Bonnini et al. 2006; Zirilli et al. 2005; Cal-
legaro et al. 2003; Arboretti et al. 2005; Salmaso 2005; Alibrandi and Zirilli 2007)
and in genetics (Di Castelnuovo et al. 2000; Finos et al. 2004).

We supposed to notice K variables on N observations (dataset NK) and that an
appropriate K-dimensional distribution P exists. The null hypothesis postulates the
equality in distribution of k-dimensional distribution among all C groups

Hy=[P = =P =[X1 £ L Xclie Hy=nl_Xx;; £ ... &
Xcil = [ﬂf=1H0i] against the alternative hypothesis H; = Uf.‘=1H1,- .

Let’s assume that, without loss of generality, the partial tests assume real values
and they are marginally correct, consistent and significant for great values; the NPC
test procedure (based on Conditional Monte Carlo resampling) develops into the
following phases, such as illustrated in Fig. 1.

The null hypothesis, that postulates the indifference among the distributions, and
the alternative one are expressed as follows:

QU

Ho: (X1 £ X2} N0 (X £ X, | 1)
d d
HlZ%Xn?éXlz}U”'U{an?éan} 2)

In presence of a stratification variable, the hypotheses system is:
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The hypotheses systems are verified by the determination of partial tests (first
order) that allow to evaluate the existence of statistically significant differences.
By means of this methodology we can preliminarily define a set of k (k>1)
unidimensional permutation tests (partial tests); they allow to examine every
marginal contribution of answer variable, in the comparison among the examined
groups. The partial tests are combined, in a non parametric way, in a second
order test that globally verifies the existence of differences among the multivariate
distributions. A procedure of conditioned resampling CMC (Conditional Monte
Carlo, Pesarin 2001) allows to estimate the p-values, associated both to partial tests
and to second order tests.

Under the exchangeability data among groups condition, according to null
hypothesis, NPC test is characterized by two properties:
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e Similarity: whatever the underlying distribution data, the probability to refute the
null hypothesis is invariant to the actually observed dataset, whatever the type of
data collection.

e For each «, for each distribution and for each set of observed data, if under the
alternative hypothesis, the distribution dominates the null hypothesis, then an
unbiased conditional test exists and, therefore, the probability of refuting the null
hypothesis is always no less than the o significance level.

4 The Closed Testing Procedure

In order to check the multiplicity effects, the Closed Testing procedure (Finos
et al. 2003) has been applied for correcting the p-values of the two-by-two
comparisons. By Closed Testing it’s possible to get the adjusted p-value for a
certain hypothesis Hi, that is equal to the maximum p-values of hypotheses that
implicate Hi. It uses the MinP Bonferroni-Holm Procedure that applies Bonferroni
Method to derive a Stepwise procedure. It foresees the calculation of the alone
p-values associated to the minimal hypotheses from which we can obtain those
associated to the not minimal hypotheses. Especially in multivariate contexts we
need to check, through an inferencial procedure of hypotheses verification, the
Familywise Error Rate (FWE) that is the probability to commit at least an univariate
first type error or probability to commit a multivariate first type error (Westfall and
Wolfinger 2000). When we investigate significant differences among more groups,
we need that the inferences control the FWE value, at the fixed « level. This
procedure has two important properties:

* Coherence (necessary): given a couple of hypotheses (H;,H;), such that H; is
included in H;, the acceptance of H; involves the acceptance of H;.

* Consonance (desirable): it is reached when a not minimal hypothesis H; is
rejected and there is at least a minimal hypothesis that must have rejected.

* We have a set of statistical hypotheses that are closed as regards the intersection
and for which each associated test has a significance level.

S Diagnostic Tests

Receiver Operating Characteristic (ROC) analysis was performed to establish the
best discriminator limit of AFP and IGF-II in detecting the presence of HCC in
patients with compensated cirrhosis and, also, in detecting the different tumour
size (Zou et al. 2004). This methodology was used not only to quantify but also
to compare the diagnostic performance of two examined tumour markers, singly
and jointly used (Zou et al. 2007). ROC curves were constructed by calculating
the sensitivity and specificity of IGF-II and AFP levels at several cut-off points.
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The cut-off value with the highest accuracy was selected as the diagnostic cut-off
point. Sensitivity, specificity and relative intervals confidence, positive and negative
predictive value and diagnostic accuracy were calculated for AFP and IGF-IL, singly
and jointly used (Altman and Bland 1994).

6 The Analysis

p-values obtained by applying the NPC test and corrected by Closed Testing
procedure show that, in patients affected by HCC, both AFP and IGF-II levels are
significantly higher than in cirrhotic patients (p = 0,0001) and in healthy controls
(p = 0,0001) (Fig. 2). The AFP serum levels are statistically higher in cirrhotic
patients than healthy controls (p = 0,0002). However, IGF-II serum levels are lower
in cirrhotic patients when compared to healthy controls (p = 0,0001) (Table 1 and
Fig. 3).
According to the ROC curve analysis (Fig. 4), the optimal cut-off values are:

e 796 ng/ml for IGF-II with area under ROC curve of 54.7%.
e 132 ng/ml for AFP, with area under ROC curve of 68.7%.

By means of these cut-off values we estimated diagnostic tests to diagnosing
HCC presence from cirrhosis and, also, to diagnosis of large or small HCC. Tables 2
and 3 show the results of diagnostic tests for both diagnoses, respectively.
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Fig. 2 Boxplot for AFP serum levels
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Table 1 Means =+ standard deviation, minimum and maximum value of IGF-II and AFP serum
levels, in HCC patients, in cirrhotic patients and in healthy controls

Group AFP (ng/ml) IGF-II (ng/ml)
HCC 862.88 £ 2056.15 (2.10-9731) 515.04 = 344.70 (26-1436.60)
HCC small 1194.01 =% 2494.00 (2.10-9731) 590.9 & 393.8 (26-1436.6)
HCC large 312.17 &= 701.24 (2.13-2574) 388.6 & 186.4 (64.6-690.1)
Cirrhotic 15.73 £ 34.19 (1.02-154.80) 330.17 £ 275.15 (1.83-975)
Controls 1.84 £ 1.05 (1.06-4.10) 566.16 £ 295.06 (1.10-969.70)
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Fig. 3 Boxplot for IGF-II serum levels
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Table 2 Diagnostic tests in discriminating HCC from cirrhosis for AFP e IGF-1I

Marker Sensibility and C.1. Specificity and C.1I. VP+ VP— Acc
AFP 0.406 (0.313-0.506) 0.969 (0.912-0.989) 0.929 0.620 0.688
IGF-II 0.189 (0.122-0.277) 0.906 (0.831-0.950) 0.667 0.527 0.547

AFP and IGF-II 0.469 (0.372-0.568) 0.875 (0.794-0.927) 0.789 0.622 0.672

Table 3 Diagnostic tests in discriminating small HCC from large HCC for AFP e IGF-II

Marker Sensibility and C.1L Specificity and C.I. VP+ VP— Acc
AFP 0.400 (0.286-0.526) 0.583 (0.422-0.729) 0.615 0.368 0.469
IGF-1I 0.300 (0.199-0.425) 1.000 (0.904-1.000) 1.000 0.462 0.563

AFP and IGF-1I 0.500 (0.377-0.623) 0.583 (0.422-0.729) 0.667 0.412 0.531

Comparing the two markers, we can notice that the AFP introduces a more
elevated sensibility value than the IGF-II; with reference to the specificity, the
difference between the two markers is lower, instead (Table 2). Evaluating the
sensibility and specificity of AFP e IGF-II jointly used, we obtained a more elevated
sensibility (in comparison to every marker singly used) even if the specificity is
lower. This underlines the informative and diagnostic utility of IGF-II.

As we can see, considering the tumour size, the IGF-II seems to be the best
marker because its sensibility is slightly lower than AFP but its specificity is much
higher than AFP. Just for the sensitivity, the joint use of two markers assumes a
considerable interest. Regarding the specificity and the accuracyj, it is clear that the
IGF-1I, singly used, is the marker to be preferred.

7 Final Remarks

AFP serum is among the most intensively studied tumor markers for HCC. The test,
when it is used with the conventional cut-off point of 400 ng/ml, has a sensitivity
of about 48%—-63% and a specificity of 100% in detecting the presence of HCC in
patients with compensated cirrhosis.

In recent years various other serological markers have been developed for
the diagnosis of HCC. However, most of these markers have been shown to be
unsatisfactory in diagnosing small HCC due to low sensitivity. Starting on the results
obtained by Tsai et al. (2007) concerning the sensibility value for IGF-1I (44%), we
focalized our interest toward IGF-II as HCC marker.

With reference to our examined casuistry, both IGF-II and AFP levels in HCC
patients are significantly higher than cirrhotic patients and controls levels. The
IGF-II levels in cirrhotic patients are significantly lower than healthy controls,
instead.

The ROC analysis allowed us to estimate the optimal cut-off values for diagnos-
ing HCC, for both examined markers.
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Comparing the two markers, our results show that the AFP introduces a more
elevated sensibility value than the IGF-II; for the specificity, however, the difference
between the two markers isn’t meaningful. The sensibility and specificity of both
markers jointly used is higher in comparison to each marker singly used, even if the
specificity is lower. This result proves the informative and diagnostic utility of the
joined use of two markers.

Moreover, considering the tumour size, the IGF-II appears the best marker, since
its sensibility is slightly lower than AFP and its specificity is much higher. On the
bases of the obtained specificity and accuracy, the IGF-II, singly used, seems to
be the marker to be preferred for diagnosing of small HCC.
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Statistical Perspective on Blocking Methods
When Linking Large Data-sets

Nicoletta Cibella and Tiziana Tuoto

Abstract The combined use of data from different sources is largely widespread.
Record linkage is a complex process aiming at recognizing the same real world
entity, differently represented in data sources. Many problems arise when dealing
with large data-sets, connected with both computational and statistical aspects. The
well-know blocking methods can reduce the number of record comparisons to a suit-
able number. In this context, the research and the debate are very animated among
the information technology scientists. On the contrary, the statistical implications of
different blocking methods are often neglected. This work is focused on highlighting
the advantages and disadvantages of the main blocking methods in carrying out
successfully a probabilistic record linkage process on large data-sets, stressing the
statistical point of view.

1 Introduction

The main purpose of record linkage techniques is to accurately recognize the
same real world entity which can be differently stored in sources of various
type. In official statistics the data integration procedures are becoming extremely
important due to many reasons: some of the most crucial ones are the cut of the cost,
the reduction of response burden and the statistical use of information derived from
administrative data. The many possible applications of record linkage techniques
and their wide use make them a powerful instrument. The most widespread
utilizations of record linkage procedures are the elimination of duplicates within
a data frame, the study of the relationship among variables reported in different
sources, the creation of sampling lists, the check of the confidentiality of public-use
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micro-data, the calculation of the total amount of a population by means of capture-
recapture models, etc.

Generally, the difficulties in record linkage project are related to the number
of records to be linked. Actually, in a record linkage process, all candidate pairs
belonging to the cross product of the two considered files, say A and B, must be
classified as matches, un-matches and possible matches. This approach is compu-
tationally prohibitive when the two data frames become large: as a matter of fact,
while the number of possible matches increases linearly, the computational problem
raises quadratically and the complexity is O(n?) (Christen and Goiser 2005). To
reduce this complexity, which is an obvious cause of problems for large data
sets, it is necessary to decrease the number of comparisons. Then expensive and
sophisticate record linkage decision model can be applied only within the reduced
search space and computational costs are significantly saved. In order to reduce
the candidate pairs space, several methods exist, i.e. techniques of sorting, filtering,
clustering and indexing may all be used to reduce the search space of candidate
pairs. The selection of the suitable reduction method is a delicate step for the overall
linkage procedure because the same method can yield opposite results against
different applications.

The debate concerning the performances of different blocking methods is very
vivacious among the information technology scientists (Baxter et al. 2003, Jin
et al. 2003). In this paper the focus is instead on the statistical advantages of using
data reduction methods in performing a probabilistic record linkage process on
large data-sets. The outline of the paper is as follow: in Sect. 2 details on the most
widespread blocking methods, i.e. standard blocking and sorted neighbourhood,
are given; Sect. 3 stresses the statistical point of view on the choice between the
compared methods; Sect. 4 reports experimental results proving the statements given
in Sect.3 by means of real data application; finally in Sect.5 some concluding
remarks and future works are sketched.

2 Blocking Methods

Actually, two of the most challenging problems in record linkage are the com-
putational complexity and the linkage quality. Since an exhaustive comparison
between all records is unfeasible, efficient blocking methods can be applied in
order to greatly reduce the number of pairs comparisons to be performed, achieving
significant performance speed-ups. In fact, blocking methods, directly or indirectly,
affect the linkage accuracy:

* they can cause missing true matches: when record pairs of true matches are not
in the same block, they will not be compared and can never be matched

* thanks to a better reduction of the search space, more suitable, intensive and
expensive models can be employed.
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So, blocking procedures have two main goals that represent a trade-off. First,
the number of candidate pairs generated by the procedures should be small to
minimize the number of comparisons in the further record linkage steps. Second,
the candidate set should not leave out any possible true matches, since only record
pairs in the candidate set will be examined in detail.

The developments in the modern computer power, the machine learning, the
data mining and statistical studies improve undoubtedly the performances and the
accuracy of the record linkage procedure and help in finding more efficient blocking
methods (e.g. the new method with the use of clustering algorithms or high-
dimensional indexing). Nevertheless the potential advantages and disadvantages
of the several different existing blocking methods make the choice among them
a difficult task and there is not a general rule for privileging a method against
the others.

In the following subsections, some details on the most widespread blocking
methods, i.e. standard blocking and sorted neighbourhood, are given so as to stress
the basic characteristics of the two methods compared herewith from a statistical
perspective.

2.1 The Standard Blocking Method

The standard blocking method consists of partitioning the two datasets A and B into
mutually exclusive blocks where they share the identical value of the blocking key
(Jaro 1989) and of considering as candidate pairs only records within each block.
A blocking key can be composed by a single record attribute, common to the data
sets, or combining more than one attribute. There is a cost-benefit trade-off to be
considered in choosing the blocking keys: from one hand, if the resulting blocks
contain a large number of records, then more candidate pairs than necessary will be
generated, with an inefficient large number of comparisons. From the other hand,
if the blocks are too small then true record pairs may be lost, reducing the linkage
accuracy. Moreover, to achieve good linkage quality, also the error characteristics of
the blocking key is relevant, i.e. it is preferable to use the least error-prone attributes
available.

In theory, when the size of the two data sets to be linked is of n records
each and the blocking method creates b blocks (all of the same size with n/b
records), the resulting number of record pair comparisons is Q(n?/b). This is an
ideal case, hardly ever achievable with real data, where the number of record
pair comparisons will be dominated by the largest block. So the selection of the
blocking keys is one of the crucial point for improving the accuracy of the whole
process. To mitigate also the effects of errors in blocking keys, multiple keys can
be used and several passes, with different keys, can be performed (Hernandez and
Stolfo 1998). Multiple passes improve linkage accuracy but the implementation is
often inefficient. Roughly speaking, the multi-pass approach generates candidate
pairs using different attributes and methods across independent runs. Intuitively,
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different runs cover different true matches, so the union should cover most of the
true matches. Of course, the effectiveness of a multi-pass approach depends on
which attributes are chosen and on the methods used.

2.2 The Sorted Neighbourhood Method

Another of the most well-known blocking method is the sorted neighbourhood
one (Hernandez and Stolfo 1995). This method sorts together the two record sets,
A and B, by the selected blocking variable. Only records within a window of
a fixed dimension, w, are paired and included in the candidate record pair list.
The window slides on the two ordered record sets and its use limits to 2w — 1)
the number of possible record pair comparisons for each record in the window.
Actually, in order to identify matches, the first unit of the list is compared to all
the others in the window w and then the window slides down by one unit until the
end (Yan et al. 2007). Assuming two data sets of n records each, with the sorted
neighbourhood method, the total number of record comparisons is O(wn).

The original sorted neighbourhood method expects a lexicographic ordering of
the two data sets. Anyway, records with similar values might not appear close to
each other when considering lexicographic order. In general, the effectiveness of
this approach is based on the expectation that if two records are duplicates, they
will appear lexicographically close to each other in the sorted list based on at least
one key.

Similar to standard blocking method whereas the sliding window works as a
blocking key, it is preferable to do several passes with different sorting keys and a
smaller window size than only one pass with a large window size. Even if multiple
keys are chosen, the effectiveness of the method is still susceptible to deterministic
data-entry errors, e.g., the first character of a key attribute is always erroneous.

3 A Statistical Perspective in Comparing Blocking Methods

As stated in Sect. 1, when managing huge amount of data, the search space reduction
is useful to limit the execution time and the used memory space by means of a
suitable partition of the whole candidate pairs space, corresponding to the cross
product of the input files. The information technologist community is really active
in analyzing characteristics and performances of the most widespread blocking
methods as well as in data linkage project at all: a proof of the statement is given by
the proliferation of different names to refer the record linkage problem — citation
matching, identity uncertainty, merge-purge, entity resolution, authority control,
approximate string join, etc. A further evidence is the emergence of numerous
organizations (e.g., Trillium, FirstLogic, Vality, DataFlux) that are developing
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specialized domain-specific record-linkage tools devoted to a variety of data-
analysis applications.

In the last years, new attractive techniques for blocking have been proposed:
clustering algorithms, high-dimensional indexing, by-gram indexing, canopy.
Moreover machine learning methods have been developed in order to define the
best blocking strategy for a given problem using training data. Generally speaking,
the blocking strategy states a set of parameters for the search space reduction
phase: the blocking keys, the method that combines the variables (e.g. conjunction,
disjunction), the choice of the blocking algorithms, the window size, the choice of
the similarity functions and so on.

In this paper we approach the problem of stating the most suitable blocking
method keeping in mind also the statistical perspective on the record linkage
problem. In fact, when probabilistic approach is applied, “statistical” problems
arise in dealing with huge amount of data. Usually, the probabilistic model
estimates the conditional probabilities of being match or un-match assuming that
the whole set of candidate pairs is a mixture of the two unknown distributions:
the true links and the true non-links (Armstrong and Mayda 1993, Larsen and
Rubin 2001). Generally, an EM algorithm is applied in order to estimate the
conditional probabilities in presence of latent classification. The statistical problem
arises when the number of expected links is extremely small with respect to
the whole set of candidate pairs; in other words, if one of the two unknown
populations (the matches) is really too small, it is possible that the estimation
mechanism is not able to correctly identify the linkage probabilities: it could
happen that the EM algorithm still converges, but in fact it estimates another latent
phenomenon different from the linkage one. This is why some authors suggest
that, when the conditional probabilities are estimated via the EM algorithm, it
is appropriate that the expected number of links is not below 5% of the overall
compared pairs (Yancey 2004). A solution to this situation is the creation of suitable
groups of the whole set of pairs, i.e. a blocking scheme, so that, in each sub-
group, the number of expected links is suitable with respect to the number of
candidate pairs.

From the statistical perspective, the choice among blocking methods depends
on several characteristics, only partially connected to the computational aspects.
In this work, some of the most important issues of the blocking strategy are
stressed, i.e. the expected match rate and the frequency distribution of the avail-
able blocking keys dramatically influence the effectiveness of the chosen block-
ing method. For instance, if the standard blocking method is really useful to
solve linkage problems where the overlap between files is very high, i.e. in de-
duplication or post-enumeration survey context, it could be unhelpful when the
expected number of matches is very small with respect to the largest file to be
linked. Moreover, when most of the blocking key categories are very sparse with
low frequencies (no more than five), even if identification power of the key is
high, the standard blocking method can’t help in defining a probabilistic linkage
strategy.
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4 Experimental Results

The previous aspects are highlighted in the study of the fecundity of married
foreign-women with residence in Italy. This study requires the integration of two
data sources: the list of the marriages and the register of births. The two data
sets have a common identifier, the fiscal code of the bride/mother. Unfortunately
it is affected by errors, particularly when the bride/mother is foreign. Moreover,
considering a certain year, the number of births is quite small with respect to the
amount of marriages of the same year, so the expected match rate is very low, below
the 5% of the largest file.

The data considered in this paper referred to marriages with almost one of
the married couple foreign and resident in Lombardy in 2005 and to babies
born in the same Region in 2005-2006. The size of each file is about 30,000
records. The common variables are: fiscal code of the bride/mother, the three-digit-
standardized name and surname of both spouses/parents, the day/month/year of
birth of the bridegroom/father and of the bride/mother, the municipality of the event
(marriage/birth). A probabilistic procedure based on EM solution of the Fellegi—
Sunter model has been applied.

Due to the file size, a reduction method is needed, avoiding to deal with 900
millions of candidate pairs. The performances of the standard blocking method and
of the sorted neighbourhood one are compared.

A previous analysis of the accuracy and of the frequency distribution of the
available variables has limited the choice to the three-digit-standardized name and
surname of the bride/mother as blocking keys.

We have experimented several strategies in reducing the number of the candidate
pairs. The results of the different tests have been compared by means of two
different groups of diagnostic for blocking methods: the first one is common in
the information technology context while the second one is typical in the statistic
community.

The computer scientists currently adopt the reduction ratio (RR) and the pairs
completeness (PC) indexes to compare blocking techniques. The RR quantifies how
well the blocking method minimizes the number of candidates: RR = 1 — C/N,
where C is the number of candidate matches and N is the size of the cross product
between data sets. The PC measures the coverage of true matches with respect to
the adopted blocking method, i.e. how many of the true matches are in the candidate
set versus those in the whole set: PC = Cm/Nm where Cm is the number of
true matches in the candidate set and Nm is the number of matches in the whole
set. A blocking scheme that optimizes both PC and RR reduces the computational
costs for record linkage, decreasing the candidate pairs, and, at the same time, saves
the linkage accuracy by means of not loosing true matches. From the statistical
perspective, the match rate (MR) is one of the measure, with the linkage error
rates, to evaluate the linkage procedure. The MR represents the coverage of true
matches of the overall linkage procedure, considering also the applied classification



Statistical Perspective on Blocking Methods When Linking Large Data-sets 87

model: MR = M/Nm where M is the number of true matches identified at the end
of the linkage procedure and Nm as already defined.

All these metrics require that the true linkage status for the record pairs is known;
we consider as a benchmark the total amount of pairs with common fiscal code and
we also refer to such a number when evaluating the improvements in the results of
the probabilistic linkage procedures at all. In this study the pairs with common fiscal
code are 517 records. As such a key is not error-free, it is possible to find a higher
number of pairs that are true matches almost surely, given that they share the same
values for high-identification powerful variables: standardized name and surname,
day/month/year of birth. This point implies values greater than 1 for the PC and MR
metrics.

The first blocking strategy consists in standard blocking method with 3-digit-
standardized surname of the bride/mother as key: the categories in each file
are about 4,000, resulting in 2,200 blocks and about 580,000 candidate pairs.
A probabilistic procedure based on the Fellegi—Sunter model has been applied,
considering as matching variables: the three-digit-standardized name of the mother
and her day/month/year of birth. The results in terms of matches, possible matches,
true matches and MR are shown in Table 1. The relative PC and RR are reported in
Table 2.

The inefficiency of standard blocking method, compared to the benchmark, has
lead us to test an alternative blocking strategy, based on sorted neighbourhood
method. The six-digit-string key composed by joining standardized name and
surname and a window of size 15 creates about 400,000 candidate pairs. The prob-
abilistic procedure based on the same Fellegi—Sunter model has been applied and
567 matches and 457 possible matches have been identified. Tables 1 and 2 report
the results in terms of matches, possible matches, true matches and MR and PC and
RR respectively.

The standard blocking method was tested also with six-digit-string name and
surname but, due to the about 24,000 categories of this key, often without any over-
lap between the two files, the EM algorithm for the estimation of the probabilistic

Table 1 Statistical diagnostics for blocking strategies comparison

Blocking Surname Sorted neighbourhood
three-digit surname six-digit
Matches 439 567
Possible matches 359 457
True matches 448 592
MR 0.867 1.145

Table 2 Computer scientist diagnostics for blocking strategies comparison

Blocking surname Sorted neighbourhood
three-digit surname six-digit
PC 1.064 1.145

RR 0.999 0.999
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linkage parameters doesn’t work so the MR is not evaluable. Anyway, the PC and
RR are equal to 1.039 and 0.999.

As showed in the above tables, the differences between the two blocking
strategies emerge basically from the statistical perspective, see the MR values,
whereas the measures in Table 2 highlight smoothed differences.

5 Concluding Remarks and Future Works

The linkages presented in this paper have been performed by RELAIS, an open
source software designed and implemented by ISTAT. It provides a set of standard
methods and techniques in order to execute record linkage applications. In order
to better face with the complexity of linkage problem, it is decomposed into
its constituting phases; the software allows the dynamic selection of the most
appropriate technique for each phase and the combination of the selected techniques
so that the resulting workflow is actually built on the basis of application and
data specific requirements. In fact, RELAIS has been designed with a modular
structure: the modules implement distinct record linkage techniques and each one
has a well defined interface towards other modules. In this way it is possible to have
a parallel development of the different modules, and to easily include new ones in
the system. Moreover, the overall record linkage process can be designed according
to specific application requirements, combining the available modules. The RELAIS
approach overcomes the question on which method is better compared to the others,
being convinced that at the moment there is not a unique technique dominating
all the others. The strength of RELAIS consists in fact of considering alternative
techniques for the different phases composing the record linkage process. RELAIS
wants to help and guide users in defining their specific linkage strategy, supporting
the practitioner’s skill, due to the fact that most of the available techniques are
inherently complex, thus requiring not trivial knowledge in order to be appropriately
combined. RELAIS is proposed also as a toolkit for researchers: in fact, it gives the
possibility to experiment alternative criteria and parameters in the same application
scenario, that’s really important from the analyst’s point of view. For all these
reasons RELAIS is configured as an open source project, released under the EU
Public License.

This paper is a first step in comparing blocking methods for record linkage,
keeping in mind the statistical perspectives. Further tests are needed. It could be
useful for instance to exploit data sets where the true linkage status is completely
known; unfortunately these is hard to achieve without a clerical review, but manual
checks are quite prohibitive for very large data-sets. A possible approach to these
issues could be to replicate these experiments with synthetic data sets.

Further analyses can also be useful in comparing blocking methods in other con-
texts, with an expected match rate intermediate compared with the post-enumeration
survey one, that is about the 99%, and with that considered in this paper, that is lower
than the 5% of the largest file.
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Other goals of future studies concern the examine of the statistical impact of more
complicated blocking methods, such as the bigram indexing, the canopy clustering,
etc. and the evaluation of the comparability of blocking choices suggested by
domain experts with respect to those learned by machine learning algorithms, both
supervised and unsupervised and fully automatic ones.
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Integrating Households Income Microdata
in the Estimate of the Italian GDP

Alessandra Coli and Francesca Tartamella

Abstract National accounts statistics are the result of the integration of several
data sources. At present, in Italy, sample surveys data on households income are
not included in the estimation process of national accounts aggregates. In this paper
we investigate the possibility of using such data within an independent estimate of
GDP, based on the income approach. The aim of this paper is to assess whether (and
to what extent) sample survey microdata on household income may contribute to
the estimate of GDP. To this end, surveys variables are recoded and harmonized
according to the national accounting concepts and definitions in order to point
out discrepancies or similarities with respect to national accounts estimates. The
analysis focuses particularly on compensation of employees. Applications are based
on the EU statistics on income and living conditions and on the Bank of Italy survey
on income and wealth.

1 Introduction

Gross domestic product (GDP) can be measured according to three different
methods: the production (or value added) approach, the expenditure approach and
the income approach. The first method measures GDP as the value of goods and
services produced by the nation, net of intermediate consumption. The expenditure
approach estimates GDP in terms of the total amount of money spent for final uses of
goods and services. The income approach focuses on GDP as the amount of income
paid by the production units for the use of productive factors (work and capital).
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Due to the use of different data sources and methods, the three approaches produce
different estimates of GDP. A reconciliation process is then required in order to
obtain the best estimate (which often is the only one actually published). This
reconciliation is usually carried out through the construction of input—output (or
supply and use) tables. The simultaneous publication of different measures is
certainly useful but also misleading. On one hand it helps understanding how
reliable figures are, reducing the risk of excessively trusting an inaccurate estimate.
On the other hand the user has to choose among three different estimates of GDP.

The three different approaches rely on the use of, as far as possible, independent
sources of information. In the Italian national accounts (NA) however, only the
production and expenditure methods lead to exhaustive and independent estimates
of GDP, the income approach providing independent estimates only for some
income components. This depends mainly on the insufficient quality of available
data sources (Istat 2004).

The paper addresses the use of sample surveys on households budgets for a better
application of the income approach. As of 2004, in fact Italy and other European
countries can take advantage of a new and very rich survey, the European survey
on income and living conditions (Eu-silc). Moreover, the Bank of Italy has been
carrying out a sample survey on households income and wealth (Shiw) since 1966,
at first on a yearly basis, every two years starting from 1987.

The introduction of surveys micro data on households income in the GDP
estimation process would allow to analyse income by groups of individuals as well
as by household typology. Moreover it would improve reconciliation of micro and
macro data on income, which is an essential piece of information for sound micro-
founded macroeconomic modelling.

2 The Income Approach

The income approach focuses on income paid and earned by individuals and
corporations in the production of goods and services, and can be represented by
the following equation:

GDP = WS + GOS + GMI + NIT (1)

where:

* WS: compensation of employees (wages and salaries and employers’ social
contributions).

e GOS: gross operating surplus, i.e. the profit generated by corporations and
quasi corporations (public and private); it also includes imputed rents of owner-
occupied dwellings.

e GMI: gross mixed income, i.e. the operating surplus of unincorporated enter-
prises owned by households. It also includes actual rents.

e NIT: taxes on production and imports net of any subsidies on production.
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Table 1 Italian GDP and its composition — years 2004—2007. Current million euro
2004 2005 2006 2007
values (%) values (%) values (%) values (%)

Compensation 536,229  39.1% 581,995  41.0% 608,864  41.0% 631,384  40.9%
of employees

Gross mixed 220,495  16.1% 220,495  15.6% 223,414  15.0% 227,493  14.7%
income

Gross operating 435,764  31.7% 435,764  30.7% 447,099  30.1% 474,330  30.7%
surplus

Taxes on 179,787  13.1% 179,787  12.7% 206,000  13.9% 211,708  13.7%
production and
imports net of
subsidies

Gross domestic 1,372,275 100.0% 1,418,041 100.0% 1,485,377 100.0% 1,544,915 100.0%
product

Istat, National Accounts, July 2009 version

Table 1 shows the Italian GDP and its composition for the years 2004—2007.

The largest part of the Italian GDP consists of compensation of employees,
followed by the operating surplus, the mixed income and the net indirect taxes.

We wonder whether it is possible (and to what extent) to estimate the GDP
components on the basis of the households budgets surveys.

Obviously surveys could contribute to estimate only the part of GDP concerning
households as payers or earners.

In principle surveys should cover 100% of compensation of employees since this
kind of income is earned exclusively by households.

Households are also engaged in production as owners of unincorporated enter-
prises. Profits/losses from such activity are defined as mixed income in national
accounts. Therefore surveys could help estimating the part of mixed income which
households withdraw from the enterprise for their needs. This aggregate accounts
for around 82% of gross mixed income (about 13% of GDP), according to the Italian
national accounts statistics of the last five years!.

Furthermore, households disposable income includes imputed rents of owner-
occupied dwellings. In national accounting, such earning is recorded as a component
(about 15%) of gross operating surplus, i.e. around 5% of GDP. Summarising,
surveys might help estimate up to 60% of GDP, around 70% if we consider GDP
net of taxes.

'In the Ttalian national accounts the Household sector is split into two sub-sectors, namely producer
households and consumer households. Particularly producer households include non financial
unincorporated enterprises with 5 or less employees and unincorporated auxiliary financial
activities with no employees. In the allocation of primary income account, a quota of mixed income
moves from producer households to consumer households. This income is supposed to be used by
households for consumption and saving.
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3 How Much do Survey Microdata fit National Accounts?

Before thinking of any method for integrating surveys microdata in national
accounts (NA), it is essential to verify how much this information fits national
accounts estimates.

For this purpose, we try to estimate the GDP components on the basis of survey
data. Particularly, we consider the Bank of Italy survey on income and wealth
(Shiw)? and the European statistics on income and living conditions (Eu-silc)*. The
year 2006 is the most recent for which Shiw and Eu-silc results can be compared.

The surveys variables have been fully harmonised to national accounts with
respect both to the observed population (i.e. Households) and to the content of each
income component (Coli and Tartamella 2008). Results are then compared with
national accounts* in Tables 2 and 3.

The Shiw survey collects income data at a finer detail, thus allowing more
interesting comparisons. For example the coverage of the mixed income component
can be evaluated only for the Shiw. In fact, in order to identify producer households,
i.e. households generating mixed income (see also footnote 1), surveys are required
to record both the size and legal status of the enterprise whom the self employed
belongs. Up to 2008, Eu-silc does not collect this information thus not allowing to
disentangle mixed income from other kind of self employed income. For this reason
the NA Eu-silc comparison is made for the self-employed income component as a
whole which is computed as to include income withdrawn by households both from
Producer households (the mixed income share) and from the Corporation sector.

Coming to results, we notice that both surveys sensibly underrate self employed
income. On the contrary both surveys overestimate the gross operating surplus
(i.e. imputed rents of owner-occupied dwellings) with respect to national accounts.
The reason may be an overestimated number of dwellings and/or imputed rents.
Surveys probably overrate the stock of dwellings since, for fiscal reasons, owners
may declare an imputed rent on a dwelling that is actually let. Moreover, surveys
estimate imputed rents as the amount of money that the owners expect to pay for
renting their own house, which may be biased, e.g. reflecting only current market
prices, whereas most dwellings are rent according to earlier and cheaper contracts.
On the contrary national accounts estimate imputed rents using the figure on actually
paid rents from the household sample surveys. Fiscal reasons often probably urge
people not to declare the real amount of received/paid rents. As a consequence NA
imputed rents may be underestimated.

2Shiw data can be downloaded from the Bank of Italy web site.

SIT-SILC XUDB 2007-May 2009.

4To compare data correctly it is necessary to estimate national accounts income components net
of taxes and social contributions. We assume a proportional taxation on all income components.
Actually, a microsimulation model should be used to correctly allocate taxation among different
income categories.
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Table 2 Households income components® in NA and Shiw: a comparison - Italy, 2006.

2006 Shiw
(total)/NA

National Shiw®
Accounts
(households)

Total Household Lower Upper
mean 95% limit  95% limit
for the for the
mean mean

Wages and 348,235 295,508 23,110 22,669 23,550 84.86%
salaries net
of social
contribu-
tions paid
by employees
Mixed income 145,903 87,263 20,544 18,857 22,231 59.81%
quota
assigned to
households,
net of social
contribution
paid by self
employed
Gross 86,949 140,131 7,628 7,455 7,800 161.17%
operating
surplus

2Total income is in current million euros. Average income is in euros
Income estimates are grossed up using the survey sampling weights

Wage and salaries is the best covered income source, especially by Eu-silc
(over 95%). An in-depth analysis is shown in Tables 4 and 5 where employees and
remuneration per capita values are analysed by economic activity.

We observe a general better fit of Eu-silc estimates to national accounts data.
Absolute differences computed for economic sector are on average smaller with
respect to Shiw, both for per capita values, number of employees and wages and
salaries.

The main point about the employees distribution is that surveys record lower
weights for services, in favor of industry. The difference is particularly evident
for the “Other services for business activities” where NA record almost 10%
of employees whereas Shiw and Eu-silc account for respectively 4% and 6%. The
“Other services: public administration, health etc” category is an exception. This is
not a surprise since this sector is only marginally effected by non registered employ-
ment, which on the contrary affects strongly the other services activities. Generally
we notice milder differences between Eu-silc and NA employee distributions, Eu-
silc providing a sort of average distribution between the Shiw and NA.
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Table 3 Households income components® in NA and Eu-silc: a comparison - Italy, 2006

2006 Eu-silc
(total)/NA
National Eu-silc®
Accounts
(households)
Total Household Lower Upper
mean 95% limit  95% limit
for the for the
mean mean
Wages and 348,235 332,585 23,493 23,199 23,787 95.51%
salaries net
of social
contribu-
tions paid
by employees
Self employed 233,109 141,376 19,030 18,426 19,635 60.65%
income
Gross 86,949 121,744 5,774 5,742 5,806 140.02%
operating
surplus
#Total income is in current million euros. Average income is in euros
Income estimates are grossed up using the survey sampling weights
Table 4 Distribution of employees by Economic activity, Italy, 2006
Economic activity National accounts Shiw Eu-silc
(NACE Rev. 1
classification)
Agriculture 2.90% 4.70% 2.75%
Industry 30.20% 35.40% 33.43%
— Industry (without 23.5% 28.4% 26.83%
construction)
— Construction 6.7% 7.0% 6.60%
Services 66.9% 59.8% 63.83%
— Trade, hotel and 14.8% 11.7% 12.75%
restaurants
— Transport storage and 5.6% 4.6% 5.75%
comm.
— Financial 2.9% 3.4% 3.33%
intermediation
— Other services for 9.7% 3.8% 5.90%
business activities
— Other services (Public 33.8% 36.3% 36.11%
admin., education,
etc.)
Total economy 100.0% 100.0% 100.0%
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Table 5 Wages and salaries by Economic activity, Italy, 2006

Economic National accounts Shiw Eu-silc®
activity
(NACE Rev. 1
classification)
WS (per WS (per Lower  Upper WS (per Lower  Upper
capita) capita) 95% 95% capita)  95% 95%
limit limit limit limit
Agriculture 11,546 10,928 10,197 11,659 10,096 9,424 10,769
Industry 17,798 15,751 15,434 16,069 18,268 17,995 18,541
Industry (without 18,638 15975 15,620 16,330 18,781 18,474 19,088
construction)
Construction 14,870 14,849 14,144 15,554 16,180 15,607 16,754
Services 19,309 16,880 16,576 17,183 19,456 19,217 19,696
Trade, hotel and 17,655 13,427 13,006 13,848 15,287 14,929 15,645
restaurants
Transport storage 27,137 17,936 17,155 18,716 20,855 19,952 21,758
and comm.
Financial 33,831 26,713 24,197 29,229 27,460 26,268 28,652
intermediation
Other services 17,571 16,271 15,272 17,270 17,979 17,178 18,780
for business
activities
Other services 17,991 17,010 16,650 17,369 20,209 19,889 20,530
(Public
admin.,
education,
etc.)
Total economy 18,626 16,199 15,979 16,418 18,802 18,621 18,984

#Current euros
"The economic activity refers to the current year (see text for details on the method used to
calculate distributions)

Coming to wage and salaries per capita values, we notice lower values in the
Shiw for every category with the only exception of “Agriculture” and “Construc-
tion”. On the other hand Eu-silc reports higher remunerations even with respect to
NA for some activities (industry and the “Other services” in particular).

Analysis by economic activity, though extremely interesting, is affected by the
not so accurate estimate of the economic activity variable which often shows a
consistent number of missing values in surveys. Moreover, as far as Eu-silc is
concerned, the economic activity variable is collected with respect to the interview
year whereas information on income applies to the year before. As a consequence
the distribution of income by economic activity has been estimated only on a subset
of sampled employees, namely the ones who declare not having changed job in the
previous 12 months. This is obviously an approximation.
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4 Conclusions

As it is well known national accounts statistics are the result of the integration of
several data sources. At present, sample surveys data on households income are not
used as an input for estimating the Italian national accounts aggregates. This is one
of the reason which prevents an independent estimate of GDP on the basis of the
so called income approach. Household microdata would impact on the estimate of
the Italian GDP differently according to the applied methodology. On the one hand
household income microdata could be embodied into the GDP estimate without
impacting on its amount; the advantage would be anyhow relevant in order to
analyse the distribution of income among the different sectors of population. On
the other hand household income microdata could be used to provide independent
estimates of some GDP components with an impact on the value of the Italian GDP
itself.

In this paper we have tried to assess weather and to what extent the Bank of
Italy survey on households budgets and the European Statistics on Living condition
might contribute to the estimate of the GDP income components. To this purpose
national accounts and surveys data on compensation of income, mixed income
and operating surplus have been fully harmonized and compared. Our analysis,
though preliminary, suggests that surveys data (Eu-silc in particular) would provide
valuable information at least for the computation of compensation of income.
The advantage would be twofold: a more accurate estimate of wages and salaries
for some categories of employees, the possibility of analysing compensation
of employees according to the employee’s characteristics and those of her/his
household.

National accounts have traditionally given relevance to the analysis of productive
processes and final uses of income. On the contrary the information on institutional
sectors has not been satisfying for a long time. Moreover among institutional
sectors, households have been given the lowest attention. This perhaps may help
understanding while in NA the need of new and rich statistics on households income
has not been compelling for years. With the system of national accounts of 1993
(recently updated) national accounts increased the attention on households through
the proposal of an accounting by groups of households and the introduction of
the social accounting matrix. Nowadays, even in official statistics the interest is
moving from production units to people in order to supply indicators of economic
growth as well as of people well-being and happiness. The estimate of this new
set of indicators asks for a strongest and better integration of “people” data in
the national accounts framework. This is in line with the recommendations of the
Commission on the Measurement of Economic Performance and Social Progress
(Stiglitz et al. 2009). In fact, one of the key recommendations of the Report is
“to shift emphasis from measuring economic production to measuring people’s
well-being” (p. 12, Stiglitz et al. 2009). As suggested in the Report itself, this
objective may be achieved emphasising the household perspective in national
accounts.
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The Employment Consequences
of Globalization: Linking Data on Employers
and Employees in the Netherlands

Fabienne Fortanier, Marjolein Korvorst, and Martin Luppes

1 Introduction

Globalization — or the increased interconnectedness of nations, peoples and
economies — is often illustrated by the strong growth of international trade, foreign
direct investment (FDI) and multinational enterprises (MNEs). At the moment,
more firms, in more industries and countries than ever before, are expanding abroad
through direct investment and trade. The advent of globalization has been paired
with intense debates among policy makers and academics about its consequences for
a range of social issues related to employment, labor conditions, in-come equality
and overall human wellbeing. On the one hand, the growing inter-nationalization of
production may lead to economic growth, increased employment and higher wages.
In setting up affiliates and hiring workers, MNEs directly and indirectly affect
employment, wages and labor conditions in host countries (see e.g. Driffield 1999;
Gorg 2000; and Radosevic et al. 2003). On the other hand, fears are often expressed
that economic growth may be decoupled from job creation, partly due to increased
competition from low-wage countries, or through outsourcing and offshoring
activities of enterprises (Klein 2000; Korten 1995). These concerns about the
employment consequences of globalization are not entirely unwarranted, as studies
by Kletzer (2005) and Barnet and Cavenagh (1994) have shown.

These contradictory findings imply that little is yet known about the net
consequences of economic globalization for employment, or, more specifically,
about the extent to which firm characteristics related to globalization — such
as foreign ownership — affect the employment, labor conditions and careers of
employees. Answering such questions requires data that includes information not
only about firms and their exact features, but also details about the characteristics
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of the employees that work for them. By linking, at the micro level, business and
social data from various surveys and registers, Statistics Netherlands is now able to
shed new light on these questions for the Dutch context. This chapter documents
the intricacies involved in creating such an integrated employer—employee dataset.
In addition, this chapter highlights some of the novel analyses that are possible
with this new dataset, and addresses some first conclusions that can be drawn from
this data integration exercise regarding the impact of economic globalization for
employment in the Netherlands (see also Fortanier and Korvorst 2009).

The Netherlands is not the first country to construct such a linked employer-
employee dataset (LEED). Statisticians and academics have created similar datasets
for e.g. Germany (Alda et al. 2005); Finland (Ilmakunnas et al. 2004); the US
(Abowd and Kramarz 1999) and Denmark (Munch and Skaksen 2008), to name
but a few examples. Studies based on these datasets illustrate the wealth of policy
relevant research questions that can be answered, both with respect to employment
and labor market issues as well as for more detailed analyses of e.g. the role of
human capital in firm performance (Bryson et al. 2006).

The question regarding the employment consequences of globalization has how-
ever not yet been extensively addressed in studies based on LEED data (but excep-
tions include e.g. Munch and Skaksen 2008). We expect that an analysis of both firm
and employee characteristics should improve our understanding of the social impli-
cation of e.g. increased international trade (exports and imports), outsourcing and
offshoring, and the growing direct investment flows that imply that locally operating
firms are increasingly owned, controlled and managed by foreign enterprises.

In the remainder of this chapter, we first detail the various methodological steps
we took to construct the dataset, before presenting the results on globalization
and employment for the Netherlands. We conclude by addressing some important
methodological considerations for creating linked employer-employee datasets,
which may serve as input for other National Statistical Offices, and provide
suggestions for further research.

2 Methodology: Creating a Linked Employer-Employee
Dataset for the Netherlands

The creation of the linked employer employee dataset (LEED) for the Netherlands
primarily involved the integration of the Social Statistical Database, which includes
a wide variety of variables on (the composition of) employees and the labor force,
with the General Business Register and various firm-level surveys (mainly the
Statistics on Finances of Large Enterprises, and the Community Innovation Survey)
that provide for various firm-level variables, including foreign ownership (see also
De Winden et al. 2007). All data in this chapter pertains to the 2000-2005 period,
partly due to data availability and partly due to the methodological changes in both
the social and firm statistics in 2006 that would have created a (potential) break in
the time series.
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The social statistical database (SSB) of Statistics Netherlands consists of
administrative data on persons, households, jobs, benefits and pensions. It covers
the entire Dutch population, including people living abroad but working in the
Netherlands or receiving a benefit or pension from a Dutch institution. All persons
with an official employment contract at a registered enterprise are recorded in the
SSB database with a job. Since our analysis focuses on employment, we included
all jobs that have existed within a year in the Netherlands. Note that this means that
self-employed individuals and business owners are not included in our analysis, and
neither are e.g. pensioners or unemployed students.

At the micro level, a direct relationship between employees and enterprises
can be established because employees’ social security numbers are available in
administrative sources (e.g. insurance) together with the administrative enterprise
numbers. Subsequently, the administrative units of enterprises, for example tax
numbers, can be translated to statistical units of enterprises, which are recorded
in the general business register (GBR). Since all employees can be assigned to
an employer (enterprise), detailed information is available per enterprise on e.g.
the number of jobs per year, gross job creation and destruction rates, labor force
composition with respect to gender, age and ethnicity, as well as average wages and
arange of other variables.

In turn, the GBR includes basic enterprise information on e.g. the industry
of activity, size class, location in the Netherlands, and enterprise status (entries
and exits). From this register, additional enterprise data can be derived from
other administrative sources and surveys (e.g., business surveys on international
orientation and foreign ownership) and be matched with data on employees from
the SSB.

In our study, we were particularly interested in one of the key enterprise
characteristics for globalization, i.e. the locus of control (foreign versus domestic).
Using the concept of Ultimate Controlling Institute (UCI), foreign controlled
enterprises are defined as those that have their centre of control or headquarters
outside the Netherlands, whereas Dutch-controlled enterprises are nationally owned.
The distinction enables an analysis of the consequences of inward foreign direct
investments (FDI) in the Netherlands at the micro level. Information on the UCI
of enterprises is primarily derived from two sources: the Financial Statistics of
Large Enterprise Groups (SFGO) and the Community Innovation Survey (CIS).
Unfortunately, since both of these sources are surveys, the number of enterprises
for which we can positively establish their UCI is limited.

Table 1 reports the exact results of our data matching exercise in which we
linked the SSB with the UCT list, resulting in a linked employer—employee dataset
(LEED) for the Netherlands. The micro data integration of registered and survey
data on employers and employees resulted in a sample of approximately 20 thousand
enterprises each year for which the locus of control was known. Although the
size of the final matched sample is quite modest, a disproportionate share of large
enterprises is included, accounting for nearly 3 million jobs. This represents 40%
of the total number of jobs in the Netherlands, and 55% of the jobs in the private
sector. While the dataset does not form a balanced panel, the largest enterprises are
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automatically included each year. The share of foreign controlled enterprises in the
sample is about 15% of the total number of enterprises included.

Foreign controlled enterprises are however not equally represented in each size
group in the sample. Data on Dutch controlled enterprises are mainly available for
small to medium (<250 employees) sized enterprises, whereas foreign controlled
enterprises are relatively more represented at larger size classes in our sample (see
Table 2). This reflects reality, where foreign ownership is also concentrated among
the largest enterprises. Yet, to prevent the risk of misrepresentation, size class is
explicitly taken into account in the analysis of this LEED dataset. Unless otherwise
specified, the results reported below apply to all size classes (small, medium and
large).

Other methodological challenges that were tackled during the matching process
included selecting the optimal matching window for business and social statistics
(end-of-year date), improving business statistics concerning enterprise dynamics

Table 2 Number of enterprises in the linked employer-employee dataset by size class,
2000-2005

2000 2001 2002 2003 2004 2005
Total 18,865 17,681 19,077 17,837 18,481 17,469
Dutch controlled 16,149 15,067 16,144 15,080 15,640 14,798
0—4 employees 2,161 2,225 1,796 1,740 1,642 1,617
5-9 employees 1,669 1,603 1,123 1,251 1,043 1,226
10-19 employees 2,997 2,734 3,368 2,711 3,455 3,204
20-49 employees 3,597 3,258 3,665 3,605 4,073 3,757
50-99 employees 3,010 2,536 3,251 2,857 2,495 2,276
100-149 employees 927 913 1,079 1,097 1,070 948
150-199 employees 451 467 466 504 536 486
200-249 employees 257 255 270 266 255 252
250-499 employees 551 547 552 524 523 520
500-999 employees 304 308 290 277 306 268
1000-1999 employees 127 121 153 148 140 138
2000 and more employees 98 100 101 100 102 106
Foreign controlled 2,716 2,614 2,933 2,757 2,841 2,671
0—4 employees 209 209 204 200 189 185
5-9 employees 165 156 158 156 131 134
10-19 employees 294 265 308 248 324 303
2049 employees 525 471 527 509 548 494
50-99 employees 522 497 627 546 512 460
100-149 employees 273 261 296 293 319 310
150-199 employees 192 170 181 192 192 202
200-249 employees 118 128 142 126 122 112
250-499 employees 222 240 259 263 274 246
500-999 employees 123 124 141 139 141 145
1000-1999 employees 49 64 60 51 49 44

2000 and more employees 24 29 30 34 40 36
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and locus of control, bridging existing time lags of data availability, and streamlining
best practices across statistical divisions etcetera.

Although caution in interpreting the results is warranted — in particular with
respect to the sample of enterprises — the data give a clear perspective on the
consequences for employees of working for foreign versus Dutch controlled
enterprises.

3 First Results

The linked employer-employee dataset that was thus constructed for the Netherlands
includes a large number of employment related variables that can now be compared
between foreign and domestically controlled firms: not only average employment
magnitudes, but also share of high- and low-paid staff, labor force composition,
worker characterics and job dynamics and labor conditions. For matters of brevity
we highlight three key indicators in the remainder of this chapter that best capture
the essential differences in labor market dynamics and wage distribution between
foreign and domestically controlled firms in the Netherlands: (i) the total and
average number of employees; (ii) wages and share of high-paid staff; and (iii) labor
market dynamics (turnover rate).

3.1 Number of Employees

First of all, substantial differences with respect to the number of employees can
be observed in our linked employer-employee dataset for the Netherlands (average
employment was calculated as the unweighted average number of jobs per year). As
shown in Fig. 1, foreign controlled enterprises have on average a larger workforce
than Dutch controlled enterprises. In terms of mean number of employees foreign
enterprises are 40 to 60% larger than Dutch-controlled enterprises. Furthermore,
foreign enterprises in the Netherlands have shown an increase in employment from
2002 onwards, whereas Dutch controlled enterprises have shown a small decline
in terms of average number of employees. This trend may be caused by foreign
takeovers of (or mergers with) Dutch controlled enterprises of medium to large
size, in terms of total number of employees and the creation of jobs. The sectors
that showed the highest growth in employment at foreign controlled enterprises in
the Netherlands were concerned with agriculture, forestry and fishing, mining, and
quarrying, construction, trade and repairs, transport, storage and communication
and financial inter-mediation. In contrast, at Dutch controlled enterprises small
increases in average number of jobs were only realized in the food and beverages
and chemicals and plastic products industries, whereas all other sectors showed a
decline.
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Fig. 1 Average employment at foreign and Dutch controlled enterprises in the Netherlands, 2000—
2005

3.2 Wages and Pay

Several explanations have been proposed in the academic literature for the wage
differential between foreign and domestically controlled firms. First of all, foreign
enterprises are on average more productive than domestic enterprises — part of
that productivity differential may translate into higher salaries. A second often-
cited reason in the academic literature that could explain for the wage differences
between foreign and domestically owned enterprises is that exactly because foreign-
owned enterprises compete with local enterprises based on their technological
advantages, they will pay their employees more than they would earn at local
enterprises, in order to prevent labor migration (and subsequent unintentional
knowledge spillovers) to domestic enterprises (Fosfuri et al. 2001).

The ratio of skilled versus non-skilled wage is called the relative wage, and
may serve as a proxy for overall income inequality. Most models assume that
foreign enterprises hire relatively high skilled labor, making it scarcer and thereby
indirectly increase wage inequality (e.g. Wu 2000). Foreign enterprises tend to pay
higher wages, to attract higher educated employees and at the same time preventing
labor migration to nearby (domestic) enterprises or setting up own enterprises.
Furthermore, foreign enterprises may be more productive in general, substantiating
a higher wage level.

This wage differential between foreign and Dutch-controlled enterprises is also
evident in the Netherlands. As Fig.2 shows, foreign enterprises have more high-
than low-paid employees, whereas Dutch-controlled enterprises have an equal share
in their workforce. This difference in share of high- versus low-paid workers is
stable over time (2000-2005). The difference between foreign and Dutch-controlled
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Fig. 2 Share of high- and low-paid employees at foreign and Dutch controlled enterprises in the
Netherlands, 2000 and 2005

enterprises in terms of high-paid workers might be a result of foreign direct
investment (FDI) demanding more managerial capacity and other high-skilled
functions to coordinate the new foreign venture in the Netherlands.

The prominence of high-paid workers is negatively correlated with size class:
both foreign and Dutch controlled enterprises tend to have fewer highly paid
workers as they become larger. Such large enterprises often involve production
plants and the like with a large share of low-skilled labor. Furthermore, both foreign
and Dutch-controlled enterprises have the highest share of high-paid workers in the
mining and quarrying, chemical and plastic products and financial intermediation
industries.

3.3 Employment Turnover

An important indicator of labor dynamics is labor turnover, or the job separation
rate per enterprise, determined by the outflow of jobs as a share of the average
number of jobs per year. Information on labor turnover is valuable in the proper
analysis and interpretation of labor market developments and as a complement to
the unemployment rate. Job creation and job destruction play a dominant role in
determining the overall labor turnover rate (see also Davis and Haltiwanger 1995).
Dutch controlled enterprises show a larger labor turn-over, such as outflow of jobs,
than foreign controlled enterprises, as shown in Fig. 3.

Furthermore, for the 2000-2005 period, a steady decline in labor turnover is
observed in our linked employer-employee dataset for the Netherlands, both in
foreign and Dutch controlled enterprises. Driven by changes in the business cycle,
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Fig. 3 Labor turnover at foreign and Dutch controlled enterprises in the Netherlands, 2000-2005

with unemployment rates increasing from 3 to almost 7%, employees were thus
more willing to stay with their employer. This applies especially to employees at
foreign controlled firms, resulting in an increasing retention rate. The sectors in
which labor turnover is highest are the hotels and restaurants industries, real estate,
renting and business sectors. This is likely due to short-term work con-tracts and
seasonal employment at both foreign and Dutch controlled enterprises in these
sectors, leading to a large outflow of jobs per year.

4 Conclusions and Further Research

This chapter presented the methodological considerations involved in creating
a linked employer-employee dataset (LEED) for the Netherlands, in order to
answer a range of questions related to the impact of firm characteristics related
to globalization — i.e. foreign ownership — on employment, wages and employee
characteristics. As shown above, the first outcomes based on these initial analyses
generate innovative and policy relevant findings. We found for example that foreign
enterprises in the Netherlands on average pay significantly higher wages than
domestically owned enterprises, and that employee turnover (i.e., employees leaving
an enterprise each year as a share of total employees at that enterprise) does
vary substantially between foreign and domestically owned enterprises. This would
mean that enterprises pay higher wages not only as a reflection of productivity
differentials but also to prevent labor migration, resulting in better retention of
skilled labor. However, to the extent that labor migration indeed represents the
transfer of knowledge and skills across enterprises, these results bode somewhat
less positive in the short run for the Dutch economy as a whole: knowledge that is
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embedded within foreign enterprises does not spread at the same rate as knowledge
at domestic enterprises.

Methodologically, the creation of this longitudinal linked employer-employee
dataset involved several challenges. The underlying datasets differed greatly, not
only in terms of combining administrative records with survey information on enter-
prises and jobs, but also with respect to sampling frequency, units of observation and
time period. For example, one problem in constructing the LEED dataset concerned
the harmonization of the end-of-year date, which is default at Statistics Netherlands
at the end of September for employee data and at the end of December for enterprise
ownership information. By choosing the end of the year as fixed matching moment,
major mismatches between employees and enterprises were avoided. At the same
time, our endeavor of matching social and business statistics had an indirect positive
effect of an improvement of existing business statistics within Statistics Netherlands
concerning enterprise dynamics and locus of control.

Still, some quality issues remain that pertain to the integration of different
sources, such as coverage errors and coherence with macro outcomes (national
accounts), which imply that the results presented in this paper should be used as
initial findings. Several actions are currently undertaken at Statistics Netherlands
to improve the longitudinal linked employer-employee dataset and underlying
statistical micro-data integration. First of all, the timeliness of data availability
on jobs and enterprises will be enhanced (reducing the existing time-lag by ~1
to 2 years). Furthermore, in order to enable the effective integration of data on
enterprises and jobs, procedural best practices (concerning access, storage and
linkage of large data sets) and operational definitions are more streamlined and
documented for future reference. Secondly, more external sources will be accessed
in the future to enable a higher coverage of internationalization information on
enterprises in the Netherlands. Finally, when several administrative and survey data
are combined, as is the case in the present LEED data set, general custom-made
weighting procedures that partial out selective biases, for instance concerning size
class distribution differences as noted above, are developed in order to warrant
statements about the entire Dutch population of firms and employees.

In summary, without any additional data collection, Statistics ‘Netherlands is
thus able to relate business and social data from various surveys and registers by
linking them at the micro level, creating linked employer—employee time series.
In this way, a new socio-economic statistical framework is established, enabling
analyses and statistical output on the relation between business information and
jobs of persons and their social background.
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Applications of Bayesian Networks
in Official Statistics

Paola Vicard and Mauro Scanu

Abstract In this paper recent results about the application of Bayesian networks
to official statistics are presented. Bayesian networks are multivariate statistical
models able to represent and manage complex dependence structures. Here they are
proposed as a useful and unique framework by which it is possible to deal with many
problems typical of survey data analysis. In particular here we focus on categorical
variables and show how to derive classes of contingency table estimators in case
of stratified sampling designs. Having this technology poststratification, integration
and missing data imputation become possible. Furthermore we briefly discuss how
to use Bayesian networks for decision as a support system to monitor and manage
the data production process.

1 Introduction

Statistical analyses can be particularly complex when are referred to surveys and
databases produced by a National Institute of Statistics. The complexity is mainly
due to: high number of surveys carried out by the institute, sampling design
complexity, high number of variables and huge sample size. In this context it can
be useful to analyse and exploit the dependence structures. Bayesian networks
(Cowell et al., 1999), from now on BNs, are multivariate statistical models able
to represent and manage complex dependence structures. The theoretical setting of
BNss is the basis for developing methods for efficiently representing and managing
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Fig. 1 Example of DAG for the five categorical variables: Geographical area (GA), Gender (G),
Education (E), Profession (P), Class of income (CI)

survey systems. A known (or previously estimated) dependence structure can help:
in computing estimators (with the sampling design either explicitly or implicitly
modelled); when coherence constraints among different surveys must be fulfilled;
in integrating different sample surveys (in terms of their joint distribution); in
updating the estimate of a joint distribution once new knowledge on a variable
marginal distribution occurs (survey weights poststratification is a special case);
in missing data imputation. Furthermore, since BNs can be extended to embody
decision and utility nodes giving rise to BNs for decisions (Jensen, 2001; Lauritzen
and Nilsson, 2001), they can be used for data collection monitoring. Therefore BNs
can be thought of as a unique framework by which it is possible to manage a survey
from planning, passing through imputation and estimation to poststratification and
integration with partially overlapping surveys. In the next sections we will survey
recent results on the application of BNs in official statistics contexts focusing on
categorical variables.

2 Background on Bayesian Networks

Bayesian networks (BN) are multivariate statistical models satisfying sets of
(conditional) independence statements representable by a graph composed of nodes
and directed edges (arrows) between pairs of nodes. Each node represents a variable,
while missing arrows between nodes imply (conditional) independence between the
corresponding variables. This graph is named directed acyclic graph (DAG); it is
acyclic in the sense that it is forbidden to start from a node and, following arrows
directions, go back to the starting node. Figure 1 shows an example of DAG.
Notation related to BNs describes the relationship between nodes in the following
way: there are parents (e.g. P is a parent of CI) and children (e.g. CI is a child of
P). Each node is associated with the distribution of the corresponding variable given
its parents (if a node has no parents, as GA and G, it is associated with its marginal
distribution). There are properties connecting the concept of independence between
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variables and absence of an arrow in the graph; these are encoded in the Markov
properties (see Lauritzen (1996) Sect. 3.2.2). For example, in Fig. 1, it is possible
to read that G and CI, and E and CI are independent given P, while G and GA are
pairwise independent, but conditional dependent given any of these variables: E or
P. Formally speaking a BN is a pair DAG/joint probability distribution satisfying
the Markov condition. On the basis of these probabilistic conditional independence
properties, the complex global model can be decomposed into simpler submodels.
The BN definition implicitly associates a factorization of the joint distribution that
highlights the dependence structure of the variables (chain rule). For k variables X ;,
j =1,...,k, the chain rule states that the joint distribution of (X1, ..., Xx) can be
factorized as:

k
P(Xy =ux1..... X = x) = [ | P(X; = x;lpa(X))). (1)
j=1

where pa(X ) is the set of parents of X ;. For instance for the BN in Fig. 1, the chain
rule is

P(GA:)Cl,GZXQ,E:)C3,P:X4,C1 :xs):P(GA:xl)xP(G:xz)
XP(E:)C3|GA:X1,G:)C2)XP(P :X4|GA:X1,G :)Cz,EZX3)
XP(CI :x5|GA:x1,P :)C4).

Notice that when a BN is designed with the additional aim to make inference on
its nodes (variables), it is possible to call it a probabilistic expert system (PES). For
more details on BNs and PES see (Cowell et al., 1999).

3 Use of Bayesian Networks in Survey Sampling

In an official statistics context, PES have, among the others, two positive aspects
(Ballin and Vicard, 2001): an easy-to-interpret, concise and informative way to
represent both surveys and sets of surveys with their dependence structure; an
inferential machine to update marginal distributions when new information arrives,
i.e. to propagate information among the variables of one or more surveys. In order
to exploit these properties, it is crucial to develop methods to derive PES based
estimators for complex sampling designs.

In Ballin et al., 2010 contingency table estimators based on PES under a stratified
sampling design have been proposed. Let X = (X,..., Xi) and x = (xy,...,Xk)
be k categorical variables and their possible values respectively. Let &2 be a
population of size N generated from a superpopulation model. The parameter of
interest is the contingency table of (X1,..., X) in &

N
]x yeees X (x i’ AR xk’)
exl,...,xk — Z Iseees Xk jlv , (2)

i=1
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where /, (w) is the indicator function that is equal to 1 when x = w and O otherwise.

Assume that a random sample . of size n is drawn from & according to a
stratified sampling design with H strata sy, h = 1,..., H. Let Ny, nj, and wy, be the
stratum size in &7, the stratum size in . and the stratum weight respectively, i =
1,..., H. The parameter (2) can be estimated by means of the Horvitz-Thompson
estimator in case no auxiliary information is available. The dependence structure of
the k variables of interest can be considered as a kind of auxiliary information and
estimators can be derived on its basis. The dependence structure may be known in
advance otherwise it can be estimated by means of specific algorithms (for more
details we refer to Ballin et al., 2010, and for a general presentation of structural
learning to Neapolitan, 2004).

The relation structure among the sampling design and X1, ..., Xj can be taken
into account in the contingency table estimation process either explicitly, i.e.
modelling the statistical relationship between the design variable and the variables
of interest, or implicitly, i.e. incorporating the information on sampling design via
survey weights. In both cases the estimators can be derived in a likelihood-based
approach, allowing also to learn the dependence structure (if not previously known).

Let us consider the first case. Let U be one design variable with as many states
(H) as the strata, having frequency distribution:

N,
G N ey )

N
The design variable node U is represented together with the other variables, and the
PES for (U, X1, ..., Xi) has the characteristic that U is a root, i.e. it has no parents.
The estimators based on the network explicitly modelling U in the graph are named
E-PES estimators and can be formally derived considering the maximum likelihood

estimators under the assumed network for (U, X1, ..., X). Applying the chain rule
(1) to the PES for (U, X1, ..., Xx), it follows that the E-PES estimator of 6y is

H k

. .

pesO =300 [0y, patey)- “
h=1 j=1

0 is known by design and éx,-l pa(x;) is the unweighted sample relative frequency
of x; given the categories of X ; parents in X, i.e.

5 _ 2i=i low ()i pa (xj1))
ilpata;) Yo Lo (pa(xji))

where [ x) gx',-,pa (xj,-)) = 1 when x;; = Xx; and pa (xji) = pa (xj)
(categories o )1( ;j parents 1n (£, X)), and zero otherwise.

It is remarkable how easily E-PES estimators can be built from the graph by
simply applying the chain rule and plugging-in the single variable components
estimates, i.e. the unweighed sample estimates of 6, |, ()"
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Let us now consider the case where the design variable is not modelled together
with (X1,..., Xx). In this case the estimators are named I-PES estimators. As E-
PES, also I-PES estimators are derived using a likelihood-based approach. By means
of standard survey pseudolikelihood techniques (Rao, 2010) and the chain rule (1),
given a PES for (X1, ..., Xx), we have that I-PES estimators are defined as follows:

k
a0y -
pEsty = l_[ 6’Xflpa(-’c/') ®)
Jj=1

where each factor is a weighted estimator of the conditional distributions, i.e.

. pa (3,2)
> S S

It is easy to show that when the network is complete, i.e. all the nodes in the graph
are directly connected between each other, E-PES and I-PES estimators coincide
with the Horvitz-Thompson estimator.

Simulation studies have been performed to analyze the sensitivity of estimators
(4) and (5) to model misspecification and to compare them with the Horvitz-
Thompson estimator and among themselves. Moreover approximations for the MSE
of E-PES and I-PES estimators have been computed (Ballin et al., 2010).

When the true PES is not complete, the Horvitz-Thompson estimator is not
efficient since it implicitly relies on a complete graph. In fact variance is highly
affected by the presence in the complete graph of edges that do not exist in the true
PES. Additional edges increase variability because they generate an extra number
of parameters to be estimated. Therefore E-PES and I-PES estimators based on the
correct incomplete graph are more efficient than the Horvitz-Thompson estimator.
Moreover, if E-PES or I-PES estimators are based on a graph with additional edges
compared to the true model, these estimators will have higher variability. A model
can be misspecified also having less arrows than the true one. In this case relevant
dependence relations are overlooked and then there is a remarkable increase in
bias component. The bias increase becomes dramatic for E-PES estimators when
the misspecified network has at least one arrow missing from the design variable
node to a variable of interest. In this sense I-PES estimators are more robust against
model misspecification. In fact they are always design consistent, i.e. able to give
reasonable estimates for any descriptive population quantity without assuming any
model (Pfeffermann, 1993). In general model misspecification can result both in
some additional and in some missing arrows. The leading effect is that due to
absence of true edges.

x,\pu(w)

3.1 Use of Bayesian Networks for Poststratification

Weighting adjustment is often used in order to make survey data consistent
with known population aggregates. Poststratification is used when the population
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distribution of a variable Z is known. It can be defined as the use of a stratified
(with respect to variable Z) sample estimator when the design is not stratified on Z.
We still assume that all the considered variables (the original stratification variable,
the variables of interest and the poststratification variables) are categorical. When
these variables are modelled by means of a PES, poststratification can be usefully
reinterpreted and performed by standard propagation algorithms developed for PES.

Let z;, ¢ = 1,...,Q be the O mutually exclusive categories of Z, and N,
q = 1,..., O the corresponding population counts. As defined in the seminal paper
(Holt and Smith, 1979), poststratification modifies the original survey weights w;,
i=1,...,N into:

w: = w;

, i€sy.q=1.....0. (©)

=)=

q

where s, is the set of sample units with Z = z,, and N 4 1s the estimator of N, that
uses the original weights:

Nq:ZW,', qzl,...,Q.

IS

The idea is to rebalance the Horvitz—Thompson estimator when some categories of
Z are over- or under-sampled.

The same result can be obtained when: we consider the design variable U, the
variables of interest (X7, ..., Xx) and the poststratification variable Z as part of
a PES whose structure is complete (as for the E-PES structure of the Horvitz—
Thompson estimator), and we apply the rules for dealing with an informative shock
on the distribution of Z. The informative shock consists in changing the marginal
distribution of Z in the PES for (U, X1, ..., X, Z) from

-~ Zies Wi
Qz‘i = Nq ’ q = 17 '7Q7
to N
* _l] _
qu_N, qg=1,...,0.

In order to illustrate this, it is convenient to define the PES so that U is a parent of Z
(this can always be done for complete graphs). In this way, it is possible to consider
the pair of nodes (U, Z) as a unique node, with as many categories as the Cartesian
product of the categories in U and Z respectively. The updated distribution of the
poststrata (U, Z) after the informative shock becomes:

E 3
ehequh * npwh Nhg %

= A T H =
Zh:l ehezq\h Zh:]nhwh M ezq

* *
eth - h\quzq
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=Whp— =, qg=1,...,0;h=1,...,H. @)

The new weight WEkth) must be constant for all the units in the same (U, Z) category,
of size ny,. Hence:

N 6 N,
=Wh=<— = Wh,\—q. (8)
0 N

W= —
h
( Zq) ”hq

As a matter of fact, PES allow a wide range of weight adjustments by post-
stratification that does not only take into account the actual distribution of the
poststratification variable, but also the dependence structure of all the variables.
Anyway, the graphical structure for poststratification must satisfy a fundamental
rule: the stratification variable U and the poststratification one Z should be directly
connected, and they should be considered as a unique node after poststratification.

3.2 Use of Bayesian Networks for Integration

When results of a sample survey are disseminated, it would be mandatory that
the figures are consistent with the others of the same survey and with the ones
of other surveys (on similar or overlapping topics). In the first case, internal
coherence can be defined as the situation where all the figures of a survey can
be produced marginalizing any disseminated table. In the second case, external
coherence represents the situation where the figures of a variable studied in two or
more different surveys (with the same reference population and time) are the same.
As a matter of fact, the dependence relationship among the variables of interest and
the survey design is an important aspect to be considered in order to fulfill coherence
properties.

This problem can be solved by means of the updating algorithm of a PES, based
on the junction tree (see Ballin et al. (2009)). The junction tree is a hypergraph
whose nodes, named hypernodes, are complete subsets of variables (named cliques).
Furthermore, a junction tree should fulfill the running intersection property that
is: for any two cliques C; and C; in the set of cliques and any clique C’ on the
unique path between them in the junction tree, C; (| C; C C’. Rules for obtaining
a junction tree from a DAG are described in Cowell et al. 1999.

The idea of integration by means of PES can be illustrated by an example.
Consider the case (Fig.2) of two surveys, A and B, collecting information on
respectively Ay, A2, X1, X, X3 and By, B,, B3, X, X», X3. This is a typical
situation in many multipurpose surveys, where there is a core of common variables,
i.e. X1, X5, X3, and each survey investigates a particular topic. Integration of the
two surveys essentially means coherence of information. Coherence can be obtained
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Fig. 2 Example of an integration DAG for two surveys A and B

Fig. 3 Junction tree of the integration DAG in Fig.2

when the distributions of the common variables in two surveys are the same. This
rarely happens in two surveys performed in distinct times (e.g. A before B). The
junction tree algorithm can be applied to update X, X», X3, in A forcing them to
have the same distribution estimated in B. The junction tree relative ti this example
is shown in Fig.3. Note that the integration network in Fig.2 is not a real PES,
unless (Ay, Ay) and (By, B;, B3) are independent given (X1, X3, X3). In general
the integration network is obtained overlapping the PES of different surveys with
the requirement that the common variables (X, X», X3 in Fig.2) form a complete
subgraph and separate the sets of variables observed distinctly (4, A, and By, By,
Bj in Fig. 2). In order to integrate the two surveys, let us distinguish between two
types of nodes in the integration network. The first group of nodes corresponds to
those that are observed in only one survey (as A; and A, in A and B, B», and
B; in B). We suggest that every distribution to be attached to these nodes in the
integration network is estimated from the corresponding survey, according to the
survey weights observed in those surveys, using a Horvitz-Thompson estimator.
The second group of nodes corresponds to those nodes that are observed in more
than one survey. There are two possibilities:

1. Insert new information on the common variables X, X», X3 in one survey from
the other (e.g. from B to A, because B is more recent, or more accurate, etc).

2. Estimate the joint distribution of X, X5, and X3 using A and B together, as a
unique sample.

4 Use of Bayesian Networks for Imputation of Missing Data

The treatment of missing values in survey data is one of the most important aspects
to be taken into account in the data production process. A common approach is
to impute missing items with artificial plausible values, under the assumption that
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the missing data mechanism is missing at random. A wide variety of imputation
techniques has been developed; among them hot-deck methods are generally used
in statistical institutes. Roughly speaking, hot-deck methods are based on the idea
of filling in the missing items of an observation (record) with the values of a similar
completely observed unit. When dealing with categorical variables, the concept of
similarity is often accounted for by introducing a stratification that partitions the
sample in clusters of similar units (i.e. showing the same categories with respect
to specific variables). Hot-deck methods have desirable proper