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Editorial

Dear reader, on behalf of the four Scientific Statistical Societies: SEIO, Sociedad de
Estadı́stica e Investigación Operativa (Spanish Statistical Society and Operation
Research); SFC, Société Française de Statistique (French Statistical Society);
SIS, Società Italiana di Statistica (Italian Statistical Society); SPE, Sociedade
Portuguesa de Estatı́stica (Portuguese Statistical Society), we inform you that
this is a new book series of Springer entitled Studies in Theoretical and Applied
Statistics, with two lines of books published in the series “Advanced Studies”;
“Selected Papers of the Statistical Societies.” The first line of books offers constant
up-to-date information on the most recent developments and methods in the fields
of Theoretical Statistics, Applied Statistics, and Demography. Books in this series
are solicited in constant cooperation among Statistical Societies and need to show a
high-level authorship formed by a team preferably from different groups to integrate
different research points of view.

The second line of books proposes a fully peer-reviewed selection of papers
on specific relevant topics organized by editors, also in occasion of conferences,
to show their research directions and developments in important topics, quickly
and informally, but with a high quality. The explicit aim is to summarize and
communicate current knowledge in an accessible way. This line of books will not
include proceedings of conferences and wishes to become a premier communication
medium in the scientific statistical community by obtaining the impact factor, as it
is the case of other book series such as, for example, “lecture notes in mathematics.”

The volumes of Selected Papers of the Statistical Societies will cover a broad
scope of theoretical, methodological as well as application-oriented articles,
surveys, and discussions. A major purpose is to show the intimate interplay between
various, seemingly unrelated domains and to foster the cooperation among scientists
in different fields by offering well-based and innovative solutions to urgent problems
of practice.

On behalf of the founding statistical societies, I wish to thank Springer, Heidel-
berg and in particular Dr. Martina Bihn for the help and constant cooperation in the
organization of this new and innovative book series.

Maurizio Vichi
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Preface

Many research studies in the social and economic fields regard the collection
and analysis of large amounts of data. These data sets vary in their nature and
complexity, they may be one-off or repeated, and they may be hierarchical, spatial,
or temporal. Examples include textual data, transaction-based data, medical data,
and financial time series.

Today most companies use IT to support all business automatic function; so
thousands of billions of digital interactions and transactions are created and carried
out by various networks daily. Some of these data are stored in databases; most
ends up in log files discarded on a regular basis, losing valuable information that is
potentially important, but often hard to analyze. The difficulties could be due to the
data size, for example thousands of variables and millions of units, but also to the
assumptions about the generation process of the data, the randomness of sampling
plan, the data quality, and so on. Such studies are subject to the problem of missing
data when enrolled subjects do not have data recorded for all variables of interest.
More specific problems may relate, for example, to the merging of administrative
data or the analysis of a large number of textual documents.

Standard statistical techniques are usually not well suited to manage this type
of data, and many authors have proposed extensions of classical techniques or
completely new methods. The huge size of these data sets and their complexity
require new strategies of analysis sometimes subsumed under the terms “data
mining” or “predictive analytics.” The inference uses frequentist, likelihood, or
Bayesian paradigms and may utilize shrinkage and other forms of regularization.
The statistical models are multivariate and are mainly evaluated by their capability
to predict future outcomes.

This volume contains a peer review selection of papers, whose preliminary
version was presented at the meeting of the Italian Statistical Society (SIS), held
23–25 September 2009 in Pescara, Italy.

The theme of the meeting was “Statistical Methods for the analysis of large data-
sets,” a topic that is gaining an increasing interest from the scientific community.

The meeting was the occasion that brought together a large number of scientists
and experts, especially from Italy and European countries, with 156 papers and a

vii



viii Preface

large number of participants. It was a highly appreciated opportunity of discussion
and mutual knowledge exchange.

This volume is structured in 11 chapters according to the following macro topics:

• Clustering large data sets
• Statistics in medicine
• Integrating administrative data
• Outliers and missing data
• Time series analysis
• Environmental statistics
• Probability and density estimation
• Application in economics
• WEB and text mining
• Advances on surveys
• Multivariate analysis

In each chapter, we included only three to four papers, selected after a careful review
process carried out after the conference, thanks to the valuable work of a good
number of referees. Selecting only a few representative papers from the interesting
program proved to be a particularly daunting task.

We wish to thank the referees who carefully reviewed the papers.
Finally, we would like to thank Dr. M. Bihn and A. Blanck from Springer-Verlag

for the excellent cooperation in publishing this volume.
It is worthy to note the wide range of different topics included in the selected

papers, which underlines the large impact of the theme “statistical methods for the
analysis of large data sets” on the scientific community. This book wishes to give
new ideas, methods, and original applications to deal with the complexity and high
dimensionality of data.

Sapienza Università di Roma, Italy Agostino Di Ciaccio
Università G. d’Annunzio, Pescara, Italy Mauro Coli
Universidad de Granada, Spain José Miguel Angulo Iba Qnez
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Clustering Large Data Set: An Applied
Comparative Study

Laura Bocci and Isabella Mingo

Abstract The aim of this paper is to analyze different strategies to cluster large data
sets derived from social context. For the purpose of clustering, trials on effective and
efficient methods for large databases have only been carried out in recent years due
to the emergence of the field of data mining. In this paper a sequential approach
based on multiobjective genetic algorithm as clustering technique is proposed. The
proposed strategy is applied to a real-life data set consisting of approximately 1.5
million workers and the results are compared with those obtained by other methods
to find out an unambiguous partitioning of data.

1 Introduction

There are several applications where it is necessary to cluster a large collection
of objects. In particular, in social sciences where millions of objects of high
dimensionality are observed, clustering is often used for analyzing and summarizing
information within these large data sets. The growing size of data sets and databases
has led to increase demand for good clustering methods for analysis and compres-
sion, while at the same time constraints in terms of memory usage and computation
time have been introduced. A majority of approaches and algorithms proposed
in literature cannot handle such large data sets. Direct application of classical
clustering technique to large data sets is often prohibitively expensive in terms of
computer time and memory.

Clustering can be performed either referring to hierarchical procedures or to non
hierarchical ones. When the number of objects to be clustered is very large, hierar-
chical procedures are not efficient due to either their time and space complexities

L. Bocci (�) � I. Mingo
Department of Communication and Social Research,
Sapienza University of Rome, Via Salaria 113, Rome, Italy
e-mail: laura.bocci@uniroma1.it

A. Di Ciaccio et al. (eds.), Advanced Statistical Methods for the Analysis
of Large Data-Sets, Studies in Theoretical and Applied Statistics,
DOI 10.1007/978-3-642-21037-2 1, © Springer-Verlag Berlin Heidelberg 2012
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4 L. Bocci and I. Mingo

which are O.n2 logn/ and O.n2/, respectively, where n is the number of objects to
be grouped. Conversely, in these cases non hierarchical procedures are preferred,
such as, for example, the well known K-means algorithm (MacQueen 1967). It is
efficient in processing large data sets given that both time and space complexities
are linear in the size of the data set when the number of clusters is fixed in advance.
Although the K-means algorithm has been applied to many practical clustering
problems successfully, it may fail to converge to a local minimum depending on
the choice of the initial cluster centers and, even in the best case, it can produce
only hyperspherical clusters.

An obvious way of clustering large datasets is to extend existing methods so that
they can cope with a larger number of objects. Extensions usually rely on analyzing
one or more samples of the data, and vary in how the sample-based results are
used to derive a partition for the overall data. Kaufman and Rousseeuw (1990) sug-
gested the CLARA (Clustering LARge Applications) algorithm for tackling large
applications. CLARA extends their K-medoids approach called PAM (Partitioning
Around Medoids) (Kaufman and Rousseeuw 1990) for a large number of objects.
To find K clusters, PAM determines, for each cluster, a medoid which is the most
centrally located object within the cluster. Once the medoids have been selected,
each non-selected object is grouped with the medoid to which it is the most similar.
CLARA draws multiple samples from the data set, applies PAM on each sample to
find medoids and returns its best clustering as the output. However, the effective of
CLARA depends on the samples: if samples are selected in a fairly random manner,
they should closely represent the original data set.

A K-medoids type algorithm called CLARANS (Clustering Large Applications
based upon RANdomized Search) was proposed by Ng and Han (1994) as a way
of improving CLARA. It combines the sampling technique with PAM. However,
different from CLARA, CLARANS draws a sample with some randomness in each
stage of the clustering process, while CLARA has a fixed sample at each stage.
Instead of exhaustively searching a random subset of objects, CLARANS proceeds
by searching a random subset of the neighbours of a particular solution. Thus
the search for the best representation is not confined to a local area of the data.
CLARANS has been shown to out-perform the traditional K-medoids algorithms,
but its complexity is about O.n2/ and its clustering quality depends on the sampling
method used.

The BIRCH (Balanced Iterative Reducing using Cluster Hierarchies) algorithm
proposed by Zhang et al. (1996) was suggested as a way of adapting any hierarchical
clustering method so that it could tackle large datasets. Objects in the dataset
are arranged into sub-clusters, known as cluster-features, which are then clustered
into K groups using a traditional hierarchical clustering procedure. BIRCH suffers
from the possible “contamination” of cluster-features, i.e., cluster-features that are
comprised of objects from different groups.

For the classification of very large data sets with a mixture model approach,
Steiner and Hudec (2007) proposed a two-step strategy for the estimation of the
mixture. In the first step data are scaled down using compression techniques which
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consist of clustering the single observations into a medium number of groups. Each
group is represented by a prototype, i.e., a triple of sufficient statistics. In the second
step the mixture is estimated by applying an adapted EM algorithm to the sufficient
statistics of the compressed data. The estimated mixture allows the classification
of observations according to their maximum posterior probability of component
membership.

To improve results obtained by extended version of “classical” clustering
algorithms, it is possible to refer to modern optimization techniques, such as,
for example, genetic algorithms (GA) (Falkenauer 1998). These techniques use
a single cluster validity measure as optimization criterion to reflect the goodness
of a clustering. However, a single cluster validity measure is seldom equally
applicable for several kinds of data sets having different characteristics. Hence,
in many applications, especially in social sciences, optimization over more than
one criterion is often required (Ferligoj and Batagelj 1992). For clustering with
multiple criteria, solutions optimal according to each particular criterion are not
identical. The core problem is then how to find the best solution so as to satisfy
as much as possible all the criteria considered. A typical approach is to combine
multiple clusterings obtained via single criterion clustering algorithms based on
each criterion (Day 1986). However, there are also several recent proposals on
multicriteria data clustering based on multiobjective genetic algorithm (Alhajj and
Kaya 2008, Bandyopadhyay et al. 2007).

In this paper an approach called mixed clustering strategy (Lebart et al. 2004)
is considered and applied to a real data set since it is turned out to perform well in
problems with high dimensionality.

Realizing the importance of simultaneously taking into account multiple criteria,
we propose a clustering strategy, called multiobjective GA based clustering strategy,
which implements the K-means algorithm along with a genetic algorithm that
optimizes two different functions. Therefore, the proposed strategy combines the
need to optimize different criteria with the capacity of genetic algorithms to perform
well in clustering problems, especially when the number of groups is unknown.

The aim of this paper is to find out strong homogeneous groups in a large
real-life data set derived from social context. Often, in social sciences, data sets
are characterized by a fragmented and complex structure which makes it difficult
to identify a structure of homogeneous groups showing substantive meaning.
Extensive studies dealing with comparative analysis of different clustering methods
(Dubes and Jain 1976) suggest that there is no general strategy which works equally
well in different problem domains. Different clustering algorithms have different
qualities and different shortcomings. Therefore, an overview of all partitionings
of several clustering algorithms gives a deeper insight to the structure of the data,
thus helping in choosing the final clustering. In this framework, we aim of finding
strong clusters by comparing partitionings from three clustering strategies each of
which searches for the optimal clustering in a different way. We consider a classical
partitioning technique, as the well known K-means algorithm, the mixed clustering
strategy, which implements both a partitioning technique and a hierarchical method,
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and the proposed multiobjective GA based clustering strategy which is a randomized
search technique guided from the principles of evolution and natural genetics.

The paper is organized as follows. Section 2 is devoted to the description of
the above mentioned clustering strategies. The results of the comparative analysis,
dealing with an application to a large real-life data set, are illustrated in Sect. 3.

2 Clustering Strategies

In this section we outline the two clustering strategies used in the analysis, i.e., the
multiobjective GA based clustering strategy and the mixed clustering strategy.

Multiobjective GA (MOGA) Based Clustering Strategy

This clustering strategy combines the K-means algorithm and the multiobjective
genetic clustering technique, which simultaneously optimizes more than one objec-
tive function for automatically partitioning data set.

In a multiobjective (MO) clustering problem (Ferligoj and Batagelj 1992) the
search of the optimal partition is performed over a number of, often conflicting,
criteria (objective functions) each of which may have different individual optimal
solution. Multi-criteria optimization with such conflicting objective functions gives
rise to a set of optimal solutions, instead of one optimal solution, known as Pareto-
optimal solution. The MO clustering problem can be formally stated as follows
(Ferligoj and Batagelj 1992). Find the clustering C�DfC1; C2; : : : ; CKg in the set
of feasible clusterings˝ for which ft .C�/ D min

C2˝ ft .C/, t D 1, . . . , T , where C is a

clustering of a given set of data and fft ; t D 1; : : : ; T g is a set of T different (single)
criterion functions. Usually, no single best solution for this optimization task exists,
but instead the framework of Pareto optimality is adopted. A clustering C� is called
Pareto-optimal if and only if there is no feasible clustering C that dominates C�,
i.e., there is no C that causes a reduction in some criterion without simultaneously
increasing in at least one another. Pareto optimality usually admits a set of solutions
called non-dominated solutions.

In our study we apply first the K-means algorithm to the entire population to
search for a large number G of small homogeneous clusters. Only the centers of
those clusters resulting from the previous step undergo the multiobjective genetic
algorithm. Therefore, each center represents an object to cluster and enters in the
analysis along with a weight (mass) corresponding to the number of original objects
belonging to the group it represents. The total mass of the subpopulation consisting
of center-units is the total number of objects. In the second step, a real-coded multi-
objective genetic algorithm is applied to the subpolulation of center-units in order to
determine the appropriate cluster centers and the corresponding membership matrix
defining a partition of the objects intoK (K < G) clusters. Non-Dominated Sorting
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Genetic Algorithm II (NSGA-II) proposed by Deb et al. (2002) has been used for
developing the proposed multiobjective clustering technique. NSGA-II was also
used by Bandyopadhyay et al. (2007) for pixel clustering in remote sensing satellite
image data.

A key feature of genetic algorithms is the manipulation, in each generation
(iteration), of a population of individuals, called chromosomes, each of which
encodes a feasible solution to the problem to be solved. NSGA-II adopts a floating-
point chromosome encoding approach where each individual is a sequence of
real numbers representing the coordinates of the K cluster centers. The popula-
tion is initialized by randomly choosing for each chromosome K distinct points
from the data set. After the initialization step, the fitness (objective) functions
of every individual in the population are evaluated, and a new population is
formed by applying genetic operators, such as selection, crossover and mutation,
to individuals. Individuals are selected applying the crowded binary tournament
selection to form new offsprings. Genetic operators, such as crossover (exchanging
substrings of two individuals to obtain a new offspring) and mutation (randomly
mutate individual elements), are applied probabilistically to the selected offsprings
to produce a new population of individuals. Moreover, the elitist strategy is
implemented so that at each generation the non-dominated solutions among the
parent and child populations are propagated to the next generation. The new
population is then used in the next iteration of the algorithm. The genetic algo-
rithm will run until the population stops to improve or for a fixed number of
generations. For a description of the different genetic processes refer to Deb
et al. (2002).

The choice of the fitness functions depends on the problem. The Xie-Beni (XB)
index (Xie and Beni 1991) and FCM (Fuzzy C-Means) measure (Bezdek 1981)
are taken as the two objective functions that need to be simultaneously optimized.
Since NSGA-II is applied to the data set formed by theG center-units obtained from
the K-means algorithm, XB and FCM indices are adapted to take into account the
weight of each center-unit to cluster.

Let xi .i D 1; : : :; G/ be the J-dimensional vector representing the i-th unit, while
the center of cluster Ck.k D 1; : : :; K/ is represented by the J-dimensional vector
ck . For computing the measures, the centers encoded in a chromosome are first
extracted. Let these be denoted as c1, c2, . . . , cK . The degree uik of membership of
unit xi to cluster Ck.i D 1, . . . , G and k D 1, . . . , K), are computed as follows
(Bezdek 1981):

uik D
0
@

KX
hD1

�
d2.xi ; ck/
d 2.xi ; ch/

� 2
m�1

1
A

�1

for 1 � i � GI 1 � k � K;

where d2.xi , ck/ denotes the squared Euclidean distance between unit xi and center
ck and m (m � 1) is the fuzzy exponent. Note that uik 2 [0,1] (i D 1, . . . , G
and k D 1, . . . , K) and if d2.xi , ch/ D 0 for some h, then uik is set to zero for
all k D 1, . . . , K , k ¤ h, while uih is set equal to one. Subsequently, the centers
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encoded in a chromosome are updated taking into account the mass pi of each unit
xi .i D 1, . . . , G) as follows:

ck D

GP
iD1

umikpixi

GP
iD1

umikpi

; k D 1; : : : ; K;

and the cluster membership values are recomputed.

The XB index is defined as XB D W=n � sep whereW D
KP
kD1

GP
iD1

u2ikpid
2.xi ; ck/

is the within-clusters deviance in which the squared Euclidean distance d2.xi , ck/

between object xi and center ck is weighted by the mass pi of xi , n D
GP
iD1

pi and

sep D min
k¤h
fd2.ck; ch/g is the minimum separation of the clusters.

The FCM measure is defined as FCMDW , having set mD 2 as in Bezdek
(1981).

Since we expect a compact and good partitioning showing low W together with
high sep values, thereby yielding lower values of both the XB and FCM indices,
it is evident that both FCM and XB indices are needed to be minimized. However,
these two indices can be considered contradictory. XB index is a combination of
global (numerator) and particular (denominator) situations. The numerator is equal
to FCM, but the denominator has a factor that gives the separation between two
minimum distant clusters. Hence, this factor only considers the worst case, i.e.
which two clusters are closest to each other and forgets about other partitions. Here,
greater value of the denominator (lower value of the whole index) signifies better
solution. These conflicts between the two indices balance each other critically and
lead to high quality solutions.

The near-Pareto-optimal chromosomes of the last generation provide the dif-
ferent solutions to the clustering problem for a fixed number K of groups. As
the multiobjective genetic algorithm generates a set of Pareto optimal solutions, the
solution producing the best PBM index (Pakhira et al. 2004) is chosen. Therefore,
the centers encoded in this optimal chromosome are extracted and each original
object is assigned to the group with the nearest centroid in terms of squared
Euclidean distance.

Mixed Clustering Strategy

The mixed clustering strategy, proposed by Lebart et al. (2004) and implemented
in the package Spad 5.6, combines the method of clustering around moving centers
and an ascending hierarchical clustering.
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In the first stage the procedure uses the algorithm of moving centers to perform
several partitions (called base partitions) starting with several different sets of
centers. The aim is to find out a partition of n objects into a large number G of
stable groups by cross-tabulating the base partitions. Therefore, the stable groups
are identified by the sets of objects that are always assigned to the same cluster in
each of the base partitions. The second stage consists in applying to the G centers
of the stable clusters, a hierarchical classification method. The dendrogram is built
according to Ward’s aggregation criterion which has the advantage of accounting for
the size of the elements to classify. The final partition of the population is defined by
cutting the dendrogram at a suitable level identifying a smaller numberK .K < G/

of clusters. At the third stage, a so called consolidation procedure is performed to
improve the partition obtained by the hierarchical procedure. It consists of applying
the method of clustering around moving centers to the entire population searching
for K clusters and using as starting points the centers of the partition identified by
cutting the dendrogram.

Even though simulation studies aimed at comparing clustering techniques are
quite common in literature, examining differences in algorithms and assessing their
performance is nontrivial and also conclusions depend on the data structure and
on the simulation study itself. For these reasons and in an application perspective,
we only apply our method and two other techniques to the same real data set to
find out strong and unambiguous clusters. However, the effectiveness of a similar
clustering strategy, which implements theK-means algorithm together with a single
genetic algorithm, has been illustrated by Tseng and Yang (2001). Therefore, we try
to reach some insights about the characteristics of the different methods from an
application perspective. Moreover, the robustness of the partitionings is assessed by
cross-tabulating the partitions obtained via each method and looking at the Modified
Rand (MRand) index (Hubert and Arabie 1985) for each couple of partitions.

3 Application to Real Data

The above-mentioned clustering strategies for large data set have been applied on
a real-life data set concerning with labor flexibility in Italy. We have examined
the INPS (Istituto Nazionale Previdenza Sociale) administrative archive related to
the special fund for self-employed workers, called para-subordinate, where the
periodical payments made from company for its employees are recorded. The
dataset contains about 9 million records, each of which corresponds to a single
payment recorded in 2006. Since for each worker may be more payments, the
global information about each employee has been reconstructed and the database
has been restored. Thus, it was obtained a new dataset of about 1.5 million records
(n D 1; 528; 865) in which each record represents an individual worker and the
variables, both qualitative and quantitative, are the result of specific aggregations,
considered more suitable of the original ones (Mingo 2009).
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A two-step sequential, tandem approach was adopted to perform the analysis. In
the first step all qualitative and quantitative variables were transformed to nominal
or ordinal scale. Then, a low-dimensional representation of transformed variables
was obtained via Multiple Correspondence Analysis (MCA). In order to minimize
the loss of information, we have chosen to perform the cluster analysis in the space
of the first five factors, that explain about 38% of inertia and 99.6% of revaluated
inertia (Benzécri 1979). In the second step, the three clustering strategies presented
above were applied to the low-dimensional data resulting from MCA in order to
identify a set of relatively homogenous workers’ groups.

The parameters of MOGA based clustering strategy were fixed as follows: 1) at
the first stage, K-means was applied fixing the number of clusters G D 500; 2)
NSGA-II, which was applied at the second stage to a data set of G D 500 center-
units, was implemented with number of generationsD 150, population size D 100,
crossover probability D 0:8, mutation probability D 0:01. NSGA-II was run by
varying the number of clustersK to search for from 5 to 9.

For mixed clustering strategy, in order to identify stable clusters, 4 different
partitions around 10 different centers were performed. In this way, 410 stable groups
were potentially achievable. Since many of these were empty, the stable groups that
undergo the hierarchical method were 281. Then, consolidation procedures were
performed using as starting points the centers of the partitions identified by cutting
the dendrogram at several levels where K D 5, . . . , 9.

Finally, for the K-means algorithm the maximum number of iterations was fixed
to be 200. Fixed the number of clustersK.K D 5, . . . , 9), the best solution in terms
of objective function in 100 different runs of K-means was retained to prevent the
algorithm from falling in local optima due to the starting solutions.

Performances of the clustering strategies were evaluated using the PBM index
as well as the Variance Ratio Criterion (VRC) (Calinski and Harabasz 1974) and
Davies–Bouldin (DB) (Davies and Bouldin 1979) indexes (Table 1).

Both VRC and DB index values suggest the partition in six clusters as the best
partitioning solution for all the strategies. Instead, PBM index suggests this solution

Table 1 Validity index values of several clustering solutions

Index Strategy Number of clusters

5 6 7 8 9

PBM MOGA based
clustering

4.3963 5.7644 5.4627 4.7711 4.5733

Mixed clustering 4.4010 5.7886 7.0855 6.6868 6.5648
K-means 4.3959 5.7641 7.0831 6.6677 6.5378

VRC MOGA based
clustering

6.9003 7.7390 7.3007 6.8391 6.2709

Mixed clustering 6.9004 7.7295 7.3772 7.2465 7.2824
K-means 6.9003 7.7390 7.3870 7.2495 7.2858

DB MOGA based
clustering

1.0257 0.9558 0.9862 1.1014 1.3375

Mixed clustering 1.0253 0.9470 1.0451 1.0605 1.0438
K-means 1.0257 0.9564 1.0554 1.0656 1.0495
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only for MOGA based clustering strategy, since the optimal solution resulting from
MOGA is chosen right on the bases of PBM index values.

MOGA based clustering strategy is found to provide values of indexes that are
only slightly poorer than those attained by the other techniques mostly when a
greater number of clusters is concerned.

Table 2 reports the MRand index computed for each couple of partitions. Results
clearly give an insight about the characteristics of the different methods. Mixed
clustering strategy leads to partitions practically similar to those obtained with
K-means.

Using MOGA based clustering strategy, the obtained partitions have high degrees
of similarity with the other two techniques for K ranging from 5 to 7, while it
produces partitions less similar with the others when a higher number of clusters is
concerned.

Chosen a partition in six clusters, as suggested by the above validity indices, the
comparison of the groups obtained by each strategy points out that they achieve
rather similar results – also confirmed by MRand values always greater than 0.97
(Table 2) – leading to a grouping having substantive meanings.

The cross-tabulation of the 6 clusters obtained with each of the three methods
also confirms the robustness of the obtained partitioning. In particular, for each
cluster resulting from MOGA strategy there is an equivalent cluster in the partitions
obtained with both mixed strategy and K-means. The level of overlapping clusters
is always greater than 92.3% while mismatching cases are less than 5.8%.

A brief interpretation of the six clusters identified by the mixed clustering
strategy along with the related percentage of coverage of each group in every
strategy is displayed in Table 3.

The experiments were executed on a personal computer equipped with a Pentium
Core 2Duo 2.2 GHz processor. Despite global performances of each strategy are

Table 2 Modified Rand (MRand) index values between couples of partitions

Number of clusters MOGA vs mixed MOGA vs K-means Mixed vs K-means

5 0.9990 1.0000 0.9989
6 0.9711 0.9994 0.9705
7 0.8841 0.8742 0.9638
8 0.6874 0.6859 0.9856
9 0.6461 0.6422 0.9874

Table 3 Substantive meanings of clusters and coverage in each clustering strategy

Clusters Mixed (%) MOGA (%) K-means (%)

1: Young people with insecure employment 30:8 31:7 30:9

2: People with more than a job 12:4 11:2 12:7

3: People with permanent insecure employment 18:6 18:9 18:3

4: Qualified young adults between insecurity and
flexibility

15:6 15:5 15:6

5: Strong flexible workers 15:6 15:1 15:5

6: Flexible Northern managers 7:0 7:6 7:0



12 L. Bocci and I. Mingo

found not to differ significantly, both mixed and MOGA strategies have taken
between 7 and 10 minutes to attain all solutions performing equally favorably in
terms of computation time than the K-means algorithm.
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Clustering in Feature Space for Interesting
Pattern Identification of Categorical Data

Marina Marino, Francesco Palumbo and Cristina Tortora

Abstract Standard clustering methods fail when data are characterized by
non-linear associations. A suitable solution consists in mapping data in a higher
dimensional feature space where clusters are separable. The aim of the present
contribution is to propose a new technique in this context to identify interesting
patterns in large datasets.

1 Introduction

Cluster Analysis is, in a wide definition, a multivariate analysis technique that
seeks to organize information about variables in order to discover homogeneous
groups, or “clusters”, into data. In other words, clustering algorithms aim at finding
homogeneous groups with respect to their association structure among variables.
Proximity measures or distances can be properly used to separate homogeneous
groups. The presence of groups in data depends on the association structure over the
data. Not all the association structures are of interest for the user. Interesting patterns
represent association structures that permit to define groups of interest for the user.
According to this point of view the interestingness of a pattern depends on its
capability of identifying groups of interest according to the user’s aims. It not always
corresponds to optimize a statistical criterion (Silberschatz and Tuzhilin 1996).
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For numerical variables one widely used criterion consists in minimizing the
within variance; if variables are linearly independent this is equivalent minimizing
the sum of the squared Euclidean distances within classes. Dealing with a large
dataset it is necessary to reduce the dimensionality of the problem before applying
clustering algorithms. When there is linear association between variables, suitable
transformations of the original variables or proper distance measures allow to obtain
satisfactory solutions (Saporta 1990). However when data are characterized by
non-linear association the interesting cluster structure remains masked to these
approaches.

Categorical data clustering and classification present well known issues. Cate-
gorical data can be combined forming a limited subspace of data space. This type
of data is consequently characterized by non-linear association. Moreover when
dealing with variables having different number of categories, the usually adopted
complete binary coding leads to very sparse binary data matrices. There are two
main strategies to cope with the clustering in presence of categorical data: (a) to
transform categorical variables into continuous ones and then to perform clustering
on the transformed variables; (b) to adopt non-metric matching measures (Lenca et
al. 2008). It is worth noticing that matching measures become less effective as the
number of variables increases.

This paper focuses the attention on the cluster analysis for categorical data under
the following general hypotheses: there is nonlinear association between variables
and the number of variables is quite large. In this framework we propose a clustering
approach based on a multistep strategy: (a) Factor Analysis on the raw data matrix;
(b) projection of the first factor coordinates into a higher dimensional space;
(c) clusters identification in the high dimensional space; (d) clusters visualisation
in the factorial space (Marino and Tortora 2009).

2 Support Vector Clustering on MCA Factors

The core of the proposed approach consists of steps (a) and (b) indicated at the end
of the previous section. This section aims at motivating the synergic advantage of
this mixed strategy.

When the number of variables is large, projecting data into a higher dimensional
space is a self-defeating and computationally unfeasible task. In order to carry only
significant association structures in the analysis, dealing with continuous variables,
some authors propose to perform a Principal Component Analysis on the raw
data, and then to project first components in a higher dimensional feature space
(Ben-hur et al. 2001). In the case of categorical variables, the dimensionality
depends on the whole number of categories, this implies an even more dramatic
problem of sparseness. Moreover, as categories are a finite number, the association
between variables is non-linear.
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Multiple Correspondence Analysis (MCA) on raw data matrix permits to com-
bine the categorical variables into continuous variables that preserve the non-linear
association structure and to reduce the number of variables, dealing with sparseness
few factorial axes can represent a great part of the variability of the data. Let
us indicate with Y the n � q coordinates matrix of n points into the orthogonal
space spanned by the first q MCA factors. For the sake of brevity we do not go
into the MCA details; interested readers are referred to Greenacre book (2006).
Mapping the first factorial coordinates into a feature space permits to cluster data
via a Support Vector Clustering approach.

Support Vector Clustering (SVC) is a non parametric cluster method based on
support vector machine that maps data points from the original variable space
to a higher dimensional feature space trough a proper kernel function (Muller
et al. 2001).

A feature space is an abstract t-dimensional space where each statistical unit is
represented as a point. Given an units � variables data matrix X with general term
xij , i D 1; 2; : : : ; n and j D 1; 2; : : : ; p, any generic row or column vector of X can
be represented into a feature space using a non linear mapping function. Formally,
the generic column (row) vector xj (x0

i ) of X is mapped into a higher dimensional
space F trough a function

'.xj / D
�
�1.xj /; �2.xj /; : : : ; �t .xj /

�
;

with t > p (t > n in the case of row vectors) and t 2 N.
The solution of the problem implies the identification of the minimal radius

hypersphere that includes the images of all data points; points that are on the surface
of the hypersphere are called support vectors. In the data space the support vectors
divide the data in clusters. The problem consists in minimizing the radius subject to
the restriction that all points belong to the hypersphere: r2 � ��'.xj /� a

��2 8j;
where a is the center of the hypersphere and k�k denotes the Euclidean norm.

To avoid that only the most far point determines the solution, slack variables
�j � 0 can be added:

r2 C �j �
��'.xj /� a

��2 8j:

This problem can be solved using the Lagrangian:

L.r; a; �j / D r2 �
X
j

�
r2 C �j �

��'.xj /� a
��2�ˇj �

X
j

�j�j C C
X
j

�j ;

(1)

where ˇj � 0 and �j � 0 are Lagrange multipliers, C is a constant and C
P

j �j
is a penalty term. To solve the minimization problem we set to zero the derivate of
L with respect to r , a and �j and we get the following solutions:
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X
j

ˇj D 1

a D
X
j

ˇj '.xj /

ˇj D C � �j
We remind that Karush–Kuhn–Tucker complementary condition implies:

�j �j D 0
�
r2 C �j �

��'.xj /� a
��2�ˇj D 0

The Lagrangian is a function of r , a and �j . Turning the Lagrangian into the more
simple Wolfe dual form, which is a function of the variables ˇj , we obtain:

W D
X
j

'.xj /2ˇj �
X
j;j 0

ˇjˇj 0'.xj / � '.xj 0/ 8fj; j 0g; (2)

with the constraints 0 � ˇj � C .
It is worth noticing that in (2) the function '.�/ only appear in products. The

dot products '.xj / � '.xj 0/ can be computed using an appropriate kernel function
K.xj ; xj 0/. The LagrangianW is now written as:

W D
X
j

K.xj ; xj /ˇj �
X
j;j 0

ˇj ˇj 0K.xj ; xj 0/: (3)

The SVC problem requires the choice of a kernel function. The choice of the
kernel function remains a still open issue (Shawe-Taylor and Cristianini 2004).
There are several proposal in the recent literature: Linear Kernel .k.xi ; xj / D
hxi � xj i/, Gaussian Kernel .k.xi ; xj / D exp.�qkxi � xj k2=2�2// and polynomial
Kernel (k.xi ; xj / D .hxi � xj i C 1/d with d 2 N and d ¤ 0) are among the most
largely used functions. In the present work we adopt a polynomial kernel function;
the choice was based on the empirical comparison of the results (Abe 2005).

The choice of the parameter d is the most important for the final clustering result,
because it affects the number of clusters.

To have a simplified notation, we indicate with K�.�/ the parametrised kernel
function: then in our specific context the problem consists in maximising the
following quantity with respect to ˇ

W D
X
m

K�.ym; ym/ˇm �
X
m;m0

ˇj ˇm0K�.ym; ym0/; (4)

where ym represents the generic coordinate obtained via MCA, 1 � m � q.
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This involves a quadratic programming problem solution, the objective function
is convex and has a globally optimal solution (Ben-hur et al. 2001).

The distance of the image of each point in the feature space and the center of the
hypersphere is:

R2.y/ D k'.y/� ak2 (5)

Applying previous results, the distance is obtained as:

R2.y/ D K�.y; y/� 2
X
j

K�.yj ; y/ˇj C
X
j;j 0

ˇj ˇj 0K�.yj ; yj 0/: (6)

Points, whose distance from the surface of the hypersphere is less than �, are
the support vectors and they define a partition of the feature space. These points
are characterized by 0 < ˇi < C ; points with ˇi D C are called bounded support
vectors and they are outside the feature-space hypersphere. If ˇi D 0 the point
is inside the feature-space hypersphere. The number of support vectors affects
the number of clusters, as the number of support vectors increases the number
of clusters increases. The numbers of support vectors depend on d and C : as
d increases the number of support vectors increases because the contours of the
hypersphere fit better the data; as C decreases the number of bounded support
vectors increases and their influence on the shape of the cluster contour decreases.

The (squared) radius of the hypersphere is:

r2 D ˚R.yi /2jyi is a support vector
	
: (7)

The last clustering phase consists in assigning the points projected in the feature
space to the classes. It is worth reminding that the analytic form of the mapping
function '.x/ D .�1.x/; �2.x/; : : : ; �t .x// is unknown, so that computing points
coordinates in the feature space is an unfeasible task. Alternative approaches permit
to define points memberships without computing all coordinates. In this paper, in
order to assign points to clusters we use the cone cluster labeling algorithm (Lee
and Daniels 2006) adapted to the case of polynomial kernel.

The Cone Cluster Labeling (CCL) is different from other classical methods
because it is not based on distances between pairs of points. This method look for a
surface that cover the hypersphere, this surface consists of a union of coned-shaped
regions. Each region is associated with a support vector’s features space image, the
phase of each cone ˚i D †.�.vi /Oa/ is the same, where vi is a support vector, a is
the center of the minimal hypersphere and O is the feature space origin. The image
of each cone in the data space is an hypersphere, if two hyperspheres overlap the
two support vectors belong to the same class. So the objective is to find the radius
of these hyperspheres in the data space kvi � gik where g is a generic point on the
surface of the hypersphere. It can be demonstrated that K.vi ; gi / D

p
1 � r2 (Lee

and Daniels 2006), so in case of polynomial kernel we obtain:
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K.vi ; gi / D ..vi g0
i /C 1/d ;p

1 � r2 D ..vi g0
i /C 1/d : (8)

Starting from (8) we can compute the coordinate of gi : g0
i D

h�
1 � r2� 1

2d � 1
i

v0
i

and consequently the value of kvi � gik. If distances between two generic support
vectors is less than the sum of the two radii they belong to the same cluster.

Defined by N the number of units and by NSV the number of support vectors,
computational cost of the CCL method is O.N2

SV/, while computational cost of the
classical method, complete graph (CG), is O.N2/. When the number of support
vectors is small, CCL is faster then CG.

3 Empirical Evidence

The method has been applied to the 1984 United States Congressional Voting
Records Database. The access information is available at the UCI Machine Learning
Repository home page1. The dataset includes votes for each of the U.S. House of
Representatives Congressmen on the 16 key votes identified in the Congressional
Quarterly Almanac (CQA). The data matrix we use in this paper represents a
simplified version of the original dataset. It consists of 435 rows, one for each
congressman, and 16 columns referring to the 16 key votes of 1984. Each cell
can assume 3 different categories: in favor, against and unknown. An additional
column indicates the political party of each congressman (democrat or republican).
We assume it represents the “true” classification.

In the first step we used an MCA algorithm in order to reduce the number of
variables. Looking at the eigenvalues scree plot in Fig. 1, we observe that the growth
of the explained inertia is minimal starting from the third factor.

So we computed the coordinates of the units on the first two MCA factors that
explain 81% of the inertia. The items represented in this new space are characterized
by non linear relations.

In the second step we use SVC algorithm. The method identifies nested clusters
and clusters of arbitrary form. We chose a gaussian kernel because it gives a better
performance with this dataset. The number of classes (Fig. 4) depends on kernels
parameters: with parameters d D 3 and C D 0:001 we obtained 3 classes.

Applying a Cone cluster labeling algorithm, we obtained the solution in Fig. 2.
In order to appreciate the quality of our results we propose a comparison

with k-means method. We are aware that the two method optimize different
criteria however the k-means algorithm popularity makes it a fundamental reference
method. We used the k-means method to cluster the coordinates of the items on

1http://archive.ics.uci.edu/ml/
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Fig. 1 Eigenvalues scree plot (first eleven eigenvalues)
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Fig. 2 Clusters obtained by SVC algorithm

factorial axes Fig. 3. We reiterated the algorithm 1,000 times because, as it is
well known, k-means can converge to local minima while SVC find the optimal
solution if any. With this dataset in 99% of cases the results converge always to the
same minimum. In 1% we find not satisfactory solutions because the presence of a
singleton.
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Fig. 3 Clustering obtained with k-means

The results obtained with two classes are not presented because solutions are
unstable and group separations are not satisfactory.

It can be reasonably assumed that the “true” classification were defined by the
variable political party, not involved in the analysis. SVC algorithm results (Fig. 2)
can be summarized as follow:

• (blue �) 223 republicans, 9 democrats
• (red �) 157 democrats, 42 republicans
• (blackC) 2 republicans, 2 democrats.

Figure 3 shows that using k-means the clusterings structures changes a lot with
respect to the “true classification”. The results can be summarized as follow:

• (blackC) 137 democrats, 23 republicans
• (red �) 194 republicans, 4 democrats
• (blue �) 50 republicans, 27 democrats.

In order to appreciate the procedure performing, we also use the CATANOVA
method (Singh 1993). This method is analogous to the ANOVA method for the case
of categorical data. The CATANOVA method tests the null hypothesis that all the k
classes have the same probability structure qi :H0 W qij D qi for all i D 1; : : : ; p and
j D 1; : : : ; k where p is the number of variables and k the number of clusters. The
null hypothesis is rejected using both k-means and SVC methods, in both cases there
are significative differences between clusters. The statistic CA is distributed as a �2

with .n�1/.k�1/ degrees of freedom, where n is the number of observations. The
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Fig. 4 Number of support vector changing the value of the kernel parameter
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value of CA for k-means on this dataset is 1:8275 � 104. The value of CA applying
to the SVC algorithm is 1:8834 � 104; using SVC we obtain an higher value of the
CATANOVA index, we can conclude that, with this dataset, SVC performs better
than k-means.

4 Conclusion

This method can be an alternative to traditional clustering methods when dealing
with large data-sets of categorical data. The first issue solved is the quantification
of categorical data with the MCA that reduces the dimensionality without losing
nonlinear relations between variables. The second is the adaptation of the cone
cluster labeling method, used in the case of Gaussian kernel, to the case of
polynomial kernel. One of the advantages is that the classes can be seen on factorial
axes and this can help in the interpretation of the results; moreover, the method
proposed gives stable results. There are still some open issues: the choice of the
kernel function is made empirically and there is no analytic way to choose it; the
number of classes depends on the kernel parameters so it can not be chosen directly.

The next task is to classify new items. To do this it can be useful to project the
data into a new space that maximizes the distances between classes. The new item
can be projected in this space where it can be classified.
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Scientifica della Società italiana di Statistica, CEDAM: 63–72.

Shawe-Taylor J., Cristianini N. (2004) Kernel methods for pattern analysis, Cambridge University
Press. Boston.

Silberschatz A., Tuzhilin A. (1996) What makes patterns interesting in knowledge discovery
systems, IEEE Transactions on Knowledge and Data Engineering Vol 8: 291–304.

Singh B. (1993) On the Analysis of Variance Method for Nominal Data, The Indian Journal of
Statistics, Series B, Vol 55: 40–47.



Clustering Geostatistical Functional Data

Elvira Romano and Rosanna Verde

Abstract In this paper, we among functional data. A first strategy aims to classify
curves spatially dependent and to obtain a spatio-functional model prototype for
each cluster. It is based on a Dynamic Clustering Algorithm with on an optimization
problem that minimizes the spatial variability among the curves in each cluster. A
second one looks simultaneously for an optimal partition of spatial functional data
set and a set of bivariate functional regression models associated to each cluster.
These models take into account both the interactions among different functional
variables and the spatial relations among the observations.

1 Introduction

There is a large number of applicative fields like metereology, geology, agronomy,
ecology, where data are curves observed in spatial varying way. This is leading,
in these years to the development of a new branch of statistics: Spatio-Functional
Data Analysis (Ramsay and Silverman 2005). In this paper we focus on clustering
methods for geostatistical functional data which are a kind of spatio-functional data
(Delicado et al. 2007).

Clustering approaches in this framework can be categorized in functional
methods and in spatio-temporal methods. The first ones take only into account the
functional nature of data (Romano 2006) while the second ones are time-dependent
clustering methods incorporating spatial dependence information between variables
(Blekas et al. 2007). Existing work on clustering spatiotemporal data has been
mostly studied by computer scientists most often offering a specific solution to
clustering under nuisance spatial dependence. With the aim of overcoming the
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restrictive independence assumption between functionals in many real applications,
we evaluate the performances of two distinct clustering strategies according to
a spatial functional point of view.

A first approach is a special case of Dynamic Clustering Algorithm (Diday 1971)
based on an optimization criterion that minimizes the spatial variability among the
curves in each cluster (Romano et al. 2009a). The centroids of the clusters, are
estimated curves in sampled and unsampled area of the space that summarize spatio-
functional behaviors.

The second one (Romano et al. 2009b) is a clusterwise linear regression approach
that attempts to discover spatial functional linear regression models with two
functional predictors, an interaction term, and with spatially correlated residuals.
This approach is such to establish a spatial organization in relation to the interaction
among different functional data. The algorithm is a k-means clustering with a
criterion based on the minimization of the squared residuals instead of the classical
within cluster dispersion.

Both the strategies have the main aim of obtaining clusters in relation to the
spatial interaction among functional data.

In the next sections after a short introduction on the spatial functional data, we
present the main details of the methods and their performances on a real dataset.

2 Geostatistical Functional Data

Spatially dependent functional data may be defined as the data for which the
measurements on each observation, that is a curve, are part of a single underlying
continuous Spatial functional process defined as: � D ˚

�s W s 2 D 	 Rd
	
, where

s is a generic data location in the d�dimensional Euclidean space (d is usually
equal to 2), the set D 	 Rd can be fixed or random and �s are functional random
variables, defined as random elements taking values in an infinite dimensional space.

The nature of the set D allows to classify the kind of Spatial Functional
Data. Following Giraldo et al. (2009) these can be distinguished in geostatistical
functional data, functional marked point pattern and functional areal data.

We focus on geostatistical functional data, that appear when D is a fixed subset
of Rd with positive volume, in particular we assume to observe a sample of curves
�si .t/ for t 2 T and si 2 D; i D 1; : : : ; n. It is usually assumed that these curves
belong to a separable Hilbert space H of square integrable functions defined in T .
We assume for each t 2 T we have a second order stationary and isotropic random
process, that is, the mean and variance functions are constant and the covariance
depends only on the distance between sampling points. Formally, we have that:

• E.�s.t// D m.t/, for all t 2 T; s 2 D.
• V.�s.t// D �2.t/, for all t 2 T; s 2 D.
• Cov.�sj.t/; �sj.t// D C.h; t/ where hij D

��si � sj
�� and all si ; sj 2 D
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• 1
2
V .�sj.t/; �sj.t// D 	.h; t/ D 	si sj .t/ where hij D

��si � sj
�� and all si ;

sj 2 D.

The function 	.h; t/ as function of h is called variogram of �s.

3 Dynamic Clustering for Spatio-Functional Data

Our first proposal is to partition, through a Dynamic clustering algorithm, the
random field

˚
�s W s 2 D 
 Rd

	
into a set of C clusters such that the obtained

clusters contain spatially related curves. Dynamic clustering algorithm optimizes
a criterion of best fitting between a partition Pc of a set of objects in C clusters and
the way to represent the clusters. Since we assumed that data are generated from
a functional linear concurrent model (Ramsay and Silverman 2005) we advise to
optimize the following criterion:

�.P;G/ D
CX
cD1

X
i2Pc

Z
T

V

 
�si .t/ �

ncX
iD1


i�si .t/

!
dt u:c:

ncX
iD1


i D 1 (1)

where nc is the number of the elements in each cluster and the prototype �sc DPnc
iD1 
i�si .t/ is an ordinary kriging predictor for curves in the clusters. According

to this criterion the kriging coefficients represent the contribute of each curve to the
prototype estimate in an optimal location sc . Where sc is chosen among all possible
locations of the space, obtained by considering a rectangular spatial grid which
covers the area under the study. Among the possible locations are also included
the sampled locations of the space. Thus, the parameters to estimate are: the kriging
coefficients, the spatial location of the prototypes, the residuals spatial variance for
each cluster.

For fixed values of the spatial locations of the prototypes sc this is a constrained
minimization problem.

The parameters 
i i D 1; : : : ; nc are the solutions of a linear system based on
the Lagrange multiplier method. In this paper we refer to the method proposed by
(Delicado et al. 2007), that in matrix notation, can be seen as the minimization of
trace of the mean-squared prediction error matrix in the functional setting.

According to this approach a global uncertainty measure is the prediction of
trace-semivariogram

R
T
	si ;sc .t/dt , given by:

Z
T

V

 
�si .t/ �

ncX
iD1


i�si .t/

!
dt D

ncX
iD1


i

Z
T

	si ;sc .t/dt � � u:c:
ncX
iD1


i D 1 (2)

It is an integrated version of the classical pointwise prediction variance of
ordinary kriging and gives indication on the goodness of fit of the predicted model.

In the ordinary kriging for functional data the problem is to obtain an estimate of
a curve in an unsampled location.
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In our case also the location is a parameter to estimate. We propose to solve this
problem evaluating for each cluster, kriging on the locations of the grid in order to
obtain the best representative kriging predictor. The prototype is the best predictor
in terms of the best spatio-functional fitting (5) among the set of the estimated
prototype on different spatial locations.

Once we have estimated the prototypes we allocate each new curve to the cluster
according to the following allocation function:

� D �∫ 7�!Pc (3)

It allows to assign �s to cluster c of Pc �.G/ D P D fP1; : : : ; PC g, according to
the minimum-spatial variability rule:

Pc WD fi 2 �s W ı.fig ; �sc / � ı.fig ; �sc� / for 1 � c� � C g (4)

with:

ı.fig; �sc / D
1


˛

Z
T

V .�si .t/ � �sc .t// dt (5)

where 
˛ is the kriging coefficient or weight such that js˛ � sc j Š h where h D
jsi � scj. Note that, it is possible however that some weights may be negative. For
solving this problem we set to the latter a zero value.

Applying iteratively the assignment function followed by the allocation function
under some conditions the algorithm converges to a stationary value. The conver-
gence of the criterion is guaranteed by the consistency between the way to represent
the classes and the proprieties of the allocation function.

4 Clusterwise Linear Regression for Spatially Correlated
Functional Data

According to (Spaeth 1979) the clusterwise linear regression is defined as a kind of
regression, such that given a data set of observations of an explanatory variable and
a response variable, the aim is to find simultaneously an optimal partition of the data
and the regression models associated to each cluster which maximize the overall fit.

Given a multivariate spatial functional dataset .�si .t/; �si .t/; Y.si //iD1:::n, where
�s1 ; : : : ; �sn and �s1 ; : : : ; �sn are samples of curves, realization of two random
processes �s.t/ and `s.t/ with t 2 T; s 2 D, and Y.s/ is a unique observation of
Y.t/ a random function at location. We consider the following functional regression
model with scalar response (Bar-Hen et al., 2008):

Y.s/ D �C hAI�si C hBI �si C hC�sI�si C s (6)
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where

hAI�si D
Z
Œ0;T �

A.t/�s.t/dt hBI �si D
Z
Œ0;T �

B.t/�s.t/dt (7)

are the linear terms in �s; �s and

hC�sI�si D
Z Z

Œ0;T �2
C.t; u/�s.t/�s.u/dtdu (8)

is the bilinear term and s is a spatial stationary random field with spatial correlation
function �s . Our aim is to get an optimal partition P D .P1; : : : ; PC / of the spatio-
functional dataset .�s.t/; �s.t/; Y.s// into a set of C clusters such that curves in
each cluster maximize the fit to the following functional linear model with scalar
response (Bar Hen et al. 2008):

Ys D fc.�s; �s/C s (9)

where: s , is a spatial stationary random field with spatial correlation function �s ,
fc is defined for each cluster c 2 C and it is assumed to be the sum of linear terms

in �s , �s and a bilinear term modeling the spatial interaction between �s and �s .
Formally, fc can be expressed as:

fc.�s; �s/ D �c C
Z
Œ0;T �

Ac.t/�s.t/dt C
Z
Œ0;T �

Bc.t/�s.t/dt

C
Z Z

Œ0;T �2
Cc.t; u/�s.t/�s.u/dudt

D �C hAcI�i C hBcI �i C hCc�I �i

where:
Ac.t/ and Bc.t/ are the functional regression coefficients,
Vc.t; u/ is a coefficient to be estimated which accounts for the interaction

between �s.t/ and �s.t/.
We assume that exists a group-variable G W ˝ 7�! f1; : : : ; C g,(where ˝ is the

probability space on which �s.t/ and �s.t/ are defined) such that

E.Ys=�s D �s; �s D �s;G D c/ D �c C hAcI�si C hBcI �si C hC c�sI�si (10)

where f�c;Ac; Bc; C cgcD1;:::;C are the estimated regression functions given by the
generalized least squares criterion.

If n data points have been recorded, the clusterwise linear regression algorithm
finds simultaneously an optimal partition of the n points and the regression models
f�c;Ac; Bc; C cgcD1;:::;C associated to each cluster, which optimize the criterion:
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�.P;G/ D
CX
cD1

X
i2Pc

ŒYi .s/ � .�c C hAcI�si C hBc I �si C hC c�sI�si/�2 (11)

that is minimizing the sum of the squares errors SSEc over the C clusters.
The algorithm used for finding a local minimum of the criterion � is a variation

of the k-means.
It starts from defining an initial random partition P1 D .P1; : : : ; PC /, then it

constructs iteratively a sequence of partitions and regression coefficients as follows:

• Run until the convergence

– For each cluster Pc

� Estimate the coefficients Ac.t/; Bc.t/; Vc.t; u/ of fc by Quasi Generalized
Least Square by using a local spatial covariance matrices ˙c computed on
the estimated residuals of local model for c D 1 : : : C

– Allocate each �si ; �si ; Ysi to the clusters such that:

OC0
c ˙c

C�1 OC
c < OC0

c0

˙c0

C�1 OC
c0

(12)

Where Oc D .Yc � Xc˚�/ and ˚� D .XtX/�1XtY .
In order to estimate the models parameters, the functions involved in fc are

expanded on an orthonormal basis of L2.Œ0; T �/ truncated at h D l . Where l
is suitably large that it does not entail any significant loss of information. The
problem becomes a linear regression with spatially correlated residuals. We use
Quasi Generalized Least Square where at first, the coefficientsAc.t/; Bc.t/; Vc.t; u/
are estimated by Ordinary Least Square and the spatial correlation is estimated from
the residuals. Then, the final estimate of the coefficients is performed by introducing
the estimated correlation matrix in the Generalized Least Square formula.

5 Mareographic Network Analysis

We illustrate our approach on a real dataset, which contains the atmospheric pressure
and air temperature of 26 sea stations of the Italian Coast (http://www.mareografico.
it). For each location, we have the curve of atmospheric pressure and air temperature
recorded in a period of two weeks with spatial coordinates (sx; sy) correspondent
respectively to the latitude and longitude. The aim of the analysis is:

• To find homogeneous spatial areas and a local functional model able to summa-
rize atmospheric behaviors. With this aim we perform Dynamic Clustering for
spatio-functional data by using separately the atmospheric pressure curve and
the air temperature curve.

http://www.mareografico.it
http://www.mareografico.it
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• To investigate on the atmospheric diversity at different areas by accounting for
the weight of atmospheric pressure and air temperature curves (together with
their interaction) on such diversity. This is performed by Clusterwise linear
regression.

As first stage of all the analysis we use Fourier basis to smooth each observed curve.
Thus we performed three cluster analysis. For all the analysis, in order to choose the
number of clusters, we run the algorithms with a variable number of clusters C . We
look at the value of the optimized criterion as a function of the number of clusters,
then we choose a number of clusters so that adding an another cluster it does not
give a much better value of the criterion.

On the evaluated dataset this involves to set C D 3 for the first two analyses and
C D 2 for the third one.

Moreover to initialize the clustering procedures, we run a standard k-means
algorithm on the spatial locations of the observed data, such to get a partitioning
of data into spatially contiguous regions.

By the results of the first two analysis, the 3 obtained clusters include quite
similar stations and areas but are characterized by different prototypes. Especially,
looking at the clustering structure of pressure curves, the clusters contain respec-
tively 10; 11; 5 elements. Moreover we observe that:

• In the first cluster, according to the obtained functional parameters 
i ; i D
1; : : : ; 10, the greatest contribute to the prototype estimation corresponds to 0:59.
This functional parameter corresponds to Napoli.

• In the second cluster, the greatest functional parameter that contributes to the
prototype estimation corresponds to 0:46, this functional parameter corresponds
to Ancona.

• In the third cluster, the greatest functional parameter that contributes to the
prototype estimation corresponds to 0:66, this functional parameter corresponds
to La Spezia.

At the same time looking at the clustering structure on air temperature curve, each
cluster contains respectively 10; 12; 4 elements, we can observe that:

• In the first cluster, according to the obtained functional parameters 
i ; i D
1; : : : ; 10, the greatest contribute to the prototype estimation corresponds to 0:49.
This functional parameter corresponds to Salerno.

• In the second cluster, the greatest functional parameter that contributes to the
prototype estimation corresponds to 0:36, this functional parameter corresponds
to Ortona.

• In the third cluster, the greatest functional parameter that contributes to the
prototype estimation corresponds to 0:56, this functional parameter corresponds
to Genova.

The third analysis, which is performed using the Clusterwise Linear regression
method, takes into account both, the curves for air temperature and pressure
so that it is able to provide a global view of the atmospheric diversity on the
considered area
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We obtain two clusters, each of them has a predicted response range respectively
of Œ0; 28I 0; 43� and Œ0; 43I 0; 69�. These two macroarea are respectively north and
south of the Italian coast, we could conclude that this is the effect of the spatial
correlation among the curve.

The location of the prototypes are Salerno and Ancona. The spatio-functional
models that describe the two area are:

fci .�s; �s/ D �C hAci I�i C hBci I �i C hCci �I �i i D 1; 2 (13)

whereAci , Bci are respectively the coefficient functions of the atmospheric pressure
and of air temperature and Cci is the interaction function among atmospheric
pressure and air temperature. Thus we can observe for the first cluster that the
function Ac1 has a crescent shape with variability in the range Œ1003C I 1006C �
and of the function Bc1 has a decrescent shape with variability in the range
Œ�0:1hPaI 8:8hPa�; while for the second cluster we have more variability in the
range Œ1004C I 1010C � for the function Ac2 and for the function Bc2 in the range
Œ4:7hPaI 12:2hPa�. In order to evaluate the effect of the interaction among the
two variable, we have also performed the analysis of variance with a different fitted
model for the two obtained clusters: fci .�s; �s/ D �ChAci I�iChBci I �i i D 1; 2.

The p-values(1; 235e�12, 1; 115e�7) respectively for the first and second cluster,
show that the interaction term have a strong effect.
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Joint Clustering and Alignment of Functional
Data: An Application to Vascular Geometries

Laura M. Sangalli, Piercesare Secchi, Simone Vantini, and Valeria Vitelli

Abstract We show an application of the k-mean alignment method presented in
Sangalli et al. (Comput. Stat. Data Anal. 54:1219–1233). This is a method for the
joint clustering and alignment of functional data, that sets in a unique framework two
widely used methods of functional data analysis: Procrustes continuous alignment
and functional k-mean clustering. These two methods turn out to be two special
cases of the new method. In detail we use this algorithm to analyze 65 Internal
Carotid Arteries in relation to the presence and rupture of cerebral aneurysms.
Some interesting issues pointed out by the analysis and amenable of a biological
interpretation are briefly discussed.

1 Introduction

The onset and the rupture of cerebral aneurysms are still matters of research among
neuro-surgeons. A cerebral aneurysm is a bulge in the wall of a brain vessel; it is
generally not disrupting, and it is not rare among adult population: epidemiological
studies suggest that between 1% and 6% of adults develop a cerebral aneurysm
during their lives. On the contrary, the rupture of a cerebral aneurysm is quite
uncommon but very severe event: about 1 event every 10,000 adults per year, with
a mortality rate exceeding 50%.
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The aim of the Aneurisk Project1 is to provide evidence of an existing relation
between this pathology and the geometry and hemodynamics of brain vessels. In
particular, the present analysis considers the centerlines of 65 Internal Carotid
Arteries (ICA), whose functional form is obtained from discrete observations by
means of free-knot regression splines, as shown in Sangalli et al. (2009b). Details
about the elicitation of discrete observations from raw data can be found in Antiga
et al. (2008). Before the analysis, the 65 centerlines are jointly aligned and clustered
by means of the k-mean alignment method proposed in Sangalli et al. (2010a,b).
The aligned and clustered centerlines are then here analyzed along the paradigm of
functional data analysis as advocated by Ramsay and Silverman (2005). In the end,
some interesting issues amenable of a biological interpretation are discussed.

2 The k-Mean Alignment Algorithm

The k-mean alignment algorithm – whose technical details can be found in Sangalli
et al. (2010a,b) – originates from the need of consistently aligning and clustering
a set of functional data. This algorithm can be seen as the result of an integration
of two algorithms that are currently widely used in functional data analysis: the
Procrustes continuous registration algorithm (e.g., Sangalli et al., 2009a) and the
functional k-mean clustering algorithm (e.g., Tarpey and Kinateder, 2003). With
these two mother algorithms, the new algorithm shares both aims and basic oper-
ations. Schematic flowcharts of both Procrustes continuous registration algorithm
and functional k-mean clustering algorithm are sketched in Fig. 1. Alternative
approaches to the joint clustering and alignment of curves can be found for instance
in Liu and Yang (2009), and Boudaoud et al. (2010).

The aim of the Procrustes continuous alignment algorithm is to align functional
data by decoupling phase and amplitude variability; this task is essentially achieved
by iteratively performing an identification step and an alignment step. The former
step consists in the identification of a template function on the basis of the n
functions as aligned at the previous iteration; the latter step consists instead in the
maximization of the similarity between each function and the template, as identified
at the previous identification step, by means of subject-by-subject warping of the
abscissa. The problem of curve alignment is theoretically well set when a similarity
index � between two functions and a set W of admissible warping functions of the
abscissa are chosen.

1The project involves MOX Laboratory for Modeling and Scientific Computing (Dip. di Matem-
atica, Politecnico di Milano), Laboratory of Biological Structure Mechanics (Dip. di Ingegneria
Strutturale, Politecnico di Milano), Istituto Mario Negri (Ranica), Ospedale Niguarda Ca’ Granda
(Milano), and Ospedale Maggiore Policlinico (Milano), and is supported by Fondazione Politec-
nico di Milano and Siemens Medical Solutions Italia.
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Fig. 1 Schematic flowcharts of the Procrustes continuous registration algorithm (left) and the
functional k-mean clustering algorithm (right). Index i refers to the sample unit while index k to
the cluster

The aim of the k-mean clustering algorithm is instead to cluster functional
data by decoupling within and between-cluster variability (in this context within
and between-cluster amplitude variability); this task is here achieved by iteratively
performing an identification step and an assignment step. In this algorithm, the
identification step consists in the identification of k cluster template functions on
the basis of the k clusters detected at the previous iteration; the assignment step
consists in the assignment of each function to one of the k clusters, this assignment
is achieved by maximizing the similarity between each function and the k templates,
as identified at the previous identification step. The problem of clustering curves is
theoretically well set when a similarity index � between two functions and a number
of cluster k to be detected are chosen.

The k-mean alignment algorithm, as a fall out of the two previous algorithms,
aims at jointly aligning and clustering functional data by decoupling phase variabil-
ity, within-cluster amplitude variability, and between-cluster amplitude variability.
It reaches this task by putting together the basic operations of the two mother
algorithms (a schematic flowchart of the k-mean alignment algorithm is sketched
in Fig. 2) and thus iteratively performing an identification step, an alignment step,
and an assignment step. Indeed, in the identification step, k template functions are
identified on the basis of the k clusters and of the n aligned functions detected at
the previous iteration. In the alignment step the n functions are aligned to the k
templates detected at the previous iteration and k candidate aligned versions of each
curve are obtained. In the assignment step, each curve is then assigned to the cluster
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Fig. 2 Schematic flowchart of the k-mean alignment algorithm. Index i refers to the sample unit
while index k to the cluster

whom the curve can be best aligned to, i.e., the cluster for which the similarity
among its template and the corresponding candidate aligned curve is maximized.

On the whole, the k-mean alignment algorithm takes as input a set of n functions
fc1; : : : ; cng (like both mother algorithms do) and gives as output k clusters (like
the k-mean clustering algorithm does) and n aligned functions together with the
corresponding n warping functions fh1; : : : ; hng (like the continuous alignment
algorithm does).

From a theoretical point of view, the problem of jointly aligning and clustering
curves is soundly posed when the number of cluster k, the similarity index �
between two functions, and the set W of admissible warping functions are chosen.
Let us mention two special choices that make the k-mean alignment algorithm
degenerate to the continuous alignment algorithm and to the k-mean clustering
algorithm, respectively: k D 1 and W D f1g.

3 Analysis of Internal Carotid Artery Centerlines

In this section we discuss a real application of the k-mean alignment procedure
that is also the one that urged us to develop such method: the analysis of the
AneuRisk dataset. In detail, we deal with 65 three-dimensional curves representing
the centerlines of 65 ICAs. Details about the elicitation of a discrete representation
of the centerline from the three-dimensional angiography can be found in Sangalli
et al. (2009a), while the consequent elicitation of the curve from the discrete data –
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by means of three-dimensional free-knot splines – is detailed in Sangalli et al.
(2009b). The outline of the analysis is to perform a k-mean alignment algorithm for
different values of k, to compare the performances (measured by means of the mean
similarity achieved after the k-mean alignment) in order to choose a reasonable
value for k, and then to find out possible relations between both geometry and
clusters membership of the aligned curves on the one hand, and presence, rupture,
and location of cerebral aneurysms on the other one.

Consistently with Sangalli et al. (2009a), where another analysis of the AneuRisk
dataset is presented, we use, as similarity index � between two curves c1 and c2,
the average of the cosine of the angles between the first derivatives of homologous
components of the two curves:

�.c1; c2/ D 1

3

X
p2fx;y;zg

R
c0
1p.s/c

0
2p.s/dsqR

c0
1p.s/

2ds
qR

c0
2p.s/

2ds
; (1)

and, as the set of warping functions W , we use the group of affine transformations
with positive slope. This joint choice for � and W descends from both theoretical
and medical considerations that are detailed in Sangalli et al. (2009a).

From a practical point of view, different procedures can be used for the
implementation of the identification, the alignment, and the assignment steps.
In particular, the procedure used within the identification step can be expected
to be a very sensitive point for the good outcome of the k-mean alignment,
since straightforward procedures tackling this issue cannot be easily implemented.
Indeed, (a) each identification step is theoretically declined in the solution of k
separate functional optimization problems; (b) each alignment step in the solution
of kn separate bivariate optimization problems; and (c) each assignment step in the
solution of n separate discrete optimization problems.

Effective and computationally unexpensive methods for solving optimization
problems (b) and (c) – that rise in this context – exist; while, on the contrary,
a numerical solution of the functional optimization problem (a) here encountered
appears to be quite hard to handle. For this reason, we prefer to use a more
“statistically flavored” approach to look for good estimates of the templates (i.e.,
local polynomial regression). This choice could of course pose some questions about
the consistence among theoretical templates and their obtained estimates. This issue
is extensively discussed in Sangalli et al. (2010a).

Figure 3 graphically reports the main results of the application of the k-mean
alignment algorithm to the analysis of the 65 ICA centerlines. In the top-left plots,
the original data are plotted. In the bottom-left and in the bottom-right plots, the
output provided by the one-mean and by the two-mean alignment are respectively
reported (in the latter ones the two detected clusters are identified by different
colors). In the top-center plot: boxplots of similarity indexes between each curve and
the corresponding template are reported for original curves and for k-mean aligned
curves, kD 1; 2; 3. Finally, in the top-right plot, the performances of the algorithm
are shown: the orange line reports, as a function of the number of clusters k,
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Fig. 3 Top left: first derivative of the three spatial coordinates x0; y0; z0 of ICA centerlines.
Bottom: first derivatives of one-mean and two-mean aligned curves (left and right respectively);
first derivatives of templates always in black. Top center: boxplots of similarity indexes between
each curve and the corresponding template for original curves and for k-mean aligned curves,
k D 1; 2; 3. Top right: means of similarity indexes between each curve and the corresponding
template obtained by k-mean alignment and by k-mean without alignment

the mean of similarity indexes (between curves and the corresponding template)
obtained by k-mean alignment; the black line reports the mean of similarity indexes
(between curves and the corresponding template) obtained by k-mean clustering
without alignment.

Focussing on the last plot, at least two features need to be discussed. First, note
the clear vertical shift between the orange and the black line: this points out the
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presence of a non-negligible phase variability within the original data and thus the
necessity of aligning the data before undertaking any further analysis.

Second, once decided that alignment is needed, note the absence in the orange
line of an evident improvement in the performance when three clusters are used
in place of two: this suggests that kD 2 is the correct number of clusters.
Consequently, the two-mean alignment algorithm will be used to jointly cluster and
align the 65 ICA centerlines.

In the next two sections, we will discuss some interesting issues amenable
of a biological interpretation that the two-mean alignment algorithm points out
while neither the simple two-mean clustering without alignment nor the simple
one-mean alignment (i.e., continuous alignment) have been able to disclose. In
particular, the most interesting findings relative to the association between cluster
membership and the aneurysmal pathologies are tackled in Sect. 3.1; the ones
relative to the association between the shape of the aligned centerlines and the
aneurysmal pathologies are instead shown in Sect. 3.2; the analysis of the warping
functions is omitted since no interesting associations have been found.

3.1 Centerline Clusters vs Cerebral Aneurysms

Focussing on the two clusters detected by the two-mean alignment algorithm
(bottom-right plots of Fig. 3), it is noticeable that the two clusters essentially differ
within the region between 20 and 50 mm from the end of the ICA, that is also the
region where the amplitude variability is maximal within the one-mean aligned data
(bottom-left plots of Fig. 3). In particular (left plot of Fig. 4 where the two cluster
templates are reported), we can identify a cluster associated to S -shaped ICAs
(two siphons in the distal part of the ICA), i.e. the 30 green curves, and a cluster
associated to ˝-shaped ICAs (just one siphon in the distal part of the ICA) i.e.
the 35 orange curves. To our knowledge, it is the first time that this categorization,
proposed in Krayenbuehl et al. (1982), is statistically detected. To show the primacy
of the two-mean alignment, not only over the one-mean alignment but also over the
simple two-mean clustering, in Fig. 4 the cluster templates detected by two-mean

Fig. 4 Left: cluster template curves detected by two-mean alignment (S group in green and ˝
group in orange). Right: cluster template curves detected by the simple two-mean clustering
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alignment (left) and by the simple two-mean clustering (right) are compared. It
is evident that while the former algorithm detects two morphologically different
templates (the S and the ˝ are clearly visible within the red circle), the latter
detects two templates that are essentially equal in shape but just shifted. This is
not surprising since the two-mean clustering algorithm (that is optimal if no phase
variability is present within the data) is completely driven in this case by phase
variability, providing fictitious and uninteresting amplitude clusters.

Moreover, the two clusters detected by the two-mean alignment turn out to
be associated to the aneurysmal pathology, since there is statistical evidence of a
dependence between cluster membership, and aneurysm presence and location (MC
simulated p-value of Pearson’s �2 test for independence equal to 0:0013): indeed,
if we label the 65 patients according to the absence of an aneurysm (NO group),
the presence of an aneurysm along the ICA (YES-ICA group), and the presence
of an aneurysm downstream of the ICA (YES-DS group), we obtain the following
conditional contingency table:

NO YES-ICA YES-DS

S 100.0% 52.0% 30.3%
˝ 00.0% 48.0% 69.7%

A close look at the previous table makes evident that: (a) within this data set, there
are no healthy subjects within the˝ cluster and all healthy subjects belong to the S
cluster; (b) within the YES-DS group the number of ˝ patients is more than twice
the number of S patients, while within the YES-ICA group the two proportions are
nearly equal. Wall shear stress is suspected to be associated to aneurysm onset and
rupture and thus vessel geometry and hemodynamics could possibly explain this
dependence.

Indeed, both ICA and arteries downstream of the ICA are very stressed vessels
from a mechanical point of view: the former because its bends are expected to
act like a fluid dynamical dissipator for the brain; the latter ones because they are
floating in the brain humor without being surrounded by any muscle tissues. In
particular, while S -shaped ICAs (two-bend syphon) are expected to be very effective
in making the flow steadier;˝-shaped ICAs (one-bend syphon) are instead expected
to be less effective (this could be a possible explanation to (a)). Moreover for this
same reason, in˝-shaped ICAs, the blood flow downstream of the ICA is expected
to be less steady, providing an overloaded mechanical stress to downstream arteries
(this could be an explanation to (b)).

3.2 Centerline Shapes vs Cerebral Aneurysms

Let us now focus on the two-mean aligned curves in order to find out possible
relations between centerline geometry and aneurysms. In order to reduce data
dimensionality, we perform a three-dimensional functional principal component
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Fig. 5 Left: the projections of the 65 ICA centerlines along the first principal component (in
orange centerlines belonging to the ˝ cluster and in green centerlines belonging to the S cluster).
Center: the projections of the 65 ICA centerlines along the fifth principal component (in red
centerlines associated to patients with a ruptured aneurysm and in blue patients without aneurysm
or with unruptured aneurysm). Right: fractions of explained total variance

analysis (e.g., Ramsay and Silverman, 2005) of the aligned centerlines for values of
the registered abscissa between�34:0 and�6:9mm, i.e., the abscissa interval where
all records are available. In the right plot of Fig. 5 the fractions and the cumulative
fractions of explained total variance are displayed, it is evident that one, three, or
five principal components can be used to represent the centerlines. We decide to
summarize the data by means of the first five principal components comforted by
the fact that they provide a visually good representation of the data, by the fact
that they explain more than the 90% of the total variance, and by the fact that all
remaining principal components seem not to be related to any structural mode of
variability but just noise.

In the left plot of Fig. 5 the projections of the 65 ICA centerlines along the first
principal component are reported (orange for the ˝ cluster centerlines and green
for the S cluster ones). Nearly 42% of the total variability is explained by this
component. It is evident that the variability associated to the first component is
mostly concentrated at the top-right extreme (i.e. the proximal part of the portion
of centerline under investigation), and moreover it is indicating the presence and
magnitude of a second syphon before the distal one (in this picture blood flows
from right to left). The Mann-Whitney test for the first principal component scores
of the S and the ˝ cluster centerline projections presents a p-value equal to 10�14.
This result strongly supports the identification of the two clusters – detected by the
two-mean alignment – with the S and ˝ shaped ICAs proposed by Krayenbuehl
et al. (1982).

The second, third, and fourth principal components are difficult to interpret and
moreover no associations have been found between these principal components and
the aneurysmal pathologies. For this reason they will not be discussed in this work.
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The fifth principal component (explained total variance 7%, cumulative 93%)
appears instead to be surprisingly easy to interpret (in the center plot of Fig. 5
the projections of the 65 ICA centerlines along the fifth principal component are
reported: in red the centerlines associated to patients with a ruptured aneurysm
and in blue the ones associated to patients without aneurysm or with unruptured
aneurysm). Indeed, it expresses the prominence of the distal syphon, i.e., along
the fifth principal component, ICA centerlines progressively evolve from having
a very sharped distal syphon (lower scores) toward smoother distal bend (higher
scores). It is known that the more curved the vessel is, the higher the vorticity
in the fluid and the shear stress on the wall are. Analyzing the scores relevant
to the fifth components, we find that patients with a ruptured aneurysm present
significant lower scores than patients with an unruptured aneurysm or without
aneurysm (bends-Whitney test p-value 0.0072), i.e. the former ones present more
marked bends than the latter ones. These results could support the idea of a fluid
dynamical origin of the onset and/or rupture of cerebral aneurysms.

All these fluid dynamical hypotheses are going to be evaluated, in the future, by
fluid dynamical simulations in order to provide a mechanical interpretation of the
relation between geometry and hemodynamics on one side, and aneurysm onset and
rupture on the other, that this analysis partially already highlights.

4 Conclusions

We showed in this work an application of the k-mean alignment method proposed in
Sangalli et al. (2010b) that jointly clusters and aligns curves. This method puts in a
unique framework two widely used methods of functional data analysis: functional
k-mean clustering and Procrustes continuous alignment. Indeed, these latter two
methods turn out to be two special cases of the new one.

In particular, we used this method to perform a functional data analysis of
65 three-dimensional curves representing 65 internal carotid artery centerlines. In
this application the k-mean alignment algorithm outdoes both functional k-mean
clustering and Procrustes continuous alignment by pointing out interesting features
from a medical and fluid dynamical point of view that former methods were not able
to point out.
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Bayesian Methods for Time Course Microarray
Analysis: From Genes’ Detection to Clustering

Claudia Angelini, Daniela De Canditiis, and Marianna Pensky

Abstract Time-course microarray experiments are an increasingly popular
approach for understanding the dynamical behavior of a wide range of biological
systems. In this paper we discuss some recently developed functional Bayesian
methods specifically designed for time-course microarray data. The methods allow
one to identify differentially expressed genes, to rank them, to estimate their
expression profiles and to cluster the genes associated with the treatment according
to their behavior across time. The methods successfully deal with various technical
difficulties that arise in this type of experiments such as a large number of genes, a
small number of observations, non-uniform sampling intervals, missing or multiple
data and temporal dependence between observations for each gene. The procedures
are illustrated using both simulated and real data.

1 Introduction

Time course microarray experiments are an increasingly popular approach for
understanding the dynamical behavior of a wide range of biological systems. From
a biological viewpoint, experiments can be carried out both to identify the genes
that are associated to a given condition (disease status) or that respond to a given
treatment, as well as to determine the genes with similar responses and behaviors
under a given condition, or to infer the genes’ network for studying their regulation
mechanisms. From the computational viewpoint, analyzing high-dimensional time

C. Angelini (�) � D. De Canditiis
Istituto per le Applicazioni del Calcolo, CNR
e-mail: c.angelini@iac.cnr.it; d.decanditiis@iac.cnr.it

M. Pensky
Department of Mathematics, University of Central Florida
e-mail: Marianna.Pensky@ucf.edu

A. Di Ciaccio et al. (eds.), Advanced Statistical Methods for the Analysis
of Large Data-Sets, Studies in Theoretical and Applied Statistics,
DOI 10.1007/978-3-642-21037-2 5, © Springer-Verlag Berlin Heidelberg 2012

47

c.angelini@iac.cnr.it
d.decanditiis@iac.cnr.it
Marianna.Pensky@ucf.edu


48 C. Angelini et al.

course-microarray data requires very specific statistical methods which are usually
not included in standard software packages, so, as a consequence, the potential of
these experiments has not yet been fully exploited. In fact, most of the existing
software packages essentially apply techniques designed for static data to time-
course microarray data. For example, the SAM software package (see Tusher et al.
(2001)) was recently adapted to handle time course data by regarding the different
time points as different groups. Similar approach was also used by Kerr et al. (2000)
and Wu et al. (2003) among many others.

These methods can still be very useful for analysis of very short time course
experiments (up to about 4–5 time points), however, the shortcoming of these
approaches is that they ignore the biological temporal structure of the data producing
results that are invariant under permutation of the time points. On the other hand,
most classical time series or signal processing algorithms can not be employed
since they have rigid requirements on the data (high number of time-points,
uniform sampling intervals, absence of replicated or missing data) which microarray
experiments rarely meet. However, due to the importance of the topic, the past
few years saw new developments in the area of analysis of time-course microarray
data. For example, procedures for detecting differentially expressed genes were
proposed in Storey et al. (2005), Conesa et al. (2006), and Tai and Speed (2006)
and implemented in the software EDGE (Leek et al., 2006) and in the R-packages
maSigPro and timecourse), respectively. Similarly, procedures for clustering time-
course microarray data also appeared recently in the literature, among them Heard
et al. (2006), Ray and Mallick (2006), Ma et al. (2008) and Kim et al. (2008), the
latter being specifically designed for periodic gene-expression profiles.

In this paper, we first discuss the recent functional Bayesian methods developed
in Angelini et al. (2007) (and their generalization Angelini et al. (2009)) for
detecting differentially expressed genes in time course microarray experiments.
These methods allow one to identify genes associated with the treatment or
condition of interest in both the “one-sample” and the “two-sample” experimental
designs, to rank them and to estimate their expression profiles. Then, we describe a
novel functional approach for clustering the genes which are differentially expressed
according to their temporal expression profiles. The latter approach automatically
determines the number of existing groups and the “optimal” partition of the genes
in these groups. Additionally, the method can also provide a set of “quasi-optimal”
solutions that the experimenter can investigate.

All the above methods successfully deal with various technical difficulties that
arise in microarray time-course experiments such as a large number of genes, a small
number of observations, non-uniform sampling intervals, missing or multiple data
and temporal dependence between observations for each gene.

The rest of the paper is organized as follow. Section 2 describes a Bayesian
procedure for detecting differentially expressed genes in time course experiments.
Section 3 introduces the infinite mixture model for clustering gene expression
profiles. Finally, Sect. 4 illustrates these statistical procedures using both simulated
and real data.
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2 Detection of Differentially Expressed Genes in Time Course
Microarray Experiments

In a “one sample” experimental design the data consists of the records, forN genes,
of the differences in gene expression levels between the sample of interest and a
reference (i.e., treated and control) in course of time. Each record is modeled as a
noisy measurement of a function si .t/ at a time instant t .j / 2 Œ0; T �which represents
the differential gene expression profile.

The data zj;ki , for each gene i , each time instant j and each replicate k, are
represented by the following expression:

zj;ki D si .t .j //C �j;ki ; i D 1; : : : ; N; j D 1; : : : ; n; k D 1; : : : ; k.j /i : (1)

Here, n is the number of time points which is relatively small, k.j /i is the number
of replicates available at time instant t .j / for gene i , while the number of genes
N is very large. For each gene, Mi D Pn

jD1 k
.j /
i observations are available. The

objective is to identify the genes showing nonzero differential expression profile
between treated and control samples, and then to evaluate the effect of the treatment.
For each gene i , we expand its functional expression profile si .t/ into a series over
some standard orthonormal basis on Œ0; T � with coefficients c.l/i , l D 0; � � � ; Li :

si .t/ D
LiX
lD0

c
.l/
i �l .t/: (2)

Following Angelini et al. (2007), genes are treated as conditionally indepen-
dent and their expressions are matrix-wise modeled as zi D Dici C �i :

Here, Di is a block design matrix, the j -row of which is the block vector

Œ�0.t
.j // �1.t

.j // : : : �Li .t
.j //� replicated k

.j /
i times; zi D .z1;1i : : : z

1;k
.1/
i

i ;

: : : ; zn;1i ; : : : z
n;k

.n/
i

i /T , ci D .c
.0/
i ; : : : ; c

.Li /
i /T and �i D .�

1;1
i ; : : : ; �

1;k
.1/
i

i ; : : : ;

�n;1i ; : : : ; �
n;k

.n/
i

i /T are, respectively, the column vectors of all measurements for
gene i , the coefficients of si .t/ in the chosen basis and the random errors. The
following hierarchical model is imposed on the data:

zi j Li ; ci ; �2 � N .Dici ; �2IMi / Li � Truncated Poisson .
;Lmax/ (3)

ci j Li ; �2 � �0ı.0; : : : ; 0/C .1 � �0/N .0; �2�2i Q�1
i / (4)

All parameters in the model are treated either as random variables or as nuisance
parameters, recovered from the data. Noise variance �2 is assumed to be random,
�2 � �.�2/, and the following priors allow to account for possibly non-Gaussian
errors:
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Model 1: �.�2/ D ı.�2 � �20 /, the point mass at �20 .
Model 2: �.�2/ D IG.	; b/, the Inverse Gamma distribution.
Model 3: �.�2/ D c��Mi�1e��2�=2.

The automatic detection of differentially expressed genes is carried out on the
basis of Bayes Factors (BF ), that, following Abramovich and Angelini (2006), are
also used for taking into account multiplicity of errors within a Bayesian framework.
Subsequently, the curves si .t/ are estimated by the posterior means. The algorithm
is self-contained and the hyperparameters are estimated from the data. Explicit
formulae and other details of calculations can be found in Angelini et al. (2007);
the procedure is implemented in the software packages BATS, see Angelini et al.
(2008).

The above approach has been extended to the case of the two-sample experi-
mental design in Angelini et al. (2009). Although, mathematically, the two-sample
set-up appears homogeneous, in reality it is not. In fact, it may involve comparison
between the cells under different biological conditions (e.g., for the same species
residing in different parts of the habitat) or estimating an effect of a treatment (e.g.,
effect of estrogen treatment on a breast cell). Hence, we will distinguish between
“interchangeable” and “non-interchangeable” models. For a gene i in the sample
@ (@ D 1; 2), we assume that evolution in time of its expression level is governed
by a function s@i .t/ as in (1) and each of the measurements zj;k@i involves some
measurement error. The quantity of interest is the difference between expression
levels si .t/ D s1i .t/ � s2i .t/.

Given the orthogonal basis, we expand s@i .t/ (@ D 1; 2) as in (2) and model
z@i j Li ; c@i ; �2 � N .D@ic@i ; �2IM

@i
/ as in (3).

The vectors of coefficients c@i are modeled differently in the interchangeable and
non-interchangeable cases.

Interchangeable set-up: Assume that a-priori vectors of the coefficients c@i
are either equal to each other or are independent and have identical distri-
butions: c1i ; c2i j Li ; �2 � �0N .ci j 0; �2�2i Q�1

i / ı.c1i D c2i / C .1 �
�0/

Q2
@D1N .c@i j 0; �2
2iQ�1

i /:

Non-interchangeable set-up: Assume that the expression level in sample 2 is the
sum of the expression level in sample 1 and the effect of the treatment di , i.e.
c2i D c1i C di : c1i j Li ; �2 � N .c1i j 0; �2�2i Q�1

i / and di j Li ; �2 � �0ı.di D
0/C .1 � �0/N .di j0; �2
2iQ�1

i /:

In both set ups, parameter �2 is treated as a random variable with the same three
choices for �.�2/ as in the “one-sample case”. The inference is carried out similarly
to the “one-sample case”. For brevity, we do not report the formulae, see Angelini
et al. (2009) for details. Note that the model allows that the two samples can be
observed on different grids t .j /@ taken in the same interval Œ0; T �.

A great advantage of both Bayesian models described above is that all evaluations
are carried out in analytic form, with very efficient computations.
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3 Clustering Time Course Profiles

Once the genes associated to the condition and treatment of interest have been
selected, using, for example, the Bayesian methods described in Sect. 2, the
experimenter is usually interested in investigating gene-regulation’s mechanisms,
i.e., to infer the genes network. For this purpose, and in order to reveal genes that
show similar behavior, it is useful to cluster genes according to their temporal
expression profiles. Based on the model (1), (2), we have recently proposed a
novel functional Bayesain clustering procedure. In particular, we assume that the
coefficients ci follow the two-level hierarchical model:

Level 1: For each gene i , given the degree of the polynomialLi , the vector of coef-
ficients ci and �2i , we assume that zi j Li ; ci ; �2i � N .Dici ; �2�2i IMi /:

Level 2: Given the degree of the polynomial Li , the mean �i and the precision �2i ,
we assume that ci jLi ;�i ; �2i � N .�i ; �2i ILi /:

In the above notations, �2i represents the cluster’s variability, while �2 is a
parameter that scales the variances of instrumental errors. Integrating out vectors
of parameters ci , we obtain the following marginal distributions of the data vectors

zi j Li ;�i ; �2i � N .Di�i ; �
2
i Ai /; (5)

where Ai D DiDt
i C �2IMi is a known gene-specific design-related matrix.

Assuming that two genes, i and j , belong to the same cluster if and only if the
corresponding vectors of coefficients ci and cj are of the same dimension .LC 1/
and are sampled from the same .LC 1/-variate normal distribution with the mean
� and the scale parameter �2, we can characterize each cluster by the triplet of
parameters (L,�,�2/. Then, introducing a latent vector � of length N (number of
genes to be clustered) such that 	i D 	j if and only if genes i and j belong to the
same cluster, we can rewrite expression (5) as

zi j 	i ; L	i ;�	i ; �2	i � N .Di�	i ; �
2
	i
Ai /: (6)

A Dirichlet process prior (see Ferguson (1973)) is elicited in (6) on the
distribution of the triplet (L,�,�2/ of parameters that define the cluster: .L;�; �2/ �
DP.˛;G0/ where ˛ is the scale parameter and G0 the base distribution. Note
that DP.˛;G0/ is a discrete process and it has the great advantage to allow
any number of clusters to be present in the dataset. We choose the following
conjugate base distributionG0.L;�; �2/ D g
.L/ NIG.�; �2ja; b; 0; �2Q/, where
NIG.�; �2ja; b; 0; �2Q/ D N.�j0; �2�2Q/IG.�2ja; b/; and g
.L/ as in (3).

Finally, after having integrated out the parameters (L,�,�2/, we carry out infer-
ence on the posterior p.� jz/ using the improved MCMC Split-Merge procedure
proposed by Dahl (2005).

In particular, after burn-in, we choose the MAP criterion for selecting an
“optimal” allocation. The algorithm, named FBMMC (Functional Bayesian Mixture
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Model Clustering), consists of 4 steps: – choice of an initial configuration (usually
random); – estimation of the hyperparameters form the data; – evaluation of the
MCMC chain; – choice of the optimal configuration. Explicit formulae and other
details can be found in Angelini et al. (2011).

One of the great advantages of this Bayesian approach is that, at the price of
higher computational cost, it automatically identifies the number of clusters hidden
in the data-sets and the “optimal” partition. Moreover, by pooling together results
of different chains or looking at the marginal posterior probability of each visited
model, the algorithm can also provide a limited number of “quasi-optimal” solutions
which an experimenter can easily investigate.

4 Results

In the following, we first show the performance of the above described procedures
on a simulated dataset, then we use them for a case study of a human breast cancer
cell line stimulated with estrogen. The synthetic and the real data-set used for illus-
trating the performance of our methodology and the Matlab routines used for carry-
ing out simulations and analysis are available upon request from the first author.

4.1 Simulations

In Angelini et al. (2007) we investigated the performance of BATS software for
the detection of time-course differentially expressed genes’ profiles and compared
the results with those obtained by other procedures available in the literature. In
those simulation studies several data-sets were generated in which each temporal
profile was independently sampled using formulae (3) and (4) (the synthetic dataset
generator is contained in the software Angelini et al. (2008)).

In this paper, the objective is to study the procedure which combines the gene
detection algorithm described in Sect. 2 with the clustering approach of Sect. 3. In
particular, we want to investigate the precision of the following two stage procedure:
at the first stage, a user selects a subset of differentially expressed genes from the
whole dataset using BATS, then, only those genes are clustered using the FBMMC
software. Clearly, the clustering algorithm could be also applied to the original
dataset, however, limiting its application only to the genes which are associated to
the treatment under consideration not only reduces the computational cost, but also
allows one to obtain more robust results without any loss of biological knowledge.

For this purpose, we chose the grid of n D 11 non-equispaced time instants
Œ1; 2; 4; 6; 8; 12; 16; 20; 24; 28; 32�, with kji D 2 for all j D 1; : : : ; 11; except
k
2;5;7
i D 3. This grid coincides with the grid in the real data example presented

in the next section. We chose the Legendre polynomial basis in (2) and randomly
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partitioned a set of N1 genes into R clusters, encoding the partition in the vector
� t rue . Then, we generatedR triplets of cluster parameters, .Li ;�i ; �

2
i /, each of them

characterizing a specific cluster, sampling Li from the discrete uniform distribution
in the interval Œ1; Ltrue

max �, �i from N .0; �2�2i Q/ and �2i from the uniform distribution
of width 0:1 centered at �20 . After that, given allocation vector � t rue associated
with the partition, we randomly sampled the gene profile coefficients ci from the
.L	i C 1/-variate normal distribution N .�	i ; �2	iQ/ where L	i , the vector �	i and
the scale parameter �2	i correspond to the specific cluster where gene i belongs.
Then, to study the effect of the noise we added a normal random error with zero
mean and variance �2�20 to each data point. For simplicity, matrix Qi was set to be
identity. Finally, in order to mimic a real context where only a certain (usually small)
percentage of the genes are affected by the experimental condition under study, the
N1 profiles were randomly mixed with N0 noisy profiles generated from a normal
N.0; s2/ distribution with standard deviation s.

For the sake of brevity, below we report only the results corresponding to the
case where � D 0:9, � D 2:5, �0 D 0:2, Lmaxtrue D 6 and we generated R D 9

clusters on a set of N1 D 500 truly differentially expressed genes and N0 D 9;500

noisy profiles with standard deviations s D 0:35 in order to constitute a synthetic
data-set of N D 10; 000 temporal profiles in which 500 elements are differentially
expressed.

First, we applied BATS (version 1.0) with different combinations of parameters
and models to such data-set. In particular we fixed Lmax D 6, � D 0 and for each
model we allowed 
’s ranging between 6 and 12, corresponding to an expected prior
degree of polynomials from 2.5 to 3.5. Model 2 (in Sect. 2) was applied with the two
versions of the procedure for estimating the hyper-parameters of the Inverse Gamma
distribution (i.e., by using the MLE or by fixing one of the two parameters and then
estimating the other one by matching the mean of the IG with O�2 and using BATS
default settings for all other parameters, see Angelini et al. (2008) for details). The
resulting models are denoted as Model 2 (a) and Model 2 (b), respectively.

The number of genes detected as differentially expressed in the 28 version of
the analysis (i.e., Model 1, Model 2 (a), Model 2 (b), Model 3 and 
 D 6; : : : ; 12)
was ranging between 491 and 500. All the genes detected by BATS as differentially
expressed were correctly identified. Note that for this type of noise the results are
very similar in terms of quality to those illustrated in a different simulation set-up
in Angelini et al. (2007). Additionally, when varying the data-set, we found very
high reproducibility of the results with limited number of false positive detections
occurring only when the level of noise increases significantly. The number of genes
detected by intersection of all combinations of methods and parameters was 491
out of the original 500, showing negligible loss of power, and then the FBMMC
clustering algorithm was applied only to those profiles.

For this purpose, we ran 8 parallel MCMC chains of length 2; 000; 000 in two
set-ups. In the first set-up we carried out the analysis with Lmax D 5 and in the
second with Lmax D 6. Each chain was initialized with a completely random
configuration � . In each chain, we estimated hyper-parameters �2; �2 and �20 by



54 C. Angelini et al.

the off-line procedure described in Angelini et al. (2011), in which a preliminary
allocation was obtained using the k-means algorithm with any number of clusters
between 5 and 20. In both set-ups, we fixed ˛ D 1 and a D 20 and allowed 
 to vary
from 9 and 12. For each chain, after a burn-in period of about 100,000 iterations,
we chose the allocation which maximizes the posterior distribution as an “optimal”
one. As a measure of the precision of the algorithm we used Adjusted Rand index
(ARI) (see, e.g., Yeung et al. (2001)) with respect to � true.

For all data-sets and all MCMC chains, we observed high reproducibility of the
results both with respect to the random initialization and to the choice of parameters
Lmax and 
. The number of clusters detected by the algorithm was always between
9 and 10 (9 being the true number of clusters) with average ARI index of 0.910 (std
0.015) for the first set-up and 0.903 (std 0.005) for the second set-up.

4.2 Case Study

In order to illustrate the performance of the proposed methodologies, we applied
them to the time-course microarray study described in Cicatiello et al. (2004)
(the original data are available on the GEO repository – http://www.ncbi.
nlm.nih.gov/geo/, accession number GSE1864). The objective of the exper-
iment was to identify genes involved in the estrogen response in a human breast
cancer cell line and to understand their functional relationship. For this purpose, we
applied the two-stage procedure described in Sect. 4.1.

In the original experiment, ZR-75.1 cells were stimulated with a mitogenic dose
of 17ˇ-estradiol, after 5 days of starvation on a hormone-free medium. Samples
were taken after t D 1; 2; 4; 6; 8; 12; 16; 20; 24; 28; 32 hours, with a total of 11
time points covering the completion of a full mitotic cycle in hormone-stimulated
cells. For each time point at least two replicates were available (three replicates at
t D 2; 8; 16).

After standard normalization procedures (see, e.g., Wit and McClure (2004))
8161 genes were selected for our analysis (among them about 350 contained at
least one missing value), see Angelini et al. (2007) for details. The pre-processed
data-set is freely available as an example data-set in the software BATS (Angelini
et al., 2008).

As the first step of our procedure, we analyzed the above described data-set using
BATS with various combination of prior models and choices of the parameter 
.
Table 1 shows the number of genes identified as affected by the treatment for each
of the Models 1, 2(a), 2(b) and 3, Lmax D 6, � D 0 and 
’s ranging between 6 and
12, corresponding to an expected prior degree of polynomials from 2.5 to 3.5. We
note that 574 genes were common to all 28 lists (combination of different methods
and different parameter values) while 958 genes have been selected in at least one
of the 28 lists. Note also that the list of 574 common genes includes 270 genes out
of the 344 genes identified as significant in Cicatiello et al. (2004). Additionally,
some of the newly identified genes are replicated spots, others are known nowadays
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Table 1 Total number of genes detected as differentially expressed by the methods described in
Sect. 2 (with � D 0 and Łmax D 6) on the real dataset by Cicatiello et al. (2004). Model 2 (a) and
Model 2 (b) refer to two different estimation procedures for the hyper-parameters of the IG

Model 
 D 6 
 D 7 
 D 8 
 D 9 
 D 10 
 D 11 
 D 12

Model 1 867 808 753 712 692 688 691
Model 2 (a) 893 823 765 711 679 657 650
Model 2 (b) 869 810 755 714 694 690 693
Model 3 855 786 726 676 640 617 609

Table 2 Number of clusters obtained (and occurrence of that cardinality in the 20 chains) for the
574 genes that where found differentially expressed in the real data-set Cicatiello et al. (2004)

set-up Inferred number of clusters

FBMMC: Lmax D 5 19(1); 20(3); 21(4); 22(6); 23(6)
FBMMC: Lmax D 6 20(1); 21(3); 22(9); 23(2); 24(5)

to be involved in biological processes related to estrogen response. In Angelini et al.
(2007), we demonstrated that BATS approach delivers superior performance in com-
parison with other techniques such as Leek et al. (2006) and Tai and Speed (2006).

At a second stage of the procedure, we applied the FBMMC algorithm described
in Sect. 3 to the N D 574 genes selected as differentially expressed by intersection
of all combination of methods and parameters. We ran 20 parallel MCMC chains of
length 2; 000; 000 in two set-ups. In the first set-up we carried out the analysis with
Lmax D 5 in the second with Lmax D 6.

Each chain was initialized with a completely random configuration � . In each
chain, we estimated hyper-parameters �2; �2 and �20 by the off-line procedure
described in Angelini et al. (2011), in which a preliminary allocation was obtained
using the k-means algorithm with any number of clusters between 5 and 25. In both
set-ups, we fixed ˛ D 1 and a D 20 and allowed 
 to vary from 9 and 12. For
all data-sets and all MCMC chains we observed high reproducibility of the results,
both with respect to the random initialization and to the choice of parameters Lmax

and 
. Table 2 shows the numbers of clusters obtained (with the number of times it
occurs in the 20 chains) for each set-up.
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Longitudinal Analysis of Gene Expression
Profiles Using Functional Mixed-Effects Models

Maurice Berk, Cheryl Hemingway, Michael Levin, and Giovanni Montana

Abstract In many longitudinal microarray studies, the gene expression levels in a
random sample are observed repeatedly over time under two or more conditions.
The resulting time courses are generally very short, high-dimensional, and may
have missing values. Moreover, for every gene, a certain amount of variability
in the temporal profiles, among biological replicates, is generally observed. We
propose a functional mixed-effects model for estimating the temporal pattern of
each gene, which is assumed to be a smooth function. A statistical test based
on the distance between the fitted curves is then carried out to detect differential
expression. A simulation procedure for assessing the statistical power of our model
is also suggested. We evaluate the model performance using both simulations and a
real data set investigating the human host response to BCG exposure.

1 Introduction

In a longitudinal microarray experiment, the gene expression levels of a group
of biological replicates – for example human patients – are observed repeatedly
over time. A typical study might involve two or more biological groups, for
instance a control group versus a drug-treated group, with the goal to identify genes
whose temporal profiles differ between them. It can be challenging to model these
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experiments in such a way that accounts for both the within-individual (temporal)
and between-individual correlation – failure to do so may lead to poor parameter
estimates and ultimately a loss of power and incorrect inference. Further challenges
are presented by the small number of time points over which the observations
are made, typically fewer than 10, the high dimensionality of the data with many
thousands of genes studied simultaneously, and the presence of noise, with many
missing observations.

In order to address these issues we present here a functional data analysis
(FDA) approach to microarray time series analysis. In the FDA paradigm we treat
observations as noisy realisations of an underlying smooth function of time which is
to be estimated. These estimated functions are then treated as the fundamental unit
of observation in the subsequent data analysis as in Ramsay and Silverman (2006).
Similar approaches have been used for the clustering of time series gene expression
data without replication (Bar-Joseph et al., 2003; Ma et al., 2006) but these cannot be
applied to longitudinal designs such as the one described in Sect. 2. Our approach is
much more closely related to, and can be considered a generalisation of, the EDGE
model presented by Storey et al. (2005).

The rest of this paper is organised as follows. Our motivating study is introduced
in Sect. 2. In Sect. 3 we present our methodology based on functional mixed-effects
models. A simulation study is discussed in Sect. 4 where we compare our model to
EDGE. Section 5 provides a brief summary of our experimental findings.

2 A Case Study: Tuberculosis and BCG Vaccination

Tuberculosis (TB) is the leading cause of death world-wide from a curable
infectious disease. In 2006 it accounted for over 9 million new patients and over
2 million deaths; these figures are in spite of effective medication and a vaccine
being available since 1921. This discrepancy is due in part to the HIV-epidemic,
government cutbacks, increased immigration from high prevalence areas and the
development of multi-drug resistant strains of the disease but ultimately due to our
limited understanding of the complex interaction between the host and the pathogen
M. tuberculosis. In particular, it has been a longstanding observation that the BCG
vaccine conveys different levels of protection in different populations (Fine 1995).
A total of 17 controlled trials of the efficacy of BCG vaccination have been carried
out and efficacy has varied between 95% and 0%; some studies even show a negative
effect (Colditz et al., 1994).

The purpose of this case study was to characterise the host response to BCG
exposure by using microarrays to identify genes which were induced or repressed
over time in the presence of BCG. Nine children with previous exposure to TB but
who were then healthy, having completed TB therapy at least 6 months prior to the
study were recruited from the Red Cross Children’s Hospital Welcome TB research
database, matched for age and ethnicity. A complete description of the experimental
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TNF
Tumor necrosis factor (TNF superfamily, member 2)
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Fig. 1 An example of 9 individual gene expression profiles (biological replicates) for the TNF
gene. The experimental setup is described in Sect. 2. Shown here are the raw data, before model
fitting. Some of the peculiar features of the data can be observed here: (a) very short temporal
profiles, (b) irregularly spaced design time points, (c) missing data, and (d) individual variability

procedures will be reported in a separate publication. In summary, each child
contributed a BCG treated and a BCG negative control time series observed at
0; 2; 6; 12 and 24 h after the addition of BCG or, in the case of the controls, 100 �l
PBS. A two-colour array platform – the Stanford “lymphochip” – was used. Data
preprocessing and quality control were performed using the GenePix4.0 software
and in R using BioConductor (www.bioconductor.org). Figure 1 shows 9 biological
replicates that have been observed for the TNF (tumor necrosis factor) gene, from
which three typical features of the longitudinal data under analysis can be noted:
(a) all time series are short and exhibit a clear serial correlation structure; (b) a few
time points are missing (for instance, individual 8 has only 4 time points); (c) there
is variability in the gene expression profiles across all individuals.

www.bioconductor.org
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3 Mixed-Effects Smoothing Splines Models

Each observation being modelled is denoted by y.tij / and represents the gene
expression measure observed on individual i at time tij , where i D 1; 2; : : : ; nk ,
j D 1; 2; : : : ; mi , nk denotes the sample size in group k and mi is the number of
observations on individual i . In order to properly account for the features observed
in Fig. 1, we suggest to model y.tij / non-parametrically:

y.tij / D �.tij /C vi .tij /C ij (1)

The model postulates that the observed gene expression measure y.tij / can be
explained by the additive effect of three components: a mean response�.�/, which is
assumed to be a smooth, non-random curve defined over the time range of interest;
an individual-specific deviation from that mean curve, vi .�/, which is assumed to
be a smooth and random curve observed over the same time range; and an error
term ij which accounts for the variability not explained by the first two terms.
Formally, we treat each vi .tij /, for i D 1; 2; : : : ; nk , as independent and identically
distributed realisations of an underlying stochastic process; specifically, we assume
that vi .tij / is a Gaussian process with zero-mean and covariance function 	.s; t/,
that is vi .tij / � GP.0; 	/. The errors terms ij are assumed to be independent and
normally distributed with zero mean and covariance matrix Ri . We do not assume
that all individual have been observed at the same design time points, and all the
distinct design time points are denoted by .�1; �2; : : : ; �m/.

We suggest to represent the curves using cubic smoothing splines; see, for
instance, Green and Silverman (1994). The key idea of smoothing splines consists
in making full use of all the design time points and then fitting the model by adding
a smoothness or roughness constraint; by controlling the size of this constraint, we
are then able to avoid curves that appear too wiggly. A natural way of measuring
the roughness of a curve is by means of its integrated squared second derivative,
assuming that the curve is twice-differentiable. We call � D .�.�1/; : : : ; �.�m//

T

the vector containing the values of the mean curve estimated at all design time
points and, analogously, the individual-specific deviations from the mean curve, for
individual i , are collected in vi D .vi .�1/; : : : ; vi .�m//T . The mean and individual
curves featuring in model (1) can be written as, respectively, �.tij / D xTij� and
vi .tij / D xTijvi , with i D 1; 2; : : : ; n, and xij D .xij1; : : : ; xijm/

T , with xijr D 1

if tij D �r ; r D 1; : : : ; m and xijr D 0 otherwise. The fact that the individual
curves are assumed to be Gaussian processes is captured by assuming that the
individual deviations are random and follow a zero-centred Gaussian distribution
with covariance D, where D.r; s/ D 	.�s; �r /, r; s D 1; : : : ; m. Finally, in matrix
form, model (1) can then be rewritten as

yi D Xi�C Xivi C �i (2)

vi � N.0;D/ �i � N.0;Ri /
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For simplicity, we assume that Ri D �2I. In this form, we obtain a linear mixed-
effects model (Laird and Ware, 1982). Clearly, the model accounts for the fact that,
for a given gene, the individual repeated measurements are correlated. Specifically,
under the assumptions above, we have that cov.yi / D XiDXT

i C Ri .

3.1 Statistical Inference

A common approach to estimating the unknown parameters of a linear mixed-effects
model is by maximum likelihood (ML) estimation. In our model (2), the twice
negative logarithm of the (unconstrained) generalised log-likelihood for is given by

nkX
iD1

˚
.yi � Xi�� Xivi /TR�1

i .yi � Xi� �Xivi /C log jD j CvTi D�1vi C log jRi j
	
:

The ML estimators of the mean curve �.�/ and each individual curve vi .�/ can
be obtained by minimising a penalised version of this log-likelihood obtained by
adding a term 
�TG� and a term 
v

Pnk
iD1

˚
vTi Gvi

	
, which impose a penalty on

the roughness of the mean and individual curves, respectively. The matrix G is the
roughness matrix that quantifies the smoothness of the curve (Green and Silverman,
1994) whilst the two scalars 
v and 
 are smoothing parameters controlling the size
of the penalties. In principle, nk distinct individual smoothing parameters can be
introduced in the model but such a choice would incur a great computational cost
during model fitting and selection. For this reason, we assume that, for each given
gene, all individual curves share the same degree of smoothness and we use only
one smoothing parameter 
v.

After a rearrangement on the terms featuring in the penalised log-likelihood,
the model can be re-written in terms of the regularised covariance matrices, Dv D
.D�1 C 
vG/�1 and Vi D XiDvXT

i C Ri . When both these variance components
are known, the ML estimators O� and Ovi , for i D 1; 2; : : : ; nk , can be derived in
closed-form as the minimisers of the penalised generalised log-likelihood. However,
the variance components are generally unknown. All parameters can be estimated
iteratively using an EM algorithm, which begins with some initial guesses of the
variance components. The smoothing parameters
 and 
v are found as those values,
in the two-dimensional space .� � �v/, that optimise the corrected AIC, which
includes a small sample size adjustment. The search for optimal smoothing values
O
 and O
v is performed using a downhill simplex optimisation algorithm (Nelder and
Mead, 1965).

The objective of our analysis is to compare the estimated mean curves observed
under the two experimental groups and assess the null hypothesis that the curves
are the same. After fitting model (2) to the data, independently for each group and
each gene, we obtain the estimated mean curves O�.1/.t/ and O�.2/.t/. One way of
measuring the dissimilarity between these two curves consists in computing the
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L2 distance between them, which can be evaluated using the smoothed curves
O�.1/.t/ and O�.2/.t/, thus yielding the observed distance OD. We use this dissimilarity
measure as a test statistic. Since the null distribution of this statistic is not available
in closed form, we resort to a non-parametric bootstrap approach in order to
approximate it.

4 Performance Assessment Using Simulated
Longitudinal Data

In order to assess the performance of the proposed MESS model we compared it
using a simulation study to the EDGE model developed by Storey et al. (2005).
While the EDGE model takes the same form as (1), their parameterisation differs
from ours in that the mean function �.�/ is represented using B-splines and the
individual curves vi .�/ are constrained to be a scalar shift. In the case of the mean
curve, the B-spline representation requires specification of both the number and
location of the knots which, unlike smoothing splines, offers discontinuous control
over the degree of smoothing. Furthermore Storey et al. (2005) represent each gene
using the same number of basis functions which, if taken to be too small, implies
a poor fit to those genes with the most complex temporal profiles. Conversely, if
the number of basis functions is sufficient to model these complex genes there is
a danger that some genes will be overfit. In the case of the individual curves vi .�/,
it should be clear that scalar shifts would be unable to fully capture the individual
variability we observe in the raw data given in Fig. 1. This problem is compounded
by the fact that Storey et al. (2005) propose an F-type test statistic for inference
which makes use of the model residuals.

To determine the practical impact of these features we have set up a simulation
procedure that generates individual curves that look similar to the real experimental
data. Our procedure is based on a mixed-effects model with the fixed- and random-
effects parameterized using B-splines, where the observations on individual i
belonging to group j are given as

yi D Xiˇj C Zibij C �ij (3)

bij � MVN.0;Dj / �ij � MVN.0; �j Ini�ni /

where i D 1; : : : ; n and j D 1; 2. For simplicity, we use the same basis for
the fixed- and random-effects so that Xi D Zi . The parameters that need to be
controlled in this setting therefore consist of the variance components �1; �2;D1;D2,
the B-spline parameters for the group meansˇ1, ˇ2, and the B-spline basis Xi which
is determined by the number and locations of the knots,K . Given the simple patterns
often observed in real data sets, we place a single knot at the center of the time
course. Wherever possible, we tune the variance components based on summary
statistics computed from data produced in real studies such as the experiment
described in Sect. 2. We further parameterise the covariance matrices as
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and introduce the notation D.�; �/ for specifying these parameters. In this way we
can vary the complexity of the individual curves by varying the parameter � and
control the amount of variation between individuals by varying � . When � D 1, the
individual “curves” are scalar shifts, as in the EDGE model. As � tends to 0, D tends
to �I, where the B-spline parameters bi are independent.

We begin simulating a given gene by first randomly generating the B-spline co-
efficients for the mean curve of group 1, ˇ1, and for each individual belonging to this
group, bi1, according to the following probability distributions ˇ1 � MVN.0;Dˇ/

and bi1 � MVN.0;Db1/, with covariance matrices given by Dˇ D D.0:25; 0:6/ and
Db1 D D.�b1 ; 0:6/, where �b1 � U.0:1; 0:2/. As in (3), the error term is normally
distributed with variance �1. We set this variance component to be log-normally
distributed with mean �2 and variance 0:35, values estimated from the real data.

Each simulated gene is differentially expressed with probability 0:1. If a gene
is not differentially expressed then observations are generated for group 2 using
exactly the same parameters as for group 1, i.e. ˇ1 D ˇ2;Db1 D Db2 ; �1 D �2.
On the other hand, if a gene is differentially expressed, then we randomly generate
a vector ˇı representing the difference in B-spline parameters for the group mean
curves, distributed as ˇı � MVN.0;Dˇı / and Dˇı D D.0:25; 0:9/, with ˇı1 D 0.
We then normalise the vector ˇı so that its L2-norm is 1 before setting ˇ2 D ˇ1 C
ˇı. By setting ˇı1 D 0 we ensure that both mean curves began the time course at
the same value, which we have observed in the real data and would similarly be the
case if the data had been t D 0 transformed. Setting � D 0:9 for Dˇı limits the
difference between the curves in terms of complexity which, again, we observe in
the real data where frequently the mean curves are simply vertically shifted versions
of each other. Normalising the vector ˇı enables us to control exactly how large an
effect size we are trying to detect by multiplying the vector by a scaling factor.

Finally, we generate the individual curves for group 2 for a differentially
expressed gene as before: bi2 � MVN.0;Db2/ and Db2 D D.�b2 ; 0:6/, where �b2 �
U.0:1; 0:2/. The key point to note is that �b2 ¤ �b1 . By doing so, a differentially
expressed gene varies both in terms of the mean curve and the degree of individual
variation. Similarly, �2 is distributed identically to yet independently of �1 so that
the noise of the two groups is also different.

Using this simulation framework with the parameters laid out as above, we gen-
erated a data set consisting of 100;000 simulated genes observed with 9 individuals
per group with 5 timepoints at 0; 2; 6; 12 and 24 h, following the same pattern of
observations as the case study. 10% of genes were differentially expressed. We then
used both the MESS and EDGE models to fit the data and identify differentially
expressed genes. Figure 2 shows an example of a simulated gene with fitted mean
and individual curves for both MESS and EDGE. In this instance EDGE’s B-spline
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Fig. 2 An example of simulated longitudinal data and fitted curves using both MESS and EDGE.
The thick solid lines correspond to the fitted means for each group. The dotted lines are the fitted
individual curves for group 1 and the dashed lines are the fitted individual curves for group 2

parameterisation seems sufficient for representing the mean curves but the scalar
shifts do not model the data as closely as MESS does. Compare this simulated gene
to a real example from the experimental data shown in Fig. 3. This is the fit to the
gene TNF, for which the raw data for the control group was given in Fig. 1. We can
see here that EDGE has selected too few knots to adequately capture the rapid spike
in gene expression levels at 2 h and that again the MESS model with individual
curves provides a much closer fit to the data. Figure 4 gives the ROC curve for the
simulation study based on 100; 000 simulated genes. At a fixed specificity of 90%,
the corresponding power for MESS is 85.1% compared to 70.4% for EDGE.

5 Experimental Results

We fit the MESS model to the BCG case study data and generated 100 bootstrap
samples giving 3.2 million null genes from which to calculate empirical p-values
based on the L2 distance as a test statistic. After correcting these p-values for
multiple testing, 359 probes were identified as being significantly differentially
expressed, corresponding to 276 unique genes. We provide here a brief summary
of the results, leaving the full biological interpretation to a dedicated forthcoming
publication.

The top ten differentially expressed genes were found to be CCL20, PTGS2,
SFRP1, IL1A, INHBA, FABP4, TNF, CXCL3, CCL19 and DHRS9. Many of these
genes have previously been identified as being implicated in TB infection. For
instance, CCL20 was found to be upregulated in human macrophages infected
with M.tuberculosis (Ragno et al., 2001) and in vivo in patients suffering from



Longitudinal Analysis of Gene Expression Profiles 65

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

ROC curve

(1 − Specificity)

S
en

si
tiv

ity

EDGE
MESS

Fig. 3 BCG case study: a top scoring genes according to MESS (left), but not to EDGE (right).
TNF has been strongly implicated in TB infection (Flynn et al., 1995) and we would expect it to be
ranked as highly significant. EDGE’s low ranking can be partly explained by poor model selection
failing to accurately capture the gene expression dynamics, and the inadequacy of scalar shifts to
fully explain the variation between individuals

pulmonary TB (Lee et al., 2008), while TNF-˛ has had a long association with
the disease (Flynn et al., 1995). In total, using the GeneCards online database
(www.genecards.org), 58 of the 276 significant genes were found to have existing
citations in the literature corresponding to M.tuberculosis infection or the BCG
vaccine. Those which were upregulated mainly consisted of chemokines and
cytokines such as CCL1, CCL2, CCL7, CCL18, CCL20, CXCL1, CXCL2, CXCL3,
CXCL9, CXCL10, TNF, CSF2, CSF3, IFNG, IL1A, IL1B, IL6 and IL8 while the
downregulated genes were exemplified by transmembrane receptors CD86, CD163,
TLR1, TLR4 and IL8RB. The large number of differentially expressed genes that
we would have expected to identify lends credence to those genes without citations
and whose role in the host response to BCG is currently unknown.

6 Conclusions

In this work we have presented a non-parametric mixed-effects model based
on smoothing splines for the analysis of longitudinal gene expression profiles.
Experimental results based on both simulated and real data demonstrate that the

www.genecards.org
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Fig. 4 ROC curve comparing the performance between the EDGE and MESS models. Results are
based on 100;000 simulated genes as described in Sect. 4

use of both a flexible model that incorporates individual curves and an appropriate
test-statistic yields higher statistical power than existing functional data analysis
approaches.
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A Permutation Solution to Compare Two
Hepatocellular Carcinoma Markers

Agata Zirilli and Angela Alibrandi

Abstract In medical literature Alpha-fetoprotein (AFP) is the most commonly used
marker for hepatocellular carcinoma (HCC) diagnosis. Some researches showed
that there is over-expression of insulin-like growth factor (IGF)-II in HCC tissue,
especially in small HCC. In this background our study investigates the diagnostic
utility of IGF-II in HCC. Serum levels of IGF-II and AFP were determined on 96
HCC patients, 102 cirrhotic patients and 30 healthy controls. The application of
NPC test, stratified for small and large tumours, allowed us to notice that IGF-II and
AFP levels in HCC were significantly higher than cirrhotic patients and controls,
the IGF-II levels in cirrhotic patients were significantly lower than controls. The
optimal cut-off values for diagnosing HCC were determined with ROC curve. The
sensitivity, specificity and diagnostic accuracy values for AFP and IGF-II have been
estimated for diagnosis of HCC and, subsequently, for small or large HCC. Deter-
mination of jointly used markers significantly increases the diagnostic accuracy
and sensitivity, with a high specificity. So IGF-II serum can be considered a useful
tumour marker to be jointly used with AFP, especially for diagnosis of small HCC.

1 Introduction

Hepatocellular carcinoma (HCC) is among the most common fatal solid tumours
world-wide. The principal causes of HCC development are the B and C virus hep-
atitis, particularly if they are responsible of cirrhosis presence. Alpha-Fetoprotein
(AFP) is correlated to HCC presence and represents a marker of liver tumour; the
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test, when it is used with the conventional cut-off point of 400 ng/ml, has a sensitiv-
ity of about 48%–63% and a specificity of 100% in detecting the presence of HCC
in patients with compensated cirrhosis. So, it is little sensitive and it is not a useful
tumour marker for diagnosis of small hepatocellular carcinoma. In recent years var-
ious other serological markers have been developed for HCC diagnosis. However,
most of these markers have been shown to be unsatisfactory in diagnosing small
HCC due to low sensitivity. The Insulin-like Growth Factors (IGF-II) is a promoting
growth factor, necessary during the embryonic development. Tsai et al. (2007)
noticed the existence of an IGF-II over-expression in HCC tissue. In consideration
of the results obtained by these authors, concerning a sensibility value for IGF-II
(44%), we focalized our interest toward IGF-II as HCC marker. The present paper
aims to assess the IGF-II diagnostic utility in hepatocellular carcinoma and to under-
line its utility as complementary tumour marker to AFP. In particular, we want:

• To compare both IGF-II and AFP serum levels among three groups: HCC
patients, cirrhotic patients and healthy controls.

• To individuate an appropriate cut-off point.
• To estimate the sensibility and specificity for both markers, singly and jointly

used.
• To perform a stratified analysis for small and large tumour size.

2 The Data

AFP and IGF-II serum levels were measured on 224 subjects: 96 HCC patients and
102 cirrhotic patients (hospitalized at hepatology ward of Universitary Policlinic in
Messina from January 1st 2007 until December 31th 2008) and 30 healthy controls.
In this context, we have to thank Prof. Maria Antonietta Freni and Prof. Aldo
Spadaro because their medical and scientific support assumed an indispensable role
into the realization of this paper. For each subject we collected information about
sex, age, AFP serum levels, IGF-II levels and, for only HCC patients, the maximum
diameter of nodules; the tumour size represents, in our case, a relevant variable to
be taking in account and its measuring allows us to perform a stratified analysis.
The nodules have been classified as small (if their diameter is less or equal to 3) and
large (if their diameter is greater than 3), where 3 represents the median value of all
measured diameters.

3 The NPC Test Methodology

In order to assess the existence of possible statistically significant differences among
the three groups of subjects a non parametric inference based on permutation tests
(or NPC Test) has been applied.
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Permutation tests (Pesarin 2001) represent an effective solution for problems
concerning the verifying of multidimensional hypotheses, because they are difficult
to face in parametric context. This multivariate and multistrata procedure allows
to reach effective solutions concerning problems of multidimensional hypotheses
verifying within the non parametric permutation inference (Pesarin 1997); it is used
in different application fields that concern verifying of multidimensional hypotheses
with a complexity that can’t be managed in parametric context.

In comparison to the classical approach, NPC test is characterized by several
advantages:

• It doesn’t request normality and homoscedasticity assumption.
• It draws any type of variable.
• It also assumes a good behavior in presence of missing data.
• It is also powerful in low sampling dimension.
• It resolves multidimensional problems, without the necessity to specify the

structure of dependence among variables.
• It allows to test multivariate restricted alternative hypothesis (allowing the

verifying of the directionality for a specific alternative hypothesis).
• It allows stratified analysis.
• It can be applied also when the sampling number is smaller than the number of

variables.

All these properties make NPC test very flexible and widely applicable in sev-
eral fields; in particular we cite recent applications in medical context (Zirilli
et Alibrandi 2009; Bonnini et al. 2003; Bonnini et al. 2006; Zirilli et al. 2005; Cal-
legaro et al. 2003; Arboretti et al. 2005; Salmaso 2005; Alibrandi and Zirilli 2007)
and in genetics (Di Castelnuovo et al. 2000; Finos et al. 2004).

We supposed to notice K variables on N observations (dataset NK) and that an
appropriate K-dimensional distribution P exists. The null hypothesis postulates the
equality in distribution of k-dimensional distribution among all C groups

H0 D ŒP1 D � � � D PC � D ŒX1
dD � � � dD XC � i.e. H0 D \kiD1X1i dD � � � dD

XCi � D Œ\kiD1H0i � against the alternative hypothesisH1 D [kiD1H1i .
Let’s assume that, without loss of generality, the partial tests assume real values

and they are marginally correct, consistent and significant for great values; the NPC
test procedure (based on Conditional Monte Carlo resampling) develops into the
following phases, such as illustrated in Fig. 1.

The null hypothesis, that postulates the indifference among the distributions, and
the alternative one are expressed as follows:

H0 W
n
X11

dD X12g \ � � � \ fXn1 dD Xn2
o

(1)

H1 W


X11

d

¤ X12g [ � � � [ fXn1
d

¤ Xn2
�

(2)

In presence of a stratification variable, the hypotheses system is:
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Fig. 1 NPC test procedure
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The hypotheses systems are verified by the determination of partial tests (first
order) that allow to evaluate the existence of statistically significant differences.
By means of this methodology we can preliminarily define a set of k (k>1)
unidimensional permutation tests (partial tests); they allow to examine every
marginal contribution of answer variable, in the comparison among the examined
groups. The partial tests are combined, in a non parametric way, in a second
order test that globally verifies the existence of differences among the multivariate
distributions. A procedure of conditioned resampling CMC (Conditional Monte
Carlo, Pesarin 2001) allows to estimate the p-values, associated both to partial tests
and to second order tests.

Under the exchangeability data among groups condition, according to null
hypothesis, NPC test is characterized by two properties:
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• Similarity: whatever the underlying distribution data, the probability to refute the
null hypothesis is invariant to the actually observed dataset, whatever the type of
data collection.

• For each ˛, for each distribution and for each set of observed data, if under the
alternative hypothesis, the distribution dominates the null hypothesis, then an
unbiased conditional test exists and, therefore, the probability of refuting the null
hypothesis is always no less than the ˛ significance level.

4 The Closed Testing Procedure

In order to check the multiplicity effects, the Closed Testing procedure (Finos
et al. 2003) has been applied for correcting the p-values of the two-by-two
comparisons. By Closed Testing it’s possible to get the adjusted p-value for a
certain hypothesis Hi, that is equal to the maximum p-values of hypotheses that
implicate Hi. It uses the MinP Bonferroni-Holm Procedure that applies Bonferroni
Method to derive a Stepwise procedure. It foresees the calculation of the alone
p-values associated to the minimal hypotheses from which we can obtain those
associated to the not minimal hypotheses. Especially in multivariate contexts we
need to check, through an inferencial procedure of hypotheses verification, the
Familywise Error Rate (FWE) that is the probability to commit at least an univariate
first type error or probability to commit a multivariate first type error (Westfall and
Wolfinger 2000). When we investigate significant differences among more groups,
we need that the inferences control the FWE value, at the fixed ˛ level. This
procedure has two important properties:

• Coherence (necessary): given a couple of hypotheses (Hi ,Hj ), such that Hj is
included in Hi , the acceptance of Hj involves the acceptance of Hi .

• Consonance (desirable): it is reached when a not minimal hypothesis Hj is
rejected and there is at least a minimal hypothesis that must have rejected.

• We have a set of statistical hypotheses that are closed as regards the intersection
and for which each associated test has a significance level.

5 Diagnostic Tests

Receiver Operating Characteristic (ROC) analysis was performed to establish the
best discriminator limit of AFP and IGF-II in detecting the presence of HCC in
patients with compensated cirrhosis and, also, in detecting the different tumour
size (Zou et al. 2004). This methodology was used not only to quantify but also
to compare the diagnostic performance of two examined tumour markers, singly
and jointly used (Zou et al. 2007). ROC curves were constructed by calculating
the sensitivity and specificity of IGF-II and AFP levels at several cut-off points.
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The cut-off value with the highest accuracy was selected as the diagnostic cut-off
point. Sensitivity, specificity and relative intervals confidence, positive and negative
predictive value and diagnostic accuracy were calculated for AFP and IGF-II, singly
and jointly used (Altman and Bland 1994).

6 The Analysis

p-values obtained by applying the NPC test and corrected by Closed Testing
procedure show that, in patients affected by HCC, both AFP and IGF-II levels are
significantly higher than in cirrhotic patients (p D 0,0001) and in healthy controls
(p D 0,0001) (Fig. 2). The AFP serum levels are statistically higher in cirrhotic
patients than healthy controls (pD 0,0002). However, IGF-II serum levels are lower
in cirrhotic patients when compared to healthy controls (p D 0,0001) (Table 1 and
Fig. 3).

According to the ROC curve analysis (Fig. 4), the optimal cut-off values are:

• 796 ng/ml for IGF-II with area under ROC curve of 54.7%.
• 132 ng/ml for AFP, with area under ROC curve of 68.7%.

By means of these cut-off values we estimated diagnostic tests to diagnosing
HCC presence from cirrhosis and, also, to diagnosis of large or small HCC. Tables 2
and 3 show the results of diagnostic tests for both diagnoses, respectively.
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Table 1 Means ˙ standard deviation, minimum and maximum value of IGF-II and AFP serum
levels, in HCC patients, in cirrhotic patients and in healthy controls

Group AFP (ng/ml) IGF-II (ng/ml)

HCC 862.88 ˙ 2056.15 (2.10–9731) 515.04 ˙ 344.70 (26–1436.60)
HCC small 1194.01 ˙ 2494.00 (2.10–9731) 590.9 ˙ 393.8 (26–1436.6)
HCC large 312.17 ˙ 701.24 (2.13–2574) 388.6 ˙ 186.4 (64.6–690.1)
Cirrhotic 15.73 ˙ 34.19 (1.02–154.80) 330.17 ˙ 275.15 (1.83–975)
Controls 1.84 ˙ 1.05 (1.06–4.10) 566.16 ˙ 295.06 (1.10–969.70)
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Table 2 Diagnostic tests in discriminating HCC from cirrhosis for AFP e IGF-II

Marker Sensibility and C.I. Specificity and C.I. VPC VP� Acc

AFP 0.406 (0.313–0.506) 0.969 (0.912–0.989) 0.929 0.620 0.688
IGF-II 0.189 (0.122–0.277) 0.906 (0.831–0.950) 0.667 0.527 0.547
AFP and IGF-II 0.469 (0.372–0.568) 0.875 (0.794–0.927) 0.789 0.622 0.672

Table 3 Diagnostic tests in discriminating small HCC from large HCC for AFP e IGF-II

Marker Sensibility and C.I. Specificity and C.I. VP+ VP� Acc

AFP 0.400 (0.286–0.526) 0.583 (0.422–0.729) 0.615 0.368 0.469
IGF-II 0.300 (0.199–0.425) 1.000 (0.904–1.000) 1.000 0.462 0.563
AFP and IGF-II 0.500 (0.377–0.623) 0.583 (0.422–0.729) 0.667 0.412 0.531

Comparing the two markers, we can notice that the AFP introduces a more
elevated sensibility value than the IGF-II; with reference to the specificity, the
difference between the two markers is lower, instead (Table 2). Evaluating the
sensibility and specificity of AFP e IGF-II jointly used, we obtained a more elevated
sensibility (in comparison to every marker singly used) even if the specificity is
lower. This underlines the informative and diagnostic utility of IGF-II.

As we can see, considering the tumour size, the IGF-II seems to be the best
marker because its sensibility is slightly lower than AFP but its specificity is much
higher than AFP. Just for the sensitivity, the joint use of two markers assumes a
considerable interest. Regarding the specificity and the accuracy, it is clear that the
IGF-II, singly used, is the marker to be preferred.

7 Final Remarks

AFP serum is among the most intensively studied tumor markers for HCC. The test,
when it is used with the conventional cut-off point of 400 ng/ml, has a sensitivity
of about 48%–63% and a specificity of 100% in detecting the presence of HCC in
patients with compensated cirrhosis.

In recent years various other serological markers have been developed for
the diagnosis of HCC. However, most of these markers have been shown to be
unsatisfactory in diagnosing small HCC due to low sensitivity. Starting on the results
obtained by Tsai et al. (2007) concerning the sensibility value for IGF-II (44%), we
focalized our interest toward IGF-II as HCC marker.

With reference to our examined casuistry, both IGF-II and AFP levels in HCC
patients are significantly higher than cirrhotic patients and controls levels. The
IGF-II levels in cirrhotic patients are significantly lower than healthy controls,
instead.

The ROC analysis allowed us to estimate the optimal cut-off values for diagnos-
ing HCC, for both examined markers.
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Comparing the two markers, our results show that the AFP introduces a more
elevated sensibility value than the IGF-II; for the specificity, however, the difference
between the two markers isn’t meaningful. The sensibility and specificity of both
markers jointly used is higher in comparison to each marker singly used, even if the
specificity is lower. This result proves the informative and diagnostic utility of the
joined use of two markers.

Moreover, considering the tumour size, the IGF-II appears the best marker, since
its sensibility is slightly lower than AFP and its specificity is much higher. On the
bases of the obtained specificity and accuracy, the IGF-II, singly used, seems to
be the marker to be preferred for diagnosing of small HCC.
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Statistical Perspective on Blocking Methods
When Linking Large Data-sets

Nicoletta Cibella and Tiziana Tuoto

Abstract The combined use of data from different sources is largely widespread.
Record linkage is a complex process aiming at recognizing the same real world
entity, differently represented in data sources. Many problems arise when dealing
with large data-sets, connected with both computational and statistical aspects. The
well-know blocking methods can reduce the number of record comparisons to a suit-
able number. In this context, the research and the debate are very animated among
the information technology scientists. On the contrary, the statistical implications of
different blocking methods are often neglected. This work is focused on highlighting
the advantages and disadvantages of the main blocking methods in carrying out
successfully a probabilistic record linkage process on large data-sets, stressing the
statistical point of view.

1 Introduction

The main purpose of record linkage techniques is to accurately recognize the
same real world entity which can be differently stored in sources of various
type. In official statistics the data integration procedures are becoming extremely
important due to many reasons: some of the most crucial ones are the cut of the cost,
the reduction of response burden and the statistical use of information derived from
administrative data. The many possible applications of record linkage techniques
and their wide use make them a powerful instrument. The most widespread
utilizations of record linkage procedures are the elimination of duplicates within
a data frame, the study of the relationship among variables reported in different
sources, the creation of sampling lists, the check of the confidentiality of public-use
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micro-data, the calculation of the total amount of a population by means of capture-
recapture models, etc.

Generally, the difficulties in record linkage project are related to the number
of records to be linked. Actually, in a record linkage process, all candidate pairs
belonging to the cross product of the two considered files, say A and B, must be
classified as matches, un-matches and possible matches. This approach is compu-
tationally prohibitive when the two data frames become large: as a matter of fact,
while the number of possible matches increases linearly, the computational problem
raises quadratically and the complexity is O.n2/ (Christen and Goiser 2005). To
reduce this complexity, which is an obvious cause of problems for large data
sets, it is necessary to decrease the number of comparisons. Then expensive and
sophisticate record linkage decision model can be applied only within the reduced
search space and computational costs are significantly saved. In order to reduce
the candidate pairs space, several methods exist, i.e. techniques of sorting, filtering,
clustering and indexing may all be used to reduce the search space of candidate
pairs. The selection of the suitable reduction method is a delicate step for the overall
linkage procedure because the same method can yield opposite results against
different applications.

The debate concerning the performances of different blocking methods is very
vivacious among the information technology scientists (Baxter et al. 2003, Jin
et al. 2003). In this paper the focus is instead on the statistical advantages of using
data reduction methods in performing a probabilistic record linkage process on
large data-sets. The outline of the paper is as follow: in Sect. 2 details on the most
widespread blocking methods, i.e. standard blocking and sorted neighbourhood,
are given; Sect. 3 stresses the statistical point of view on the choice between the
compared methods; Sect. 4 reports experimental results proving the statements given
in Sect. 3 by means of real data application; finally in Sect. 5 some concluding
remarks and future works are sketched.

2 Blocking Methods

Actually, two of the most challenging problems in record linkage are the com-
putational complexity and the linkage quality. Since an exhaustive comparison
between all records is unfeasible, efficient blocking methods can be applied in
order to greatly reduce the number of pairs comparisons to be performed, achieving
significant performance speed-ups. In fact, blocking methods, directly or indirectly,
affect the linkage accuracy:

• they can cause missing true matches: when record pairs of true matches are not
in the same block, they will not be compared and can never be matched

• thanks to a better reduction of the search space, more suitable, intensive and
expensive models can be employed.
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So, blocking procedures have two main goals that represent a trade-off. First,
the number of candidate pairs generated by the procedures should be small to
minimize the number of comparisons in the further record linkage steps. Second,
the candidate set should not leave out any possible true matches, since only record
pairs in the candidate set will be examined in detail.

The developments in the modern computer power, the machine learning, the
data mining and statistical studies improve undoubtedly the performances and the
accuracy of the record linkage procedure and help in finding more efficient blocking
methods (e.g. the new method with the use of clustering algorithms or high-
dimensional indexing). Nevertheless the potential advantages and disadvantages
of the several different existing blocking methods make the choice among them
a difficult task and there is not a general rule for privileging a method against
the others.

In the following subsections, some details on the most widespread blocking
methods, i.e. standard blocking and sorted neighbourhood, are given so as to stress
the basic characteristics of the two methods compared herewith from a statistical
perspective.

2.1 The Standard Blocking Method

The standard blocking method consists of partitioning the two datasets A and B into
mutually exclusive blocks where they share the identical value of the blocking key
(Jaro 1989) and of considering as candidate pairs only records within each block.
A blocking key can be composed by a single record attribute, common to the data
sets, or combining more than one attribute. There is a cost-benefit trade-off to be
considered in choosing the blocking keys: from one hand, if the resulting blocks
contain a large number of records, then more candidate pairs than necessary will be
generated, with an inefficient large number of comparisons. From the other hand,
if the blocks are too small then true record pairs may be lost, reducing the linkage
accuracy. Moreover, to achieve good linkage quality, also the error characteristics of
the blocking key is relevant, i.e. it is preferable to use the least error-prone attributes
available.

In theory, when the size of the two data sets to be linked is of n records
each and the blocking method creates b blocks (all of the same size with n=b
records), the resulting number of record pair comparisons is O.n2=b/. This is an
ideal case, hardly ever achievable with real data, where the number of record
pair comparisons will be dominated by the largest block. So the selection of the
blocking keys is one of the crucial point for improving the accuracy of the whole
process. To mitigate also the effects of errors in blocking keys, multiple keys can
be used and several passes, with different keys, can be performed (Hernandez and
Stolfo 1998). Multiple passes improve linkage accuracy but the implementation is
often inefficient. Roughly speaking, the multi-pass approach generates candidate
pairs using different attributes and methods across independent runs. Intuitively,
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different runs cover different true matches, so the union should cover most of the
true matches. Of course, the effectiveness of a multi-pass approach depends on
which attributes are chosen and on the methods used.

2.2 The Sorted Neighbourhood Method

Another of the most well-known blocking method is the sorted neighbourhood
one (Hernandez and Stolfo 1995). This method sorts together the two record sets,
A and B, by the selected blocking variable. Only records within a window of
a fixed dimension, w, are paired and included in the candidate record pair list.
The window slides on the two ordered record sets and its use limits to (2w � 1)
the number of possible record pair comparisons for each record in the window.
Actually, in order to identify matches, the first unit of the list is compared to all
the others in the window w and then the window slides down by one unit until the
end (Yan et al. 2007). Assuming two data sets of n records each, with the sorted
neighbourhood method, the total number of record comparisons is O.wn/.

The original sorted neighbourhood method expects a lexicographic ordering of
the two data sets. Anyway, records with similar values might not appear close to
each other when considering lexicographic order. In general, the effectiveness of
this approach is based on the expectation that if two records are duplicates, they
will appear lexicographically close to each other in the sorted list based on at least
one key.

Similar to standard blocking method whereas the sliding window works as a
blocking key, it is preferable to do several passes with different sorting keys and a
smaller window size than only one pass with a large window size. Even if multiple
keys are chosen, the effectiveness of the method is still susceptible to deterministic
data-entry errors, e.g., the first character of a key attribute is always erroneous.

3 A Statistical Perspective in Comparing Blocking Methods

As stated in Sect. 1, when managing huge amount of data, the search space reduction
is useful to limit the execution time and the used memory space by means of a
suitable partition of the whole candidate pairs space, corresponding to the cross
product of the input files. The information technologist community is really active
in analyzing characteristics and performances of the most widespread blocking
methods as well as in data linkage project at all: a proof of the statement is given by
the proliferation of different names to refer the record linkage problem – citation
matching, identity uncertainty, merge-purge, entity resolution, authority control,
approximate string join, etc. A further evidence is the emergence of numerous
organizations (e.g., Trillium, FirstLogic, Vality, DataFlux) that are developing
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specialized domain-specific record-linkage tools devoted to a variety of data-
analysis applications.

In the last years, new attractive techniques for blocking have been proposed:
clustering algorithms, high-dimensional indexing, by-gram indexing, canopy.
Moreover machine learning methods have been developed in order to define the
best blocking strategy for a given problem using training data. Generally speaking,
the blocking strategy states a set of parameters for the search space reduction
phase: the blocking keys, the method that combines the variables (e.g. conjunction,
disjunction), the choice of the blocking algorithms, the window size, the choice of
the similarity functions and so on.

In this paper we approach the problem of stating the most suitable blocking
method keeping in mind also the statistical perspective on the record linkage
problem. In fact, when probabilistic approach is applied, “statistical” problems
arise in dealing with huge amount of data. Usually, the probabilistic model
estimates the conditional probabilities of being match or un-match assuming that
the whole set of candidate pairs is a mixture of the two unknown distributions:
the true links and the true non-links (Armstrong and Mayda 1993, Larsen and
Rubin 2001). Generally, an EM algorithm is applied in order to estimate the
conditional probabilities in presence of latent classification. The statistical problem
arises when the number of expected links is extremely small with respect to
the whole set of candidate pairs; in other words, if one of the two unknown
populations (the matches) is really too small, it is possible that the estimation
mechanism is not able to correctly identify the linkage probabilities: it could
happen that the EM algorithm still converges, but in fact it estimates another latent
phenomenon different from the linkage one. This is why some authors suggest
that, when the conditional probabilities are estimated via the EM algorithm, it
is appropriate that the expected number of links is not below 5% of the overall
compared pairs (Yancey 2004). A solution to this situation is the creation of suitable
groups of the whole set of pairs, i.e. a blocking scheme, so that, in each sub-
group, the number of expected links is suitable with respect to the number of
candidate pairs.

From the statistical perspective, the choice among blocking methods depends
on several characteristics, only partially connected to the computational aspects.
In this work, some of the most important issues of the blocking strategy are
stressed, i.e. the expected match rate and the frequency distribution of the avail-
able blocking keys dramatically influence the effectiveness of the chosen block-
ing method. For instance, if the standard blocking method is really useful to
solve linkage problems where the overlap between files is very high, i.e. in de-
duplication or post-enumeration survey context, it could be unhelpful when the
expected number of matches is very small with respect to the largest file to be
linked. Moreover, when most of the blocking key categories are very sparse with
low frequencies (no more than five), even if identification power of the key is
high, the standard blocking method can’t help in defining a probabilistic linkage
strategy.
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4 Experimental Results

The previous aspects are highlighted in the study of the fecundity of married
foreign-women with residence in Italy. This study requires the integration of two
data sources: the list of the marriages and the register of births. The two data
sets have a common identifier, the fiscal code of the bride/mother. Unfortunately
it is affected by errors, particularly when the bride/mother is foreign. Moreover,
considering a certain year, the number of births is quite small with respect to the
amount of marriages of the same year, so the expected match rate is very low, below
the 5% of the largest file.

The data considered in this paper referred to marriages with almost one of
the married couple foreign and resident in Lombardy in 2005 and to babies
born in the same Region in 2005–2006. The size of each file is about 30,000
records. The common variables are: fiscal code of the bride/mother, the three-digit-
standardized name and surname of both spouses/parents, the day/month/year of
birth of the bridegroom/father and of the bride/mother, the municipality of the event
(marriage/birth). A probabilistic procedure based on EM solution of the Fellegi–
Sunter model has been applied.

Due to the file size, a reduction method is needed, avoiding to deal with 900
millions of candidate pairs. The performances of the standard blocking method and
of the sorted neighbourhood one are compared.

A previous analysis of the accuracy and of the frequency distribution of the
available variables has limited the choice to the three-digit-standardized name and
surname of the bride/mother as blocking keys.

We have experimented several strategies in reducing the number of the candidate
pairs. The results of the different tests have been compared by means of two
different groups of diagnostic for blocking methods: the first one is common in
the information technology context while the second one is typical in the statistic
community.

The computer scientists currently adopt the reduction ratio (RR) and the pairs
completeness (PC) indexes to compare blocking techniques. The RR quantifies how
well the blocking method minimizes the number of candidates: RR D 1 � C=N ,
where C is the number of candidate matches and N is the size of the cross product
between data sets. The PC measures the coverage of true matches with respect to
the adopted blocking method, i.e. how many of the true matches are in the candidate
set versus those in the whole set: PC D Cm=Nm where Cm is the number of
true matches in the candidate set and Nm is the number of matches in the whole
set. A blocking scheme that optimizes both PC and RR reduces the computational
costs for record linkage, decreasing the candidate pairs, and, at the same time, saves
the linkage accuracy by means of not loosing true matches. From the statistical
perspective, the match rate (MR) is one of the measure, with the linkage error
rates, to evaluate the linkage procedure. The MR represents the coverage of true
matches of the overall linkage procedure, considering also the applied classification
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model: MR D M=Nm whereM is the number of true matches identified at the end
of the linkage procedure and Nm as already defined.

All these metrics require that the true linkage status for the record pairs is known;
we consider as a benchmark the total amount of pairs with common fiscal code and
we also refer to such a number when evaluating the improvements in the results of
the probabilistic linkage procedures at all. In this study the pairs with common fiscal
code are 517 records. As such a key is not error-free, it is possible to find a higher
number of pairs that are true matches almost surely, given that they share the same
values for high-identification powerful variables: standardized name and surname,
day/month/year of birth. This point implies values greater than 1 for the PC and MR
metrics.

The first blocking strategy consists in standard blocking method with 3-digit-
standardized surname of the bride/mother as key: the categories in each file
are about 4,000, resulting in 2,200 blocks and about 580,000 candidate pairs.
A probabilistic procedure based on the Fellegi–Sunter model has been applied,
considering as matching variables: the three-digit-standardized name of the mother
and her day/month/year of birth. The results in terms of matches, possible matches,
true matches and MR are shown in Table 1. The relative PC and RR are reported in
Table 2.

The inefficiency of standard blocking method, compared to the benchmark, has
lead us to test an alternative blocking strategy, based on sorted neighbourhood
method. The six-digit-string key composed by joining standardized name and
surname and a window of size 15 creates about 400,000 candidate pairs. The prob-
abilistic procedure based on the same Fellegi–Sunter model has been applied and
567 matches and 457 possible matches have been identified. Tables 1 and 2 report
the results in terms of matches, possible matches, true matches and MR and PC and
RR respectively.

The standard blocking method was tested also with six-digit-string name and
surname but, due to the about 24,000 categories of this key, often without any over-
lap between the two files, the EM algorithm for the estimation of the probabilistic

Table 1 Statistical diagnostics for blocking strategies comparison

Blocking Surname Sorted neighbourhood
three-digit surname six-digit

Matches 439 567
Possible matches 359 457
True matches 448 592
MR 0.867 1.145

Table 2 Computer scientist diagnostics for blocking strategies comparison

Blocking surname
three-digit

Sorted neighbourhood
surname six-digit

PC 1.064 1.145
RR 0.999 0.999
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linkage parameters doesn’t work so the MR is not evaluable. Anyway, the PC and
RR are equal to 1.039 and 0.999.

As showed in the above tables, the differences between the two blocking
strategies emerge basically from the statistical perspective, see the MR values,
whereas the measures in Table 2 highlight smoothed differences.

5 Concluding Remarks and Future Works

The linkages presented in this paper have been performed by RELAIS, an open
source software designed and implemented by ISTAT. It provides a set of standard
methods and techniques in order to execute record linkage applications. In order
to better face with the complexity of linkage problem, it is decomposed into
its constituting phases; the software allows the dynamic selection of the most
appropriate technique for each phase and the combination of the selected techniques
so that the resulting workflow is actually built on the basis of application and
data specific requirements. In fact, RELAIS has been designed with a modular
structure: the modules implement distinct record linkage techniques and each one
has a well defined interface towards other modules. In this way it is possible to have
a parallel development of the different modules, and to easily include new ones in
the system. Moreover, the overall record linkage process can be designed according
to specific application requirements, combining the available modules. The RELAIS
approach overcomes the question on which method is better compared to the others,
being convinced that at the moment there is not a unique technique dominating
all the others. The strength of RELAIS consists in fact of considering alternative
techniques for the different phases composing the record linkage process. RELAIS
wants to help and guide users in defining their specific linkage strategy, supporting
the practitioner’s skill, due to the fact that most of the available techniques are
inherently complex, thus requiring not trivial knowledge in order to be appropriately
combined. RELAIS is proposed also as a toolkit for researchers: in fact, it gives the
possibility to experiment alternative criteria and parameters in the same application
scenario, that’s really important from the analyst’s point of view. For all these
reasons RELAIS is configured as an open source project, released under the EU
Public License.

This paper is a first step in comparing blocking methods for record linkage,
keeping in mind the statistical perspectives. Further tests are needed. It could be
useful for instance to exploit data sets where the true linkage status is completely
known; unfortunately these is hard to achieve without a clerical review, but manual
checks are quite prohibitive for very large data-sets. A possible approach to these
issues could be to replicate these experiments with synthetic data sets.

Further analyses can also be useful in comparing blocking methods in other con-
texts, with an expected match rate intermediate compared with the post-enumeration
survey one, that is about the 99%, and with that considered in this paper, that is lower
than the 5% of the largest file.
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Other goals of future studies concern the examine of the statistical impact of more
complicated blocking methods, such as the bigram indexing, the canopy clustering,
etc. and the evaluation of the comparability of blocking choices suggested by
domain experts with respect to those learned by machine learning algorithms, both
supervised and unsupervised and fully automatic ones.
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Integrating Households Income Microdata
in the Estimate of the Italian GDP

Alessandra Coli and Francesca Tartamella

Abstract National accounts statistics are the result of the integration of several
data sources. At present, in Italy, sample surveys data on households income are
not included in the estimation process of national accounts aggregates. In this paper
we investigate the possibility of using such data within an independent estimate of
GDP, based on the income approach. The aim of this paper is to assess whether (and
to what extent) sample survey microdata on household income may contribute to
the estimate of GDP. To this end, surveys variables are recoded and harmonized
according to the national accounting concepts and definitions in order to point
out discrepancies or similarities with respect to national accounts estimates. The
analysis focuses particularly on compensation of employees. Applications are based
on the EU statistics on income and living conditions and on the Bank of Italy survey
on income and wealth.

1 Introduction

Gross domestic product (GDP) can be measured according to three different
methods: the production (or value added) approach, the expenditure approach and
the income approach. The first method measures GDP as the value of goods and
services produced by the nation, net of intermediate consumption. The expenditure
approach estimates GDP in terms of the total amount of money spent for final uses of
goods and services. The income approach focuses on GDP as the amount of income
paid by the production units for the use of productive factors (work and capital).
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Due to the use of different data sources and methods, the three approaches produce
different estimates of GDP. A reconciliation process is then required in order to
obtain the best estimate (which often is the only one actually published). This
reconciliation is usually carried out through the construction of input–output (or
supply and use) tables. The simultaneous publication of different measures is
certainly useful but also misleading. On one hand it helps understanding how
reliable figures are, reducing the risk of excessively trusting an inaccurate estimate.
On the other hand the user has to choose among three different estimates of GDP.

The three different approaches rely on the use of, as far as possible, independent
sources of information. In the Italian national accounts (NA) however, only the
production and expenditure methods lead to exhaustive and independent estimates
of GDP, the income approach providing independent estimates only for some
income components. This depends mainly on the insufficient quality of available
data sources (Istat 2004).

The paper addresses the use of sample surveys on households budgets for a better
application of the income approach. As of 2004, in fact Italy and other European
countries can take advantage of a new and very rich survey, the European survey
on income and living conditions (Eu-silc). Moreover, the Bank of Italy has been
carrying out a sample survey on households income and wealth (Shiw) since 1966,
at first on a yearly basis, every two years starting from 1987.

The introduction of surveys micro data on households income in the GDP
estimation process would allow to analyse income by groups of individuals as well
as by household typology. Moreover it would improve reconciliation of micro and
macro data on income, which is an essential piece of information for sound micro-
founded macroeconomic modelling.

2 The Income Approach

The income approach focuses on income paid and earned by individuals and
corporations in the production of goods and services, and can be represented by
the following equation:

GDP D WSC GOSC GMI C NIT (1)

where:

• WS: compensation of employees (wages and salaries and employers’ social
contributions).

• GOS: gross operating surplus, i.e. the profit generated by corporations and
quasi corporations (public and private); it also includes imputed rents of owner-
occupied dwellings.

• GMI: gross mixed income, i.e. the operating surplus of unincorporated enter-
prises owned by households. It also includes actual rents.

• NIT: taxes on production and imports net of any subsidies on production.
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Table 1 Italian GDP and its composition – years 2004–2007. Current million euro

2004 2005 2006 2007

values (%) values (%) values (%) values (%)

Compensation
of employees

536,229 39:1% 581,995 41:0% 608,864 41:0% 631,384 40:9%

Gross mixed
income

220,495 16:1% 220,495 15:6% 223,414 15:0% 227,493 14:7%

Gross operating
surplus

435,764 31:7% 435,764 30:7% 447,099 30:1% 474,330 30:7%

Taxes on
production and
imports net of
subsidies

179,787 13:1% 179,787 12:7% 206,000 13:9% 211,708 13:7%

Gross domestic
product

1,372,275 100:0% 1,418,041 100:0% 1,485,377 100:0% 1,544,915 100:0%

Istat, National Accounts, July 2009 version

Table 1 shows the Italian GDP and its composition for the years 2004–2007.
The largest part of the Italian GDP consists of compensation of employees,

followed by the operating surplus, the mixed income and the net indirect taxes.
We wonder whether it is possible (and to what extent) to estimate the GDP

components on the basis of the households budgets surveys.
Obviously surveys could contribute to estimate only the part of GDP concerning

households as payers or earners.
In principle surveys should cover 100% of compensation of employees since this

kind of income is earned exclusively by households.
Households are also engaged in production as owners of unincorporated enter-

prises. Profits/losses from such activity are defined as mixed income in national
accounts. Therefore surveys could help estimating the part of mixed income which
households withdraw from the enterprise for their needs. This aggregate accounts
for around 82% of gross mixed income (about 13% of GDP), according to the Italian
national accounts statistics of the last five years1.

Furthermore, households disposable income includes imputed rents of owner-
occupied dwellings. In national accounting, such earning is recorded as a component
(about 15%) of gross operating surplus, i.e. around 5% of GDP. Summarising,
surveys might help estimate up to 60% of GDP, around 70% if we consider GDP
net of taxes.

1In the Italian national accounts the Household sector is split into two sub-sectors, namely producer
households and consumer households. Particularly producer households include non financial
unincorporated enterprises with 5 or less employees and unincorporated auxiliary financial
activities with no employees. In the allocation of primary income account, a quota of mixed income
moves from producer households to consumer households. This income is supposed to be used by
households for consumption and saving.
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3 How Much do Survey Microdata fit National Accounts?

Before thinking of any method for integrating surveys microdata in national
accounts (NA), it is essential to verify how much this information fits national
accounts estimates.

For this purpose, we try to estimate the GDP components on the basis of survey
data. Particularly, we consider the Bank of Italy survey on income and wealth
(Shiw)2 and the European statistics on income and living conditions (Eu-silc)3. The
year 2006 is the most recent for which Shiw and Eu-silc results can be compared.

The surveys variables have been fully harmonised to national accounts with
respect both to the observed population (i.e. Households) and to the content of each
income component (Coli and Tartamella 2008). Results are then compared with
national accounts4 in Tables 2 and 3.

The Shiw survey collects income data at a finer detail, thus allowing more
interesting comparisons. For example the coverage of the mixed income component
can be evaluated only for the Shiw. In fact, in order to identify producer households,
i.e. households generating mixed income (see also footnote 1), surveys are required
to record both the size and legal status of the enterprise whom the self employed
belongs. Up to 2008, Eu-silc does not collect this information thus not allowing to
disentangle mixed income from other kind of self employed income. For this reason
the NA Eu-silc comparison is made for the self-employed income component as a
whole which is computed as to include income withdrawn by households both from
Producer households (the mixed income share) and from the Corporation sector.

Coming to results, we notice that both surveys sensibly underrate self employed
income. On the contrary both surveys overestimate the gross operating surplus
(i.e. imputed rents of owner-occupied dwellings) with respect to national accounts.
The reason may be an overestimated number of dwellings and/or imputed rents.
Surveys probably overrate the stock of dwellings since, for fiscal reasons, owners
may declare an imputed rent on a dwelling that is actually let. Moreover, surveys
estimate imputed rents as the amount of money that the owners expect to pay for
renting their own house, which may be biased, e.g. reflecting only current market
prices, whereas most dwellings are rent according to earlier and cheaper contracts.
On the contrary national accounts estimate imputed rents using the figure on actually
paid rents from the household sample surveys. Fiscal reasons often probably urge
people not to declare the real amount of received/paid rents. As a consequence NA
imputed rents may be underestimated.

2Shiw data can be downloaded from the Bank of Italy web site.
3IT-SILC XUDB 2007–May 2009.
4To compare data correctly it is necessary to estimate national accounts income components net
of taxes and social contributions. We assume a proportional taxation on all income components.
Actually, a microsimulation model should be used to correctly allocate taxation among different
income categories.
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Table 2 Households income componentsa in NA and Shiw: a comparison - Italy, 2006.

2006 Shiw
(total)/NA

National
Accounts
(households)

Shiwb

Total Household
mean

Lower
95% limit
for the
mean

Upper
95% limit
for the
mean

Wages and
salaries net
of social
contribu-
tions paid
by employees

348;235 295;508 23;110 22;669 23;550 84:86%

Mixed income
quota
assigned to
households,
net of social
contribution
paid by self
employed

145;903 87;263 20;544 18;857 22;231 59:81%

Gross
operating
surplus

86;949 140;131 7;628 7;455 7;800 161:17%

aTotal income is in current million euros. Average income is in euros
bIncome estimates are grossed up using the survey sampling weights

Wage and salaries is the best covered income source, especially by Eu-silc
(over 95%). An in-depth analysis is shown in Tables 4 and 5 where employees and
remuneration per capita values are analysed by economic activity.

We observe a general better fit of Eu-silc estimates to national accounts data.
Absolute differences computed for economic sector are on average smaller with
respect to Shiw, both for per capita values, number of employees and wages and
salaries.

The main point about the employees distribution is that surveys record lower
weights for services, in favor of industry. The difference is particularly evident
for the “Other services for business activities” where NA record almost 10%
of employees whereas Shiw and Eu-silc account for respectively 4% and 6%. The
“Other services: public administration, health etc” category is an exception. This is
not a surprise since this sector is only marginally effected by non registered employ-
ment, which on the contrary affects strongly the other services activities. Generally
we notice milder differences between Eu-silc and NA employee distributions, Eu-
silc providing a sort of average distribution between the Shiw and NA.
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Table 3 Households income componentsa in NA and Eu-silc: a comparison - Italy, 2006

2006 Eu-silc
(total)/NA

National
Accounts
(households)

Eu-silcb

Total Household
mean

Lower
95% limit
for the
mean

Upper
95% limit
for the
mean

Wages and
salaries net
of social
contribu-
tions paid
by employees

348;235 332;585 23;493 23;199 23;787 95:51%

Self employed
income

233;109 141;376 19;030 18;426 19;635 60:65%

Gross
operating
surplus

86;949 121;744 5;774 5;742 5;806 140:02%

aTotal income is in current million euros. Average income is in euros
bIncome estimates are grossed up using the survey sampling weights

Table 4 Distribution of employees by Economic activity, Italy, 2006

Economic activity
(NACE Rev. 1
classification)

National accounts Shiw Eu-silc

Agriculture 2:90% 4:70% 2:75%
Industry 30:20% 35:40% 33:43%
– Industry (without

construction)
23:5% 28:4% 26:83%

– Construction 6:7% 7:0% 6:60%
Services 66:9% 59:8% 63:83%
– Trade, hotel and

restaurants
14:8% 11:7% 12:75%

– Transport storage and
comm.

5:6% 4:6% 5:75%

– Financial
intermediation

2:9% 3:4% 3:33%

– Other services for
business activities

9:7% 3:8% 5:90%

– Other services (Public
admin., education,
etc.)

33:8% 36:3% 36:11%

Total economy 100:0% 100:0% 100:0%
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Table 5 Wages and salaries by Economic activity, Italy, 2006a

Economic
activity
(NACE Rev. 1
classification)

National accounts Shiw Eu-silcb

WS (per
capita)

WS (per
capita)

Lower
95%
limit

Upper
95%
limit

WS (per
capita)

Lower
95%
limit

Upper
95%
limit

Agriculture 11,546 10,928 10,197 11,659 10,096 9,424 10,769
Industry 17,798 15,751 15,434 16,069 18,268 17,995 18,541
Industry (without

construction)
18,638 15,975 15,620 16,330 18,781 18,474 19,088

Construction 14,870 14,849 14,144 15,554 16,180 15,607 16,754
Services 19,309 16,880 16,576 17,183 19,456 19,217 19,696
Trade, hotel and

restaurants
17,655 13,427 13,006 13,848 15,287 14,929 15,645

Transport storage
and comm.

27,137 17,936 17,155 18,716 20,855 19,952 21,758

Financial
intermediation

33,831 26,713 24,197 29,229 27,460 26,268 28,652

Other services
for business
activities

17,571 16,271 15,272 17,270 17,979 17,178 18,780

Other services
(Public
admin.,
education,
etc.)

17,991 17,010 16,650 17,369 20,209 19,889 20,530

Total economy 18,626 16,199 15,979 16,418 18,802 18,621 18,984
aCurrent euros
bThe economic activity refers to the current year (see text for details on the method used to

calculate distributions)

Coming to wage and salaries per capita values, we notice lower values in the
Shiw for every category with the only exception of “Agriculture” and “Construc-
tion”. On the other hand Eu-silc reports higher remunerations even with respect to
NA for some activities (industry and the “Other services” in particular).

Analysis by economic activity, though extremely interesting, is affected by the
not so accurate estimate of the economic activity variable which often shows a
consistent number of missing values in surveys. Moreover, as far as Eu-silc is
concerned, the economic activity variable is collected with respect to the interview
year whereas information on income applies to the year before. As a consequence
the distribution of income by economic activity has been estimated only on a subset
of sampled employees, namely the ones who declare not having changed job in the
previous 12 months. This is obviously an approximation.
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4 Conclusions

As it is well known national accounts statistics are the result of the integration of
several data sources. At present, sample surveys data on households income are not
used as an input for estimating the Italian national accounts aggregates. This is one
of the reason which prevents an independent estimate of GDP on the basis of the
so called income approach. Household microdata would impact on the estimate of
the Italian GDP differently according to the applied methodology. On the one hand
household income microdata could be embodied into the GDP estimate without
impacting on its amount; the advantage would be anyhow relevant in order to
analyse the distribution of income among the different sectors of population. On
the other hand household income microdata could be used to provide independent
estimates of some GDP components with an impact on the value of the Italian GDP
itself.

In this paper we have tried to assess weather and to what extent the Bank of
Italy survey on households budgets and the European Statistics on Living condition
might contribute to the estimate of the GDP income components. To this purpose
national accounts and surveys data on compensation of income, mixed income
and operating surplus have been fully harmonized and compared. Our analysis,
though preliminary, suggests that surveys data (Eu-silc in particular) would provide
valuable information at least for the computation of compensation of income.
The advantage would be twofold: a more accurate estimate of wages and salaries
for some categories of employees, the possibility of analysing compensation
of employees according to the employee’s characteristics and those of her/his
household.

National accounts have traditionally given relevance to the analysis of productive
processes and final uses of income. On the contrary the information on institutional
sectors has not been satisfying for a long time. Moreover among institutional
sectors, households have been given the lowest attention. This perhaps may help
understanding while in NA the need of new and rich statistics on households income
has not been compelling for years. With the system of national accounts of 1993
(recently updated) national accounts increased the attention on households through
the proposal of an accounting by groups of households and the introduction of
the social accounting matrix. Nowadays, even in official statistics the interest is
moving from production units to people in order to supply indicators of economic
growth as well as of people well-being and happiness. The estimate of this new
set of indicators asks for a strongest and better integration of “people” data in
the national accounts framework. This is in line with the recommendations of the
Commission on the Measurement of Economic Performance and Social Progress
(Stiglitz et al. 2009). In fact, one of the key recommendations of the Report is
“to shift emphasis from measuring economic production to measuring people’s
well-being” (p. 12, Stiglitz et al. 2009). As suggested in the Report itself, this
objective may be achieved emphasising the household perspective in national
accounts.
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The Employment Consequences
of Globalization: Linking Data on Employers
and Employees in the Netherlands

Fabienne Fortanier, Marjolein Korvorst, and Martin Luppes

1 Introduction

Globalization – or the increased interconnectedness of nations, peoples and
economies – is often illustrated by the strong growth of international trade, foreign
direct investment (FDI) and multinational enterprises (MNEs). At the moment,
more firms, in more industries and countries than ever before, are expanding abroad
through direct investment and trade. The advent of globalization has been paired
with intense debates among policy makers and academics about its consequences for
a range of social issues related to employment, labor conditions, in-come equality
and overall human wellbeing. On the one hand, the growing inter-nationalization of
production may lead to economic growth, increased employment and higher wages.
In setting up affiliates and hiring workers, MNEs directly and indirectly affect
employment, wages and labor conditions in host countries (see e.g. Driffield 1999;
Görg 2000; and Radosevic et al. 2003). On the other hand, fears are often expressed
that economic growth may be decoupled from job creation, partly due to increased
competition from low-wage countries, or through outsourcing and offshoring
activities of enterprises (Klein 2000; Korten 1995). These concerns about the
employment consequences of globalization are not entirely unwarranted, as studies
by Kletzer (2005) and Barnet and Cavenagh (1994) have shown.

These contradictory findings imply that little is yet known about the net
consequences of economic globalization for employment, or, more specifically,
about the extent to which firm characteristics related to globalization – such
as foreign ownership – affect the employment, labor conditions and careers of
employees. Answering such questions requires data that includes information not
only about firms and their exact features, but also details about the characteristics
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of the employees that work for them. By linking, at the micro level, business and
social data from various surveys and registers, Statistics Netherlands is now able to
shed new light on these questions for the Dutch context. This chapter documents
the intricacies involved in creating such an integrated employer–employee dataset.
In addition, this chapter highlights some of the novel analyses that are possible
with this new dataset, and addresses some first conclusions that can be drawn from
this data integration exercise regarding the impact of economic globalization for
employment in the Netherlands (see also Fortanier and Korvorst 2009).

The Netherlands is not the first country to construct such a linked employer-
employee dataset (LEED). Statisticians and academics have created similar datasets
for e.g. Germany (Alda et al. 2005); Finland (Ilmakunnas et al. 2004); the US
(Abowd and Kramarz 1999) and Denmark (Munch and Skaksen 2008), to name
but a few examples. Studies based on these datasets illustrate the wealth of policy
relevant research questions that can be answered, both with respect to employment
and labor market issues as well as for more detailed analyses of e.g. the role of
human capital in firm performance (Bryson et al. 2006).

The question regarding the employment consequences of globalization has how-
ever not yet been extensively addressed in studies based on LEED data (but excep-
tions include e.g. Munch and Skaksen 2008). We expect that an analysis of both firm
and employee characteristics should improve our understanding of the social impli-
cation of e.g. increased international trade (exports and imports), outsourcing and
offshoring, and the growing direct investment flows that imply that locally operating
firms are increasingly owned, controlled and managed by foreign enterprises.

In the remainder of this chapter, we first detail the various methodological steps
we took to construct the dataset, before presenting the results on globalization
and employment for the Netherlands. We conclude by addressing some important
methodological considerations for creating linked employer-employee datasets,
which may serve as input for other National Statistical Offices, and provide
suggestions for further research.

2 Methodology: Creating a Linked Employer-Employee
Dataset for the Netherlands

The creation of the linked employer employee dataset (LEED) for the Netherlands
primarily involved the integration of the Social Statistical Database, which includes
a wide variety of variables on (the composition of) employees and the labor force,
with the General Business Register and various firm-level surveys (mainly the
Statistics on Finances of Large Enterprises, and the Community Innovation Survey)
that provide for various firm-level variables, including foreign ownership (see also
De Winden et al. 2007). All data in this chapter pertains to the 2000–2005 period,
partly due to data availability and partly due to the methodological changes in both
the social and firm statistics in 2006 that would have created a (potential) break in
the time series.
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The social statistical database (SSB) of Statistics Netherlands consists of
administrative data on persons, households, jobs, benefits and pensions. It covers
the entire Dutch population, including people living abroad but working in the
Netherlands or receiving a benefit or pension from a Dutch institution. All persons
with an official employment contract at a registered enterprise are recorded in the
SSB database with a job. Since our analysis focuses on employment, we included
all jobs that have existed within a year in the Netherlands. Note that this means that
self-employed individuals and business owners are not included in our analysis, and
neither are e.g. pensioners or unemployed students.

At the micro level, a direct relationship between employees and enterprises
can be established because employees’ social security numbers are available in
administrative sources (e.g. insurance) together with the administrative enterprise
numbers. Subsequently, the administrative units of enterprises, for example tax
numbers, can be translated to statistical units of enterprises, which are recorded
in the general business register (GBR). Since all employees can be assigned to
an employer (enterprise), detailed information is available per enterprise on e.g.
the number of jobs per year, gross job creation and destruction rates, labor force
composition with respect to gender, age and ethnicity, as well as average wages and
a range of other variables.

In turn, the GBR includes basic enterprise information on e.g. the industry
of activity, size class, location in the Netherlands, and enterprise status (entries
and exits). From this register, additional enterprise data can be derived from
other administrative sources and surveys (e.g., business surveys on international
orientation and foreign ownership) and be matched with data on employees from
the SSB.

In our study, we were particularly interested in one of the key enterprise
characteristics for globalization, i.e. the locus of control (foreign versus domestic).
Using the concept of Ultimate Controlling Institute (UCI), foreign controlled
enterprises are defined as those that have their centre of control or headquarters
outside the Netherlands, whereas Dutch-controlled enterprises are nationally owned.
The distinction enables an analysis of the consequences of inward foreign direct
investments (FDI) in the Netherlands at the micro level. Information on the UCI
of enterprises is primarily derived from two sources: the Financial Statistics of
Large Enterprise Groups (SFGO) and the Community Innovation Survey (CIS).
Unfortunately, since both of these sources are surveys, the number of enterprises
for which we can positively establish their UCI is limited.

Table 1 reports the exact results of our data matching exercise in which we
linked the SSB with the UCI list, resulting in a linked employer–employee dataset
(LEED) for the Netherlands. The micro data integration of registered and survey
data on employers and employees resulted in a sample of approximately 20 thousand
enterprises each year for which the locus of control was known. Although the
size of the final matched sample is quite modest, a disproportionate share of large
enterprises is included, accounting for nearly 3 million jobs. This represents 40%
of the total number of jobs in the Netherlands, and 55% of the jobs in the private
sector. While the dataset does not form a balanced panel, the largest enterprises are



104 F. Fortanier et al.

T
ab

le
1

M
at

ch
in

g
re

su
lt

s:
nu

m
be

r
of

en
te

rp
ri

se
s

an
d

em
pl

oy
ee

s

20
00

20
01

20
02

20
03

20
04

20
05

N
o.

of
en

te
rp

ri
se

s
w

it
h

em
pl

oy
ee

s
In

th
e

SS
B

3
8
0
;3
3
9

3
9
7
;7
2
6

4
0
5
;5
4
4

4
1
5
;1
7
2

4
1
9
;2
6
3

4
2
9
;4
4
0

W
it

h
U

C
I

da
ta

2
6
;8
1
8

2
5
;0
8
4

2
6
;7
8
6

2
4
;9
5
5

2
4
;4
8
7

2
3
;0
8
8

In
m

at
ch

ed
SS

B
-U

C
I

sa
m

pl
e

1
8
;8
6
5

1
7
;6
8
1

1
9
;0
7
7

1
7
;8
3
7

1
8
;4
8
1

1
7
;4
6
9

%
m

at
ch

ed
/S

SB
3
%

3
%

3
%

3
%

3
%

3
%

N
um

be
r

of
em

pl
oy

ee
s

In
th

e
SS

B
7
;3
3
4
;3
3
3

7
;5
0
4
;1
8
3

7
;5
4
7
;4
1
6

7
;4
9
2
;4
5
9

7
;3
8
4
;3
1
3

7
;4
4
1
;7
4
6

In
m

at
ch

ed
SS

B
-U

C
I

sa
m

pl
e

2
;9
8
0
;6
7
0

2
;8
6
4
;3
2
2

2
;8
8
0
;6
2
7

2
;7
4
6
;8
9
8

2
;7
9
0
;6
3
1

2
;7
0
7
;6
9
5

%
m

at
ch

ed
/S

SB
4
1
%

3
8
%

3
8
%

3
7
%

3
8
%

3
7
%



The Employment Consequences of Globalization: Linking Data on Employers 105

automatically included each year. The share of foreign controlled enterprises in the
sample is about 15% of the total number of enterprises included.

Foreign controlled enterprises are however not equally represented in each size
group in the sample. Data on Dutch controlled enterprises are mainly available for
small to medium (<250 employees) sized enterprises, whereas foreign controlled
enterprises are relatively more represented at larger size classes in our sample (see
Table 2). This reflects reality, where foreign ownership is also concentrated among
the largest enterprises. Yet, to prevent the risk of misrepresentation, size class is
explicitly taken into account in the analysis of this LEED dataset. Unless otherwise
specified, the results reported below apply to all size classes (small, medium and
large).

Other methodological challenges that were tackled during the matching process
included selecting the optimal matching window for business and social statistics
(end-of-year date), improving business statistics concerning enterprise dynamics

Table 2 Number of enterprises in the linked employer-employee dataset by size class,
2000–2005

2000 2001 2002 2003 2004 2005

Total 18;865 17;681 19;077 17;837 18;481 17;469

Dutch controlled 16;149 15;067 16;144 15;080 15;640 14;798

0–4 employees 2;161 2;225 1;796 1;740 1;642 1;617

5–9 employees 1;669 1;603 1;123 1;251 1;043 1;226

10–19 employees 2;997 2;734 3;368 2;711 3;455 3;204

20–49 employees 3;597 3;258 3;665 3;605 4;073 3;757

50–99 employees 3;010 2;536 3;251 2;857 2;495 2;276

100–149 employees 927 913 1;079 1;097 1;070 948

150–199 employees 451 467 466 504 536 486

200–249 employees 257 255 270 266 255 252

250–499 employees 551 547 552 524 523 520

500–999 employees 304 308 290 277 306 268

1000–1999 employees 127 121 153 148 140 138

2000 and more employees 98 100 101 100 102 106

Foreign controlled 2;716 2;614 2;933 2;757 2;841 2;671

0–4 employees 209 209 204 200 189 185

5–9 employees 165 156 158 156 131 134

10–19 employees 294 265 308 248 324 303

20–49 employees 525 471 527 509 548 494

50–99 employees 522 497 627 546 512 460

100–149 employees 273 261 296 293 319 310

150–199 employees 192 170 181 192 192 202

200–249 employees 118 128 142 126 122 112

250–499 employees 222 240 259 263 274 246

500–999 employees 123 124 141 139 141 145

1000–1999 employees 49 64 60 51 49 44

2000 and more employees 24 29 30 34 40 36
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and locus of control, bridging existing time lags of data availability, and streamlining
best practices across statistical divisions etcetera.

Although caution in interpreting the results is warranted – in particular with
respect to the sample of enterprises – the data give a clear perspective on the
consequences for employees of working for foreign versus Dutch controlled
enterprises.

3 First Results

The linked employer-employee dataset that was thus constructed for the Netherlands
includes a large number of employment related variables that can now be compared
between foreign and domestically controlled firms: not only average employment
magnitudes, but also share of high- and low-paid staff, labor force composition,
worker characterics and job dynamics and labor conditions. For matters of brevity
we highlight three key indicators in the remainder of this chapter that best capture
the essential differences in labor market dynamics and wage distribution between
foreign and domestically controlled firms in the Netherlands: (i) the total and
average number of employees; (ii) wages and share of high-paid staff; and (iii) labor
market dynamics (turnover rate).

3.1 Number of Employees

First of all, substantial differences with respect to the number of employees can
be observed in our linked employer-employee dataset for the Netherlands (average
employment was calculated as the unweighted average number of jobs per year). As
shown in Fig. 1, foreign controlled enterprises have on average a larger workforce
than Dutch controlled enterprises. In terms of mean number of employees foreign
enterprises are 40 to 60% larger than Dutch-controlled enterprises. Furthermore,
foreign enterprises in the Netherlands have shown an increase in employment from
2002 onwards, whereas Dutch controlled enterprises have shown a small decline
in terms of average number of employees. This trend may be caused by foreign
takeovers of (or mergers with) Dutch controlled enterprises of medium to large
size, in terms of total number of employees and the creation of jobs. The sectors
that showed the highest growth in employment at foreign controlled enterprises in
the Netherlands were concerned with agriculture, forestry and fishing, mining, and
quarrying, construction, trade and repairs, transport, storage and communication
and financial inter-mediation. In contrast, at Dutch controlled enterprises small
increases in average number of jobs were only realized in the food and beverages
and chemicals and plastic products industries, whereas all other sectors showed a
decline.
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Fig. 1 Average employment at foreign and Dutch controlled enterprises in the Netherlands, 2000–
2005

3.2 Wages and Pay

Several explanations have been proposed in the academic literature for the wage
differential between foreign and domestically controlled firms. First of all, foreign
enterprises are on average more productive than domestic enterprises – part of
that productivity differential may translate into higher salaries. A second often-
cited reason in the academic literature that could explain for the wage differences
between foreign and domestically owned enterprises is that exactly because foreign-
owned enterprises compete with local enterprises based on their technological
advantages, they will pay their employees more than they would earn at local
enterprises, in order to prevent labor migration (and subsequent unintentional
knowledge spillovers) to domestic enterprises (Fosfuri et al. 2001).

The ratio of skilled versus non-skilled wage is called the relative wage, and
may serve as a proxy for overall income inequality. Most models assume that
foreign enterprises hire relatively high skilled labor, making it scarcer and thereby
indirectly increase wage inequality (e.g. Wu 2000). Foreign enterprises tend to pay
higher wages, to attract higher educated employees and at the same time preventing
labor migration to nearby (domestic) enterprises or setting up own enterprises.
Furthermore, foreign enterprises may be more productive in general, substantiating
a higher wage level.

This wage differential between foreign and Dutch-controlled enterprises is also
evident in the Netherlands. As Fig. 2 shows, foreign enterprises have more high-
than low-paid employees, whereas Dutch-controlled enterprises have an equal share
in their workforce. This difference in share of high- versus low-paid workers is
stable over time (2000–2005). The difference between foreign and Dutch-controlled
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Fig. 2 Share of high- and low-paid employees at foreign and Dutch controlled enterprises in the
Netherlands, 2000 and 2005

enterprises in terms of high-paid workers might be a result of foreign direct
investment (FDI) demanding more managerial capacity and other high-skilled
functions to coordinate the new foreign venture in the Netherlands.

The prominence of high-paid workers is negatively correlated with size class:
both foreign and Dutch controlled enterprises tend to have fewer highly paid
workers as they become larger. Such large enterprises often involve production
plants and the like with a large share of low-skilled labor. Furthermore, both foreign
and Dutch-controlled enterprises have the highest share of high-paid workers in the
mining and quarrying, chemical and plastic products and financial intermediation
industries.

3.3 Employment Turnover

An important indicator of labor dynamics is labor turnover, or the job separation
rate per enterprise, determined by the outflow of jobs as a share of the average
number of jobs per year. Information on labor turnover is valuable in the proper
analysis and interpretation of labor market developments and as a complement to
the unemployment rate. Job creation and job destruction play a dominant role in
determining the overall labor turnover rate (see also Davis and Haltiwanger 1995).
Dutch controlled enterprises show a larger labor turn-over, such as outflow of jobs,
than foreign controlled enterprises, as shown in Fig. 3.

Furthermore, for the 2000–2005 period, a steady decline in labor turnover is
observed in our linked employer-employee dataset for the Netherlands, both in
foreign and Dutch controlled enterprises. Driven by changes in the business cycle,
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Fig. 3 Labor turnover at foreign and Dutch controlled enterprises in the Netherlands, 2000–2005

with unemployment rates increasing from 3 to almost 7%, employees were thus
more willing to stay with their employer. This applies especially to employees at
foreign controlled firms, resulting in an increasing retention rate. The sectors in
which labor turnover is highest are the hotels and restaurants industries, real estate,
renting and business sectors. This is likely due to short-term work con-tracts and
seasonal employment at both foreign and Dutch controlled enterprises in these
sectors, leading to a large outflow of jobs per year.

4 Conclusions and Further Research

This chapter presented the methodological considerations involved in creating
a linked employer-employee dataset (LEED) for the Netherlands, in order to
answer a range of questions related to the impact of firm characteristics related
to globalization – i.e. foreign ownership – on employment, wages and employee
characteristics. As shown above, the first outcomes based on these initial analyses
generate innovative and policy relevant findings. We found for example that foreign
enterprises in the Netherlands on average pay significantly higher wages than
domestically owned enterprises, and that employee turnover (i.e., employees leaving
an enterprise each year as a share of total employees at that enterprise) does
vary substantially between foreign and domestically owned enterprises. This would
mean that enterprises pay higher wages not only as a reflection of productivity
differentials but also to prevent labor migration, resulting in better retention of
skilled labor. However, to the extent that labor migration indeed represents the
transfer of knowledge and skills across enterprises, these results bode somewhat
less positive in the short run for the Dutch economy as a whole: knowledge that is
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embedded within foreign enterprises does not spread at the same rate as knowledge
at domestic enterprises.

Methodologically, the creation of this longitudinal linked employer-employee
dataset involved several challenges. The underlying datasets differed greatly, not
only in terms of combining administrative records with survey information on enter-
prises and jobs, but also with respect to sampling frequency, units of observation and
time period. For example, one problem in constructing the LEED dataset concerned
the harmonization of the end-of-year date, which is default at Statistics Netherlands
at the end of September for employee data and at the end of December for enterprise
ownership information. By choosing the end of the year as fixed matching moment,
major mismatches between employees and enterprises were avoided. At the same
time, our endeavor of matching social and business statistics had an indirect positive
effect of an improvement of existing business statistics within Statistics Netherlands
concerning enterprise dynamics and locus of control.

Still, some quality issues remain that pertain to the integration of different
sources, such as coverage errors and coherence with macro outcomes (national
accounts), which imply that the results presented in this paper should be used as
initial findings. Several actions are currently undertaken at Statistics Netherlands
to improve the longitudinal linked employer-employee dataset and underlying
statistical micro-data integration. First of all, the timeliness of data availability
on jobs and enterprises will be enhanced (reducing the existing time-lag by �1
to 2 years). Furthermore, in order to enable the effective integration of data on
enterprises and jobs, procedural best practices (concerning access, storage and
linkage of large data sets) and operational definitions are more streamlined and
documented for future reference. Secondly, more external sources will be accessed
in the future to enable a higher coverage of internationalization information on
enterprises in the Netherlands. Finally, when several administrative and survey data
are combined, as is the case in the present LEED data set, general custom-made
weighting procedures that partial out selective biases, for instance concerning size
class distribution differences as noted above, are developed in order to warrant
statements about the entire Dutch population of firms and employees.

In summary, without any additional data collection, Statistics ‘Netherlands is
thus able to relate business and social data from various surveys and registers by
linking them at the micro level, creating linked employer–employee time series.
In this way, a new socio-economic statistical framework is established, enabling
analyses and statistical output on the relation between business information and
jobs of persons and their social background.
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Applications of Bayesian Networks
in Official Statistics

Paola Vicard and Mauro Scanu

Abstract In this paper recent results about the application of Bayesian networks
to official statistics are presented. Bayesian networks are multivariate statistical
models able to represent and manage complex dependence structures. Here they are
proposed as a useful and unique framework by which it is possible to deal with many
problems typical of survey data analysis. In particular here we focus on categorical
variables and show how to derive classes of contingency table estimators in case
of stratified sampling designs. Having this technology poststratification, integration
and missing data imputation become possible. Furthermore we briefly discuss how
to use Bayesian networks for decision as a support system to monitor and manage
the data production process.

1 Introduction

Statistical analyses can be particularly complex when are referred to surveys and
databases produced by a National Institute of Statistics. The complexity is mainly
due to: high number of surveys carried out by the institute, sampling design
complexity, high number of variables and huge sample size. In this context it can
be useful to analyse and exploit the dependence structures. Bayesian networks
(Cowell et al., 1999), from now on BNs, are multivariate statistical models able
to represent and manage complex dependence structures. The theoretical setting of
BNs is the basis for developing methods for efficiently representing and managing
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Fig. 1 Example of DAG for the five categorical variables: Geographical area (GA), Gender (G),
Education (E), Profession (P), Class of income (CI)

survey systems. A known (or previously estimated) dependence structure can help:
in computing estimators (with the sampling design either explicitly or implicitly
modelled); when coherence constraints among different surveys must be fulfilled;
in integrating different sample surveys (in terms of their joint distribution); in
updating the estimate of a joint distribution once new knowledge on a variable
marginal distribution occurs (survey weights poststratification is a special case);
in missing data imputation. Furthermore, since BNs can be extended to embody
decision and utility nodes giving rise to BNs for decisions (Jensen, 2001; Lauritzen
and Nilsson, 2001), they can be used for data collection monitoring. Therefore BNs
can be thought of as a unique framework by which it is possible to manage a survey
from planning, passing through imputation and estimation to poststratification and
integration with partially overlapping surveys. In the next sections we will survey
recent results on the application of BNs in official statistics contexts focusing on
categorical variables.

2 Background on Bayesian Networks

Bayesian networks (BN) are multivariate statistical models satisfying sets of
(conditional) independence statements representable by a graph composed of nodes
and directed edges (arrows) between pairs of nodes. Each node represents a variable,
while missing arrows between nodes imply (conditional) independence between the
corresponding variables. This graph is named directed acyclic graph (DAG); it is
acyclic in the sense that it is forbidden to start from a node and, following arrows
directions, go back to the starting node. Figure 1 shows an example of DAG.

Notation related to BNs describes the relationship between nodes in the following
way: there are parents (e.g. P is a parent of CI) and children (e.g. CI is a child of
P). Each node is associated with the distribution of the corresponding variable given
its parents (if a node has no parents, as GA and G, it is associated with its marginal
distribution). There are properties connecting the concept of independence between
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variables and absence of an arrow in the graph; these are encoded in the Markov
properties (see Lauritzen (1996) Sect. 3.2.2). For example, in Fig. 1, it is possible
to read that G and CI, and E and CI are independent given P, while G and GA are
pairwise independent, but conditional dependent given any of these variables: E or
P. Formally speaking a BN is a pair DAG/joint probability distribution satisfying
the Markov condition. On the basis of these probabilistic conditional independence
properties, the complex global model can be decomposed into simpler submodels.
The BN definition implicitly associates a factorization of the joint distribution that
highlights the dependence structure of the variables (chain rule). For k variablesXj ,
j D 1; : : : ; k, the chain rule states that the joint distribution of .X1; : : : ; Xk/ can be
factorized as:

P.X1 D x1; : : : ; Xk D xk/ D
kY

jD1
P.Xj D xj jpa.Xj //; (1)

where pa.Xj / is the set of parents ofXj . For instance for the BN in Fig. 1, the chain
rule is

P.GA D x1;G D x2;E D x3; P D x4; CI D x5/ D P.GA D x1/ � P.G D x2/
�P.E D x3jGA D x1;G D x2/ � P.P D x4jGA D x1;G D x2;E D x3/
�P.CI D x5jGA D x1; P D x4/:

Notice that when a BN is designed with the additional aim to make inference on
its nodes (variables), it is possible to call it a probabilistic expert system (PES). For
more details on BNs and PES see (Cowell et al., 1999).

3 Use of Bayesian Networks in Survey Sampling

In an official statistics context, PES have, among the others, two positive aspects
(Ballin and Vicard, 2001): an easy-to-interpret, concise and informative way to
represent both surveys and sets of surveys with their dependence structure; an
inferential machine to update marginal distributions when new information arrives,
i.e. to propagate information among the variables of one or more surveys. In order
to exploit these properties, it is crucial to develop methods to derive PES based
estimators for complex sampling designs.

In Ballin et al., 2010 contingency table estimators based on PES under a stratified
sampling design have been proposed. Let X D .X1; : : : ; Xk/ and x D .x1; : : : ; xk/

be k categorical variables and their possible values respectively. Let P be a
population of size N generated from a superpopulation model. The parameter of
interest is the contingency table of .X1; : : : ; Xk/ in P

�x1;:::;xk D
NX
iD1

Ix1;:::;xk .x1i ; : : : ; xki /

N
; (2)
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where Iy.w/ is the indicator function that is equal to 1 when x D w and 0 otherwise.
Assume that a random sample S of size n is drawn from P according to a

stratified sampling design withH strata sh, h D 1; : : : ;H . LetNh, nh and wh be the
stratum size in P , the stratum size in S and the stratum weight respectively, h D
1; : : : ;H . The parameter (2) can be estimated by means of the Horvitz-Thompson
estimator in case no auxiliary information is available. The dependence structure of
the k variables of interest can be considered as a kind of auxiliary information and
estimators can be derived on its basis. The dependence structure may be known in
advance otherwise it can be estimated by means of specific algorithms (for more
details we refer to Ballin et al., 2010, and for a general presentation of structural
learning to Neapolitan, 2004).

The relation structure among the sampling design and X1; : : : ; Xk can be taken
into account in the contingency table estimation process either explicitly, i.e.
modelling the statistical relationship between the design variable and the variables
of interest, or implicitly, i.e. incorporating the information on sampling design via
survey weights. In both cases the estimators can be derived in a likelihood-based
approach, allowing also to learn the dependence structure (if not previously known).

Let us consider the first case. Let U be one design variable with as many states
(H ) as the strata, having frequency distribution:

�h D Nh

N
D nhwhPH

hD1 nhwh
; h D 1; : : : ;H: (3)

The design variable node U is represented together with the other variables, and the
PES for .U;X1; : : : ; Xk/ has the characteristic that U is a root, i.e. it has no parents.
The estimators based on the network explicitly modelling U in the graph are named
E-PES estimators and can be formally derived considering the maximum likelihood
estimators under the assumed network for .U;X1; : : : ; Xk/. Applying the chain rule
(1) to the PES for .U;X1; : : : ; Xk/, it follows that the E-PES estimator of �x is

PES
O�.E/x D

HX
hD1

�h

kY
jD1
O�xj jpa.xj /: (4)

�h is known by design and O�xj jpa.xj / is the unweighted sample relative frequency
of xj given the categories of Xj parents in x, i.e.

O�xj jpa.xj / D
Pn

iD1 I.h;x/
�
xj i ; pa

�
xj i
��

Pn
iD1 I.h;x/

�
pa
�
xj i
�� :

where I.h;x/
�
xj i ; pa

�
xj i
�� D 1 when xj i D xj and pa

�
xj i
� D pa

�
xj
�

(categories of Xj parents in .h; x/), and zero otherwise.
It is remarkable how easily E-PES estimators can be built from the graph by

simply applying the chain rule and plugging-in the single variable components
estimates, i.e. the unweighed sample estimates of �xj jpa.xj /.
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Let us now consider the case where the design variable is not modelled together
with .X1; : : : ; Xk/. In this case the estimators are named I-PES estimators. As E-
PES, also I-PES estimators are derived using a likelihood-based approach. By means
of standard survey pseudolikelihood techniques (Rao, 2010) and the chain rule (1),
given a PES for .X1; : : : ; Xk/, we have that I-PES estimators are defined as follows:

PES
Q�.I /x D

kY
jD1
Q�xj jpa.xj / (5)

where each factor is a weighted estimator of the conditional distributions, i.e.

Q�xj jpa.xj / D
nX
iD1

wi Ix
�
xj i ; pa

�
xj i
��

Pn
iD1 wi Ix

�
pa
�
xj i
�� :

It is easy to show that when the network is complete, i.e. all the nodes in the graph
are directly connected between each other, E-PES and I-PES estimators coincide
with the Horvitz-Thompson estimator.

Simulation studies have been performed to analyze the sensitivity of estimators
(4) and (5) to model misspecification and to compare them with the Horvitz-
Thompson estimator and among themselves. Moreover approximations for the MSE
of E-PES and I-PES estimators have been computed (Ballin et al., 2010).

When the true PES is not complete, the Horvitz-Thompson estimator is not
efficient since it implicitly relies on a complete graph. In fact variance is highly
affected by the presence in the complete graph of edges that do not exist in the true
PES. Additional edges increase variability because they generate an extra number
of parameters to be estimated. Therefore E-PES and I-PES estimators based on the
correct incomplete graph are more efficient than the Horvitz-Thompson estimator.
Moreover, if E-PES or I-PES estimators are based on a graph with additional edges
compared to the true model, these estimators will have higher variability. A model
can be misspecified also having less arrows than the true one. In this case relevant
dependence relations are overlooked and then there is a remarkable increase in
bias component. The bias increase becomes dramatic for E-PES estimators when
the misspecified network has at least one arrow missing from the design variable
node to a variable of interest. In this sense I-PES estimators are more robust against
model misspecification. In fact they are always design consistent, i.e. able to give
reasonable estimates for any descriptive population quantity without assuming any
model (Pfeffermann, 1993). In general model misspecification can result both in
some additional and in some missing arrows. The leading effect is that due to
absence of true edges.

3.1 Use of Bayesian Networks for Poststratification

Weighting adjustment is often used in order to make survey data consistent
with known population aggregates. Poststratification is used when the population
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distribution of a variable Z is known. It can be defined as the use of a stratified
(with respect to variableZ) sample estimator when the design is not stratified onZ.
We still assume that all the considered variables (the original stratification variable,
the variables of interest and the poststratification variables) are categorical. When
these variables are modelled by means of a PES, poststratification can be usefully
reinterpreted and performed by standard propagation algorithms developed for PES.

Let zq , q D 1; : : : ;Q be the Q mutually exclusive categories of Z, and Nq ,
q D 1; : : : ;Q the corresponding population counts. As defined in the seminal paper
(Holt and Smith, 1979), poststratification modifies the original survey weights wi ,
i D 1; : : : ; N into:

w�
i D wi

Nq

bNq

; i 2 sq; q D 1; : : : ;Q; (6)

where sq is the set of sample units with Z D zq , and bNq is the estimator of Nq that
uses the original weights:

bNq D
X
i2sq

wi ; q D 1; : : : ;Q:

The idea is to rebalance the Horvitz–Thompson estimator when some categories of
Z are over- or under-sampled.

The same result can be obtained when: we consider the design variable U , the
variables of interest .X1; : : : ; Xk/ and the poststratification variable Z as part of
a PES whose structure is complete (as for the E-PES structure of the Horvitz–
Thompson estimator), and we apply the rules for dealing with an informative shock
on the distribution of Z. The informative shock consists in changing the marginal
distribution of Z in the PES for .U;X1; : : : ; Xk;Z/ from

b� zq D
P

i2sq wi

N
; q D 1; : : : ;Q;

to

��
zq
D Nq

N
; q D 1; : : : ;Q:

In order to illustrate this, it is convenient to define the PES so that U is a parent ofZ
(this can always be done for complete graphs). In this way, it is possible to consider
the pair of nodes .U;Z/ as a unique node, with as many categories as the Cartesian
product of the categories in U and Z respectively. The updated distribution of the
poststrata .U;Z/ after the informative shock becomes:

��
hzq
D �hjzq ��

zq
D �h�zq jhPH

hD1 �h�zq jh
��

zq
D nhwhPH

hD1 nhwh

nhq

nh

��
zq

b� zq
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D wh
nhq

N

��
zq

b� zq

; q D 1; : : : ;QIh D 1; : : : ;H: (7)

The new weight w�
.hzq/

must be constant for all the units in the same .U;Z/ category,
of size nhq . Hence:

w�
.hzq/
D N

nhq
��
hzq
D wh

��
zq

b� zq

D wh
Nq

bNq

: (8)

As a matter of fact, PES allow a wide range of weight adjustments by post-
stratification that does not only take into account the actual distribution of the
poststratification variable, but also the dependence structure of all the variables.
Anyway, the graphical structure for poststratification must satisfy a fundamental
rule: the stratification variable U and the poststratification one Z should be directly
connected, and they should be considered as a unique node after poststratification.

3.2 Use of Bayesian Networks for Integration

When results of a sample survey are disseminated, it would be mandatory that
the figures are consistent with the others of the same survey and with the ones
of other surveys (on similar or overlapping topics). In the first case, internal
coherence can be defined as the situation where all the figures of a survey can
be produced marginalizing any disseminated table. In the second case, external
coherence represents the situation where the figures of a variable studied in two or
more different surveys (with the same reference population and time) are the same.
As a matter of fact, the dependence relationship among the variables of interest and
the survey design is an important aspect to be considered in order to fulfill coherence
properties.

This problem can be solved by means of the updating algorithm of a PES, based
on the junction tree (see Ballin et al. (2009)). The junction tree is a hypergraph
whose nodes, named hypernodes, are complete subsets of variables (named cliques).
Furthermore, a junction tree should fulfill the running intersection property that
is: for any two cliques Ci and Cj in the set of cliques and any clique C 0 on the
unique path between them in the junction tree, Ci

T
Cj 
 C 0. Rules for obtaining

a junction tree from a DAG are described in Cowell et al. 1999.
The idea of integration by means of PES can be illustrated by an example.

Consider the case (Fig. 2) of two surveys, A and B , collecting information on
respectively A1, A2, X1, X2, X3 and B1, B2, B3, X1, X2, X3. This is a typical
situation in many multipurpose surveys, where there is a core of common variables,
i.e. X1, X2, X3, and each survey investigates a particular topic. Integration of the
two surveys essentially means coherence of information. Coherence can be obtained
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A1

A2

X1

X3

X2

B2

B1

B3

Fig. 2 Example of an integration DAG for two surveys A and B

Fig. 3 Junction tree of the integration DAG in Fig. 2

when the distributions of the common variables in two surveys are the same. This
rarely happens in two surveys performed in distinct times (e.g. A before B). The
junction tree algorithm can be applied to update X1, X2, X3, in A forcing them to
have the same distribution estimated in B . The junction tree relative ti this example
is shown in Fig. 3. Note that the integration network in Fig. 2 is not a real PES,
unless .A1; A2/ and .B1; B2; B3/ are independent given .X1;X2;X3/. In general
the integration network is obtained overlapping the PES of different surveys with
the requirement that the common variables (X1;X2;X3 in Fig. 2) form a complete
subgraph and separate the sets of variables observed distinctly (A1, A2 and B1, B2,
B3 in Fig. 2). In order to integrate the two surveys, let us distinguish between two
types of nodes in the integration network. The first group of nodes corresponds to
those that are observed in only one survey (as A1 and A2 in A and B1, B2, and
B3 in B). We suggest that every distribution to be attached to these nodes in the
integration network is estimated from the corresponding survey, according to the
survey weights observed in those surveys, using a Horvitz-Thompson estimator.
The second group of nodes corresponds to those nodes that are observed in more
than one survey. There are two possibilities:

1. Insert new information on the common variables X1, X2, X3 in one survey from
the other (e.g. from B to A, because B is more recent, or more accurate, etc).

2. Estimate the joint distribution of X1, X2, and X3 using A and B together, as a
unique sample.

4 Use of Bayesian Networks for Imputation of Missing Data

The treatment of missing values in survey data is one of the most important aspects
to be taken into account in the data production process. A common approach is
to impute missing items with artificial plausible values, under the assumption that
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the missing data mechanism is missing at random. A wide variety of imputation
techniques has been developed; among them hot-deck methods are generally used
in statistical institutes. Roughly speaking, hot-deck methods are based on the idea
of filling in the missing items of an observation (record) with the values of a similar
completely observed unit. When dealing with categorical variables, the concept of
similarity is often accounted for by introducing a stratification that partitions the
sample in clusters of similar units (i.e. showing the same categories with respect
to specific variables). Hot-deck methods have desirable properties for univariate
characteristics, but the preservation of relationships among variables can be a
problem. Since BNs are a well-known tool to study and model the relationships
among variables, they can be usefully applied for imputation. A first approach was
presented in Thibaudeau and Winkler, 2002. Further research has been developed
(see (Di Zio et al., 2004, 2005, 2006)). In Sect. 3 we have seen that it is possible to
derive two classes of contingency table estimators based on PES and to estimate the
PES structure (if it is unknown) in case the sampling design is complex. Given the
dependence structure of the variables of interest it is possible to account for it while
performing imputation and to easily identify those variables that are maximally
informative to perform a good imputation. In fact, given a network, the information
on a node (or on a set of nodes), is carried by its Markov blanket constituted by
its parents, its children and the parents of its children (e.g. in Fig. 1 the Markov
blanket of E is given by G, GA and P). Propagation algorithms developed for
BNs (Cowell et al., 1999) then help to efficiently collect and spread the relevant
information about the variables to be imputed. Algorithms based on the Markov
blanket have been proposed in Di Zio et al., 2006. For each record, the overall
vector of missing variables is imputed simultaneously by a random draw from its
probability distribution conditional on its Markov blanket. This algorithm maintains
a concept of similarity among units since imputation is done using a kind of
stratification based on the most informative variables (pointed out by the Markov
blanket). Differently from hot-deck methods, now stratification variables are found
in an adaptive way, i.e. identifying them specifically for each missing pattern of
each record. This dynamic donors selection produces improvements in terms of
dependence structure preservation. Simulations and experiments have been carried
out and it was shown that BN-based algorithms have good performance when
compared with other imputation practices. Furthermore a software, BNimput, has
been developed to perform BN based algorithms.

5 Monitoring Data Production Process Using
Bayesian Networks

Data collection monitoring is carried out on the basis of various factors determining
the final quality of the survey. The indices used to monitor the survey are called para-
data while a survey process that can be modified on the basis of paradata is called
responsive design (Groves and Heeringa, 2006). In a responsive design the survey
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production is treated as a decision process where every decision (with associated
cost/benefit) is taken by minimizing a cost function – the expected cost is updated
on the basis of paradata. In this context it is important to first formalize the decision
process. In Ballin et al., 2006 it is proposed to use BNs for decisions, usually named
influence diagrams (Jensen, 2001), and their improvement called LIMIDs (limited
memory influence diagrams, (Lauritzen and Nilsson, 2001)) to model and solve
this problem. These networks are made up of: chance nodes representing random
variables; decision nodes representing decisions; utility nodes representing utility
functions. When applied to monitoring a data production process, the different kinds
of nodes play the following roles: chance nodes represent paradata; decision nodes
represent the eventual intervention needed to improve the survey quality and utility
nodes represent survey costs. In this way a monitoring and decision supporting
system is set up. Once evidence on quality indicators (paradata) arrives, it is inserted
and both propagation and optimization algorithms (Lauritzen and Nilsson, 2001)
allow to efficiently propagate and solve a decision problem about the necessity to
eventually modify the data collection process. Notice that when using LIMIDs it is
not necessary to assume a unique decision maker but different decision makers can
be encharged of different survey quality aspects.
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di Economia Università Roma Tre (2006) Available via DIALOG http://host.uniroma3.it/
dipartimenti/economia/pdf/wp66.pdf.

Ballin, M., Scanu, M., Vicard, P.: Estimation of contingency tables in complex survey sampling
using probabilistic expert systems. J. Statist. Plann. Inference 140, 1501–1512 (2010)

Ballin, M., Vicard, P.: A proposal for the use of graphical representation in official statistics. In:
Proceeding of SCO2001 (Bressanone, 24-26 settembre 2001), pp. 487-492. CLEUP, Padova
(2001)

Cowell, R.G., Dawid, A.P., Lauritzen, S.L., Spiegelhalter, D.J.: Probabilistic Networks and Expert
Systems. Springer Verlag, Heidelberg (1999)

Di Zio, M., Sacco, G., Scanu, M., Vicard, P.: Multivariate techniques for imputation based on
Bayesian networks. Neural Network World 4, 303–309 (2005)

Di Zio, M., Sacco, G., Scanu, M., Vicard, P.: Metodologia e software per l’imputazione di dati
mancanti tramite le reti bayesiane. In: Liseo, B., Montanari, G. E. and Torelli, N. (eds.)
Software Pioneers, pp. 307-321. Franco Angeli, Milano (2006)

Di Zio, M., Scanu, M., Coppola, L., Luzi, O., Ponti, A.: Bayesian Networks for Imputation. J. Roy.
Statist. Soc./A 167, 2, 309–322 (2004)

http://tinyurl.com/yzh3l28. Cited 20 February 2009
http://host.uniroma3.it/dipartimenti/economia/pdf/wp66.pdf.
http://host.uniroma3.it/dipartimenti/economia/pdf/wp66.pdf.


Applications of Bayesian Networks in Official Statistics 123

Groves, R.M., Heeringa, S.G.: Responsive design for household surveys: tools for actively
controlling survey errors and costs. J. Roy. Statist. Soc./A, 169, 3, 439–457 (2006)

Holt, D., Smith, T.M.F.: Post Stratification. J. Roy. Statist. Soc./A, 142, 33–46 (1979)
Jensen, F.V.: Bayesian Networks and Decision Graphs. Springer, New York (2001)
Lauritzen, S.L.: Graphical Models. Oxford University Press, Oxford (1996)
Lauritzen, S.L., Nilsson, D.: Representing and Solving Decision Problems with Limited Informa-

tion. Management Science, 47, 1235–1251 (2001)
Neapolitan, R.E.: Learning Bayesian Networks. Prentice Hall, Upper Saddle River (2004)
Pfeffermann, D.: The role of sampling weights when modelling survey data. International

Statistical Review 61, 317–337 (1993)
Rao, J.N.K., Wu.: Empirical Likelihood Methods. In: Rao, J.N.K. (eds.) Handbook of Statisics,

Volume 29, Sample Surveys: Theory, Methods and Inference, pp. 189-207. Elsevier, Amster-
dam (2010)

Thibaudeau, Y., Winkler, W.E. : Bayesian networks representations, generalized imputation, and
synthetic micro-data satisfying analytic constraints. In: Research Report RRS2002/9 - 2002.
U.S. Bureau of the Census (2002) Available via DIALOG www.census.gov/srd/papers/pdf/
rrs2002-09.pdf

www.census.gov/srd/papers/pdf/rrs2002-09.pdf
www.census.gov/srd/papers/pdf/rrs2002-09.pdf


Part IV
Outliers and Missing Data



A Correlated Random Effects Model
for Longitudinal Data with Non-ignorable
Drop-Out: An Application to University
Student Performance

Filippo Belloc, Antonello Maruotti, and Lea Petrella

Abstract Empirical study of university student performance is often complicated
by missing data, due to student drop-out of the university. If drop-out is non-
ignorable, i.e. it depends on either unobserved values or an underlying response
process, it may be a pervasive problem. In this paper, we tackle the relation between
the primary response (student performance) and the missing data mechanism (drop-
out) with a suitable random effects model, jointly modeling the two processes. We
then use data from the individual records of the faculty of Statistics at Sapienza
University of Rome in order to perform the empirical analysis.

1 Introduction

The understanding of student performance is, at present, an issue of increasing
concern among academics and policy makers. In this paper, we try to address
empirically this issue. We use data from the individual students’ records of the
faculty of Statistics at Sapienza University of Rome and consider individual
student’s proficiency as the response variable.

To analyze the performance of university students, overlooking that some of them
will conclude their degree course while some others drop-out before graduation,
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may imply inconsistency of the estimated parameters. The factors that affect the
performance of those students who retain at the university may differ, indeed,
from the factors affecting the performance of those who drop-out. Moreover,
both individual student’s drop-out and performance may depend on the same
unobservable characteristics, so that these characteristics simultaneously shape
student performance and sample selection.

In order to tackle this problem, in this paper, we discuss, in a generalized
linear mixed models (GLMMs) framework, a regression model for the analysis of
longitudinal data in which the response outcome is observed over time and some
units are lost to follow-up because of drop-out, causing missing data.

A missing data mechanism may be ignorable or non-ignorable. In this latter
case, inference based on only the observed data may be not valid. In particular,
non-ignorable missing data results from a drop-out mechanism dependent on either
unobserved values or an underlying response process (Little and Rubin 2002).
Therefore, if the drop-out mechanism is not incorporated in the analysis, the
interpretation of the estimated parameters is misleading.

We construct a model by means of two specifications for, respectively, the
primary outcome (the observed student performance) and the drop-out generation
process. The primary response model has an autoregressive structure, so as to
account for the serial correlation, while the drop-out model adopts a selection model
approach. To model simultaneously the heterogeneous primary outcome and the
drop-out process enables us to take into account the interdependence between the
two processes. The model is extended to include random effects in the primary
outcome equation in order to account for the population heterogeneity which
complicates the likelihood function considerably. Among alternative maximum like-
lihood methods available to handle complicated models, we use the semiparametric
approach proposed by Alfò and Maruotti (2009).

That student performance and retention cannot be studied independently from
each other has been already pointed out in the literature. For example, Devadoss
and Foltz (1996) develop a recursive system of two equations explaining student
attendance and performance, in order to consider the correlation between the
residuals of the equations. However they do not specifically model the drop-out and
apply a seemingly unrelated regression (SUR) technique which does not cope for
non-ignorable missing data. See also Zimmer and Fuller (1996) for a comprehensive
survey of empirical studies on undergraduate performance in statistics.

At the best of our knowledge, this paper provides the first attempt at studying
university student performance through a joint modeling of performance outcome
and drop-out process. It is worth emphasizing, finally, that what we do is not
proposing a tool to state the non-ignorability of the drop-out; differently, we discuss
a method to cope with it.

The remainder of the paper is organized as follows. In Sect. 2, we discuss the
statistical modeling. In Sect. 3, we describe data and variables used in the empirical
analysis; the estimation results are presented in Sect. 4 while Sect. 5 concludes.



A Correlated Random Effects Model for Longitudinal Data 129

2 Statistical Modeling

In longitudinal studies the problem of drop-out of some of the observed individuals
is an important one. The key question is whether those who drop out differ
(in any way relevant to the analysis) from those who retain. Little and Rubin
(2002) discusses two kind of models to handle non-ignorable missing data: namely,
selection model and pattern mixture.

Selection model is intuitively more appealing when the object of interest is the
marginal outcome distribution: a complete data model is defined for the primary
response and augmented by a model describing the missing data mechanism
conditional on the complete data. Selection model, indeed, makes it possible to
study the marginal treatment effects and facilitates treatment comparisons. On
the other hand, the pattern mixture model measures treatment effects conditional
on different drop-out patterns, where, in order to estimate the marginal treatment
effects, one needs to calculate the average of conditional likelihoods for the observed
data across drop-out patterns.

Little (2008) defines a new class of likelihood-based models, namely mixed-
effect hybrid models (MEHMs), based on a new factorization of the likelihood
of the outcome process and the drop-out process. Unlike selection models and
pattern-mixture models, MEHMs factorize the likelihood of both the outcome
and the drop-out processes into the marginal distribution of random effects, the
conditional distribution of the drop-out pattern given random effects, and the
conditional distribution of the outcome given both random effects and the drop-out
pattern. Differently from selection models, where the drop-out process is modeled
directly, and from pattern mixture, where the sample is stratified by the missing
data patterns and the outcome process is modeled over these patterns, the resulting
MEHMs shares features of both. In fact, the MEHM directly models the missing
data mechanism, as in the selection model, and shows computational simplicity, as
in the pattern mixture model (Yuan and Little 2009).

Suppose to collect K repeated measurements of a count response variable
Y and covariates X for each of the n individuals such that Yi D .Yi1; Yi2; : : : ; YiK/
and Xi D .Xi1;Xi2; : : : ;XiK/ with XikD .Xik1; Xik2; : : : ; Xikp/ denote the asso-
ciated K � p covariates matrix. Since we consider only monotone missing data
patterns, i.e. irretrievable drop-out, letDi index drop-out patterns such thatDi D K
for complete cases and Di D k if the subject i drops-out between the kth and
.k C 1/th measurement time, for k D 1; : : : ; K; in formulas:

Di D K �
KX
kD1

Rik D
KX
kD1
.1 � Rik/

whereRik D 1 if the i -th unit drops-out at any point within .k�1; k/, k D 1; : : : ; K ,
Rik D 0 otherwise.
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Let bi be the random effects which model the correlation of repeated measure-
ments on the same subject accounting for unobserved heterogeneity due to e.g.
omitted covariates or overdispersion. In this way we deal with possible misspeci-
fication of the model, summarizing the joint effect of not considered covariates by
including a set of unobserved variables. In the MEHM, the factorization of the joint
distribution of Yi , bi and Di is:

f .Di ;Yi ;bi jXi / D fB.bi jXi /fDjB.Di jbi ;Xi /fY jD;B.Yi jbi ;Xi /:

In particular, the first two factors model the drop-out process, a feature of mixed-
effects selection models, and the third factor models the longitudinal outcome
process conditional on the pattern of missing data, a feature of pattern-mixture
models. In other words, the attrition is addressed in a straightforward way by the
use of potential outcomes with a joint distribution (see e.g. Rubin 2000).

Let us assume that for some link function � the following model holds:

� ŒE .Di jbi /� D vT
i �C wT

i bi

where vi is a (drop-out-specific) covariate vector, and � represents the correspond-
ing vector of model parameters, while wi is a (drop-out-specific) covariate whose
effect is variable across subjects.

Without loss of generality, we will focus on random effect models, including
some form of autoregression; this may help us to distinguish between sources of
true and spurious contagion, i.e. between dependence on past outcomes and the
effects of individual, unobserved, characteristics.

Let us assume that variables whose effects are fixed and variable across subjects
are collected in xik and zik (respectively); responses Yik, i D 1; : : : ; n, kD 1; : : : ; K
are modelled using a linear mixed-effects model defined by the following linear
function:

�ik D 	di C xT
ikˇ C ˛yi;k�1 C zTikbi ; k D 2; : : : ; Ki

where Ki is the number of measurements for each unit and �ik represents the
logarithm of the Poisson distribution parameter vector. A different model structure
is defined for the first occasion:

�i1 D xT
i1ˇ

� C zTi1b
�
i

b�
i D 
bi , to account for potential overdispersion in the random effect distribution

when the lagged term is not available.
This model specification allows for correlated random effects, as in multivariate

mixture models (see e.g. Alfò and Trovato 2004). These (unobservable) latent
characteristics control the association between repeated measures in the univariate
profiles and the association between the primary response and the drop-out process.
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We assume that the random effects are drawn from a bivariate distribution and that,
conditional on the random effects, the response variable and the drop-out indicator
are independent. These models are sometimes referred to as multivariate multi-
factor models (Winkelmann 2000).

Monte Carlo EM algorithm for a linear mixed model with Gaussian random
effects (Verzilli and Carpenter 2002) and Laplace approximation (Gao 2004) have
been proposed to overcome the high-dimensional integration over the distribution
of the random effects; further, numerical integration techniques, such as standard or
adaptive Gaussian quadrature, can be used. Various alternative parametric specifica-
tions have been proposed for the random terms; however parametric specifications
of the mixing distribution can be restrictive and a flexible specification is therefore
to be preferred.

Thus, throughout the paper, we leave the distribution of the random effects
unspecified and a non-parametric maximum likelihood (NPML) estimation of the
mixing distribution can be achieved in a general finite mixture framework (for more
details on the computational aspects see e.g. Aitkin 1999). Doing so, the model
reduces to a finite mixture model, where the number of components G is unknown
and needs to be estimated along with other model parameters. The use of finite
mixtures has several significant advantages over parametric models; for instance, the
discrete nature of the estimate helps to classify subjects in clusters characterized by
homogeneous values of random parameters. This is particularly appealing in social
and health sciences, where components can be interpreted as groups with similar
behavior or propensity towards the event of interest. Computational aspects for a
strictly related model are given in Alfò and Maruotti (2009).

Our operative model, finally, results in a three-equation structure. We model,
respectively, the student performance, the drop-out process and, for taking into
account the initial condition issue, the student performance in the first period at
the university.

3 Data and Variables

In order to perform the empirical analysis, we use student level data provided
by the administrative offices of the faculty of Statistics at Sapienza University of
Rome. Specifically, our dataset covers 159 undergraduate students enrolled in the
academic year 2003/2004 in a three-year bachelor program. The administrative data
that we use collect all the students’ information recorded at the moment of enrolling
along with follow-up information on individual exams. This ensures that the data
do not contain missing information, since all the information recorded must be
provided by the student (see e.g. Belloc et al. 2010). Moreover, although such data
lack information on parents’ educational background and other potentially relevant
information, they provide records of the students’ exam marks, by means of which
the student performance can be measured.
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In this paper, we consider the student performance as the primary response. Of
course, student performance may be defined in a variety of ways, what we decide to
consider is the average mark as it is obtained considering all the exams passed by the
individual student up till a certain moment. In particular, we calculate this indicator
for four-month periods within the first three years of the degree course, so that we
observe the variations of the individual student performance three times per year.
Consequently, we obtain 9 observations for those students that conclude the third
year of their degree course, while students that leave the degree program before
the third year show a lower number of observations. Notice that the drop-out rate
after the third year is ignorable. As the response variable we use an average mark
index expressed as an average weighted by the number of credits that each exam
assigns, where one credit is equivalent to 25 h of student’s workload according to
the European Credit Transfer System (ECTS).

In our model, we explicitly include the faculty drop-out and the related missing
data generation process. Since our dataset refers to one single faculty, we do not
make any distinction between students that withdraw from the university and those
who change faculty within the athenaeum, though there can be some differences
between the two groups (see Belloc et al. 2011), what however is not really matter of
concern here. Using administrative data, furthermore, we can consider the effective
drop-out, rather than the formal drop-out, since we can detect also those students
that did not record their withdrawal to the administrative office but that did not
renewed their registration in the following academic year, de facto dropping-out of
the faculty.

In our analysis, we relate the student performance to personal characteristics of
students. Thus, we include the following set of variables in the analysis: sex, place
of residence, high school final mark, type of high school diploma, household income
and the latency period. In particular, the household income is measured by means of
a synthetic indicator of the household economic situation (ISEE), that is calculated
as the sum of the household income and the 20% of the household wealth, weighted
by the number of household members; while the latency period is defined as the
number of years between the date of high school graduation and that of university
enrollment. Finally, we include the one-period-lagged performance index as one of
the covariates in the primary response equation.

Given this variables’ definition, our dataset is composed as follows: 44% of the
students are male, while 65% reside in Rome, where “Sapienza” is located. The
average age of students is 22 years. With respect to the educational background,
56% of the students have attended a general high school (liceo) and the average
high school mark is 85.45 (where minimum and maximum values are, respectively,
60 and 100). Moreover, students enroll to the university, on average, less than one
year after their high school graduation, being the average latency period 0.73 years.
Finally, in our dataset, only 63% of students conclude the third year of their degree
course. Descriptive statistics are collected in Table 1, where also the distributions of
students among different classes of ISEE and high school mark are considered.
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Table 1 Data description

Variable Percentage frequencies

University Performance 20.30 (mean)
Retention up to the 3rd Year 62.89
Sex: Male 44.02
Sex: Female 55.97
Place of Residence: Rome 65.40
Place of Residence: Other 34.59
Household Economic Situation: ISEE < 10000 euros 31.37
Household Economic Situation: 10000 euros < ISEE < 20000 euros 37.73
Household Economic Situation: 20000 euros < ISEE < 30000 euros 14.46
Household Economic Situation: ISEE > 30000 euros 16.35
Latency Period (years) 0.73 (mean)
Type of High School Diploma: General 56.60
Type of High School Diploma: Other Diploma 43.39
High School Mark: Very Low 15.72
High School Mark: Low 22.01
High School Mark: Middle 21.38
High School Mark: High 40.88

4 Results

In Table 2 we show the empirical results of the analysis. Results from the primary
response equation, reported in the second and third columns, show interesting
relations. Personal characteristics of students such as sex and place of residence
do not have any statistically significant effect on the student performance, what
contrasts previous evidence provided, for example, by Elmore and Vasu (1980) and
Schram (1996) among others. Differently, the one-period-lagged response variable
and the length of the retention at the university affect performance of students in a
statistically significant way. So, two things may be argued. On the one hand, students
that show high exam marks in a certain four-month period tend to continue to
perform well. This means that students that systematically organize their workload
have also a continued high level performance; conversely, students which show bad
results in a certain moment of their degree course are probably trapped in a low
performance steady state. On the other hand, those who perform better are also those
who retain longer in the university; phrased differently, who are likely to conclude
the third year of the degree course are those students that show the highest exam
results. Income classes, moreover, are associated to negative sign, being the low
income class the benchmark. The educational background, also, is relevant, given
that having general high school diploma and showing good high school final marks
positively affect the student performance at the university.

As one can notice from the results reported in the fourth and fifth columns
of Table 2, our analysis unveils that the drop-out process is not an exogenous
mechanism, but it is in fact dependent on individuals’ characteristics. Specifically,
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Table 2 Estimation results

Variable Performance Drop-out First period performance

Coef. Std.Err. Coef. Std.Err. Coef. Std.Err.

Lagged University
Performance

0.757 0.020c

Length of Retention 0.391 0.080c

Sex (being male) 0.059 0.248 �0.129 0.213 0.127 0.589
Rome as Place of

Residence
0.397 0.248 0.408 0.233a �0.074 0.620

ISEE < 10000 euros Benchmark Benchmark Benchmark
10000 euros < ISEE
< 20000 euros

�0.611 0.359a �0.471 0.275a 0.002 0.814

20000 euros < ISEE
< 30000 euros

�0.469 0.397 �0.559 0.317a 0.154 0.918

ISEE > 30000 euros �1.063 0.372c �0.334 0.273 �0.897 0.830
Latency Period �0.016 0.052 0.133 0.043c 0.079 0.117
General High School

Diploma
0.471 0.259a �0.612 0.215c 1.053 0.607a

High School Mark:
Very Low

Benchmark Benchmark Benchmark

High School Mark:
Low

2.724 0.531c �0.352 0.307 0.931 1.059

High School Mark:
Middle

2.753 0.550c �0.477 0.332 0.916 1.085

High School Mark:
High

2.636 0.533c �0.899 0.326c 2.560 1.051b

Constant 0.360 0.763 �1.123 0.411c 15.232 1.524c

Note: statistical significance level: “a” 10%, “b” 5%, “c” 1%

the probability of dropping-out of the faculty increases when the student resides in
Rome, where Sapienza is located, and when the latency period is long. Moreover
the withdrawal probability is lower when students have attended general high
schools rather than having other types of diploma, when they show good high
school final marks and when they belong to the upper income classes. Income has
negative effects in both equations; this is not surprising, since, as we have seen from
preliminary analysis, a large fraction of students can be defined as parking students
retaining university without giving exams. With respect to the student performance
in the first period, finally, we find that it is positively affected by the educational
background. So, the educational background of students seems to have a persisting
effect on their proficiency throughout the higher education career, this keeping
effectual the differences deriving from heterogeneous educational provenances.

As a by-product, we are able to distinguish three different types of student
behavior with respect to the academic performance and the drop-out mechanism.
As expected, those who are more likely to show a higher performance than the
mean seem to be less likely to drop-out. In the same way, students with a lower
propensity towards a good performance show a higher propensity to withdraw
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from the program. Interestingly, the third group identifies students who have a high
propensity to retain even if this is associated with a low propensity to obtain good
results in their career.

5 Conclusions

Our results allow us to argue that the student drop-out of the university may be
generated by a latent process connected with the primary response mechanism.
Indeed, those students who are lost to follow-up do not randomly drop-out of the
sample, but seem to do so depending on observable and unobservable individuals’
characteristics. Our empirical strategy, built on mixed-effect hybrid models (see
Little 2008), tackles this problem and leads to parameter estimates that are more
robust than those obtained otherwise, to the extent that we model the student
performance equation jointly with an underlying drop-out mechanism. Thus, a
misleading interpretation of the estimated parameters due to a (possibly) non-
ignorable missing data is circumvented, and we are confident that our findings can
be interpreted in a causal sense. Accordingly, we conclude suggesting that future
research on university student performance should take into account also the student
withdrawing. Evidence obtained through a joint modeling of the two processes, for
other fields of study and at various stages of education, may be more informative
than existing studies.
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Risk Analysis Approaches to Rank
Outliers in Trade Data

Vytis Kopustinskas and Spyros Arsenis

Abstract The paper discusses ranking methods for outliers in trade data based
on statistical information with the objective to prioritize anti-fraud investigation
activities. The paper presents a ranking method based on risk analysis framework
and discusses a comprehensive trade fraud indicator that aggregates a number of
individual numerical criteria.

1 Introduction

The detection of outliers in trade data can be important for various practical
applications, in particular for prevention of the customs fraud or data quality. From
the point of view of a customs inspector, trade transactions detected as outliers may
be of interest as due to possible on-going fraud activities. For example, low price
outliers might indicate that the specific transaction is undervalued to evade import
duties. As another example, low and high price outliers may be indicators of other
frauds: VAT fraud or trade based money laundering.

The statistical algorithms used to detect outliers in large trade datasets typically
produce high number of transactions classified as outliers (Perrotta et al. 2009).
Large number of transactions flagged as suspicious are difficult to handle. Therefore
the detected outliers must be ranked according to certain criteria in order to
prioritize the investigation actions. Different criteria could be used for ranking
purposes and they are derived from at least two very distinct information sources:
statistical information of outlier diagnostics and customs in-house information
systems.
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This paper discusses low price outliers ranking methods based on statistical
information with the objective to prioritize anti-fraud investigation actions. The
presented methodology to rank low price outliers is not generic, but can be extended
to other type of fraud patterns by using the same principles.

2 Risk Analysis Framework

The risk analysis framework is applicable to the ranking problem of outliers in trade
data. The fundamental questions in quantitative risk analysis are the following:

1. What can go wrong?
2. How likely it will happen?
3. If it happens, what consequences are expected?

To answer question 1, a list of initiating events should be defined. The likelihood
of the events should be estimated and the consequences of each scenario should be
assessed. Therefore, quantitatively risk can be defined as the following set of triplets
(Kaplan and Garrick 1981):

R D< Si ; Pi ; Ci >; i D 1; : : : ; n: (1)

where Si–i th scenario of the initiating events; Pi – likelihood (probability or
frequency) of the scenario i ; Ci – consequence of the scenario; n – number of
scenarios.

In case of outliers in trade data, the triplet can be interpreted in the following
way: P – likelihood that an outlier is a real fraudulent transaction;C – consequence
of the fraudulent trade transaction (e.g. unpaid taxes or duties). The interpretation of
S can be important only if several methods are used to detect outliers or more than
one fraud pattern is behind the observed outlier.

3 Approaches to Rank Low Price Outliers in Trade Data

There are several approaches to obtain a numerical ranking of low price outliers
in trade data based on the risk analysis framework. The most suitable method is to
multiply P and C , where C is an estimate of the loss to the budget (unpaid duties)
and P is probability that the specific transaction is a fraud. The multiplicationR D
P � C provides an average fraud related damage estimate caused by specific trade
activity and allows ranking them according to their severity.

In order to use the risk analysis framework (1) we have to estimate the probability
.P / of fraud in the trade transaction. This is not an easy quantity to estimate, but we
assume that p-value produced by statistical tests for outliers could be a suitable
measure. It means that the lower the p-value, the more likely the transaction is
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fraudulent. In practice, this can also be a data typing error and not a fraud, but
in general low price outliers are suspicious and should be investigated.

As the relationship between P and p-value is reverse, the transformation is used:

(
P D � log10.pvalue/

10
; if pvalue � 10�10

P D 1; if pvalue < 10�10 (2)

By transformation (2) the p-value is transformed into scale [0, 1]. The scale here is
arbitrary and chosen mainly for the purpose of convenience, driven by the fact that
extremely low p-values are no more informative for the ranking purposes.

The consequence part .C / of (1) can be estimated by multiplying the traded
quantity .Q/ and transaction unit price difference .�U / from the recorded to the
estimated “fair” price: C D Q��U D Q� .UF�U / , where UF – the estimated
“fair” transaction unit price determined by the regression after outliers have been
removed; U – the unit price as recorded .U D V=Q/; V – value of the transaction
as recorded. The interpretation ofC is an average loss to the budget if the underlying
transaction is fraudulent. In fact, .C / value already provides a ranking of outliers
and such a ranking has been applied.

The fraud risk (RI) can be computed as follows: RI D P�Q��U . The indicator
can also be transformed into the [0, 10] scale, as to make its use more standard
for investigators. The investigator should start the investigation process from the
outlying trade transactions with the highest values of RI.

The RI is a simple and easy to understand indicator, however the dataset
of detected outliers contains additional statistical information. Table 1 provides a
number of criteria which could be used for the development of a comprehensive
ranking structure for low price outliers.

The criteria listed in Table 1 are all numerical and their higher value is associated
with the higher impact to trade fraud risk indicator (FI). Most of the criteria .I1�I7/
are easy to understand and compute as they reflect basic statistical information about
the dataset. The criterion I8 reflects inferential statistics from the method that was

Table 1 Numerical criteria for the development of ranking structure, indicating their original scale
and rescaling method. VPO – Trade value by aggregating all destinations; QPO – Trade quantity by
aggregating all destinations; MaxN – maximum number of non-zero trade transactions

No Criteria Original scale Rescaling

I1 Quantity traded, Q [0, 1] log and in-max translformation to [0, 1]
I2 Value traded, V [0, 1] log and min-max transformation to [0, 1]
I3 Average loss, Q ��U [0, 1] log and min-max transformation to [0, 1]
I4 Ratio UF=U [0, 1] log and min-max transformation to [0, 1]
I5 Ratio V=VPO [0, 1] No
I6 Ratio Q=QPO [0, 1] No
I7 Number of obs./MaxN [0, 1] No
I8 P -value [0, 0.1] log transformation to [0, 1] as in (2)
I9 Final goodness of fit R2 [0, 1] No
I10 Final R2/initial R2 [0, 1] log and min-max transformation to [0, 1]
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used to detect outliers. The ranking structure can be adapted to other price outlier
detection methods by using the same principles.

The criteria I9 and I10 take into account the model goodness of fit by using the
coefficient of determination of the linear regression for Q versus V variables. The
initial R2 is computed on all the trade data in a particular trade flow assuming linear
regression as the base model, while the final R2 is computed on the remaining data
points after removal of the outliers. The initial R2 and the final R2 are used as
it might be important to reflect for the change in the model goodness of fit after
removal of the outliers.

After rescaling as shown in Table 1, the individual criteria .Ii / are comparable
among themselves. The log-transformation was used for a number of criteria
to make the ranking smoother, because for many real data cases it is rather
stair-like. The criteria when transformation is actually needed could be more
elaborated in the future.The specific weights .wi / must be assigned to each
criterion to determine its relative impact to the final indicator score. The most
popular method to combine different criteria into a single numerical indicator is
to compute a weighted sum: FI D Pm

iD1 wi � Ii , where m – number of individual
criteria.

A complication arises from the fact that some criteria could be highly correlated
and therefore their correlation matrix must be examined before assignment of
weights to each criterion. Without prior knowledge, equal weights could be assigned
to non-correlated criteria. However, the correlation matrix analysis is not enough
and weights cannot be derived from statistical considerations only, but must by
defined by subject matter experts and be closely related to the specific type of fraud
in mind. One possible method is analytic hierarchy process (AHP) which provides
a rational framework for integrating opinions of many subject matter experts into a
single quantitative estimate (Zio 1996).

The list of possible criteria presented in Table 1 is not complete and could be
modified in future applications. One possible type of analysis that could improve
the ranking structure is correspondence analysis. As various associations between
trade flow variables could be important and quantitative information about the
existing links in the data could be integrated in the ranking: for example, quantitative
relationship between products and exporting countries (for import datasets) among
all the outliers could be important to determine whether fraudulent activities might
be linked to specific origin countries or products.

The presented ranking methodology was developed for the situation when trade
data represent a single population and low price outliers are detected within it
assuming linear regression to be a model of the data. However, the problem of
ranking becomes more interesting when outliers are detected in the mixtures of
populations (Atkinson et al. 2004): when several populations of different price levels
exist and it is not obvious from which populations the outliers are detected. It is
an important problem in fraud detection, where fraudulent transactions are hidden
within a mixture of several populations. For example, continuous systematic under-
pricing of selected imports into one country could not be detected by doing single
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country analysis. In the case of mixed populations, the ranking structure needs to be
further developed.

4 Application of the Ranking Criteria

The ranking was applied for the low price outliers detected in the monthly
aggregated trade data of agricultural product imports into the EU 27 member states
during 2006–2008 (dataset containing: product, reporting countries, volume and
value). In total, 1,109 low price outliers were detected by using backward search
based outlier detection method. The numerical criteria as shown in Table 1 were
computed and their mutual correlation is presented in Table 2.

As evident from Table 2, several pairs are highly correlated (higher than 0.6). It
is not surprising that quantity and value based numerical criteria (I1, I2, I5 and I6)
are highly correlated because larger quantity trade transactions are associated with
larger value transactions. Inclusion of all these criteria in the ranking at equal
weights would have double counting effect on the total score. In customs fraud,
misdeclaration of value happens to be much more frequent than misdeclaration of
quantity. Considering this, the numerical criteria I2 (value traded) and I5 (ratio
of value) should be eliminated from the ranking structure. In fact, the decision
to eliminate them could have been done before the computations (following the
reasoning as above).

The high correlation of quantity .I1/ and average loss .I3/ is also expected as
average loss is a function of quantity. In this case the weight can be equally divided
between the two criteria. The same approach can be used for the remaining two
highly correlated numerical criteria – I4 and I10. This correlation is very interesting:
ratio of fair price versus recorded price gives similar information as ratio of final
model (without outliers) R2 versus initial (all the data) model goodness of fit R2. In
this case, equal weights of 0.5 were applied.

Table 2 Correlation matrix of the numerical criteria I1 � I10 for the selected application

I1 I2 I3 I4 I5 I6 I7 I8 I9 I10

I1 1:00 0:79 0:70 �0:07 0:20 0:13 0:12 0:13 0:05 �0:02
I2 0:79 1:00 0:74 �0:34 0:22 0:01 0:22 0:05 0:06 �0:20
I3 0:70 0:74 1:00 0:33 0:05 0:23 0:20 0:19 �0:15 0:25

I4 �0:07 �0:34 0:33 1:00 �0:20 0:37 �0:06 0:19 �0:27 0:69

I5 0:20 0:22 0:05 �0:20 1:00 0:76 �0:38 �0:06 0:12 �0:23
I6 0:13 0:01 0:23 0:37 0:76 1:00 �0:38 0:05 �0:07 0:22

I7 0:12 0:22 0:20 �0:06 �0:38 �0:38 1:00 0:22 �0:26 �0:06
I8 0:13 0:05 0:19 0:19 �0:06 0:05 0:22 1:00 0:07 0:16

I9 0:05 0:06 �0:15 �0:27 0:12 �0:07 �0:26 0:07 1:00 �0:24
I10 �0:02 �0:20 0:25 0:69 �0:23 0:22 �0:06 0:16 �0:24 1:00
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Fig. 1 Ranking of the detected outliers in the EU import trade data (sorted decreasingly)

Table 3 The weighting of the ranking structure.

No Criteria Weight wi
I1 Quantity traded, Q 0:5

I2 Value traded, V 0

I3 Average loss, Q ��U 0:5

I4 Ratio UF=U 0:5

I5 Ratio V=VPO 0

I6 Ratio Q=QPO 1

I7 Number of obs/(maxN D 36) 1

I8 P -value 1

I9 Coefficient of determination R2 1

I10 Final R2=initialR2 0:5

The weights applied for the ranking procedure are shown in Table 3. The ranking
indicator value can be further normalized to scale [0, 1] by dividing by the sum of
weights.

The computed FI values are shown in Fig. 1. It reflects typical in risk rankings
Pareto distribution, where the highest risk is associated with a small number of
outliers, while the risk of the rest is distributed more smoothly. The highest and the
lowest ranked trade outliers are shown in Figs. 2 and 3. The results of the ranking
are as expected: the highest ranked outliers are severe outliers in terms of low price
being far away from the regression line and the lowest ranked outliers – being close
to it.

The next step to improve the ranking procedure would be to validate the ranking
based on real fraud cases and involve fraud experts in the process of weight
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Fig. 2 The highest ranked low price outlier (EU import trade dataset)
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Fig. 3 The lowest ranked low price outlier (EU import trade dataset)



144 V. Kopustinskas and S. Arsenis

estimation. Both options require a lot of resources for implementation and especially
feedback for the ranking validation.

Preliminary validation information suggests that severe price outliers could
be more linked to data errors than fraudulent activities. Further development of
the ranking structure by adding other indicators could address the data quality
issues.

5 Final Remarks

The paper discusses the trade data outliers ranking methods with the objective to
prioritize anti-fraud investigation actions. The risk analysis framework was used
to develop a ranking structure based only on available statistical information in
trade dataset. A comprehensive trade fraud risk indicator is discussed that combines
a number of individual numerical criteria. An application study is presented that
produced a ranking of the detected outliers in the aggregated European import trade
data during 2006–2008. The ranking produced cannot be considered as final due
to arbitrary weights that were used for the computations. Derivation of weights is
an important part of the ranking methodology, however it cannot be produced only
by statistical considerations. Subject matter expert opinions would be valuable to
define the weights based on the type of fraud under investigation. The results of the
test study show that even arbitrary weights can produce reasonable results. Further
fine-tuning of the methodology is depended on feedback and judgments from fraud
experts.
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Problems and Challenges in the Analysis
of Complex Data: Static and Dynamic
Approaches

Marco Riani, Anthony Atkinson and Andrea Cerioli

Abstract This paper summarizes results in the use of the Forward Search in the
analysis of corrupted datasets, and those with mixtures of populations. We discuss
new challenges that arise in the analysis of large, complex datasets. Methods
developed for regression and clustering are described.

1 Introduction

Data are an overwhelming feature of modern life. As the amount of data increases
so do the challenges facing the statistician in trying to extract information from
ever larger data sets. We argue that larger data sets are also more complex and
require flexible multiple analyses in order to reveal their structure. Only then can
all information be efficiently extracted.

The analysis of large data sets may be complicated by the high dimensionality
of responses, large numbers of observations and complexity of the choices to be
made among explanatory variables. Although appreciable, these challenges to the
statistician are not different in kind from those faced in the analysis of smaller data
sets. We, however, focus on problems that become severe in large complex data sets,
such as our inability to find a single model for all the data.

The simplest situation is that of a single model with possibly many outliers. In
the presence of a core population and some isolated or clustered outliers, traditional
robust methods (Maronna et al. 2006) can be successfully used to find proper
models. However, when there are several populations and different sources of
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heterogeneity, traditional robust methods fail to recover the real structure of the data
and more sophisticated procedures, such as those derived from the Forward Search
(FS) (Atkinson and Riani 2000; Atkinson et al. 2004) are required. Some examples
are presented in the next section. Section 3 introduces an example of complex data
in a situation where automatic procedures need to be developed. We conclude with
a longer example of robust model building.

2 Some Difficulties in Data Analysis

2.1 The Presence of Outliers

The presence of atypical observations may strongly and wrongly influence the
output of statistical analyses. When the number of observations is large it is likely
that there will be several atypical observations which mask one another. They will
not be revealed by a single static analysis, although the dynamic analysis of many
subsets of data through the FS will reveal such structure. However, the outliers
should not be seen only as bad observations that estimation procedures must avoid;
they may themselves contain valuable information. The discovery of the hole in
the ozone layer is one example. In drug development, the existence of a subset of
individuals with an adverse reaction to the drug might be one target of the analysis.

2.2 Calibration of Test Procedures

Particulary as the sample size grows, it is necessary to calibrate tests of the
outlyingness of individual observations. The repeated application of statistical tests
makes it necessary to calibrate for simultaneity. Use of procedures that are correctly
calibrated to provide tests of the desired size will keep false alarms under control
(Riani et al. 2009).

2.3 Subpopulations

Large datasets often contain hidden groups, which are not revealed by application
of single population methods, even in their robustified forms. For multivariate data
there are well established techniques of cluster analysis, which may work well for
normal populations. However, automatic methods such as MCLUST (Fraley and
Raftery 1999) for establishing cluster membership often indicate too many clusters.
Standard clustering procedures are also badly affected by the presence of outliers.
Procedures based on the forward search have been shown to work well in identifying
clusters and establishing cluster membership, even in the presence of outliers, but
are far from automatic, requiring appreciable input from the statistician.
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3 An Example of Large Complex Corrupted Data

As an illustration of the problems involved with the analysis of complex data,
consider the example given in Fig. 1 referred to the quantity (x) and the value (y)
of 4719 import declarations of a specific technological product. This is an example
of one of the thousands of datasets provided by the “Office Européen de Lutte Anti-
Fraude” (OLAF) or by its partners in the Member States. The purpose is to find
atypical transactions, which might correspond to cases of potential fraud (e.g. the
evasion of import duties) or to potential money laundering activities.

The observations appear roughly distributed along three main lines departing
from the origin of the coordinate axes. However, there seem also to be horizontal
strips of concentrated data. It is certainly not clear how many groups are present
in the data. Traditional methods which assume one single regression population
will fail in revealing the real structure as will their robust counterparts. The general
structure is of a mixture of linear models heavily contaminated by observations
that do not follow the general pattern (Riani et al. 2008). Outliers may be isolated,
originating from recording errors during the data collection process, or they may
be clustered, when they represent some systematic behaviour. In the context of
anti-fraud the outliers themselves are important. However, the size of any outlier
tests needs to be calibrated: prosecutions which fail encourage fraudsters while law
enforcement agencies will become discouraged.

Use of the “multiple random starts forward search” (Atkinson and Riani 2007)
enables us to dissect these data into components and outliers. However, the cluster-
ing of regression lines is again a procedure that involves considerable statistical
intervention. The context of anti-fraud indicates several important directions for
statistical development.

Fig. 1 An example of international trade data
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4 Forward Directions for the Forward Search

4.1 Automatic Classification Procedures

While for a small number of datasets it is possible to envisage human intervention
for each dataset, including the use of exploratory data analysis tools, in the
presence of a huge amount of data only automatic procedures are feasible. These
developments are required both for the clustering of multivariate data mentioned in
Sect. 2 and for the mixtures of regression lines of Sect. 3.

4.2 Timeliness and On-Line Systems

The context of anti-fraud data analysis motivates the need for timeliness, which may
only be achievable through on-line analysis. If a fraud is being committed it needs
to be detected and prevented as quickly as possible. An important challenge in on-
line analysis is to disseminate the results in a form that is again understandable
by the final users. The importance of timeliness and on-line systems accentuates
the need for research into the theoretical and practical aspects of dynamic updating
methods.

4.3 Automatic Model Selection Procedures

For simple regression models with several explanatory variables the FS provides
a robust form of the Cp statistic for selection of regression models. However, for
high-dimensional data, the phrase “model selection” refers in addition to the choices
of distribution of the responses and the functional form between the explanatory
variables and the response.

5 Choosing Regression Models with Mallow’s Cp

The analysis of the issues raised in the previous section requires book-length
treatment. In this section we concentrate on the issue of model selection to illustrate
how a robust flexible trimming approach (specifically that provided by the forward
search), makes it possible to get inside the data in a manner impossible using
standard statistical methods, be they robust or non-robust.
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5.1 Background and Aggregate Cp

Mallows’ Cp is widely used for the selection of a model from among many non-
nested regression models. However, the statistic is a function of two residual sums
of squares; it is an aggregate statistic, a function of all the observations. Thus Cp
suffers from the well-known lack of robustness of least squares and provides no
evidence of whether or how individual observations or unidentified structure are
affecting the choice of model. In the remainder of this paper we describe a robust
version of Cp that relies on the forward search to choose regression models in the
presence of outliers. Theoretical details are given by Riani and Atkinson (2010).
Here we provide a brief survey of the main results, before concentrating on a
complex example.

There are n univariate observations y. For the linear multiple regression model
y D Xˇ C ; X is an n � p full-rank matrix of known constants, with i th row xTi .
The normal theory assumptions are that the errors i are i.i.d.N.0; �2/. The residual
sum of squares from fitting this model to the data is Rp.n/.

In the calculation of Cp, �2 is estimated from a large regression model with
n � pC matrix XC, pC > p, of which X is submatrix. The unbiased estimator
of �2 comes from regression on all pC columns of XC and can be written
s2 D RpC

.n/=.n � pC/. Then

Cp D Rp.n/=s2 � nC 2p D .n� pC/Rp.n/=RpC

.n/ � nC 2p: (1)

Provided the full model with pC parameters and the reduced model with p

parameters yield unbiased estimates of �2, it follows that E.Cp/ is approximatelyp.
Models with small values of Cp are preferred. Statements are often made that

those models with values of Cp near p are acceptable. However, we find it helpful
to use the distribution of the statistic which Mallows (1973) shows is a scaled and
shifted F .

5.2 The Forward Search and Forward Cp

The forward search for a single regression model fits subsets of observations of size
m to the data, with m0 � m � n. Least squares on the subset of m observations
yields a residual sum of squares Rp.m/. The Cp criterion (1) for all observations
is a function of the residual sums of squares Rp.n/ and RpC

.n/. For a subset of m
observations we can define the forward value of Cp as

Cp.m/ D .m � pC/Rp.m/=RpC
.m/�mC 2p: (2)

For eachm we calculate Cp.m/ for all models of interest.
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Some care is needed in interpreting this definition. For each of the models with
p parameters, the search may be different, and outliers, if any, may not enter in the
same order for all models.

The distributional results of Mallows apply when Cp is calculated from the full
sample. But, in the forward search with m < n we order the observations during
the search and take the centralm residuals to calculate the sums of squaresRpC

.m/

and Rp.m/. These sums of squares are accordingly based on truncated samples and
will have smaller expectations than those based on a full sample of m observations.
However, Riani and Atkinson (2010) show that the full sample distribution holds to
a good approximation with n replaced by m. That is

Cp.m/ � .pC � p/F C 2p � pC; where F � FpC�p;m�pC
; (3)

which is Mallows’ result with a change in the degrees of freedom of the F
distribution.

6 Credit Card Data

6.1 Background and Aggregate Model Selection

As an example we analyse data on factors influencing the use of credit and other
cards. The data are appreciably larger and more complex than those customarily
used to illustrate aggregate Cp. There are 1; 000 observations on the most active
customers of a bank operating in the north of Italy. There is one response and nine
explanatory variables which are listed in Appendix A.

Figure 2 gives the traditional Cp plot for these data, showing only those models
with the smallest values of Cp for values of p from 3 to 9. The minimum value of
Cp is for p D 6, for a model containing a constant and variables 1 2 4 5 and 6. There
is a pleasing structure to this plot in that there is a well defined series of submodels
that have the smallest Cp values. For p D 5 we have similar values for 1 2 4 and 5
and for 1 2 4 and 6. For p D 3 the best model seems to be 1 2 and 4, with 1 and 2
best for p D 3, although the value of Cp for this model lies above the 97.5% bound.

The models suggested by the plot are summarised in Table 1 in which the
hierarchy of suggested models is clearly indicated. The table indicates that statistical
procedures for checking the model should start with p � 6.

6.2 The Generalized Candlestick Plot

When we apply the forward search to model selection we obtain a forward plot
of Cp.m/ for each model. Thus the points in Fig. 2 are replaced by the curves
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Fig. 2 Credit card data: Cp plot. There is a simple hierarchy of good models. Bands are the 2.5%
and 97.5% points of the scaled and shifted F distribution of Cp

Table 1 Credit card data: some models selected by Cp and by
Cp.m/ in the candlestick plot of Fig. 3

p Variables p Variables
Non-robust Cp Cp.m/

7 1 2 3 4 5 8
6 1 2 4 5 6 6 1 2 3 4 5
5 1 2 4 5 6 1 2 3 5 8
5 1 2 4 6 5 1 2 3 5
4 1 2 4 4 1 2 5
3 1 2

of forward plots for all values of m that are of interest. For example, Atkinson
and Riani (2008) give separate plots of forward Cp for values of p from 4 to 7.
The resulting quantity of graphical output can be overwhelming. We accordingly
illustrate the plot introduced by Riani and Atkinson (2010) that cogently summarises
this information.

The plot summarises, for each model, the information in the trajectory of
the forward plots of Cp.m/. The starting point is the “candlestick” plot used to
summarise such quantities as the high, low and closing values of stocks. Google
provides many references. However, we need a generalization of this plot. Since we
expect any outliers to enter the search towards the end, the last few values of Cp.m/
are of particular interest, as is the comparison of these values with earlier average
behaviour.
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Fig. 3 Credit card data: generalized candlestick plot of Cp.m/ for the best models in the range
m D 900�1,000. The last 20 observations to enter the individual searches are marked if they lie
outside the candlestick. Models 1 2 3 5, 1 2 3 4 5, 1 2 3 5 8 and 1 2 3 4 5 8 are highlighted by a
thick vertical line

Figure 3 gives the generalized candlestick plot for the values of Cp.m/ for the
credit card data. The figure includes all models that were among the five best for
m � 900, with symbols for the last 20 values if they are extreme. In order to check
the indication of p D 6 as providing the largest model, we plot values in the range
p D 4 to p D 7.

The plot depends on the range of values ofm which define a “central part” of the
plot. With 1,000 observations we take as the central part of the search values of m
in the range 900–980. The figure includes all models that were among the five best
for m � 900, with symbols for the last 20 values if they lie outside the “candle.”
The vertical lines in the plot summarise the values of Cp.m/ for each model in the
central part of the search. The definition of the candlesticks is:

Lowest Value; minimum in the central part of the search;
Highest Value; maximum in the central part of the search;
Central Box; mean and median of the values in the central part of the search;
filled if mean < median;
Stars; the values in steps “central part” + 1 to n � 1 if these lie outside the box;
Unfilled Circle; the final value.



Problems and Challenges in the Analysis of Complex Data 153

Thus each point in the standard non-robust Cp plot such as Fig. 2 is replaced by a
single vertical line and a series of extra symbols.

We start by looking at models for p D 6. The value of Cp.m/ for model
1 2 3 4 5 seems unaffected by exclusion of the last 20 observations. However, that
for 1 2 4 5 6, which was the indicated model at the end of the search, increases to lie
mostly above the bound when the observations are excluded. On the contrary, under
the same conditions the values for 1 2 4 5 8 decrease, for it to become one of the
two best models. If we now turn to p D 7, we see that the union of these models,
that is 1 2 3 4 5 8, has a stable small value of Cp.m/.

The conclusions for p D 5 are straightforward: 1 2 3 5 is the only model which
lies within the bounds for the central part of the search. This is a special case of the
two models for p D 6 suggested above. Figure 3 indicates clearly that there is no
satisfactory model with p D 4, although 1 2 5 is the best of a bad bunch. These
models are also listed in Table 1.

The general shape of the plot in Fig. 3 is similar to that of the non-robust Cp
plot in Fig. 2. However, for small values of p, many models have relatively small
values of Cp.m/ only over the last values ofmwhereas, for larger p, there are many
models with small values of Cp.m/ over most of the range. There is also a decrease
in variability in the values of Cp.m/ as p increases. When p is too small, the values
of Cp.m/ respond with extreme sensitivity to the addition of extra observations.

6.3 Outlier Detection

The ordering of observations by the forward search enables us to pinpoint the
influential effect of individual observations. Table 1 shows appreciable change in
the models selected as the last twenty observations are deleted. We accordingly now
see whether there is evidence that some of these observations are outlying.

To detect outliers we use forward plots of minimum deletion residuals, with
envelopes (Riani and Atkinson 2007). The left-hand panel of Fig. 4 is a forward
plot of all such residuals for all 1,000 observations when the model fitted is
1 2 3 5. It is clear, from the exceedances of the upper threshold in the range m
from 980 to 995, that there are some outliers, although the exact number is not
obvious. With a large sample, the presence of several outliers has led to masking,
so that departures are less extreme when mDn than they are earlier in the search.
Similar phenomena occur for multivariate data when forward plots of the minimum
Mahalanobis distance are used for the detection of outliers. Riani et al. (2009)
propose a rule that allows for masking and simultaneous inferences to provide an
outlier detection rule with a size close to 1%. Torti and Perrotta (2010) amend the
rule for regression. In the credit card data we detect between eight and ten outliers,
the exact number depending on the model being fitted. Fortunately, the set of ten
outliers contains that of nine or eight for all models of interest.

The forward plot of minimum deletion residuals for 990 observations is shown
in the right-hand panel of Fig. 4. It shows that, for this model, there are no more
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Fig. 4 Credit card data, outlier detection, model with variables 1 2 3 and 5. Upper panel, forward
plot of minimum deletion residual ri .m/, with 1%, 50%, 99% and 99.99% envelopes for n D
1; 000. Lower panel, forward plot after deletion of ten observations; envelopes for n D 990

than ten outliers. Compared with the left-hand panel, the most extreme values occur
at the end of the search, indicating that the observations are correctly ordered by
the search and that there are no remaining outliers. The presence of these outliers
explains the structure of the “starred” observations in Fig. 3. The outliers are causing
the majority of the models to have small values of Cp.m/ towards the end of the
search.

6.4 Model Building and Checking

The independent identification of outliers in the credit card data justifies the selected
models listed in Table 1. It is interesting to investigate some of these models a little
further.

Table 2 gives t values, when n D 990, for the terms of the best models in
Table 1 for p D 5, 6 and 7. The models were selected by our interpretation of
the generalized candlestick plot of Fig. 3. Model 1 2 3 4 5 8 is highlighted in the
figure as the best model for p D 7. If we remove the least significant term, that for
x8, we obtain the stable model 1 2 3 4 5 with little change of the t values for the
remaining terms. Now x4 is the least significant term. Its omission, however, causes
an increase in the t statistic for x2 from 5.84 to 9.47. In this model all terms are
significant at the 1% level.

Figure 5 give forward plots of Cp.m/ for a few selected models. This extends the
information available from the generalized candlestick plot. For model 1 2 3 4 5 the
values ofCp.m/ remain within the 97.5% bound throughout and are stable at the end
of the search. But the figure shows how the values of Cp.m/ for the simpler model
1 2 3 5 are affected by the last few observations to enter. The plot also shows how
model 1 2 4 5 6 was chosen by its small value of Cp at the very end of the search.
However, values of Cp.m/ earlier in the search lie well above the 97.5% bound.



Problems and Challenges in the Analysis of Complex Data 155

Table 2 Credit card data: t statistics of the three best models
of Table 1 after removing outliers (n D 990)

Term Model

1 2 3 5 1 2 3 4 5 1 2 3 4 5 8

Intercept 49.11 49.18 49.34
x1 6.37 6.05 6.22
x2 9.47 5.84 5.78
x3 2.64 2.70 2.73
x4 – 2.28 2.71
x5 2.78 2.52 3.00
x8 – – �2.29
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Fig. 5 Credit card data: forward plots of Cp.m/ for selected models from Table 1

A final comment on model choice is to compare 1 2 3 5 and 1 2 3 4 5 over
the values of m from 700. Although the two models give very similar values of
Cp.m/ for m D 850–980, the larger model is superior in the first part of the plot.
Since the value of Cp.m/ is also unaffected by the outlying observations, we would
recommend this as the chosen model.

7 Computation

The Matlab software used in this paper is part of the FSDA (Forward Search Data
Analysis) toolbox which can be downloaded, free of charge, from the webpage
www.riani.it in the section “Matlab code”. Full documentation is included.
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Appendix A: The Credit Card Data

Variables that are given as amount are in euros and are either annual totals or
averages, depending on the nature of the variable.

y Amount of use of credit, debit and pre-paid card services of the bank
x1 Direct debts to the bank
x2 Assigned debts from third parties
x3 Amount of shares (in thousands of Euros)
x4 Amount invested in investment funds (in thousands of Euros)
x5 Amount of money invested in insurance products from the bank (in

thousands of Euros)
x6 Amount invested in bonds (in thousands of Euros)
x7 Number of telepasses (Italian electronic toll collection system) of the

current account holder
x8 Number of persons from the bank dealing with the management of the

portfolio of the customer (minD0, maxD4). This variable has many
zeroes

x9 Index of use of point of sale services

In x7 the telepass is a debit card issued for each car. Since other forms of payment
are possible, this variable also contains many zeroes.
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Ensemble Support Vector Regression:
A New Non-parametric Approach
for Multiple Imputation

Daria Scacciatelli

Abstract The complex case in which several variables contain missing values
needs to be analyzed by means of an iterative procedure. The imputation methods
most commonly employed, however, rely on parametric assumptions.
In this paper we propose a new non-parametric method for multiple imputation
based on Ensemble Support Vector Regression. This procedure works under quite
general assumptions and has been tested with different simulation schemes. We
show that the results obtained in this way are better than the ones obtained with
other methods usually employed to get a complete data set.

1 Introduction

The impact of the missing data on the results of statistical analysis depends on
the missing data mechanism. The sources of missingness of some variables can
be numerous and their nature can vary from total randomness to a particular
dependence from the variables.

The missing data mechanism standard definition, as presented by Little and
Rubin (1987), can be classified into three distinct categories. The first missing
category, called “missing at random” or MAR, occurs when the probability of
response cannot depend on missing data values or on unobserved variables. The
second missing category, called “missing completely at random” or MCAR, occurs
when the response variables are unrelated to the values of any variable.

Little and Rubin referred to these two types of missing categories as “ignorable”
in the sense that, the response variables distribution does not depend on the missing
data mechanism and therefore it can be ignored. The last category, “missing not at
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random” or MNAR, occurs when the mechanism is related to the unobserved values.
The assumption for MCAR is very restrictive and often unrealistic.

In the late 1970s, Dempster, Laird and Rubin formalized the Expectation-
Maximization algorithm, a computational method for efficient estimation from
incomplete data. Until that time, the primary method used for treating missing value
was case delation, by which any observations with missing values is discarded
from the data set (Shafer and Olsen 1998). Recent advances in theoretical and
computational statistics have produced a new generation of procedures, both
parametric and non-parametric.

These new procedures employ Multiple Imputation (MI) (Rubin 1987), a
technique in which every missing value is replaced by a set of m > 1 plausible
values, which are bayesian draws from the conditional distribution of the missing
observations given the observed data. In multiple imputation, some authors, in order
to obtain several values for each missing value, use different approaches based on
non-parametric methods with bootstrap, instead of using the Bayesian predictive
distribution.

Rubin considered the so called Approximate Bayesian Bootstrap, an alternative
non-parametric approach, based on Nearest Neighbors (Rubin and Schenker 1986).

The bootstrap was also employed in the missing data problem by Efron (1994),
and recently Di Ciaccio proposed a multiple imputation approach based on bootstrap
and on a non-parametric model, the Regression Tree with a Bagging algorithm
(DiCiaccio 2008).

Here, we propose a new non-parametric approach for multiple imputation and
variance estimation, based on Ensemble Support Vector Regression.

The aim of this work is to create a “complete” (imputed) data set, often requested
by statistical agencies, that can be analyzed by any researcher on different occasions
and using different techniques.

The article is structured as follows. In Sect. 2, definitions and basic assumptions
about the Multiple Imputation approach are introduced. The proposed method and
algorithm are described in Sect. 3. To obtain a complete data set, a simulation study
in Sect. 4 evaluates the performance of our algorithm with the most used imputation
techniques. Some concluding remarks are made in Sect. 5.

2 Multiple Imputation Approaches

By Rubin’s Multiple Imputationm possible alternative versions of the complete data
are produced and the variation among them imputations reflects the uncertainty with
which missing values can be predicted from observed ones.

Then each data set is analyzed by a complete data method. Rubin proposed a
method to combine the results ofm analyses. The Multiple Imputation need to fulfil
certain conditions which is referred to as “proper” multiple imputations as defined
by Rubin (1987), Shafer (1997), and Buuren et al. (2003).
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To estimate a generic scalar parameter Q, we compute m different versions of
the estimator bQ and its variance U : ŒbQ.j /; bU .j /�; j D 1; : : : ; m.

Rubin’s estimate is simply the average of m estimates:

Q D 1

m

mX
jD1

bQ.j / (1)

where the uncertainty in Q has two components:

• The within-imputation variance U , which is the average of the m complete-data
estimates:

U D 1

m

mX
jD1

bU .j / (2)

• The between-imputation variance B , the variance of the estimates themselves:

B D 1

m � 1
mX
jD1

.bQ.j / �Q/2 (3)

Then the variance estimate associated toQ is the total variance T i.e. the sum of the
above-mentioned two components, with B multiplied by an additional correction
factor:

T D U C
�
1C 1

m

�
B (4)

If there were no missing data, then fQ.1/
;Q

.2/
; : : : ;Q

.m/g would be identical, B
would be 0 and T would simply be equal to U .

The size of B relative to U is a reflection of how much information is contained
in the missing part of the data relative to the observed part.

The statistic T � 1
2 .Q � Q/, by which confidence intervals and hypothesis tests

can be calculated, is approximately distributed as a t � Student with degrees of
freedom (Rubin 1987) given by:

�m D .m � 1/
"
1C U

.1Cm�1/B

#2
(5)

The degree of freedom may vary fromm� 1 to1 depending on the rate of missing
information. When the number of degrees of freedom is large, the distribution is
essentially normal, the total variance is well estimated, and there is little to be gained
by increasing m. The estimated rate of missing information for Q is approximately
r

r C 1 , where r D .1 C m�1B=U / is the relative increase in variance due to
nonresponse.
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The imputations of the incomplete data set can be generated by employing either
the Expectation-Maximization (Dempster et al. 1977) or the Data Augmentation
(Shafer 1997) algorithms or both.

In order to apply Rubin’s Multiple Imputation, some conditions have to be
satisfied: we must have missing at random mechanism, multivariate Normal dis-
tributions, and proper imputation model. The validity of this approach depends
on these assumptions: if the imputations are proper, then Q is a consistent,
asymptotically normal estimator, and the variance T is an unbiased estimator of
its asymptotic variance.

Nevertheless, the evaluation of the properness of MI is analytically intractable,
and therefore it is best done via simulations (Buuren et al. 2003). However a number
of simulation studies have demonstrated that, if the amount of missing information
is not large, MI is robust to violations of normality of the variables used in the
analysis (Graham and Schafer 1999).

Besides, the standard multiple imputation approach is based on distributional
assumptions and it is parametric. However, in general, there are many applications
where fully parametric approaches may not be suitable.

For this reason it is important to focus-on semi-parametric or non-parametric
imputation methods, without taking into account restrictive hypotheses (Durrant
2005; Di Zio and Guarnera 2008).

3 A New Approach Based on Ensemble Support Vector
Regression

Support vector machines (SVM) are derived from Statistical Learning Theory and
were first introduced by Vapnik (1999). They are tools for non-linear regression and
classification and the terms Support Vector Classification (SVC) and Support Vector
Regression (SVR) will be used for specification.

SVM may be likened to feed-forward Neural Networks, both are known as non-
parametric techniques: they offer the efficient training characteristics of parametric
techniques but have the capability to learn non-linear dependencies (Safaa 2009;
Mallison and Gammerman 2003).

Given the training data set TR D f.x1; y1/; : : : ; .x`; y`/g, in SVR the input vector
x is first mapped to a higher dimensional feature space using some fixed (non-linear)
mapping and then a linear model is constructed in this feature space.
The linear model (in the feature space) is given by:

f .x/ D .w � �.x//C b (6)

The functional form of the mapping �.�/ does not need to be known because it is
implicitly determined by the choice of a “kernel function”K (Boser et al. 1992):

K.xi ; xj / D .�.xi /; �.xj // (7)
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the computation threshold b is done by exploiting Karush-Kuhn-Tucker (KKT)
conditions (Smola and Schölkopf 1998), w is a constant vector that can be estimated
by reducing the Empirical Risk and the complexity term.
In:

R.f / D 1

2
kwk2 C C �

X̀
iD1

L.yi ; f .x// (8)

the first term kwk2 characterizes the complexity model, the second term represents
the Empirical Risk, ` is the number of the examples of training set; C and  are
selected by users based on a priori knowledge and/or user expertise (Cherkassky
et al. 2004); the parameter C depending on how much they want to penalize errors,
meaning, for example, that a larger C corresponds to assign a higher penalty to
errors.

The -insensitive loss function L.y/, proposed by Vapnik, is given by:

L.y; f .x// D


0 if jy � f .x/j � 
j y � f .x/ j � otherwise

(9)

Formally, the SVR models the conditional expectation of the imputation variable,
E.yjx/, where the conditional distribution is, usually, completely unknown.

The prediction algorithm SVR does not generate estimates for P.yjx/, but only
estimates the conditional expectation.

One of the main reasons for the success of the algorithm is that it avoids density-
estimation, as since the SVR does not model the conditional probability, P.yjx/,
we cannot draw multiple values from this distribution as required for multiple
imputation. A way to overcome this obstacle is to consider an ensemble of SVRs.

Some authors considered the use of ensemble of Support Vector Machines for
Regression (wang and Yangh 2008; Kim et al. 2003), in order to improve the
prediction accuracy. Ensemble methods are based on the idea of generating many
so-called “weak” decision rules and aggregating their results. The main aspect in
constructing the SVR ensemble is that each single SVR has to be as much as
possible different from one another. This requirement can be obtained by using
different training sets.

Some methods to generate the training samples are bagging (Breiman 1996) and
boosting (Freud et al. 1997), that creates diversity in an ensemble by sampling
and re-weighing the available training data. In this paper we considered the SVR
ensemble by using the bagging method, essentially for its simplicity, where several
SVRs are trained independently on bootstrap samples and then their outputs are
aggregated with an appropriate combination technique.

Our non-parametric approach, based on Ensemble Support Vector Regression
(SVRE) allows us to obtain m complete data sets: bootstrapping builds m replicate
training sets fTRbootst rapi ji D 1; : : : ; mg, by which we can evaluate the additional
variability due to missing values. Usually m is a number between 10 and 30.
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Table 1 The non-parametric algorithm

STEP 1. For each variable: initialize missing data with the mean

STEP 2. Iterate (max num.of iteration D T)

STEP 3. Iterate (j D 1 to num. variables J)

STEP 4. Set the variable j as the target variable

STEP 5. Select cases which do not have missing value for the variable j

STEP 6. Estimate the predictor model based on Support Vector Regression Ensemble

STEP 7. Impute the missing values of variable j by the predictor model estimated in STEP 6

STEP 8. Update missing values of variable j. Go to STEP 3

STEP 9. If ı < 0:001 then STOP else go to STEP 2.

Following the main objective of the work, after training each SVR in SVRE,
we combine the outputs of these models by averaging to create the ensembles final
output: the completed matrix (Raghunathan et al. 2001).

In the multivariate case, in which several variables contain missing values, the
SVRE method initializes, for example, by substituting the missing values in the data
set with the mean, and then, iteratively until convergence, considers each variable
with missing data as the target variable. Some details of our method are described
in Table 1.

To evaluate the convergence of the procedure at the iteration t , we use the index
defined below:

ıt D 1

nmis

JX
jD1

1

�2j

X
i2Mj

.bxtij �bxt�1ij /2 (10)

Withbxtij we indicate the estimated value, obtained applying to the missing value xij
the model at the iteration t, Mj and �2j are respectively the set with missing values
and the variance of variable j .
Then in STEP 8, to update the valuebxtij , we use the formula:

bxtij  	bxt�1ij C .1 � 	/bxtij ; 	 2 .0; 1/ (11)

4 Results

To evaluate the performance of the proposed SVRE algorithm we considered four
different simulation schemes with both multinormal and non-multinormal data and
different correlation levels between variables.

1. Multinormal independent data were simulated independently from five Normal
distributionsXi � N.�i ; 1/.i D 1; : : : ; 5/, where�i was drawn from a Uniform
distribution in the interval Œ0; 50�.
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2. Multinormal dependent data were simulated from a 5-dimensional distribution
with Xi � N.�i ; 1/.i D 1; : : : ; 5/ marginals with Gaussian copula having a
high correlation level among variables, where �i � U.0; 50/.

3. Non-normal independent data were simulated from a 5-dimensional distribution
with Beta.3; 2/, Beta.5; 2/, Beta.2; 5/, Beta.2; 1/, Beta.2; 2/ marginals
using a t-Student copula with low correlation level among variables.

4. Non-normal dependent data were simulated from a non-linear combination of 5
Beta random variables with random parameters.

For each simulation scheme we generated 300 random populations, from each
population we extracted one sample of 120 units, where we fixed randomly, two
different (low and medium) proportion of missingness, 15% and 30%, for MAR
type on the first two variables.

To simulate MAR type, we set X1 and X2 to have a probability of missingness
five times higher for the units with X1 �X2 above the median.

The predictor model used in STEP 6, was the SVRE algorithm, with 30 bootstrap
replications. Gaussian kernels were chosen. Support Vector Regression model
parameters � , C and , were not estimated during training but were found through
the grid search strategy (Cherkassky et al. 2004): � D 0:3; C D 500 and  D 0:8.
Moreover, we fixed T D 50 and 	 D 0:9.

We compared the behavior of SVRE algorithm with Rubin’s Multiple Imputation
(MI) .m D 30/, and, for a lower bound reference, also with the mean imputation
(MEAN) naive algorithm.

We remind that Rubin’s MI is here used in a different sense, with the only aim of
obtaining a complete matrix (DiCiaccio 2008; Raghunathan et al. 2001).
We evaluated:

• The difference between the imputed data values and the known ones by the
weighted sum of squares:

SSEW D 1

nmiss

JX
jD1

1

�2j

X
i2Mj

.bxij � xij /2 (12)

Where Mj and �2j are respectively the set with missing values and the variance
of variable j .

• the difference between Pearson’s correlation coefficients on the population and
on the completed sample (in particular we compared r12; r13; r14).

Table 2 reports, for each simulation scheme and for each percentage of missing, the
percentage of samples for which the considered methods have shown a smaller error
with respect to the others.

With multinormal and non-normal independent data, both SVRE and MI were
non effective: in these situations also an unsophisticated imputation method, such
as the mean, performs better than the considered ones.
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Table 2 Results of imputation: percentage of samples favorable to each method

15% of missing 30% of missing

Mean Svre MI Mean Svre MI

Multinormal independent 47 33 20 59 30 11
Multinormal dependent 0 10 90 0 9 91
Non-normal independent 71 23 6 80 17 3
Non-normal dependent 2 67 31 5 63 32

Table 3 Estimation of correlation coefficient: percentage of samples favorable to each method

15% of missing 30% of missing

Mean Svre MI Mean Svre MI

Multinormal independent 38 35 27 43 42 15
Multinormal dependent 1 3 96 1 6 93
Non-normal independent 59 22 20 71 21 8
Non-normal dependent 11 57 32 6 61 33

With multinormal dependent data, Rubin’s MI produces best results as the
distributional assumptions are satisfied and the interdependence among variables is
verified. In the case of non-normal dependent data, our proposed imputation method
SVRE appears preferable and produces good performances.

Table 3, for each simulation scheme and for 15% and 30% of missing, shows
the percentage of samples for which each considered method was able to reproduce
the correlation level among variables, in particular (r12; r13; r14). The relationships
among variables were preserved both in Rubin’s MI with multinormal dependent
data and in SVRE with non-normal dependent variables.

Mean imputation algorithm provided good results with both multinormal and
non-normal independent data.

5 Conclusion

We proposed an iterative non-parametric method for multiple imputation, based on
Ensemble Support Vector Regression. We considered the complex case in which
several variables contain missing values.

If our objective is to obtain a complete data matrix, then Rubin’s Multiple
Imputation works well with multinormal dependent data. As the correlation level
decreases, Rubin’s method could be substituted by simpler models as, for instance,
the mean imputation.

In order to obtain a complete data set in case of non-normal dependent data, our
non-parametric method SVRE represents an efficient alternative to Rubin’s Multiple
Imputation. Moreover, our method gives good imputations also when the correlation
level decreases slightly.
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The results appear to be quite independent from the different fractions of missing
data.

The obtained results indicate that, to select a suitable imputation method, it
is convenient to check distribution assumptions carefully and to measure the
relationship among variables.

In the future, we will consider other combination methods for the ensemble.
Although, in our experiments we concentrated on the Gaussian kernel, that is widely
used in many application areas, others kernels are available, and can be used for
further study.

For further investigation it will be worth to compare confidence intervals
estimated by Rubin’s Multiple Imputation with confidence intervals estimated by
Ensemble Support Vector Regression.
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Part V
Time Series Analysis



On the Use of PLS Regression for Forecasting
Large Sets of Cointegrated Time Series

Gianluca Cubadda and Barbara Guardabascio

Abstract This paper proposes a methodology to forecast cointegrated time series
using many predictors. In particular, we show that Partial Least Squares can be
used to estimate single-equation models that take into account of possible long-
run relations among the predicted variable and the predictors. Based on Helland
(Scand. J. Stat. 17:97–114, 1990), and Helland and Almoy (J. Am. Stat. Assoc.
89:583–591, 1994), we discuss the conditions under which Partial Least Squares
regression provides a consistent estimate of the conditional expected value of the
predicted variable. Finally, we apply the proposed methodology to a well-known
dataset of US macroeconomic time series (Stock and Watson, Am. Stat. Assoc.
97:1167–1179, 2005). The empirical findings suggest that the new method improves
over existing approaches to data-rich forecasting, particularly when the forecasting
horizon becomes larger.

1 Introduction

Recent advances in official statistics and informatics endow economic time series
analysts with more and more variables and observations. While the availability
of large data sets provides the opportunity to better understand macroeconomic
dynamics, researchers need to resort to ad hoc statistical procedures to deal with
high dimensional time series. Indeed, traditional tools in time series analysis require
to invert the variance-covariance matrix of the predictors, which is numerically
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cumbersome or even impossible when the number of variables,N , is large compared
to the number of observations, T . Hence, the analysis of large dimensional
dynamic systems has recently received large attention, both at the theoretical and
empirical level.

The early focus of the large-N time series literature was on factors models, where
factors are typically extracted by Principal Components [PCs], both in the time and
frequency domain, see inter alia Stock and Watson (2002a, 2002b), Forni et al.
(2004, 2005). More recently, the application of Bayesian regression [BR] has been
advocated. Particularly Banbura et al. (2010) and De Mol et al. (2008) suggested the
use of ridge-regression techniques to overcome the curse of dimensionality problem
in traditional time series models.

However, both the above approaches ignore the possible presence of long-run
equilibria among the variables. This information could be helpful in forecasting,
particularly for large forecasting horizons. A similar point has recently been raised
by Banerjee and Marcellino (2007), who put common trends and factor models
together by means of the factor-augmented error correction model.

Based on Engle and Granger (1987), this paper proposes a forecasting model that
includes both changes and levels of the predictors such that possible cointegration
links are taken into account. Moreover, we resort to Partial Least Squares [PLS]
in order to estimate the parameters of our model. PLS introduced by Wold (1985)
is a statistical technique that aims to maximize the covariance between the target
variable and a reduced number of orthogonal components that are obtained as linear
combinations of the original predictors.

We notice that the use of PCs as a mean of extracting the relevant predictors from
a large data set is inherently based on the following assumptions: (a) the explanatory
variables have a factor structure; (b) N diverges to infinity. However, as noted by
Bovin and Ng (2006), it is not guaranteed that increasing N is beneficial to the
forecasting performances of PC regression. Hence, it is theoretically sensible to
resort to PLS that, differently from PCs, explicitly takes into account the interaction
between the target variables and the explanatory ones when projecting the latter into
a small-dimension orthogonal subspace.

Indeed, Gröen and Kapetanios (2008) documented that PLS provides better
forecasting performances when it is used in place of PCs for extracting common
factors in the Stock and Watson (2002a, 2002b) framework. Moreover, Cubadda
and Hecq (2011) have recently shown that a multivariate version of PLS is
quite effective in identifying common autocorrelation in high-dimensional dynamic
systems.

The remainder of this paper is organized as follows: the main features of our
model are presented in Sect. 2. Section 3 discusses the conditions under which PLS
provides a consistent estimator of the model parameters. Importantly, our approach
does not require that N diverges to infinity in order to achieve consistency. A
description of the data that we use in the empirical application is provided in Sect. 4.
The various forecasting procedures, along with the empirical results, are detailed in
Sect. 5. Finally Sect. 6 concludes.
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2 The Model

Let us consider the vector error-correction model of an n-vector of time series zt

� .L/�zt D ˛	 0zt�1 C "t ; (1)

where� D .1�L/, � .L/ D In �Pp
iD1 �iLi , ˛ and 	 are full-column rank n � r

(r < n) matrices such that ˛0?� .1/	? has full rank, "t are i.i.d. Nn.0;˙""/. The
process zt is then cointegrated of order (1,1) and the matrix 	 span the cointegrating
space, see e.g. Johansen (1996). Moreover, we assume, without loss of generality,
that deterministic elements have preliminarily been removed from time series zt and
that each element of both �zt and 	 0zt�1 has been standardized to unit variance.

It follows that each of series zt is generated by a model with the following form:

yt D ˇ0xt�1 C �t ; t D 1; : : : ; T (2)

where yt is a generic element of �zt , �t is the corresponding element of "t , and
x0
t D Œz0

t 	;�z0
t ; : : : ; �z0

t�pC1�.
Suppose that N D pnC r , the number of elements of ˇ, is too large to estimate

model (2) by ordinary least squares. In order to reduce the number of parameters in
(2), we follow Helland (1990) and Helland and Almoy (1994) by assuming that

�xy D �q�; (3)

where �xy D E.xt�1yt /, �q is a matrix formed by q eigenvectors of˙xx D E.xtx0
t /,

and � is a vector with all the q elements different from zero. Notice that (3) implies

ˇ D �q��1
q �

where �q is the diagonal eigenvalue matrix associated with �q . Hence, model (2)
has the following factor structure:

yt D � 0ft�1 C �t ;
where ft D ��1

q �
0
qxt . Notice that ytChjt D E.ytChjft / is a linear combination of

the factors ft for h > 0.

3 Estimation of the Factors

In order to estimate model (2), we resort to the PLS algorithm proposed by Wold
(1985). Particularly, we define y� .ypC1; : : : ; yT /0, V0DX � .xpC1; : : : ; xT /0, and

Vi D Vi�1 � bf i
b�0
i D X �

iX
jD1

fjb�0
j ; (4)
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for i D 1; ::; N , where

bf i D Vi�1b!i ; (5)

b!i D V 0
i�1y; (6)

b�i D .bf 0
i
bf i /

�1V 0
i�1bf i ; (7)

Based on Helland (1990) and Helland and Almoy (1994), we argue that, under
condition (3), the PLS estimator for ˇ,

b̌
PLS D b̋

q.b̋ 0
qX

0X b̋q/
�1 b̋ 0

qX
0y;

where b̋q � .b!1; : : : ;b!q/, is consistent as T !1. Indeed, Helland (1990) proved
that, at the population level, the PLS weights are obtained by the recursive relation.

!iC1 D �xy �˙xx˝i .˝
0
i˙xx˝i /

�1˝ 0
i �xy (8)

where !1 D �xy and ˝i D .!1; : : : ; !i / for i D 1; : : : ; N � 1. It follows by
induction that ˝q lies in the space spanned by

.�xy;˙xx�xy; : : : ; ˙
q�1
xx �xy/;

from which it is easy to see that condition (3) implies !qC1 D 0 and

ˇPLS � ˝q.˝
0
q˙xx˝q/

�1˝ 0
q�xy D ˙xx�xy: (9)

We notice that ˇPLS is a continuous function of the elements of the variance-
covariance matrix of .yt ; x0

t�1/0. Since the PLS algorithm by Wold (1985) builds the
weight matrix b̋q such that it lies in the space spanned by

.b�xy; ḃxxb�xy; : : : ; ḃq
xxb�xy/;

where b�xy and ḃxx are, respectively, the natural estimators of �xy and ˙xx , we

conclude that b̌PLS is a consistent estimator of ˇ by the Slutsky’s theorem.
Remarkably, the weight matrix b̋q is computed without requiring any covariance

matrix inversion. Hence, this method is very attractive whenN is large compared to
the sample size T .

A problem arises about the estimation of the cointegrating matrix 	 . Since r is
unknown and we can not resort to a maximum likelihood approach (Johansen 1996)
due to the large predictor numberN , we use the first lag of the principal components
of zt in place of 	 0zt�1 in model (2).

The rationale of resorting to principal components is that Snell (1999) proved
that the eigenvectors associated with the r smallest eigenvalues of z0z are a
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super-consistent estimator (up to an identification matrix) of the cointegrating
vectors 	 whereas the other .n�r/ principal components converge to I(1) processes.
Hence, the principal components associated with the .n � r/ largest eigenvalues of
z0z will be asymptotically uncorrelated with the I(0) target variable yt .

4 The Data-Set

We employ the same data set as Stock and Watson (2005), which contains 131
US monthly time series covering a broad range of economic categories such as
industrial production, income, unemployment, employment, wages, stock prices,
and consumer and producer prices. The time span is from 1959.01 through to
2003.12.

We apply logarithms to most of the series with the exception of those already
expressed in rates. All variables are transformed to achieve stationarity.

Moreover, we compute the principal components of the 103 time series that
appear to be I(1), possibly after differencing. The first lag of these principal
components are then included in the predictor set in place of the unknown error
correction terms. All the predictors are then standardized to have unit variance.

Finally, the predicted variables are Industrial Production (IP), Employment
(EMP), Federal Funds Rate (FYFF), and Consumer Price Index (CPI).

5 Estimation and Forecasting

Following Stock and Watson (2002a, 2002b) and De Mol et al. (2008), the PLS
h-step ahead forecasts, for h D 1; 3; 6; 12, of variable i D IP;EMP;FYFF;CPI; are
obtained as

.1 � Lh/bzi;tCh Db� 0
i;h
bf t ;

where the PLS factors are computed as detailed in the previous section and
the loadings are estimated by GLS, allowing for both heteroskedasticity and
autocorrelation of order .h � 1/.

Both the PLS factors and their loadings are estimated using a rolling window of
299 observations.

The number of PLS factors, q, and the number,p, of lags of�zt to be included in
xt�1, p, are fixed by minimizing the 6-step head mean square forecast error (MSFE)
that is computed using the training sample 1959.01–1979.12 and the validation
sample 1980.01–1984.12.

In order to check out the best number of long-run relations r to be considered
in the model, we apply a second training procedure. First of all, we reorder the
principal components according to magnitude of their PLS regressions coefficients,
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then we run n PLS regressions such that the i � th model includes i reordered
principal components for i D 1; : : : ; n.

Finally, we choose the number of cointegrating vectors r that is associated with
the model that achieves the lowest 6-step head MSFE, given the values of p; q
previously selected.

We choose BR as competitor of PLS. In particular we compare directly our
results with the ones obtained by De Mol et al. (2008), as they provided convincing
evidence that BR forecasts outperforms those of dynamic factor models using the
same data-set that we are considering here.

The h-steps ahead BR forecasts are obtained by running the same code as in De
Mol et al. (2008).1 Both the shrinking parameter and the rolling window are the
same chosen by the authors. More in detail, we consider a rolling window of 120
observations while the shrinking parameter is selected such that the fit in the training
sample explains a given fraction, from 0.1 up to 0.9, of the variance of the variable
to be forecasted.

In the following tables we report the MSFE relative to the naive random walk
forecast of both PLS and BR for the evaluation period 1985.01–2002.12.

In order to evaluate the relevance of the long-run term in the PLS forecasting
exercise we consider also the cases in which r D 0 and r D n (Tables 1, 2, 3, 4).

The empirical findings suggest that, starting from a data-set of 131 variables,
only a few number of PLS factors are sufficient for obtaining a good forecasting
performance.

The comparison reveals that the PLS forecasts are often more accurate than those
obtained by BR, particularly when the forecasting horizon is large. Anyway PLS

Table 1 IPI, Relative MSFEa

Models h D 1 h D 3 h D 6 h D 12

PLS(r D 0) 0:81 0:78 0:89 1:04

PLS(r D 54) 0:80 0:74 0:84 1:07

PLS(r D n) 0:80 0:74 0:85 1:09

BR(k D 0:1) 2:52 1:40 1:10 1:31

BR(k D 0:2) 1:45 0:95 0:94 1:10

BR(k D 0:3) 1:05 0:80 0:89 1:02

BR(k D 0:4) 0:91 0:76 0:89 0:99

BR(k D 0:5) 0:85 0:76 0:89 0:98

BR(k D 0:6) 0:83 0:78 0:90 0:98

BR(k D 0:7) 0:83 0:82 0:92 0:98

BR(k D 0:8) 0:85 0:86 0:94 0:98

BR(k D 0:9) 0:90 0:92 0:97 0:97
aMSFE are relative to a Random Walk forecast. PLS forecasts are obtained using p D 1, q D 5;
the cross validation procedure choose r D 54. BR forecasts are obtained using different values of
k where 1� k is the fraction of explained variance in the training sample

1The replication files are available on the web page http://homepages.ulb.ac.be/dgiannon/.
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Table 2 EMP, relative MSFEa

Models h D 1 h D 3 h D 6 h D 12

PLS(r D 0) 0:54 0:45 0:53 0:66

PLS(r D 103) 0:48 0:39 0:46 0:58

PLS(r D n) 0:48 0:39 0:46 0:58

BR(k D 0:1) 1:84 0:46 0:58 1:11

BR(k D 0:2) 0:87 0:38 0:53 0:91

BR(k D 0:3) 0:59 0:38 0:54 0:82

BR(k D 0:4) 0:51 0:42 0:57 0:78

BR(k D 0:5) 0:48 0:47 0:62 0:77

BR(k D 0:6) 0:49 0:54 0:67 0:77

BR(k D 0:7) 0:53 0:63 0:74 0:79

BR(k D 0:8) 0:61 0:73 0:81 0:83

BR(k D 0:9) 0:75 0:85 0:90 0:89

aMSFE are relative to a Random Walk forecast. PLS forecasts are obtained using p D 8, q D 5;
the cross validation procedure choose r D 103. BR forecasts are obtained using different values
of k where 1� k is the fraction of explained variance in the training sample

Table 3 FYFF, relative MSFEa

Models h D 1 h D 3 h D 6 h D 12

PLS(r D 0) 0:70 0:55 0:54 0:61

PLS(r D 97) 0:69 0:53 0:52 0:57

PLS(r D n) 0:69 0:53 0:53 0:58

BR(k D 0:1) 5:26 2:73 1:36 1:52

BR(k D 0:2) 3:00 1:56 0:99 1:30

BR(k D 0:3) 2:09 1:01 0:88 1:17

BR(k D 0:4) 1:55 0:78 0:83 1:08

BR(k D 0:5) 1:18 0:70 0:81 1:01

BR(k D 0:6) 0:92 0:68 0:81 0:96

BR(k D 0:7) 0:76 0:71 0:84 0:94

BR(k D 0:8) 0:70 0:77 0:87 0:93

BR(k D 0:9) 0:77 0:87 0:93 0:95
aMSFE are relative to a Random Walk forecast. PLS forecasts are obtained using p D 3, q D 5;
the cross validation procedure choose r D 97. BR forecasts are obtained using different values of
k where 1� k is the fraction of explained variance in the training sample

sometime improves over BR even for short forecasting horizon particularly when
the target variable is more volatile (i.e. Industrial Production, Federal Funds Rate).

In the few cases when PLS is outperformed by BR, the former methods is still a
close competitor.

Turning to the choice of the number of cointegrating vectors, r , we notice that
the lowest relative mean square forecast error is obtained, with few exceptions, by
fixing r according to the cross validation results. In general, the inclusion of the error
corrections terms in the predictor set seems beneficial for PLS forecasting but for
the case of CPI, for which the cross-validation procedure suggests to fix r equal to 1.
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Table 4 CPI, relative MSFEa

Models h D 1 h D 3 h D 6 h D 12

PLS(r D 0) 0:89 0:91 0:83 0:71

PLS(r D 1) 0:90 0:91 0:83 0:71

PLS(r D n) 0:89 0:94 0:86 0:72

BR(k D 0:1) 1:94 2:69 1:81 1:62

BR(k D 0:2) 1:29 1:65 1:37 1:43

BR(k D 0:3) 1:03 1:29 1:17 1:31

BR(k D 0:4) 0:90 1:11 1:06 1:23

BR(k D 0:5) 0:83 1:01 0:99 1:14

BR(k D 0:6) 0:80 0:95 0:95 1:08

BR(k D 0:7) 0:81 0:94 0:94 1:02

BR(k D 0:8) 0:84 0:93 0:94 0:97

BR(k D 0:9) 0:90 0:95 0:95 0:95
aMSFE are relative to a Random Walk forecast. PLS forecasts are obtained using p D 1, q D 5;
the cross validation procedure choose r D 1. BR forecasts are obtained using different values of k
where 1� k is the fraction of explained variance in the training sample

6 Conclusions

In this paper we have assessed the forecasting performances of a single equation
error correction model in a data rich environment. In order to overcome the curse
of dimensionality problem, we have suggested the use of PLS for estimating the
parameters of the model. Having discussed the theoretical aspects of our approach,
we have applied our method to the well-known data set of 131 US macro time series.
The empirical comparison with the BR approach proposed by De Mol et al. (2008)
has revealed that the suggested method often outperforms the competitor, especially
when the forecasting horizons become larger.

Another empirical finding that we emphasize is that, taking into account the
number of long-run relations, generally, helps to achieve better performances for
large forecast horizons.

Acknowledgements We thank Alain Hecq as well as an anonymous referee for useful comments
and corrections. The usual disclaimers apply.

References

Banbura M, Giannone D, Reichlin L (2010) Large bayesian vector auto regressions. Journal of
Applied Econometrics 25:71–72.

Banerjee A, Marcellino M (2007) Factor augmented error correction models. In: Castle J, Shepard
N (eds) The methodology and practice of econometrics: a festschrift for David Hendry,
pp. 227–254, Oxford University Press, Oxford

Boivin J, Ng S (2006) Are more data always better for factor analysis? Journal of Econometrics
132:169–194



On the Use of PLS Regression for Forecasting Large Sets of Cointegrated Time Series 179

Cubadda G, Hecq A (2011) Testing for common autocorrelation in data rich environments, Journal
of Forecasting 30:325–335. DOI: 10.1002/for.1186

De Mol C, Giannone D, Reichlin L (2008) Forecasting using a large number of predictors:
is bayesian regression a valid alternative to principal components? Journal of Econometrics
146:318–328

Engle R, Granger C (1987) Co-integration and error correction: representation, estimation and
testing. Econometrica 55:2:251–276

Forni M, Lippi M, Reichlin L (2004) The Generalized factor model: consistency and rates. Journal
of Econometrics 119:231–255

Forni M, Lippi M, Reichlin L (2005) The generalized dynamic factor model: one-sided estimation
and forecasting. Journal of the American Statistical Association 100:830–840
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Large-Scale Portfolio Optimisation with
Heuristics

Manfred Gilli and Enrico Schumann

Abstract Heuristic optimisation techniques allow to optimise financial portfolios
with respect to different objective functions and constraints, essentially without any
restrictions on their functional form. Still, these methods are not widely applied in
practice. One reason for this slow acceptance is the fact that heuristics do not provide
the “optimal” solution, but only a stochastic approximation of the optimum. For a
given problem, the quality of this approximation depends on the chosen method, but
also on the amount of computational resources spent (e.g., the number of iterations):
more iterations lead (on average) to a better solution. In this paper, we investigate
this convergence behaviour for three different heuristics: Differential Evolution,
Particle Swarm Optimisation, and Threshold Accepting. Particular emphasis is put
on the dependence of the solutions’ quality on the problem size, thus we test these
heuristics in large-scale settings with hundreds or thousands of assets, and thousands
of scenarios.

1 Overview

The popularity of mean–variance optimisation (Markowitz 1952) in finance stems
to a considerable extent from the ease with which models can be solved numerically.
The model requires that investors decide on their portfolios solely on the basis of the
first two moments of return distribution. Given the non-Gaussian nature of financial
time series (Cont 2001), alternative selection criteria have been proposed that take
into account empirical regularities like asymmetric return distributions and “fat
tails”. But unfortunately, these criteria are rarely used in realistic portfolio selection
problems, mainly because the optimisation becomes much more difficult. Heuristics
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have been shown to work well for such problems that are completely infeasible
for standard techniques like gradient-based methods (for heuristics in general, see
Michalewicz and Fogel (2004); for financial applications, see Maringer (2005)).

In this short paper, we will discuss the application of heuristics to such portfolio
selection problems. The emphasis will be on large-scale problems: while mathe-
matically the properties of a given optimisation problem may not change with its
size, the same does not hold true numerically. The paper analyses the performance
of three particular methods, Differential Evolution, Particle Swarm Optimisation,
and Thresholds Accepting, and how their performance changes with the size of
the problem. The paper is structured as follows: Sect. 2 discusses the model and
different optimisation techniques; Sect. 3 gives results for two problems; Sect. 4
concludes.

2 Methodology and Techniques

2.1 A One-Period Model

There are nA risky assets available. We are endowed with an initial wealth v0, and
wish to select a portfolio x D Œx1 x2 : : : xnA �

0 of the given assets (the x represent
weights). The chosen portfolio is held for one period, from time 0 to time T .
End-of-period wealth is given by

vT D v0
X
nA

.1C yj /xj

where the vector y holds the assets’ returns between time 0 and T . Since these
returns are not known at the time when the portfolio is formed, vT will be a random
variable, following an unknown distribution that depends on x. We will often rescale
vT into returns.

The problem is then to choose the x according to some selection criterion ˚
which may be a function of vT (final wealth), or the path that wealth takes fvtgT0 . In
the latter case, we still have a one period problem since we do not trade between 0
and T . The basic problem can be written as

minx ˚ ;
P

nA
x D 1 :

(1)

Typical building blocks for ˚ may be central moments (e.g., variance), also partial
or conditional moments, or quantiles. Criteria that depend on the path of wealth
are often based on the drawdown, see Gilli and Schumann (2009) for a discussion
of different possibilities. In this paper we will only discuss ˚ that depend on vT .
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We will conduct scenario optimisation, i.e., we assume we can obtain a sample of
vT . This is equivalent to directly working with empirical distribution function of
returns. It is not restrictive: if we preferred a parametric approach, we could always
estimate parameters from our scenarios. Given a sample of portfolio returns, we can
easily evaluate any objective function, for instance compute moments.

The only restriction included in the problem above is the budget constraint. The
solution to this problem would thus not be very relevant in practice, we will need
more constraints: we may introduce minimum and maximum holding sizes xinf and
xsup for the assets included in the portfolios, and also cardinality constraints that
set a minimum and maximum number of assets. We can also include other kinds of
constraints like exposure limits to specific risk factors, or sector constraints.

2.2 Techniques

Model (1) combines combinatorial (select a number of assets from the set of all
nA assets) and continuous elements (the objective function, maximum holding
size constraints); it can generally not be solved with standard methods since it
is not convex and exhibits many local minima. As an example, Fig. 1 shows the
search space (i.e., the mapping from portfolio weights into the objective function
values) for a three asset problem with the objective to minimise Value-at-Risk, i.e.,
a quantile of the distribution of final wealth. The third asset’s weight is implicitly
defined by the budget constraint. A deterministic method would stop at the first local
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Fig. 1 The search space for a Value-at-Risk minimisation (3 assets)
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minimum encountered. Heuristics on the other hand are designed to escape local
minima and thus are appropriate methods for such problems. We compare three
different techniques: Differential Evolution (DE; Storn and Price (1997)), Particle
Swarm Optimisation (PS; Eberhart and Kennedy (1995)), and Threshold Accepting
(TA; Dueck and Scheuer (1990); Moscato and Fontanari (1990)). The main emphasis
of the paper is on the performance of these methods for large-scale instances of
model (1) under constraints.

2.2.1 Differential Evolution

DE evolves a population of nP solutions, stored in real-valued vectors of length
p (i.e., a vector of portfolio weights). The population P may be visualised as a
matrix of size p � nP, where each column holds one candidate solution. In every
iteration (or ‘generation’), the algorithm goes through the columns of this matrix
and creates a new candidate solution for each existing solution P .0/

�;i . This candidate
solution is constructed by taking the difference between two other solutions,
weighting this difference by a parameter F, and adding it to a third solution. Then
an element-wise crossover takes place with probability CR between this auxiliary
solution P .v/

�;i and the existing solution P .0/
�;i (the symbol � represents a random

variable that is uniformly distributed between zero and one). If this final candidate
solution P .u/

�;i is better than P .0/
�;i , it replaces it; if not, the old solution P .0/

�;i is
kept. Algorithm 1 describes an unconstrained optimisation procedure. We include

Algorithm 1 Differential Evolution
1: initialise parameters nP, nG, F and CR
2: initialise population P .1/

j;i , j D 1; : : : ; p, i D 1; : : : ; nP

3: for k D 1 to nG do
4: P .0/ D P .1/

5: for i D 1 to nP do
6: generate `1, `2, `3 2 f1; : : : ; nPg, `1 ¤ `2 ¤ `3 ¤ i

7: compute P .v/
�;i D P

.0/

�;`1
C F � .P

.0/

�;`2
� P

.0/

�;`3
/

8: for j D 1 to p do
9: if � < CR then P

.u/
j;i D P

.v/
j;i else P

.u/
j;i D P

.0/
j;i

10: end for
11: if ˚.P .u/

�;i / < ˚.P
.0/
�;i / then P

.1/
�;i D P

.u/
�;i else P

.1/
�;i D P

.0/
�;i

12: end for
13: end for

constraints as follows: any solution P�;j is first checked for elements smaller than
xinf, these are set to zero. With this approach it is necessary to have a sufficient
population size, lest too many solutions converge prematurely on zero elements.
Then, the budget constraint is enforced by dividing every element by the sum of
the x. All other constraints are included through penalty terms.
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We ran a number of preliminary experiments to find appropriate values for F and
CR. F should be chosen rather small (in the range 0.1 to 0.3). CR had less influence
on results, but here again low values worked best, implying that only few xj should
be changed at a time. Both parameters suggest that the step size – the change from
one solution to a new candidate solution – should be small.

2.2.2 Particle Swarm Optimisation

In PS, we have again a population that comprises nP solutions (portfolio vectors). In
every generation, a solution is updated by adding another vector called velocity vi .
Velocity changes over the course of the optimisation, the magnitude of change is
the sum of two components: the direction towards the best solution found so far by
the particular solution, Pbesti , and the direction towards the best solution of the
whole population, Pbestgbest. These two directions are perturbed via multiplication
with a uniform random variable � and constants c.�/, and summed, see Statement 7.
The vector so obtained is added to the previous vi , the resulting updated velocity is
added to the respective solution. Algorithm 2 describes the procedure. The efficiency

Algorithm 2 Particle Swarm
1: initialise parameters nP, nG, ı, c1 and c2

2: initialise particles P .0/
i and velocity v.0/i , i D 1; : : : ; nP

3: evaluate objective function Fi D ˚.P
.0/
i /, i D 1; : : : ; nP

4: Pbest D P .0/, Fbest D F , Gbest D mini .Fi /, gbest D argmini .Fi /
5: for k D 1 to nG do
6: for i D 1 to nP do
7: Mvi D c1 � �1 � .Pbesti � P

.k�1/
i /C c2 � �2 � .Pbestgbest � P

.k�1/
i /

8: v.k/i D ıv.k�1/C Mvi
9: P

.k/
i D P

.k�1/
i C v.k/i

10: end for
11: evaluate objective function Fi D ˚.P

.k/
i /, i D 1; : : : ; nP

12: for i D 1 to nP do
13: if Fi < Fbesti then Pbesti D P

.k/
i and Fbesti D Fi

14: if Fi < Gbest then Gbest D Fi and gbest D i

15: end for
16: end for

of PS can often be improved by systematically reducing velocities over time; this is
achieved by setting the parameter ı to a value smaller than unity. We implement
constraints in the same way as for DE which insures better comparability. Here
again, we ran experiments to find appropriate values for c1, c2 and ı. PS appears
relatively insensitive to parameter settings for this kind of problem: c1 should have
a higher weight than c2, but performance differences were small. For both DE and
PS the number of objective function evaluations is nP � nG.
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2.2.3 Threshold Accepting

TA is a local search method; other than DE and PS, it evolves only one solution at
a time. In every iteration, a new solution xn is proposed that results from a slight
perturbation of the old solution xc. A classical local search accepts such a new
solution only if it improves on the old solution, or is at least not worse. But TA may
also move uphill in the search space. More specifically, it accepts new solutions that
are inferior when compared with the current solution, as long as the deterioration
does not exceed a specified threshold. (Simulated Annealing (Kirkpatrick et al.
1983), to which TA is closely related, employs a stochastic acceptance criterion.)
Over time, this threshold decreases to zero, and so TA turns into a classical local
search. Algorithm 3 describes the procedure. For an in-depth description see Winker
(2001); for portfolio applications, see Gilli and Schumann (2010b). For each of the

Algorithm 3 Threshold Accepting
1: initialise nRounds and nSteps

2: compute threshold sequence �
3: randomly generate current solution xc

4: for r D 1 W nRounds do
5: for i D 1 W nSteps do
6: generate xn 2 N .xc/ and compute � D ˚.xn/� ˚.xc/

7: if � < �r then xc D xn

8: end for
9: end for

10: xsol D xc

nRounds thresholds, stored in the vector � , the algorithm performs nSteps iterations,
so the number of objective function evaluations is nRounds � nSteps. We set nRounds

to 10, even though TA is robust for other choices (Gilli and Schumann 2010a). The
thresholds are then computed with the approach described in Gilli et al. (2006).

The neighbourhood N can be intuitively implemented for TA: randomly select
one asset from the portfolio, sell a small quantity z; then select another asset from
all available assets, and invest z into this asset. This neighbourhood automatically
ensures that the budget constraint is not violated. Other constraints are implemented
by penalty terms.

2.3 Data and Computational Complexity

In this paper we focus on the efficacy of specific optimisation techniques – not on
the empirical, out-of-sample performance of the selected portfolios. We thus create
our data through simulation. The following characteristics are desirable for a data-
generating model:
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• The data model should be easily scalable in terms of observations nO and
numbers of assets nA .

• The generated data should exhibit certain characteristics that are empirically
relevant, in particular should the data series be correlated.

• The data series should exhibit sufficient variability in the cross-section. A qual-
itative aim of portfolio optimisation is to select “good” assets from a potentially
large universe. Numerically, many similar assets make the optimisation harder;
but empirically, there is little interest in searching flat landscapes: any solution is
about as good as any other.

We are only interested in the cross-section of returns (our ˚ depends only on vT ),
not in temporal dependencies. So we model the j th asset’s return by a linear factor
model

yj D ˇj0 C ˇjMfM C j : (2)

The M̌ -values are randomly drawn for each asset; they are distributed normally
around 1 with a standard deviation of 0.2; ˇ0 is zero for all assets. By drawing
market returns fM and errors  from specific distributions (here we use standard
Gaussian variates) and inserting them into (2), we create a scenario set Y which
is a matrix of size nO � nA . Each row of Y holds asset returns for one scenario,
each column holds the returns of a specific asset. (The so-created returns roughly
resemble actual daily equity returns.)

For mean–variance optimisation, we estimate the means, variances and covari-
ances of all assets, independently of specific portfolio weights. All information is
then condensed into a mean-return vector of size nA �1, and a variance–covariance-
matrix of size nA � nA . Hence, computing time will increase with the number of
selectable assets, but not with the number of observations. The heuristics described
above evolve whole portfolios. In every iteration then, we evaluate new candidate
solutions by first computing a set of portfolio returns for the respective solution, i.e.,
yP D Yx. Thus, the computing time will rise with the number of assets, but also
with the number of scenarios. The matrix Y may be large, hence the multiplication
is expensive. For our TA implementation, we can update the multiplication, since
we have

xn D xc C x�
Yxn D Y.xc C x�/ D Yxc„ƒ‚…

known

CYx� :

Hence, let Y� denote the submatrix of changed columns (size nO � 2) and x�� the
vector of weight changes (size 2 � 1), then we can replace Yx� by Y�x�� . This
makes the matrix multiplication practically independent of the number of assets. In
principle, this approach could also be applied to DE and PS; but we would need to
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make sure that only few asset weights are changed in every iteration (e.g., we could
no longer repair the budget constraint by rescaling).

3 Convergence Results

Heuristic methods are, with only few exceptions, stochastic algorithms. Every
restart of the algorithm can thus be regarded as the realisation of a random variable
with some unknown distribution D . For a given problem, this distribution will
depend on the chosen method: some techniques may be more appropriate than
others, and thus give less variable and better results. But the stochastics stem not
only from the method, but also from the problem. Think of the search space in Fig. 1:
even if we used a non-stochastic method, the many local minima would make sure
that repeated runs from different starting points would result in different solutions.
In other words, repeated runs of a technique can be perceived as draws from D . In
the case of heuristics, the shape of D is influenced by the amount of computational
resources (i.e., the number of iterations) spent. Since heuristics can move away from
local minima, allowing more iterations leads on average to better solutions. (There
are convergence proofs for several heuristic methods; unfortunately, these proofs
are useless for practical applications.) In this section, we compare this convergence
behaviour for all our methods. We will look into two specific cases.

3.1 Minimising Squared Variation

An advisable test is to run newly-implemented algorithms on problems that
can be solved by other, reliable techniques. This helps to find mistakes in the
implementation, and builds intuition of the stochastics of the solutions. The prime
candidate for such a benchmark is a mean–variance problem with few restrictions
(budget constraint, and minimum and maximum holding sizes) such that an exact
solution is computable by quadratic programming (we use Matlab’s quadprog
function). The problem can be summarised as

minx ˚
P

nA
x D 1 ;

0 � xj � xsup for j D 1; 2; : : : ; nA :

(3)

We set xsup to 3%. ˚ is the squared return which is very similar to variance. The
data-set consists of 250 assets and 2 500 observations.

We conduct 500 optimisation runs with 20 000 and 200 000 function evaluations
(FE). For each solution, we record the solution quality, that is, the obtained objective
function value. The distributions D of these values are pictured in Fig. 2 (the upper
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Fig. 2 Distributions D of solutions for minimising squared returns

panel for 20 000 function evaluations, the lower panel 200 000 function evaluations).
The objective function is given in percentage points (e.g., 0.6 is 0.6%). The
distributions of DE and TA come rapidly close to the exact solution, but it takes long
until they converge. PS in particular converges very slowly. However, studies on real
data-sets suggest that the remaining suboptimality of heuristics is negligible when
compared with estimation error for portfolio selection problems. For a discussion of
this point, see Gilli and Schumann (2011).

We could actually speed up convergence: the best algorithm will be the one
that resembles a gradient search as closely as possible. For instance, if we set all
thresholds for TA to zero, the solution would converge faster. Heuristics deliberately
employ strategies like randomness, or acceptance of inferior solutions. These
strategies are necessary to overcome local minima, but make heuristics inefficient
for well-behaved (i.e., convex) problems when compared with classical methods.
But changing problem (3) only slightly already renders classic methods infeasible.

3.2 Minimising Losses

We replace the objective function by a partial moment and set minimum and
maximum holding sizes only for those assets included in the portfolio. Then our
optimisation problem becomes
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minx ˚
P

nA
x D 1 ;

xinf � xj � xsup for all j 2J;

(4)

where J is the set of those assets in the portfolio. We set xinf to 0.5%, and xsup to
3%. The size of the set J is thus implicitly defined: we need at least 34 (smallest
integer greater than 1=3%) assets, and at most 200 assets .1=0:5%/. Data is generated
as before; we create 2 500 scenarios, and now vary the number of assets. Selection
criterion is the lower partial moment of order one, which we compute as

˚ D � 1
nO

X
nO

min.yP; 0/:

As benchmarks, we use randomly-chosen equal-weight portfolios with the correct
cardinality.

Results are given in Fig. 3 for 250 assets, and in Fig. 4 for 2 000 assets. The
benchmark distributions are given in grey (unlabelled). DE converges very rapidly
to good solutions, TA follows. Though we have no proof to have found the global
minimum, it is encouraging that both methods converge on similar solutions. PS

however, converges only very slowly. In particular for 2 000 assets, it requires a far
greater number of FE to provide solutions comparable with those of DE and TA.

A final comment, on computing time. All algorithms were implemented and
tested in Matlab 2007b. Run times for the last problem but with 20 000 scenarios
and 100 000 FE are given in the following table (in seconds; processor was an Intel
P8700 (single core) at 2.53GHz with 2GB RAM).
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DE
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TA
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0.5

20,000 FE
DE PSTA

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

0.5

100,000 FE

DE PSTA

Fig. 3 Distributions D of solutions for minimising a lower partial moment (250 assets)
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0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9
0

0.5

100,000 FE

DE

PS

TA

Fig. 4 Distributions D of solutions for minimising a lower partial moment (2 000 assets)

500 assets 1500 assets
DE 228 590
PS 221 569
TA 49 58

Indeed, the computing time of TA does hardly change when we increase the number
of assets.

4 Conclusion

In this paper, we have briefly detailed several optimisation heuristics and their
application to portfolio selection problems. Our computational experiments suggest
that DE and TA are well-capable of solving the problems, whereas PS needed more
computing time to provide comparably good solutions.
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Manfred Gilli, Evis Këllezi, and Hilda Hysi. A Data-Driven Optimization Heuristic for Downside
Risk Minimization. Journal of Risk, 8(3): 1–18, 2006.

S. Kirkpatrick, C. D. Gelatt, and M. P. Vecchi. Optimization by Simulated Annealing. Science,
220(4598): 671–680, May 1983.

Dietmar Maringer. Portfolio Management with Heuristic Optimization. Springer, 2005.
Harry M. Markowitz. Portfolio selection. Journal of Finance, 7(1): 77–91, March 1952.
Zbigniew Michalewicz and David B. Fogel. How to Solve it: Modern Heuristics. Springer, 2004.
Pablo Moscato and J.F. Fontanari. Stochastic Versus Deterministic Update in Simulated Annealing.

Physics Letters A, 146(4): 204–208, 1990.
Rainer M. Storn and Kenneth V. Price. Differential Evolution – a Simple and Efficient Heuristic for

Global Optimization over Continuous Spaces. Journal of Global Optimization, 11(4): 341–359,
1997.

Peter Winker. Optimization Heuristics in Econometrics: Applications of Threshold Accepting.
Wiley, 2001.



Detecting Short-Term Cycles in Complex Time
Series Databases

F. Giordano, M.L. Parrella and M. Restaino

Abstract Time series characterize a large part of the data stored in financial,
medical and scientific databases. The automatic statistical modelling of such data
may be a very hard problem when the time series show “complex” features, such
as nonlinearity, local nonstationarity, high frequency, long memory and periodic
components. In such a context, the aim of this paper is to analyze the problem of
detecting automatically the different periodic components in the data, with particular
attention to the short term components (weakly, daily and intra-daily cycles). We
focus on the analysis of real time series from a large database provided by an
Italian electric company. This database shows complex features, either for the high
dimension or the structure of the underlying process. A new classification procedure
we proposed recently, based on a spectral analysis of the time series, was applied on
the data. Here we perform a sensitivity analysis for the main tuning parameters of
the procedure. A method for the selection of the optimal partition is then proposed.

1 Introduction

Time series data mining has attracted great attention in the statistical community
in recent years. The automatic statistical modelling of large databases of time
series may be a very hard problem when the time series show complex features,
such as nonlinearity, nonstationarity, high frequency, long memory and periodic
components. Classification and clustering of such “complex objects” may be
particularly beneficial for the areas of model selection, intrusion detection and
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pattern recognition. As a consequence, time series clustering represents a first
mandatory step in temporal data mining research.

In this paper we consider the case when the time series show periodic compo-
nents of different frequency. Most of the data generated in the financial, medical,
biological and technical fields present such features. A clustering procedure useful
in such a context has been proposed in Giordano et al. (2008). It is based on the
detection of the dominant frequencies explaining large portions of variation in the
data through a spectral analysis of the time series. The approach considered here
for the classification of the time series is completely different from those proposed
so far (see, for example, Corduas and Piccolo 2008; Alonso et al. 2006). Like all
clustering methods, also our procedure depends on some kind of tuning parameters,
which directly influence the results of the classification. The purpose of this paper
is to perform a sensitivity analysis on such parameters, and to control if there is
a particular behaviour in the results which could help in the determination of the
optimal partition and in the dynamical detection of cycles in the database.

The next section describes briefly the clustering procedure, with particular
attention to the role played by the tuning parameters. In the third section we propose
a method for the selection of the best partition for the clustering procedure. In
the last section we present an application of the clustering procedure to a real
database. It is aimed at showing some interesting results about the determination
of the optimal partition.

2 The Clustering Algorithm and the Tuning Parameters

Consider a stationary process fXt I t D 1; 2; : : :g and denote by gX.!/ its spectrum.
Based on the Wold decomposition, the spectrum of a stationary process may be
viewed as the sum of two components

gX.!/ D gV .!/C gZ.!/; �� � ! � �; (1)

where the first (the discrete component) is associated with a harmonic process Vt
and the second (the continuous component) is associated with a linear processZt . In
particular, the harmonic process Vt is given by a combination of (say m) sinusoidal
functions,

Vt D
mX
jD1

Aj cos.!j t C �j /; 0 � !j � �; (2)

and it identifies the cycles of the process. For a detailed and technical description
of (1) and (2) we remand to the book of Priestly (1981). Here we give only the
fundamentals to explain the rationale of our proposal.

The function gV .!/ measures the variability explained by each cycle !j
appearing in (2). Given the uncorrelation of Vt andZt , the variance of the process is
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Var.Xt / D Var.Vt /C Var.Zt /:

We argue that, for the considered process, a large portion of the variability in the
data is due to the component Vt . Therefore, a clustering procedure for this kind of
time series may be naturally based on the explanation of Var.Vt /. As said before,
this is connected with the identification of gV , which therefore becomes the main
goal of the clustering procedure. Anyway, this is not a trivial point. We want to stress
here that we are not interested in the estimation of the exact value of gV .!j /. We
only want to identify the relevant discrete frequencies, i.e. those !j in (2) for which
gV .!j / ¤ 0. This is equivalent to test if Aj ¤ 0 in (2), 8j . To this aim, we use the
Whittle test, which is specifically devoted to deal with the problem of identifying
the discrete component of a mixed spectrum.

The proposed algorithm is based on the following main steps (for the details and
some remarks, see Giordano et al. 2008, and references therein):

1. For each time series, denoted with u D 1; :: ; T , estimate the spectrum by using
any consistent estimator (see, for example, Priestley (1981))

Ogu
X.!j /; 0 � !j D 2�j

n
� �I j D 0; 1; : : : ; mI m D

hn
2

i
;

where Œx� denotes the integer part of x.
2. Use the Whittle test (with a Bartlett window) to test the hypothesisH0: Aj D 0,
8j . Derive the relevant discrete frequencies for the user u, as those frequencies
!j for whichH0 is rejected. Denote these frequencies with O!u

l ; l D 1; 2; : : :.
3. For each user u, extract the most important frequency O!u

.1/, called the dominant
frequency. For an easier interpretation, this frequency is converted into the
correspondent period OP (hours, days, etc...).

4. Derive the distribution of the dominant periods OPi . Denote with ıi the percentage
of users which have OPi as estimated dominant period. Let ı1 � ı2 � : : : � ır .

5. For a fixed integer h1, consider the first most observed dominant periods, and
denote with�h1 D

Ph1
iD1 ıi the percentage of dominant periods globally covered

by the first h1 positions. The parameter h1 is the first tuning parameter.

Dominating periods % of users Global %
(hours, days, etc.) ıi �i

P1 ı1 �1

P2 ı2 �2

� � � � � � � � �
Ph1 ıh1 �h1

6. Consider a fixed integer value h2. Define the binary matrix

D D fdu;sg u D 1; : : : ; T I s D 1; : : : ; h1;
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whose generic element du;s is equal to one if the periodPs , derived in the previous
step, represents one of the relevant discrete periods for the user u; otherwise du;s

is equal to zero. Remember that the relevant discrete periods for each user u are
derived in step 2. Anyway, now we consider only the first h2 “most important
ones” (i.e. those cycles with a stronger evidence against H0 in the test). The
matrix D acts as a dissimilarity matrix, and h2 represents the second tuning
parameter.

7. By considering the different combinations of the relevant periods Pi ,
i D 1; : : : ; h1, derive the k D 2h1 clusters of users by associating the rows
(D users) of the matrix D with the same sequence of zeroes/ones. Note that
some clusters could be empty, due to possible exclusive disjunction relationships
between some of the periodic components. Denote with k� � k the number of
positive clusters.

8. Derive the “best partition” of clusters by exploring different values for the tuning
parameters h1 and h2.

Note that the first tuning parameter h1 has the role of setting the partition, since
it determines the number of dominant periods and so the number of clusters k D
2h1 . Once fixed h1, the second tuning parameter h2 has the role of determining the
distribution of the users among the clusters, and therefore it only reflects on the
number of positive clusters k�.

It is clear that the identification of the relevant cycles trough the Whittle test
represents the crucial step of the classification algorithm (see the remarks in
Giordano et al. 2008). For this reason, in order to enforce the faith in correctly
identifying the discrete part of the spectrum, only the periods with a “strong impact”
in the database are then considered (i.e. we take only the first most observed periods
in the database (ı1 � ı2 � : : : ; ıh1). This consideration must be taken into account
when determining a threshold value for ıh1 (or equivalently for �h1).

3 A Proposal for the Selection of the Optimal Partition

In order to analyze the effects on the clusters of a change in the tuning parameters
h1 and h2, we apply the clustering procedure to a real database. The analyzed
database was supplied from a large electric company. It collects the time series of
energy consumption (load curves) observed hourly in the year 2006 for a particular
category of customers. Since we look at the short term periodic components, we
concentrate on the data from February to May, so the dimension of the database is
64,522 users� 2,880 observations. For each observed time series, we perform two
different estimations of the spectrum. The first is based on the hourly observations,
and is aimed to capture the daily and intra-daily periodic components, whereas the
second is based on the aggregated daily observations, and is aimed to better identify
the weekly cycles.

The selection of the “optimal” values for h1 and h2 will be made in two steps, by
following different criteria: first of all we will select the optimal h2 by considering
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mainly the movements among the clusters for different values of h2; than we will
select the optimal h1 by considering also the time series aggregated in the clusters.
The rationale behind this is that the parameter h1 directly influences the number of
potential clusters k D 2h1 , and so the optimal partition must be selected by taking
into account the efficiency in classifying the time series among the k clusters. On
the other hand, the parameter h2 only reflects on the number of positive clusters k�
and on the distribution of the T users among such clusters. So, for the selection of
h2, we consider mainly the stability of the clusters.

When moving h1 and h2, some useful indicators may show the features of the
particular configuration. We consider four types of values, all based on well known
indicators.

In order to evaluate one single configuration, we use:

1. The number of clusters k and the number of positive clusters k�.
2. The (normalized) Shannon index, given by

S D �
k�X
iD1

ni

T
log

�ni
T

�
= log

�
2h1
�
;

where ni , i D 1; : : : ; k�, indicates the number of users in the i -th (non empty)
cluster. The Shannon index tends to be equal to 0 when all the users are in the
same cluster, and to 1when the users are equally distributed among the k clusters
of the partition.

In order to compare two alternative configurations, we use:

3. The number of changes, i.e. the number of “migrations” when passing from one
configuration to another.

4. The (normalized) Rand index, given by

R D 1�
Pk

rD1 n2r: C
Pk

cD1 n2:c � 2
Pk

rD1
Pk

cD1 n2rc
T .T � 1/ ;

where nr: is the number of users classified in the r-th cluster of the first partition,
n:c is the number of users classified in the c-th cluster of the second partition, and
nrc is the number of users classified in the r-th cluster of the first partition which
fall in the c-th cluster of the second partition. The Rand index tends to be equal
to 0 when the two compared alternatives are completely different (i.e. every two
users that are classified in the same cluster in the first configuration are separated
in the second one), and to 1 when the two compared alternatives are equivalent.

Remark 1. There is a connection between the indicators under 1. and 2., since the
Shannon entropy is directly influenced by the percentage of positive clusters. Note
that we point to maximize the Shannon index and to minimize the number of clusters
k and k�.

Remark 2. The Rand index is directly connected with the number of movements
among the clusters. Note that in this case we point to minimize the number of
changes and to maximize the Rand index.
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4 The Results on the Observed Database of Time Series
Energy Consumption

Tables 1 and 2 report the results for the observed time series database for daily
data and hourly data, respectively. In particular, the indicators 1. and 2. (the
Shannon index and the number of clusters k and k�) refer to the configuration of

Table 1 Performance indicators for different values of the parameters h1 and h2 (daily data)

h2 1 2 3 4 5 6 7 8

h1 D 1 �1: 0.869)
Rand index (R) � 0.87 0.94 1 1 1 1 1
Shannon index (S) 0.85 0.93 0.96 0.96 0.96 0.96 0.96 0.96
Number of clusters k� (max k D 2) 2 2 2 2 2 2 2 2”
Number of changes � 4402 1806 38 0 0 0 0
Mean(R,S) � 0.9 0.95 0.98 0.98 0.98 0.98 0.98

h1 D 2 �2: 0.952)
Rand index (R) � 0.87 0.94 1 1 1 1 1
Shannon index (S) 0.51 0.56 0.57 0.58 0.58 0.58 0.58 0.58
Number of clusters k� (max k D 4) 3 3 3 3 3 3 3 3
Number of changes � 4778 1942 41 0 0 0 0
Mean(R,S) � 0.71 0.76 0.79 0.79 0.79 0.79 0.79

h1 D 3 �3: 0.976)
Rand index (R) � 0.86 0.94 1 1 1 1 1
Shannon index (S) 0.36 0.4 0.41 0.41 0.41 0.41 0.41 0.41
Number of clusters k� (max k D 8) 4 4 4 4 4 4 4 4
Number of changes � 4847 1951 41 0 0 0 0
Mean(R,S) � 0.63 0.67 0.70 0.70 0.70 0.70 0.70

h1 D 4 �4: 0.988)
Rand index (R) � 0.86 0.94 1 1 1 1 1
Shannon index (S) 0.28 0.31 0.31 0.31 0.31 0.31 0.31 0.31
Number of clusters k� (max k D 16) 5 5 5 5 5 5 5 5
Number of changes � 4880 1955 41 0 0 0 0
Mean(R,S) � 0.59 0.63 0.66 0.66 0.66 0.66 0.66

h1 D 5 �5: 0.992)
Rand index (R) � 0.86 0.94 1 1 1 1 1
Shannon index (S) 0.23 0.25 0.25 0.25 0.25 0.25 0.25 0.25
Number of clusters k� (max k D 32) 6 6 6 6 6 6 6 6
Number of changes � 4886 1957 41 0 0 0 0
Mean(R,S) � 0.56 0.6 0.63 0.63 0.63 0.63 0.63

h1 D 6 (�6: 0.995)
Rand index (R) � 0.86 0.94 1 1 1 1 1
Shannon index (S) 0.19 0.21 0.21 0.21 0.21 0.21 0.21 0.21
Number of clusters k� (max k D 64) 7 8 8 8 8 8 8 8
Number of changes � 4909 1959 41 0 0 0 0
Mean(R,S) � 0.54 0.58 0.61 0.61 0.61 0.61 0.61
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Table 2 Performance indicators for different values of the parameters h1 and h2 (hourly data)

h2 1 2 3 4 5 6 7 8

h1 D 1 �1: 0.780)
Rand index (R) � 0.75 0.89 0.94 0.97 0.98 0.99 0.99
Shannon index (S) 0.94 0.75 0.62 0.55 0.51 0.49 0.47 0.46
Number of clusters k� (max 2 2 2 2 2 2 2 2

k D 2)
Number of changes � 8955 3702 1789 818 498 329 160
Mean(R,S) � 0.75 0.76 0.75 0.74 0.73 0.73 0.73

h1 D 2 �2: 0.950)
Rand index (R) � 0.66 0.77 0.86 0.93 0.96 0.97 0.98
Shannon index (S) 0.64 0.87 0.79 0.72 0.68 0.65 0.63 0.62
Number of clusters k� (max 3 4 4 4 4 4 4 4

k D 4)
Number of changes � 29896 11905 6400 2792 1779 1155 682
Mean(R,S) � 0.77 0.78 0.79 0.81 0.80 0.80 0.80

h1 D 3 �3: 0.969)
Rand index (R) � 0.64 0.78 0.86 0.90 0.92 0.93 0.94
Shannon index (S) 0.46 0.72 0.76 0.75 0.75 0.74 0.73 0.73
Number of clusters k� (max 4 7 8 8 8 8 8 8

k D 8)
Number of changes � 35792 18704 10998 6755 5003 3915 3252
Mean(R,S) � 0.68 0.77 0.80 0.83 0.83 0.83 0.83

h1 D 4 �4: 0.975)
Rand index (R) � 0.63 0.8 0.87 0.91 0.93 0.94 0.95
Shannon index (S) 0.35 0.62 0.74 0.77 0.78 0.77 0.77 0.76
Number of clusters k� (max 5 11 15 16 16 16 16 16

k D 16)
Number of changes � 42838 26327 17068 11228 8513 6849 5550
Mean(R,S) � 0.63 0.77 0.82 0.84 0.85 0.85 0.85

h1 D 5 �5: 0.978)
Rand index (R) � 0.63 0.82 0.9 0.93 0.94 0.95 0.95
Shannon index (S) 0.29 0.54 0.7 0.77 0.79 0.79 0.78 0.76
Number of clusters k� (max 7 18 26 31 32 32 32 32

k D 32)
Number of changes � 46114 33496 25507 17583 14216 11305 9111
Mean(R,S) � 0.58 0.76 0.83 0.86 0.87 0.86 0.86

h1 D 6 �6: 0.980)
Rand index (R) � 0.63 0.82 0.9 0.93 0.95 0.95 0.96
Shannon index (S) 0.24 0.47 0.61 0.7 0.74 0.77 0.78 0.77
Number of clusters k� (max 8 24 42 56 62 64 64 64

k D 64)
Number of changes � 46901 34894 27676 21077 18679 16119 13551
Mean(R,S) � 0.55 0.72 0.8 0.84 0.86 0.86 0.87
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clusters identified by a given pair .h1; h2/. The indicators 3. and 4. (the number of
changes and the Rand index) refer to the comparison between the configuration
under .h1; h2/ and the “adjacent one”, i.e. the partition identified by the pair
.h1; h2 � 1/ (this explains why these values are not available for h2 D 1). Note
that the comparisons can be made only by row, when considering the same value
of h1, because different values of h1 determine different partitions which may
not be directly compared, although the indexes are normalized). The mean value
between the Rand index and the Shannon index is a normalized index which takes
into account both the criteria “movements among the clusters” and “percentage
of positive clusters”. The max value for each row (written in bold in the tables)
identifies the optimal value of h2 for a given value of h1.

For the selection of the parameter h1, a first evaluation may be made by
considering the value of�h1 D

Ph1
iD1 ıi , which is reported in bold in Tables 1 and 2.

We could fix an absolute threshold or we could consider a minimum relative
increment for increasing values of h1. For example, if we fix the threshold of 95%,
we should consider for the classification the first two daily periodic components
and the two first hourly periodic components. If we consider a minimum relative
increment of 2%, we should consider the first three daily cycles and the first two
hourly cycles, and so on. Basing on the previous results, we decided to set the
following smoothing parameters:

• h1 D 4 (h1 D 2) for the daily (hourly) data.
• h2 D 4 (h2 D 5) for the daily (hourly) data.

So we considered the first four daily cycles, denoted with D1, D2, D3, D4, and the
first two hourly cycles, denoted with H1 andH2, as summarized in Table 3.

Note that the full partition includes max k D 26 D 64 clusters. Anyway,
it may be that some of the selected cycles could be neglected. To confirm the
selection, we derived all the possible combinations of one or more daily cycles
(D1, D2, D3, D4) with one or more hourly cycles (H1, H2). These amounts to 45
different partitions, which are summarized in Table 4, by crossing the rows and the
columns. We introduce a normalized index (a variant of the Jaccard index) which
measure the “goodness” of the classification by evaluating the agreement between
the characteristics of the cluster and the structure of the aggregated time series. More

Table 3 Cycles identified in the energy consumption database, for
the optimal configuration of h1 and h2
Dominant periods Approximate % of users on the total

time ıi (%)

H1 4 h 78
H2 1 day 17
D1 3 weeks 86.9
D2 10 days 8.3
D3 1 week 2.4
D4 1 (short) week 1.2
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Table 4 “Goodness” index for the 45 compared partitions (normalized). The value in bold show
the best partition of clusters to consider

Cycles D1 D2 D3 D4 D1 D1 D1 D2 D2 D3 D2 D1 D1 D1 D1

D2 D3 D4 D3 D4 D4 D3 D3 D2 D2 D2

D4 D4 D4 D3 D3

D4

H1 0.5 0.75 1 0.75 0.57 0.71 0.57 0.86 0.71 0.86 0.8 0.7 0.6 0.7 0.69
H2 0.75 1 1 0.75 0.86 0.86 0.71 1 0.86 0.86 0.9 0.8 0.8 0.9 0.85
H1;H2 0.83 1 1 0.83 0.9 0.9 0.8 1 0.9 0.9 0.93 0.86 0.86 0.93 0.89

Table 5 Distribution of the users among the k D 24

clusters of the optimal partition. The number of positive
clusters is equal to k� D 12

Cluster Cycles Users %

C0 None 3148 5:0

C1 D2 271 0:4

C2 D3 99 0:2

C3 D2, D3 0 0:0

C4 H2 13199 21:1

C5 H2, D2 1010 1:6

C6 H2, D3 284 0:5

C7 H2, D2, D3 0 0:0

C8 H1 3439 5:5

C9 H1, D2 88 0:1

C10 H1, D3 29 0:0

C11 H1, D2, D3 0 0:0

C12 H1, H2 39984 64:0

C13 H1, H2, D2 794 1:3

C14 H1, H2, D3 156 0:2

C15 H1, H2, D2, D3 0 0:0

precisely, for each partition we derive the aggregated time series of the clusters by
summing the data observed for all the users classified in the same cluster. We expect
that the aggregated time series will be characterized by the presence of the same
periodic components as those which characterize the cluster. If not, it would mean
that there are masking effects in the aggregation which denote that the partition is
not efficient. The goodness index is given by

J D ˛

�
;

where ˛ is the number of cycles expected for each cluster of a particular partition
which are effectively detected in the aggregated time series of the clusters, and �
is the total number of comparisons made for that partition. This index tends to be
equal to the maximum value 1 in the case of maximum agreement, i.e. when (all) the
expected cycles are present in the aggregated time series. It tends to the minimum
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D2, D3, H1 and H2. On the left side, the plots of the aggregated time series for each cluster.
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value 0 in the case of minimum agreement, that is when (some of) the expected
cycles are not detected in the aggregated time series.

In Table 4 we report the results for such goodness index for the 45 partitions.
Again we head for the maximum value, which identifies the “best partition”. It
is interesting to note that there are 7 candidates, all of which involves the same
periodic components (D2;D3;H1;H2). Among these, it is natural to select as the
best candidate the partition which include the maximum number of cycles (reported
in bold in the Tables 1 and 2). Therefore, the best configuration is the one which
includes the periodic componentsD2,D3,H1 andH2, for a total of k D 24 potential
clusters. Table 5 summarizes the features of the best partition, while Figs. 1 and 2
show the plots of the clusters.
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GDP. We say that a country experienced a harmonic growth if during the observed
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driving population well-being, show a significantly common pattern with the income
dynamics. The notion is operationalized via an index of time series harmony which
follows the functional data analysis approach. This Harmonic Growth Index (HGI)
is based on comparisons between the coefficients from cubic B-splines interpolation.
Such indices are then synthesized in order to provide the global degree of harmony
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1 Motivation

Social and economic growth is what we should look at when we intend to monitor
the well-being of a country. This kind of growth taking place across both social and
economic aspects would require to be measured by more than one indicator, each
one proxying several aspects of living standards. In many studies such aspects are
claimed to be measured by per capita GDP which is assumed to be a proxy for the
aggregated level of the individuals’ living standard. Nonetheless it is well known and
deeply debated in the literature that GDP does not take into account some relevant
aspects of country well-being, such as pollution, improvement of people’s health,
education levels, and so on.

The pressing need to find an index alternative to GDP in order to put into
account further aspects of the living standards is likely the main reason of the
success of measures like Human Development Indexes since 1990 (UNDP various
years), which nowadays compete with GDP as headline indicators of development.
Literature reports a wide debate about pros and cons of HDIs and their role as a
country’s well-being indicators (see among others Anand and Sen 1994). We will
not investigate on such issue, but we share the conviction of many scholars about the
poor informative power of these measures, and at the same time we recognize that
they are an important improvement of the information provided by the sole GDP.

A further typical issue concerning well-being is connected to the level of
diffusion of growth within the population. The most widely used measure of income
spread is Gini income concentration index, which again measures the diffusion of
per capita income only.

Indeed, the explanation of the controversial relationship between growth and its
inequality has a long tradition in literature, and in our opinion the study of well-
being issues, particularly in developing countries, has to concern about it. At this
regard, Persson and Tabellini (1994) suggest that “inequality is harmful for growth”
and assess that in developed countries with democratic political settings there is a
“significant and large negative relation between inequality and growth”. But the
opposite conclusion is argued by Forbes (2000), who proves that “in short and
medium term an increase in a country’s level income inequality has a significant
positive relation with subsequent economic growth” even if this result does not apply
to very poor countries.

Our paper introduces a measure of growth based on the concept of harmony
between the temporal patterns of social and economic indicators. Our basic idea
is that the joint use of social and economic variables with per capita GDP can
better characterize growth, and can also give useful information about the changes
of the living conditions associated with the variation of income over time. Here
the informative power of GDP is not substituted by or implemented with further
indicators, as it instead happens with HDIs where it accounts for one third of its
value. In fact according to our concept of harmonic growth GDP remains the main
indicator but plays the role of benchmark to check whether the time series of other
social and economic indicators evolve in the same way. Obviously the indicators
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expected to be harmonic with GDP should carry desirable effects to the population.
Thus life expectancy at birth is harmonic with GDP when an increase of income
leads to the increase of the average age an individual would expect at birth, in so far
as it represents the enhancement of living conditions in the country. Same reasoning
refers to harmony with education levels, quality of air, and so on. Note that we
can observe harmony in growth even when a decrease of GDP is associated with
negative changes in social indicators. On the whole, if an indicator has the same
growth pattern of GDP, it has grown harmonically with the latter.

Let us now point out some aspects of the concept introduced above in order to
better characterize it. First, the choice of indicators appears to be crucial and has to
be made in order to associate their raise with the spread of “growth”. Secondly, it
is not a matter of “rough” comparison between global trends but rather a search of
similar local patterns in the dynamics of chosen indicators: this is why in the next
section we provide a brief review of the most commonly used measures of similarity
among time series which could be useful to measure harmony, and then present a
formalization of the concept of harmonic growth. Section 3 proposes the rationale,
the methodology, and the properties of our index of harmonic growth at country
level: here we propose also a composite indicator of global harmonic growth.
Section 4 shows a case study on a developing country, while Sect. 5 concludes.

2 A Formal Definition of Harmonic Growth

Our search for a measure of growth is driven by the need to verify whether a series
grows in the same way as the benchmark and also to quantify the degree of similarity
in those patterns, that is their harmony. Literature on time-series clustering (see the
review of Liao 2005) offers helpful approaches. As a matter of fact it is important to
point out that the mere identification of clusters within a set of time series is not in
our interest, but rather we are concerned with that part of the clustering methodology
which is aimed at assessing “how close” the time patterns of two series are. Thus
we specifically make use of the notion of similarity.

Linear correlation and Euclidean distance are two of the most widely used
similarity criteria for splitting a set of time series into homogeneous groups. Their
main limitation is that they are invariant to transformations that alter the order of
observations over time (i.e. the temporal indexing of data), and therefore they do
not take into account information deriving from the typical autocorrelation structure.
We agree with Douzal Chouakria et al. (2007) that the similarity criterion has to be
a combination between the “strength of the monotonicity” and the “closeness of the
growth rates”; i.e., two series show similar behavior if, in a fixed time interval, they
“increase or decrease simultaneously (monotonicity), with a same growth rate”.

Thus the methodology that allows evaluating harmony in a more proper way
has to embody the features strictly related to the sequencing of the observed values
over time. In this sense the seminal paper by Piccolo (1990) presents a method
based on stochastic processes where similarity is evaluated by the distance between
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autoregressive coefficients of an ARIMA model. However the requirement of long
time series for the estimation of an ARIMA model is a feature which is not
consistent with the short length of most available time series of social indicators,
especially for the developing countries.

A less data-demanding approach is offered by some clustering procedures within
the functional data analysis framework (Ramsay and Silverman 2005), which treats
the data stream over the time as deriving from a continuous function. The paper
by Abraham et al. (2003) introduces a curve clustering approach for time series
using cubic B-splines coefficients. Such approach takes advantage of the functional
structure of data and keeps the information deriving from their time sequence.
Splines fitting (see De Boor 1978 and Schumaker 1981) is also a more flexible
and robust procedure than linear models (in particular than polynomials estimating
the overall trend) for it is less sensitive to outliers. Moreover, unlike AR metrics, the
smoothing of splines reduces the measurement error in data, if any. The index we
propose in Sect. 3 employs such functional analysis approach via B-splines.

Now suppose that we deal with P time series of T years each, referring to P
social and economic indicators, and that in addition we consider a series numbered
with “0” playing the role of benchmark for all the remaining ones (the GDP in
our case). Fit a proper statistical model to each series Xp D fxp;t g, where p D
0; 1; : : : ; P , and t D 1; 2; : : : ; T , producing a set of N coefficients so that cp is
the coefficients’ vector of dimension N describing the pth series (i.e. if we fit a
polynomial thenN corresponds to its degree, andN � T �1). Each cp assesses the
shape of Xp in such a way that even local trends are detected. Suppose that vectors
c0; : : :; cP are not affected by scale and unit of measurement effects. A discussion
about the adequate model to fit is reported in the following section.

Definition 1. Time series X0 and Xp, p ¤ 0, are perfectly harmonic when the
equality of coefficients implies that their values are equal up to the following linear
transformation:

c0 � cp D 0) x0;t D aC xp;t ;
where a 2 R; 8t D 1; 2; : : : ; T and 8p D 1; 2; : : : ; P (1)

From Definition 1 the perfect harmony between two series happens if x0;t D xp;t
(the series are equal), or x0;t D a C xp;t (the series have the same pattern but
different intercepts).

Definition 2. Time series X0 and Xp; p ¤ 0, are perfectly disharmonic when
coefficients are equal but have opposite sign, for each t , that is:

c0 C cp D 0) x0;t D a � xp;t ;
where a 2 R; 8t D 1; 2; : : : ; T and 8p D 1; 2; : : : ; P (2)

The perfect disharmony happens when x0;t D �xp;t (values of the series are equal
but have opposite signs) or x0;t D a� xp;t (series differ by the additive constant a).
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Note that, there could even be situations of lagged harmony where definitions are
true if series Xp is lagged with respect to the benchmark series; or that two series
can be harmonic after a proper transformation which makes them comparable (for
instance accommodating for different variability, or whatever).

3 The Harmonic Growth Index

LetX0 be the GDP series (benchmark) andXp; p ¤ 0, for instance the enrollment in
education rate series. Suppose that X0 and Xp can be described by spline functions
of degree M indexed by m. Since every knot interval originates M coefficients1,
for each series we have C0 D fc0mtg and Cp D fcpmtg, two matrices of coefficients
of dimensionM � .T � 1/. If two series present a perfectly harmonic pattern, then
C0 � Cp D 0. Changes in the dynamics of the series are mirrored by differences in
the coefficients, which are as greater as the patterns are dissimilar. Here we propose
the Harmonic Growth Index (HGI):

HGI D 1 �
MX
mD1

T�1X
tD1

ˇ̌
c0mt � cpmt

ˇ̌

2max
�jc0mtj ;

ˇ̌
cpmt

ˇ̌�wmt;

where p ¤ 0I c0mt ¤ 0 or cpmt ¤ 0 (3)

where each absolute difference between coefficients, c0mt � cpmt, is compared to its
theoretical maximum which corresponds to the perfect disharmony, and at least one
of the two compared coefficients differs from zero given m and t . The term wmt is
assumed to be constant and equals 1=.M.T � 1/ � r/, where r is the number of
times where both coefficients equal zero given m and t . An alternative formulation
of HGI allows for different kind of weights wmt. For instance wmt may increase as the
degree of the monomial to which coefficients c0mt and cpmt belong raises, and be in
the form wmt D 2m.T�1/=M.MC1/. That is, the higher the order of the monomial
inside the polynomial of the spline function, the higher the importance given to a
possible divergence in the compared coefficients, and thus higher its contribution to
disharmony in the common pattern of two series.

Note that raw OLS estimates are influenced by (i) the average magnitude of
the series, (ii) their observed range, and (iii) their units of measurement. So before
comparing homologous coefficients through the polynomials it is necessary to find a
transformation allowing for proper comparisons. According to classical regression
theory we standardize series according to z-score, for their estimated coefficients
account for the three aspects mentioned above.

HGI spans over [0, 1], where 0 corresponds to the absence of harmony (that is
the perfect disharmony in time series patterns, as stated in Definition 2) and 1 results

1We ignore the constant term of the splines.
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from perfectly harmonic patterns (see Definition 1). The intermediate situation of
HGI D 0:5 is the one between a time series with constant values and a non-constant
one. Since harmonic growth is a symmetric concept, the harmony between X0 and
Xp is analogous to the harmony between Xp and X0. This is why we used the
absolute value operator at the numerator of the index and, consistently, also at the
denominator.

In the following we will refer to cubic spline functions (that is M D 3) because
they allow for a good smoothing through a small number of parameters, and avoid
the Runge’s phenomenon. Of course there can be alternative functional forms to
describe the series such as the unique polynomial over the whole time range of each
series. B-Splines are nevertheless more robust than polynomials to outliers or small
changes in data. Thus the latter can be considered if we assume that data are not
affected by measurement errors or if small changes are to be highlighted by the
index.

Indices of harmonic growth upon all the couples of time series (i.e. between GDP
and each of the P indicators) can be synthesized into a Global Harmonic Growth
Index – GHGI – according to a selected aggregation function. The one we propose
here is the “weakest link criterion” or the “minimum criterion”:

HGI D min.HGI1; : : : ;HGIi ; : : : ;HGIP / (4)

where HGIi .i D 1; 2; : : : ; P / is the index of harmony between GDP and each
well-being indicator. Also GHGI spans in [0, 1], where 0 is the absence of global
harmony and 1 is the perfect harmonic growth situation in a multidimensional set.
The idea is that the lowest level of harmony expresses the frailty of the economic
growth in terms of diffusion of well-being. Alternative aggregation functions could
be the arithmetic mean between the P indices if one can suppose that a disharmony
between a couple of series could be compensated by the higher harmony of another
couple. Otherwise one could also consider to take into account the median of the
P indexes if there are outliers or anomalous values within the set of HGIs.

GHGI provides a measure of the total degree of multidimensional harmony in
growth inside a country. Index (4) can be used also to rank countries according to
their level of development, and it offers complementary information to the Human
Development Index.

4 Testing the Harmonic Growth Hypothesis:
The Case of India

4.1 Data

We propose an application of our measure of growth using data for India which
is a country where the problem of the diffusion of the beneficial effects of the
growth is actual and topical (Datt and Ravallion 1998, Dev 2002). Our main scope
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is to show how HGI describes our extended concept of growth. Nevertheless many
and different difficulties raise in constructing holistic measures of economic well-
being, both in finding appropriate data and in single out the relationship among the
components of the socio-economic growth of a country. This is dramatically true
when we look at developing countries. Following Hobijn and Franses (2001) we say
that the main issue is “the actual choice of the indicators that are used to evaluate
the standard of living. Sen (1987) argues that one should consider indicators of both
functionings, that is the actual outcome of peoples’ decisions, like life expectancy,
and capabilities, that is the opportunities that people have, like their available per
capita income”.

In this paper we present our analyses using free available statistical databases,
resorting to proxies and partial indicators where necessary, in order to carry out
our investigation on harmonic growth in India. We selected a period of thirteen
consecutive years for which acceptable quality data are available without any
missing value. The eight selected indicators are related to beneficial effects of the
economic growth2 and are compared in dynamics with GDP per capita in constant
local currency unit (The World Bank 2005). Each one is transformed according to
the z-score (see above), and when necessary the original index has been transformed
once more so that its increase corresponds to beneficial effects for the population.
This last is the case of CO2 emissions and Urban population, as it will be explained
in the following. All the selected indicators are well known in literature and thus we
spend only few words to describe them.

• LEX: Life expectancy at birth (UNDP various years) – as highlighted in Anand
et al. (1994), “life expectancy can be thought to be both valuable in itself and also
helpful for pursuing other objectives. It encompasses measurements of the state
of the sanitary/health system in a country, the living conditions of individuals, the
hygienic conditions of the house, the availability of appropriate food, drinkable
water, and so on”.

• EDU: Combined gross enrolment ratio in education, % (UNDP various years) –
education plays a fundamental role as indicator of development of a nation as it
can be seen both as a determinant and an effect of individual poverty.

• CO2: Carbon dioxide emissions, metric tons of CO2 per capita (United
Nations 2009) – they are one of the most monitored detrimental effects of
the current industrialization model. They enter with the inverse sign in the
computation of the index since their decrease is beneficial to living standards.

• EMP: Employment-to-population ratio, both sexes, %; and EMW: Employment-
to-population ratio, women, % (United Nations 2009) – we are aware that, as
highlighted by Dev (2002), “for economic growth to generate the kind of

2In this paper we do not address the issue about the relation between GDP and such variables.
Furthermore we do not discuss about causes and effects of the socioeconomic development of
a country which play simultaneously as endogenous and exogenous forces, as it is well known
by well-being studies: from both an interpretative and computational point of view this is not a
problem for us due to the symmetry of HGI.
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employment that contributes directly to poverty alleviation, it must be in sectors
that have relatively high elasticities of employment [. . . ]; workers must share
in the benefits of increased labour productivity [. . . ]; and the jobs created must
be relatively unskilled in order to be accessible to the poor”. Unfortunately at
this stage of analysis we have availability only of the above mentioned EMP
and EMW, where the latter is also used as a proxy of gender issue and fair
opportunities.

• TEL: Number of telephone lines (United Nations 2009) – it refers to both
mainlines and cellulars. It is a classical indicator of development and as part of
the Technology Achievement Index in the Human Development Report it proxies
the spread of technology. It is expected to grow with GDP.

• COM: Combustible renewables (The World Bank 2005) – comprises solid
biomass, liquid biomass, biogas, industrial waste, and municipal waste utilized
as source of primary energy (expressed as percentage of total energy).

• NUP: Non Urban population, % of total population (The World Bank 2005) – it
is related to the issue of urban overcrowding in developing countries and urban
poverty issues. As stated in Datt and Ravallion (1998), comparing the effects of
urban and rural growth on poverty in India shows that growth in urban incomes
has no effect on rural poverty, but also only a modest effect on urban poverty.
On the other hand, rural growth reduces rural poverty and reduces urban poverty.
This is why, among available indicators, we observe whether raise of GDP is
associated with the increase of non-urban population. The latter is obtained as
ratio between nonurban population (obtained by subtracting the amount of urban
population from total population) and the total population.

4.2 Results

Figure 1 shows pairwise comparisons between non-lagged3 time series indicators
of India over 1991–2003 and real per capita GDP. Values of the Harmonic Growth
Indices in (3) are computed using wmt D 1=.M.T � 1/ � r/. The global index
GHGI equaling 0.356 indicates that the growth of India has been quite disharmonic
during the observed period. Graphs report that GDP reveals a similar dynamics as
TEL and LEX, whose values of HGIs are near to 0.6. Indices show that harmony
has not been equally strong in these two cases. The highest value reported by the
proxy of technology spread (TEL) suggests that the growth of GDP is characterized
by a harmonic increase of the spread of technology. Also life expectancy at birth
(LEX) revealing a concurdant overall time pattern with the benchmark series but

3 Although we are conscious that the raise of GDP could have delayed effects on indicators such
as life expectancy at birth, education and so on, we decided to use non lagged time series in order
to create a measure which can be comparable to the Human Development Index, which adopts the
same rationale.
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Fig. 1 Plot of selected indicators (continuous line) for India with respect to GDP (dotted line),
and the correspondent HGI values (standardized series)

less harmonic local trends. A substantially medium harmony is expressed by the
gross enrolment rate (EDU). Specular remarks can be made for EMW, COM, EMP,
NUP and CO2, where even global trends have opposite sign than GDP. As remarked
above the index reveals that the harmonic growth is not a mere matter of comparison
between the global trends, but rather a way to see how similar time paths of series
have been through the detection of common local patterns. While from the plot we
would expect, for instance, that the harmony between GDP and COM would be very
near to zero, local trends affect the measure in such a way that time paths are more
similar to the condition of medium harmony rather than to the disharmony. The
relevance of local trends also emerges if we compare the final years of CO2 with
COM: while the values of both indices related to the environmental sustainibility
show disharmony with GDP, the more diverging path of the former than the latter
is detected by a lower value of the index. Harmony of Indian growth is also low
for the overall employment to population ratio (EMP), which appears to be more
disharmonic than the one pertaining only the women (EMW). Finally, the HGI of
NUP suggests that GDP growth is characterized by the non harmonic pattern of the
share of population living in nonurban areas.
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5 Conclusions

This paper addresses the issue of the relationship between economic growth and
social development of a country. Our basic idea is that there is an inclusive
(harmonic) growth if the raising of the GDP is associated with a higher diffusion
of the wealth and some beneficial effects on the living standards in the country.
We assess that a country experienced harmonic growth if all the indicators of well-
being show a significantly common pattern with the GDP. The macro level index
here proposed, called Harmonic Growth Index, derives its formulation from the
functional data analysis in so far as it exclusively focuses on the values of the
coefficients of the B-splines approximating time series.

Nevertheless many and different difficulties raise in constructing holistic mea-
sures of economic well-being, both in finding appropriate indicators and data, and in
choosing proper functions, and this is dramatically true when we look at developing
countries. Just for the sake of exemplification, we proposed an application of the
HGI in Indian economy. As expected the country shows that harmony in growth
does not appear in all the considered social and economic dimensions of the
development, even if there appears to be a remarkable improvement in the spread of
technology and health conditions.

We believe that future studies on pro-poor growth and of well-being could benefit
by the use of HGI and GHGI, providing alternative or complementary information
to more famous indices such as the Human Development Index.
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Time Series Convergence within I(2) Models:
the Case of Weekly Long Term Bond Yields
in the Four Largest Euro Area Countries

Giuliana Passamani

Abstract The purpose of the paper is to suggest a modelling strategy that can
be used to study the process of pairwise convergence within time series analysis.
Moving from the works of Bernard (1992) and Bernard and Durlauf (1995), we
specify an I(1) cointegrated model characterized by broken linear trends, and we
identify the driving force leading to convergence as a common stochastic trend,
but the results are unsatisfactory. Then we deal the same question of time series
convergence within I(2) cointegration analysis, allowing for broken linear trends
and an I(2) common stochastic trend as the driving force. The results obtained with
this second specification are encouraging and satisfactory. The suggested modelling
strategy is applied to the convergence of long-term bond markets in the Economic
and Monetary Union (EMU), that we observe during the years covering the second
stage, that is the period from 1993 to the end of 1998, before the introduction of
euro. During the third stage, started in 1999 and continuing, the markets show a
tendency to move together and to behave similarly.

1 Introduction

The scenario of interest is the one in which the observed time series are character-
ized by a non-stationary behaviour driven by common stochastic trends, but with
different linear deterministic trends, over a first sub-period, and a non-stationary
behaviour, common stochastic trends and no deterministic linear trends over the
remaining period. A typical example of such scenario is represented in Fig. 1, where
the ten-years zero-coupon bond yields of the four largest euro area countries show a
clear convergence behaviour, though following different trend paths, as if a common
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Fig. 1 Ten-year zero-coupon bond yields for Germany, France, Italy and Spain
Source: Ehrmann et al. (2007)

driving force had led them to a point from which they have moved together, still
sharing the same driving force. The point corresponds to the time of the introduction
of euro. Therefore, the idea of convergence we have in mind is the one according
to which series, following different dynamic behaviours and time paths, get to
converge through narrowing their differences.

It’s to note that from the figure it’s possible to see some evidence, at least
over the first sub-period, of a certain similarity with the behaviour of zero-coupon
bonds yields of different maturities, where the German and French series variability
resembles the behaviour of yields of long-term maturities, whereas the Italian and
Spanish series resemble the behaviour of short-term yields, although the long-term
yields should typically be higher in level than the short-term yields. If we applied the
expectations theory of the term structure to investigate the relations among the series
represented in the figure, we would expect to find evidence of some broken trend
stationary relations representing the co-movements between pairs of series, where
the German series can be considered as the benchmark series to which referring the
others.

The data chosen for the empirical analysis are weekly long-term zero-coupon
bond yields for France, Germany, Italy and Spain. They cover the period from
1993 to 2008, that is through the years leading to monetary union in 1999, and
to monetary unification in 2002, and before the financial crisis of 2008.1

1The persistence properties of each observed variable have been analyzed in terms of the
characteristic roots of its autoregressive polynomial. Allowing for a certain number of significant
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2 The Analysis Within the I(1) Model

In order to analyze the process of convergence, we assumed the observed vector
time series xt to be generated by a cointegrated vector auto-regression (CVAR)
model with broken linear trends, both in the data and in the cointegrating relations
(Juselius 2006, p.297):

�xt D
k�1X
kD1

�k�xt�k C ’ Q“0 Qxt�1 CˆDt C 	0 C ©t ; ©t � Np.0;
/; (1)

where Q“0D �“0;“11;“12

, Qx0

tD
�
x0
t ; t; tDt�


and t D 1993 W 01 W 08; : : : ; 2008 W

07 W 25. The observation times correspond to the last day of the working weeks.
When applying2 this cointegration model to our data set, made up of p D 4

variables, according to our expectations we should find one common stochastic
trend driving the system of variables towards convergence, and possibly three
stationary cointegrating relations. Considering t� as the first week of 1999, which
corresponds to the beginning date of the third stage of EMU, and analyzing the
data3 within model (1), the simulated critical values of the rank test statistic
(Johansen 1997) gave some evidence, at 10%, of the existence of three cointegrating
relations. When trying to identify them as spreads between bond yields, the relative
hypotheses were rejected. But, when considering them as simple stationary relations
between pairs of bond yields and identifying them through the restriction that the
deterministic trends have the same coefficients with opposite sign over the second
sub-period, that is just a broken linear trend in the first sub-period and no trend
component since the beginning of 1999, the relative hypotheses were accepted with
a p-value D 0:191. The identified relations are represented in Fig. 2, where they

lags (lags 1 and 15 for both Italy and Spain; lags 1, 2, 3, 4, 6, 7, 8, 10 and 12 for France; lags 1,
2, 13 and 14 for Germany), the modulus of the largest root, �1, satisfies �1 D 1:0, and the next
root, �2, is less than 1.0, but not too far from it, i.e.: 0.89 for Italy, 0.90 for Spain, 0.85 for both
France and Germany. As Juselius (2010, p.9) observes: “. . . whether a characteristic root can be
interpreted as evidence of persistent behaviour or not depends both on the sample period and the
observational frequency.” Therefore our univariate series can be considered as generated either by
an I(1) process, or by a near I(2) process.
2The empirical analysis was performed using the subroutine CATS, which needs the software
RATS to be run (Dennis 2006).
3The number K D 2 of lags chosen is the one suggested by the information criteria and the LR
lag reduction tests, when starting from 5 lags. Dt is a vector of three impulse dummies, which
take the value one the weeks ending on 1995:03:10, 1996:03:29 and 2003:03:21. A shift dummy
is introduced by the program when specifying the broken trend in the cointegrating relations. The
misspecification tests for the unrestricted VAR(2) model with dummies, take the following values:
the LM(1) test for first order autocorrelation is equal to 20.175 with a p-value of 0.212, while the
LM(2) test for second order autocorrelation is equal to 21.778 with a p-value of 0.151. The tests
for normality and ARCH effects show some problems, but adding more dummies is not a solution.
As VAR results are reasonably robust anyway, we continue with this specification.
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Fig. 2 The three identified cointegrating relations within the I(1) model

show some evidence of non-stationary behaviour, at least over the first part of the
observation period. Such evidence of non stationarity can be attributed to the fact
that the choice of a cointegration rank r D 3, leaves in the model a root very close
to unit4, which means that one very persistent component in the data has been
considered as stationary.

Therefore, in a further analysis, we chose a cointegration rank r D 2, that is two
cointegrating relations and .p�r/ D 2 common stochastic trends, corresponding to
the two near unit roots. Trying to identify the long-run structure underlying the two
relations, a reasonable supposition we made is that some linear combinations of the
spreads could emerge as stationary, instead of the spreads themselves, as we made
for rank r D 3. The final structure is given by the following normalized relations,
accepted with a p-valueD 0:141:

OQ“0
1 Qxt D 0:837.FRYLD10t �GEYLD10t / � 0:163.ITYLD10t � RYLD10t /

C 0:002t08W01W1999 � 0:002t
OQ“0
2 Qxt D 0:823.FRYLD10t �GEYLD10t / � 0:177.ITYLD10t � FRYLD10t /

C 0:002t08W01W1999 � 0:002t
These relations show that, when corrected for the slope coefficients of the broken
deterministic trends, weighted differences between pairs of spreads seem to be

4The largest characteristic roots of the unrestricted VAR are: 0.985, 0.966, 0.938, 0.840, 0.292.
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Fig. 3 The two identified cointegrating relations within the I(1) model

stationary, and it’s quite interesting to note that the spread between France and
Germany and either the one between Italy and France, or the one between Spain
and France, result to cointegrate, as if French yields were the linking factor.
Similar results have been found by Giese (2008), where she analyzes monthly US
treasury zero-coupon bond yields of different maturities. Giese found that weighted
differences between pairs of spreads of short, medium and long-term maturities
become stationary with the medium-term yields as the linking factor.

The two final relations are represented in Fig. 3. As we can see, they provide
evidence of some stationarity in the first part, though some long swings are still
present. Analyzing the estimated adjustment dynamics of the system, we found
that both Italian and Spanish yields show significant adjusting behaviours to the
two identified relations, as we would expect, whereas German yields satisfy the
restriction of being weakly exogenous with respect to the system of variables, with
a p-value D 0:312, that is the German series results to be non-equilibrium correcting
within the system and its cumulated residuals form a common trend.

The results obtained within the I(1) model are, anyway, unsatisfactory from
different points of view: the number of unit or near unit roots larger than expected
and, therefore, a smaller number of cointegrating relations; the non-stationarity
of the yields spreads by themselves, whereas linear combinations of the spreads
are much more stationary; the results of recursive tests, suggested by Hansen and
Johansen (1999) showing that coefficients in the restricted model are not really
stable; finally, the clear indication, coming from the last relations, that we should
consider the possibility that spreads, which are non stationary over the observation
period, could become stationary when combined with other spreads or with non
stationary variables, which could be the first differences of the same yields making
up the spreads, or any other combination of the same yields.
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Table 1 The trace test for the determination of the I(2) rank indices

.p � r/ r s2 D 4 s2 D 3 s2 D 2 s2 D 1 s2 D 0

2 2 111:510 49:118 27:878

.0:000/ .0:001/ .0:026/

1 3 17.076 5.995
.0:129/ .0:471/

3 The Analysis Within the I(2) Model

The methodological approach of analysis just described, that is trend-adjusting
for the change in regime and treating the series as I(1), has proven unsatisfactory
in terms of both identification and stationarity of the cointegrating relations. In
particular, their graphs, together with the graphs of the data in first and second
differences, and the values of the model characteristic roots, are clear signals that
we should consider also the possibility of a double unit roots in the time series,
that is analysing them as I(2) variables5. As Juselius (2006, p. 293) explains: “. . .
the typical smooth behaviour of a stochastic I(2) trend can often be approximated
with an I(1) stochastic trend around a broken linear deterministic trend . . . ”
Moreover, Juselius (2010, p.7) argues: “. . . in a p-dimensional VAR model of
x0
t D Œx1;t ; : : : ; xp;t �, the number of large roots in the characteristic polynomial

depends on the number of common stochastic trends pushing the system, (p � r/,
and whether they are of first order, s1, or second order, s2. To determine s1 and s2,
we can use the I(2) test procedure . . . ” Table 1 reports the I(2) trace test results for
both choices, r D 2 and r D 3.

As we can see from the table, the sequential testing of the joint hypothesis
(r , s1, s2) for all values of r , s1 and s2, has given as the first non rejection6 r D 3,
s1 D 0 and s2 D 1 with a p � value D 0:129. Therefore, the two unit roots of the
model should be captured by an I(2) common stochastic trend.

These results suggest to model the regime change stochastically within a
cointegrated I(2) model, as follows (Juselius (2006, p.319):

�2xt D ’. Q“0 Qxt�1 C Q•0
�Qxt�1/C — Q£0� QXt�1 CˆDt C ©t ; ©t � Np.0;
/; (2)

where the number r of stationary polynomially cointegrating relations - the relations
within round brackets in (2) -, the number s1 of I(1) common stochastic trends and
the number s2 of the I(2) ones among the (p � r) non stationary components,
have been determined by the trace test. We started with the estimation of the
unrestricted model and, quite surprisingly, the iterative procedure converged to the

5A formal treatment of I(2) models and relative tests can be found in Johansen (1997).
6The second non rejection is just the case r D 3, (p � r/ D 1.
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final estimates in few iterations, while for any other choice for r , s1 and s2 the
number of iterations taken was really very high.

Before proceeding with the identification of the polynomially cointegrating
relations, we followed the approach adopted by Johansen et al. (2008), of testing
a set of non-identifying hypotheses.

First we tested the restriction whether a linear trend is needed in the sub-period
going from the beginning of 1993 to the end of 1998, but not in the following sub-
period, that is the deterministic trend characterizing the relations is just a broken
trend ending in 1998. This is a test of the hypothesis that the variables t and tDt�

have got the same coefficient with opposite sign since the beginning of 1999. The
results show that for each polynomially cointegrating relation the hypothesis is
largely accepted with an overall p-value D 0:296. This can be interpreted as a
clear signal that the convergence in the long-term bond yields has been achieved
by January 1999. After that date, the data show no significant linear trends and
the eventual deterministic components imply only that the equilibrium means are
different from zero. Then we tested separately four hypotheses, each of which, if
not rejected, implies that the variable in question is at most I(1). The hypothesis
was borderline rejected for German and for French yields, but strongly rejected for
Italian and for Spanish yields, implying that the last two variables can be considered
I(2), while the other two are only borderline I(2).

Another interesting hypothesis is the one of no long-run levels feed-back from
the variable considered, that is the variable is rather pushing the system than
adjusting. The testing results were such that the null hypothesis was accepted with a
p-value D 0:312 for the German long term bond yields and with a p-value D 0:134
for the French ones. As regards purely adjusting variables, Spanish yields seem such
a variable with a p-value D 0:696, while Italian yields are such only borderline, with
a p-value D 0:073.

Moving to the identification of the polynomially cointegrating relations, we were
interested to see whether relations between pairs of yields, corrected for short-run
dynamics and deterministic trends, could be considered stationary within the I(2)
model. Therefore, we identified the long-run structure by imposing the restrictions
that each vector making up the Q“matrix represents a relation between pairs of yields,
with a broken linear trend whose effect ends at the beginning of 1999. The LR
test statistic on the over-identifying restrictions gave the value ¦23 D 3:698, with a
p-value D 0:296, making the restrictions largely accepted. The estimated identified
dynamic long-run equilibrium relations are the following:

OQ“0
1 Qxt C OQ•0

1�Qxt D FRYLD10t � 1:119GEYLD10t � 0:0005t02W01W1999 C 0:0005t
C 3:111�GEYLD10C 3:481�FRYLD10C 5:307�ITYLD10

C 5:147�SPYLD10 � 0:646�t04W01W1999 C 0:793�t
OQ“0
2 Oxt C OQ•0

2�Qxt D ITYLD10t � 1:711GEYLD10t � 0:012t02W01W1999 C 0:012t
C 11:656�GEYLD10C 13:044�FRYLD10C 19:927�ITYLD10
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Fig. 4 The three polynomially cointegrating relations within I(2) model

C 19:319�SPYLD10 � 2:184�t04W01W1999 � 0:820�t
OQ“0
3 Oxt C OQ•0

3�Qxt D SPYLD10t � 1:659GEYLD10t � 0:009t02W01W1999 C 0:009t
C 10:329�GEYLD10C 11:558�FRYLD10C 17:647�ITYLD10

C 17:111�SPYLD10� 1:970�t04W01W1999 � 0:179�t

These equations show the existence of significant stationary relations between
Germany yields and any other country yields if in the same relations we allow for
the presence of differenced variables, that is the resulting polynomially cointegrated
relations need the differenced variables to become stationary. The estimated rela-
tions are plotted in Fig. 4.

If we compare this figure with Fig. 2, we can see the importance of the
differenced variables in making the cointegrating relations stationary over the
sample period.

We then identified the long-run structure by imposing the restrictions that each
vector making up the Q“ matrix represents a spread between pairs of yields, in
particular, a spread between German yields and any other country’s yields. The LR
test statistic on the over-identifying restrictions gave the value ¦26 D 10:571, with
a p-value D 0:103, making the restrictions still accepted. As the results in terms
of estimated identified dynamic long-run equilibrium relations, were very similar to
the relations already plotted in Fig. 4, we don‘t report them.
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Table 2 The estimated matrix of adjustment coefficients O’ and the estimated vector O’
?2. Bold

numbers denote coefficients significant at 5%

O’1 O’2 O’3 O’
?2

DDGEYLD �0:030 0.018 �0:020 1.000
DDFRYLD �0:076 0.018 �0:009 �0:494
DDITYLD 0.076 �0:070 0.040 �0:046
DDSPYLD 0.020 0.069 �0.100 �0:175

When trying to analyze the adjustment dynamics of the system, we have to
keep in mind that the adjustment structure embodied by the I(2) model is much
more complex than the one embodied by the I(1) model. Within the polynomially
cointegrating relations, if •ij“ij > 0, then the differences �xi;t are equilibrium
correcting to the levels xi;t�1. It is, therefore, interesting to note that first differences
in German, French, Italian and Spanish bond yields, are equilibrium correcting
to the levels of the normalized variable in each relation. Within the model, the
estimated O’ matrix contains information on the adjustment dynamics between�x2i;t
and the variables in levels and in differences, in particular if ’ij•ij < 0, then �x2i;t
is equilibrium correcting in �xi;t . As we can see from the values in Table 2, French
yields are significantly equilibrium correcting in the first relation, Italian yields
are significantly equilibrium correcting in the second and Spanish are equilibrium
correcting in the third, as expected.

From the table we can have interesting information also on the I(2) stochastic
trend component which can be considered as the driving force for the system. The
estimated vector O’?2 shows, in fact, that it is primarily the twice cumulated shocks
to the German long-term bond yields which have generated the I(2) stochastic trend.
A significant contribution has been given also by the twice cumulated shocks to the
French yields. This result confirms that the convergence process has been mainly
led by German long-term bond yields and in part by French yields, to which the
other yields have been adjusting. As regards the weights with which the I(2) trend
have influenced the variables, the results have shown that Italian and Spanish yields
were the most influenced, followed, in order, by French and German ones.

4 Conclusions

According to theory, the bond market unification process that we have analysed
would imply a single latent factor, that is a single common stochastic trend as a
driving force underlying the co-movements of yields of the same maturities across
different countries’ market. Analyzing weekly observations of long term bond yields
relative to France, Germany, Italy and Spain within the I(1) model we have detected
some clear signals that the convergence process is more complex than expected
and that, in order to investigate the empirical regularities behind the swings in the
series, we have to use an I(2) model. In fact, analyzing the observations within an
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I(2) model, we have found evidence of the existence of a common stochastic trend
given mainly by the twice cumulated shocks to the German long-term bond yields,
but also by the twice cumulated shocks to the French ones. Such results indicate
the importance of modelling the smoothing behaviour shown by the series in the
process of convergence using an approach which takes into accounts the curvature
of the co-movements in the series, as well as the level and the slope. As a conclusion,
it’s reasonable to state that the chosen I(2) approach has allowed a better modelling
of the convergence process than within the I(1) model, giving evidence to expected
characteristics that the I(1) model wouldn’t show.

Paper financed by PRIN/MIUR 2007: “Proprietà macroeconomiche emergenti
in modelli multi-agente: il ruolo della dinamica industriale e della evoluzione della
struttura finanziaria”
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Anthropogenic CO2 Emissions and Global
Warming: Evidence from Granger
Causality Analysis

Massimo Bilancia and Domenico Vitale

Abstract This note reports an updated analysis of global climate change and
its relationship with Carbon Dioxide (CO2) emissions: advanced methods rooted
in econometrics are applied to bivariate climatic time series. We found a strong
evidence for the absence of Granger causality from CO2 emissions to global
surface temperature: we can conclude that our findings point out that the hypothesis
of anthropogenically-induced climate change still need a conclusive confirmation
using the most appropriate methods for data analysis.

1 Introduction

There is an increasing evidence that global climate change is occurring during the
Anthropocene (Crutzen, 2002): this conclusion is strongly supported in the Fourth
Assessment Report of the Intergovernmental Panel on Climate Change (IPCC
2007), in which it is stated that the warming of the climate system is unquestionable,
considering the increase in global average land and sea surface temperatures and
the massive decrease of snow and polar ice extent, with the consequent rising of the
global average sea level. In the same report, eleven of the twelve years since 1995–
2006 were ranked among the warmest years since 1850; for global mean surface
temperatures an increase of 0.74ıC ˙ 0.18ıC (when estimated by a linear trend
over the last 100 years, 1906–2005) was reported. According to the IPCC panel, the
rate of warming over the last 50 years is almost double that over the last 100 years
(0.13ıC˙ 0.03ıC vs. 0.07ıC˙ 0.02ıC per decade).

Both authors conceived the study: Massimo Bilancia wrote Sects. 1 and 3 and Domenico
Vitale wrote Sects. 2 and 4.
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Even if controversies exist about the causes, many authors agree about the fact
that Carbon Dioxide (CO2) emissions play a positive and predominant role in global
climate warming. The perturbation to Radiative climate Forcing (RF) that has the
largest magnitude and the least scientific uncertainty is the one related to changes in
long-lived and well mixed GreenHouse gases (GHGs), in particular CO2, Methane
(CH4), Nitrous Oxide (N2O) and halogenated compounds (mainly Chlorofluorocar-
bons, CFCs). These conclusion are based on the data compiled by IPCC, which rec-
ommended expressions to convert GHGs variations with respect to 1,750 baseline
to instantaneous RFs; these empirical expressions were derived from atmospheric
radiative transfer models and generally have an uncertainty of about 10%, leading
to a value of 1.66 Wm�2 (Watt per Square Meter) for CO2 versus 0.48 Wm�2 for
CH4 (or 0.16 Wm�2 for N2O and even smaller values for CFCs, IPCC (2007)).

The hypothesized causal relationship between anthropogenic CO2 emissions and
global warming cannot be easily verified in practice, for the reason that it is difficult
to establish a feasible definition of causality in a non-experimental setting. Tests
based on the stochastic view of time series behavior are based on the assumption that
temporal ordering of events can be used to make an empirical distinction between
leading and lagging variables, a distinction which is the basis of the well-know
concept of causality that was introduced in Granger (1969). Assume that fUtg and
fZt g represent covariance-stationary time series, and let the information set It have
the form It D .Ut ; Zt ; Ut�1; Zt�1; : : : ; U1;Z1/: we say that fZt g is Granger causal
for fUtg with respect to It if the optimal linear predictor of UtCk based on It has
smaller variance for any forecasting horizon k than the optimal linear predictor of
UtCk based on .Ut ; Ut�1; : : : ; U1/. In other words fZt g is Granger causal for fUtg
if fZt g helps to linearly predict fUtg at some stage in the future. It is worth noting,
however, that Granger causality is not causality in a deep sense of the word: it just
suggests whether one thing happens before another or not. A breakthrough in causal
statistical analysis of global climatic time series occurred after Kaufmann and Stern
(1997), where Granger causality testing was applied by the first time; however, the
assumption that one or more unit roots are present in observed temperature and CO2

series requires careful testing and it is based on strong hypotheses (which means
that non-stationary volatility and structural breaks must be properly addressed):
the lack of consensus regarding the adequate representation of non-stationarities
obscures the possibilities of finding universally accepted statistical relationship
between global temperature and GHGs (Gay-Carcia et al. 2009). For these reasons,
in this paper we re-analyze the whole issue in the light of recent developments of
time series econometrics.

2 The Datasets

In order to test whether information about CO2 emissions may be useful to predict
global warming, we will use two distinct temperature dataset: this approach is a
sort of sensitivity analysis, for the reason that it is a safeguard against inaccuracies
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that might have been introduced in the data and that could bias the results. The
first one is the gridded HadCRUT3v temperature anomaly (relative to the 1961–
1990 reference period means) time series based on land and marine data, discussed
in Brohan et al. (2006): global annual time-series are produced by averaging the
gridded data.

The second dataset is the global annual temperature index (anomalies relative
to the 1951–1980 base period) derived from the NASA Goddard Institute for Space
Studies (GISS) temperature gridded dataset (Hansen et al., 1999): the raw input data
for the land component are the unadjusted data from the Global Historical Climato-
logical Network (Peterson and Vose, 1997), United States Historical Climatological
Network (USHCN) data and Scientific Committee on Antarctic Research (SCAR)
data from Antarctic Stations.

Finally, the Carbon Dioxide Information Analysis Center (CDIAC) annual global
CO2 emission data were estimated on the ground of summary compilation of coal,
brown, peat and crude oil by nation and year, and data about fossil fuel trade,
solid and liquid fuel imports and exports (Boden et al., 2009). The 1950 to present
CO2 emission estimates are derived primarily from energy statistics published by
the United Nations using the methods introduced in Marland and Rotty (1984).
Data from the U.S. Department of Interior’s Geological Survey were used to
estimate CO2 emitted during cement production. Further details on the contents and
processing of the historical energy statistics are provided in Andres et al. (1999).
The three time series used throughout our statistical analyses (covering the 1880–
2007 period) are shown in Fig. 1.
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Fig. 1 Global temperature anomalies and CO2 emission series (see the text for further details)
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3 Unit Root Testing

Our approach considers testing for Granger causality in a stationary VAR model
(see Sect. 4): as we said in Sect. 1, the obvious primary precondition is that data
must be a realization from a covariance stationary process, which means that the
first and second statistical moments of each variable do not vary with time.

For dealing with non-stationarities in mean, assuming that the series fYtg
contains at most one unit root, we test for the order of integration by exploiting the
Augmented Dickey-Fuller machinery (ADF, Wolters and Hassler (2005)). The test
equation in the presence of a deterministic time trend is given by the following trend-
stationary AR(p) process, reparametrized according to the Sims–Stock–Watson
canonical form

�Yt D ˛ C ıt C 	Yt�1 C
p�1X
jD1

�j�Yt�j C j (1)

with Gaussian i.i.d. innovations for small samples. Test for the pair of hypothesis
H0 W 	 D 0 versus H1 W 	 < 0 is based on the t-statistic from an ordinary
least squares estimation of (1): it is well known that the limiting distribution of
the t-statistics is nonstandard and that it can be expressed as a suitable functional of
standard Brownian motion on Œ0; 1� (last, but not least, it depends on deterministic
terms included in the test regression under H0). Critical values for small samples
have been simulated, among the others, in Davidson and MacKinnon (1993).
Order selection of lagged differences was based on three different criteria: (a) the
deterministic (Schwert) rule introduced in Schwert (1989), where p � 1 D
intfc.T=100/1=dg with c D 4 and d D 4; (b) Akaike and Bayesian Information
Criteria (AIC and BIC respectively), which are data-dependent rules that allow to
choose model order by minimizing an objective function that trades off parsimony
against goodness of fitting (see Lütkepohl (2006) for a detailed exposition of such
criteria); (c) the General-to-Specific (GtS) scheme discussed in Ng and Perron
(1995). Since the hypothesis that the stochastic process generating each series is
driven by at most k D 2 unit roots cannot be excluded by visual inspection (see
Fig. 1), we followed the principle stated in Dickey and Pantula (1987) (see also
Haldrup and Lildholdt (2002)), in which the null hypothesis of k unit roots against
the alternative of k�1 unit roots is shown to be a winner (in terms of simplicity and
power) versus a sequence of unit root tests in the traditional order. For these reasons
we tested I(2) versus I(1) first by applying the test regression (1) to �2Yt , and then
I(1) versus I(0) if I(2) versus I(1) test rejects.

Another key problem in unit root testing is that tests are conditional on the
presence of deterministic regressors and test for the presence of deterministic
regressors are conditional to the presence of unit roots: as too few or too many
deterministic regressors may dramatically reduce the power, each test was carried
out according to the sequential procedure introduced in Dolado et al. (1990) and
popularized in (Enders, 2003; Pfaff, 2008).
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Table 1 Results of the ADF unit root test for the HadCRUT3v temperature series: only the final
model, chosen according to the Dolado’s procedure, is reported

Deterministic
terms

Lag length
selectiona

Lag length
(p � 1)

Test statistics 5% Crit. Val.

I(2) versus I(1) – HadCRUT3v
˛ C ıt Schwert 4 �t D �7:1026 (H0 W 	 D 0 given

ı D 0)
�3:43

˛ C ıt BIC 1 �t D �11:395 (H0 W 	 D 0 given
ı D 0)

�3:43
˛ C ıt AIC 1 �t D �11:3950 (H0 W 	 D 0 given

ı D 0)
�3:43

˛ C ıt GtS 2 �t D �10:0483 (H0 W 	 D 0 given
ı D 0)

�3:43
I(1) versus I(0) – HadCRUT3v
None Schwert 4 � D �0:8355 (H0 W 	 D 0) �1:95
˛ C ıt BIC 1 �t D �3:9842 (H0 W 	 D 0 given

ı D 0)
�3:43

˛ C ıt AIC 1 �t D �3:9842 (H0 W 	 D 0 given
ı D 0)

�3:43
None GtS 3 � D �0:6929 (H0 W 	 D 0) �1:95
a

Legend: GtS D General-to-Specific

Results for the HadCRUT3v temperature datasets are given in Table 1: by repeat-
edly applying the ADF test inside the steps prescribed by the Dolado’s algorithm, we
can conclude that first differences �Yt may be described by ARMA(p,q) process
that can be approximated by an AR(p) autoregressive structure of suitable order.
Once a tentative lag was determined, diagnostic checking of test regression residuals
was conducted (numerical results are available by the authors upon request):
the AIC and BIC lag length selection criteria did not permit to appropriately
capture the actual error process (so that the standard error of 	 could not be
consistently estimated), unlike the Schwert method which suggests that p � 1 D 4

lags have to be used in the test regression, or the GtS procedure which prescribes
p � 1 D 3 ensuring as much uncorrelated residuals. Similar inferences apply to
the GISS temperature series: the Schwert method gives appropriate results by
choosing p � 1 D 4 to take account of serial correlation in the disturbances
(Table 2).

Results concerning the CO2 series are slightly less stable: we conclude that
(Table 3) first differences are stationary with non zero drift. The Schwert method
reasonably accounts for serial correlation with p � 1 D 4, but a mild-to-moderate
ARCH effect up to ` D 5 lags is undoubtedly present in the I(1) versus I(0)
test regression residuals (see Table 4). It is worth noting that both AIC and BIC
criteria lead to the conclusion that the driving process is difference-stationary around
a linear trend: anyway, the chosen number of lags (p � 1 D 1) resulted to be
inadequate to control for serial correlation.

Testing for unit roots in the presence of ARCH/GARCH residuals is notoriously
difficult: some powerful results are given in Phillips (1987), where mild forms
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Table 2 Results of the ADF unit root test for the GISS temperature series: only the final model,
chosen according to the Dolado’s procedure, is reported

Deterministic
terms

Lag length
selectiona

Lag length
(p � 1)

Test statistics 5% Crit. Val.

I(2) vs. I(1) – GISS Temp
˛ C ıt Schwert 4 �t D �7:8691 (H0 W 	 D 0 given

ı D 0)
�3:43

˛ C ıt BIC 1 �t D �11:9301 (H0 W 	 D 0 given
ı D 0)

�3:43
˛ C ıt AIC 1 �t D �11:9301 (H0 W 	 D 0 given

ı D 0)
�3:43

˛ C ıt GtS 4 �t D �7:8691 (H0 W 	 D 0 given
ı D 0)

�3:43
I(1) vs. I(0) – GISS Temp
None Schwert 4 � D �0:1162 (H0 W 	 D 0) �1:95
˛ C ıt BIC 1 �t D �4:2303 (H0 W 	 D 0 given

ı D 0)
�3:43

˛ C ıt AIC 1 �t D �4:2303 (H0 W 	 D 0 given
ı D 0)

�3:43
None GtS 3 � D �0:0045 (H0 W 	 D 0) �1:95
a

Legend: GtS D General-to-Specific

Table 3 Results of the ADF unit root test for the CO2 emission series: only the final model, chosen
according to the Dolado’s procedure, is reported

Deterministic
terms

Lag length
selectiona

Lag length
(p � 1)

Test statistics 5% Crit. Val.

I(2) versus I(1) – CO2

˛ C ıt Schwert 4 �t D �4:6698 (H0 W 	 D 0 given
ı D 0)

�3:43
˛ C ıt BIC 1 �t D �6:7462 (H0 W 	 D 0 given

ı D 0)
�3:43

˛ C ıt AIC 1 �t D �6:7462 (H0 W 	 D 0 given
ı D 0)

�3:43
˛ C ıt GtS 2 �t D �4:6204 (H0 W 	 D 0 given

ı D 0)
�3:43

I(1) versus I(0) – CO2

˛ Schwert 4 z D 3:0323 (H0 W 	 D 0 given
˛ ¤ 0)

p > 0:99

˛ C ıt BIC 1 z D 0:3079 (H0 W 	 D 0 given
ı ¤ 0)

p > 0:62

˛ C ıt AIC 1 z D 0:3079 (H0 W 	 D 0 given
ı ¤ 0)

p > 0:62

˛ C ıt GtS 1 z D 0:3079 (H0 W 	 D 0 given
ı ¤ 0)

p > 0:62

a

Legend: GtS D General-to-Specific
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Table 4 Testing for the presence of ARCH effects in the residuals of the test regression of each
final model (chosen according to the Dolado’s procedure)

Test Lag length selectiona ` D 5 ` D 10 ` D 15 ` D 20

CO2

I(1) vs I(0) Schwert 0.0469 0.2399 0.4224 0.6807
I(1) vs I(0) BIC 0.0130 0.1689 0.2178 0.5574
I(1) vs I(0) AIC 0.0130 0.1689 0.2178 0.5574
I(1) vs I(0) GtS 0.0130 0.1689 0.2178 0.5574
a

Legend: GtS D General-to-Specific

of unconditional heteroscedasticity are allowed as long as these residuals vanish
asymptotically, satisfy a weak dependence condition (strong mixing) and the finite-
ness of the fourth moment is warranted. Unfortunately, if we assume a GARCH(1,1)
disturbance futg in the test regression (1) i.e.

ut D tht
ht D

q
! C �12t�1 C ˇ1ht�1 (2)

with !; �1; ˇ1 > 0 to warrant the existence of conditional variance (in addition
Boussama (1998) proves that under mild regularity conditions from the standard
assumption �1Cˇ1 < 1 follows that futg is strictly stationary and strongly mixing),
the finiteness of the fourth moment is clearly a more restrictive requirement. The
adjusted Phillips and Perron Z.��/ test conducted with a test regression where the
only drift term is present confirmed the existence of a unit root (Z.��/ D 0:8954,
5% critical value �2.88), but the finiteness of the fourth moment is necessary in
this case as well (Phillips and Perron, 1988). Anyway, assuming as reasonable the
existence of at most one unit root (as the I(2) versus I(1) tests are likely to be valid),
we produced a covariance-stationary fZtg series by assuming the following model
obtained from (1) conditionally to 	 D ı D 0

�Yt D ˛ C
p�1X
jD1

�j�Yt�j C ut

ut � GARCH.1; 1/ (3)

with p�1 D 4, and filtering the time-varying conditional volatility in the following
way

Zt D �Yt=ht (4)

Standardized residuals from the AR(4)/GARCH(1,1) model (3) showed good
properties (no significant autocorrelations or ARCH effects were found): filtered
series Zt is shown in Fig. 2. It is worth noting that the physical meaning of our
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Fig. 2 Raw �CO2 (top) and AR(4)/GARCH(1,1) filtered �CO2 series (bottom)

method is, at present, unknown: we don’t know whether short term cycles in the CO2

levels with varying amplitudes exist and may be justified on the ground of human
activities (e.g. economic cycles), or estimation based on indirect proxies introduces
some artifacts in the data.

4 Testing for Granger Causality

The implications of Granger causality can be expressed in a form that is feasible
for direct statistical testing; for example, fZt g fails to Granger-cause fUtg if in a
bivariate stationary VAR(m) (Vector AutoRegression) describing fUtg and fZtg the
coefficient matrices are lower triangular (Lütkepohl, 2006)

�
Ut
Zt

�
D
�
c1
c2

�
C
�
�11;1 0

�21;1 �22;1

� �
Ut�1
Zt�1

�
C � � � C

�
�11;m 0

�21;m �22;m

� �
Ut�m
Zt�m

�
C
�
1t
2t

�

(5)

for the reason that under this condition it follows that

Ut.kjf.Us;Zs/js � tg/ D Ut.kjfUsjs � tg/; k D 1; 2; 3; : : : (6)

where Ut.kjIt / is the best linear predictor of Ut at horizon k given the information
set available at time t .
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Even if a variety of Granger causality tests have been proposed, a simple
approach uses directly the autoregressive specification (5): assuming a particular
lag-length m and given the information set It D .Ut ; Zt ; Ut�1; Zt�1; : : : ; U1;Z1/,
we estimate by OLS the following (unrestricted) linear model

Ut D c1 C ˛1Ut�1 C ˛2Ut�2 C � � � C ˛mUt�m
C ˇ1Zt�1 C ˇ2Zt�2 C � � � C ˇmZt�m C t (7)

where t is an i.i.d. disturbance. The zero constraints for coefficients translate into
the null hypothesis H0 W ˇ1 D ˇ2 D : : : D ˇm D 0, which may be tested by
means of a standard F statistics having an exact F distribution for fixed regressor
and Gaussian disturbances. For lagged dependent regressors an asymptotically
equivalent test is given by Hamilton (1994)

F ? D T .RSS0 � RSS1/

RSS1
(8)

for a time series of length T , where RSS0 and RSS1 are the residual sum of squares
respectively under the restricted (under H0) and the unrestricted model (7): under
the null hypothesis we have that F ? ! �2m. Finally, it must be carefully taken
into account the fact that any empirical test of Granger causality is very sensitive
to the choice of the lag length m or the method used to deal with the potential non
stationarity of the series (Christiano and Ljungqvist, 1988).

As in the previous section, the lag length m was estimated according to several
data-dependent criteria such as the AIC and the BIC, the HQ (Hannan-Quinn)
and the FPE (Final Prediction Error) (see Pfaff (2008) for more details). To verify
whether model assumptions are satisfied or not, for each VAR(m) model we tested
for the absence of serial correlation (Portmanteau test) and time-varying conditional
volatility (multivariate ARCH test) (Pfaff, 2008). Given the model selection results
(available by the authors upon request) we tested for Granger causality at lags
m D 3; 5 and m D 3; 6 for the two pair of series respectively. For feedback
assessment, we assumed the global temperatures as the leading variable. The test
results are shown in Table 5: high p-values suggest a strong evidence for the absence
of causality from CO2 emissions to global surface temperatures.

We do not intend to question in a radical way the idea, now widely acquired,
that CO2 emissions are causing a rise in global temperature. Rather, we emphasize
that the analysis of deterministic and stochastic properties of global climatic
time series is complex; an alternative to our point of view is contained in Liu
and Rodriguez (2005), where a structural analysis of cointegration between the
temperatures and anthropogenic forcings is presented. However, even in this case,
the correct identification of the order of integration is essential: it is a well known
fact that estimation and hypothesis testing in a non-stationary VAR model in which
variables are at most I(1) becomes quite different when these variables can be
considered as at most I(2). The presence of non stationary conditional volatility
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Table 5 Results of the Granger causality test. Here Zt 7! Ut means that Zt is a
lagging and Ut is a leading variable: the null hypothesis is that the past values of Zt
are not useful to predict the future values of Ut
Null Hypothesis Lag length m p-value

HadCRUT3v and filtered CO2 first differences

CO2 7! HadCRUT3v 3 0.8206
HadCRUT3v 7! CO2 3 0.3852
CO2 7! HadCRUT3v 5 0.4164
HadCRUT3v 7! CO2 5 0.2188

GISS Temp and filtered CO2 first differences

CO2 7! GISS Temp 3 0.8192
GISS Temp 7! CO2 3 0.2696
CO2 7! GISS Temp 6 0.1382
GISS Temp 7! CO2 6 0.3193

makes the task even more difficult: to ensure that the VAR model used in Sect. 4
is not inconsistent for data description, future research will address the issue of the
presence of cointegration in the framework of the error correction model with non
stationary volatility recently proposed in Cavaliere et al. (2010). Therefore, for the
foreseeable future, the interchange between developments of econometric theory
and climatology will provide significant advantages and exciting developments.
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Temporal and Spatial Statistical Methods
to Remove External Effects
on Groundwater Levels

Daniele Imparato, Andrea Carena, and Mauro Gasparini

Abstract This paper illustrates a project on monitoring groundwater levels elabo-
rated jointly with officers from Regione Piemonte. Groundwater levels are strongly
affected by external predictors, such as rain precipitation, neighboring waterways or
local irrigation ditches. We discuss a kriging and transfer function approach applied
to monthly and daily series of piezometric levels to model these neighboring effects.
The aims of the study are to reconstruct a groundwater virgin level as an indicator
of the state of health of the groundwater itself and to provide important regulatory
tools to the local government.

1 Introduction

This work is a description of an ongoing project on groundwater monitoring, a
joint effort with the environmental department of Regione Piemonte, the local
government of a large part of Northwestern Italy.

Water located beneath the ground surface in the fractures of lithologic formations
and in soil pore spaces is called groundwater. It is generally recharged from, and
eventually flows to, the surface naturally.

Groundwater is drawn and used for agricultural and industrial purposes by
means of extraction wells. Thus, groundwater monitoring is an important issue in
upcoming environmental legislation and governance. The regulatory framework is
given, within the European Union (EU), by European Union (2006), which states:
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Department of Economics, Università dell’Insubria, via Monte Generoso, 71 21100 Varese, Italy
e-mail: daniele.imparato@polito.it

A. Carena � M. Gasparini
Department of Mathematics, Politecnico di Torino, C.so Duca degli Abruzzi 24, 10129 Torino,
Italy
e-mail: andrea.carena@studenti.polito.it; mauro.gasparini@polito.it

A. Di Ciaccio et al. (eds.), Advanced Statistical Methods for the Analysis
of Large Data-Sets, Studies in Theoretical and Applied Statistics,
DOI 10.1007/978-3-642-21037-2 22, © Springer-Verlag Berlin Heidelberg 2012

241

daniele.imparato@polito.it
andrea.carena@studenti.polito.it
mauro.gasparini@polito.it


242 D. Imparato et al

Groundwater is a valuable natural resource and as such should be protected from deteri-
oration and chemical pollution. This is particularly important for groundwater-dependent
ecosystems and for the use of groundwater in water supply for human consumption.

and it is used to set guidelines for local governments.
Groundwatering is a complex phenomenon in which different external variables

are involved, primarily the presence of other water sources, rain precipitation and
evapotranspiration. In order to make correct decisions, the contribution of such
natural predictors should be identified at some point. Due to the geography of the
area and the locations of the monitoring stations considered, in this project the
level of neighboring rivers and rain precipitations are taken as the most important
predictors of groundwater levels. The aim of this exercise is to reconstruct a
groundwater “virgin” level as an indicator of the state of health of the groundwater
itself, by removing the effects of the external predictors which, from a theoretical
standpoint, are viewed as confounders of the underlying level.

To this end, a transfer function approach, based on the observation of neighboring
rivers and rain precipitation, is chosen in order to isolate and quantify the influence
of predictors on groundwater levels. Different models, with and without the effect
of the predictors, are then estimated.

It should be noted that the way predictors affect the groundwater basin strictly
depends on the area considered, that is, on its geography, on the soil characteristics,
on the basin depth, and so on. Depending on the basin conformation, the effects of
groundwater levels may develop over different time lags and time scales. Moreover,
different time scales may capture different modes of action of the predictors on
the groundwater. Therefore, two classes of statistical models are estimated in this
project: the first on a monthly and the second on a daily time scale. Selected
examples of the two classes of models are presented in this paper. The examples
bring us to conclude that the daily time scale captures immediate local natural
phenomena, whereas the monthly scale is more appropriate for modelling effects
on a larger scale, such as the influence of the whole hydrographic basin.

In Sect. 2, results are shown for some monitoring stations where the effects of
predictors are estimated on a monthly scale. Then, an example of daily scale is
discussed in Sect. 3, with application to a portion of the Po river plain.

As for the predictors, the values of the neighboring waterways are observed
directly, whereas cumulative rain amounts are calculated based on point precipi-
tation data at the rain monitoring stations. The reconstruction is done through a
kriging prediction approach described in Sect. 3.

2 Data Analysis on a Monthly Scale

A piezometer is a special artificial well designed to measure the underground height
of groundwater and it represents the core of a monitoring station. It consists of a
small-diameter observation well, which is able to measure the water-table level, that
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is, the depth at which soil pore spaces become completely saturated with water.
Piezometric levels are conventionally measured on a negative scale, where zero
denotes the ground-level.

Since 2004, Regione Piemonte has been rapidly increasing the number of
piezometers throughout its area, in order to capture information about groundwater
resources and comply with the above mentioned EU regulations.

2.1 Data Pre-processing

On a monthly scale, rain effects are generally found not to be significant and the
analysis in this section concerns mainly piezometers which can be found near
waterways and are primarily affected by them. The waterways turn out to be rivers
in all cases we consider.

Piezometric measurements are recorded irregularly, that is, the number of
measurements available per day has been changing through the years. Moreover,
piezometers are rather fragile tools, so that measurements may not be available
for several days. We consider therefore monthly time series of groundwater levels
derived from the original series by averaging the data observed in a given month.
Neighboring river level time series are processed in the same way.

Several statistical issues arise, since many observed series still present missing
values and appear to be highly nonstationary. For example, the Montecastello
groundwater time series still shows a long period of missing values even after the
monthly averaging operation. Imputation of missing data is required. We use here
single imputation based on the correlated time series of the river Tanaro levels,
which is used as a predictor with different time-lags in a linear regression model.
The reconstruction obtained can be found in Fig. 1.

The levels of the neighboring river will be used again in the transfer function
approach described in the next section; this double use of the data is an inevitable
weakness of the procedure. However, this kind of imputation is preferred to other
proposed methods based on ARIMA and state space models, that give less realistic
reconstructions (not shown here).

Following a standard approach in time series analysis, we finally take first and/or
second differences, according to need, to achieve stationarity of all time series
involved.

2.2 Modelling the Effects of Neighboring Waterways
via Transfer Function Models

Let .Yt / be the monthly time series of groundwater piezometric levels and let
.Xt/ be the time series of the corresponding levels of the next waterway, once the
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Fig. 1 Pre-processing of Montecastello piezometric levels: monthly missing value imputation
(pointed line) via regression on the Tanaro river levels

pre-processing steps described in the previous section have been taken. We assume
.Xt/ and .Yt / are regularly spaced stationary time series and we follow a transfer
function approach. Define the lag operator B.Xt / D Xt�1. A linear relationship is
postulated between the two processes through a linear filter, that is

Yt D
1X
sD0

�sXt�s CNt WD H.B/Xt CNt (1)

where H.B/ D !.B/=ı.B/ is the ratio of two finite degree polynomials in B and
.Nt/ is the error process (not necessarily a white noise), representing the part of Yt
which cannot be explained by a linear relationship with .Xt/. The two processes
.Nt/ and .Xt / are assumed uncorrelated to each other. Notice that the presence of
ı.B/ is equivalent to using .Yt / lags. Identification and estimation for model (1) is
described, for example, in Battaglia (2007). The number of significant time lags
in the model is determined by pre-whitening both .Xt/ and .Yt / through ARMA
modelization of the input series and through the evaluation of the corresponding
residuals for both series. Next, the appropriate transfer function is identified using
the sample cross-correlation between such residuals.

As an example, let us consider here the results concerning the Carignano station.
Written in an equivalent way, the final model (1) estimated for this case is
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Yt D 0:47.1C B/Xt C .1C 0:35B/et ; (2)

where .Xt/ denotes the times series of the Po river levels next to Carignano and .et /
is a white noise. Notice that the error component of our fitting is

.Nt/ D .1C 0:35B/et ;

a moving average of an independent white noise process.
In order to remove the river effect on groundwater levels, the following proxy

process QYt is then considered:

QYt D .1C 0:35B/ Oet ; (3)

where Oet are the fitted residuals from model (2). Finally, the proxy QYt is integrated in
order to get groundwater virgin levels, in which the Po immediate effects have been
removed. A new trend component is finally estimated from such a series through
a LOWESS regression. LOWESS is a more empirical but less rigid approach than
other methods based on low degree polynomial interpolation. It is chosen to show
trends easily interpretable by practitioners. A comparison between the original trend
component and this new one can be seen in Fig. 2.
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Fig. 2 Carignano piezometer: comparison between original trend (dashed line) and virgin trend
without the Po effect (pointed line): fluctuation effects due to the river have been removed
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3 Data Analysis on a Daily Scale

The AL04 area, sketched in Fig. 3, includes a plain between the two rivers Orba
and Scrivia where the city of Alessandria is located.

The aim of this part of the study is to discuss both rain and river effects on
piezometric measurements in the AL04 area and to reconstruct the underlying
hydrological virgin level for groundwater upon removal of these effects.

The groundwater here is measured by 8 different piezometers, while rain
precipitations are measured by 5 rain gauges scattered in the region. The area
also contains several rivers, the levels of which are measured by 7 river gauges. The
AL04 area is chosen because it exhibits a fairly regular time series of piezometric
levels, without many missing data.

3.1 The Al04 Study: Rain Predictions Based on Kriging

As it appears reasonable to geological experts, the effect of a single rain gauge
station, even when located next to the groundwater station, is negligible, due to the

Fig. 3 The Al04 area: the groundwater basin of the daily scale study. 8 piezometers (star), 5 rain
gauges (circle) and 7 river gauges (bul let )
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particularly large hydrographic basin considered. To obtain a more relevant analysis,
cumulative rain measurements over the whole basin must be taken into account.

In order to catch the rain effects on the piezometric levels, the study is conducted
at a daily scale. Rain data are collected daily from the 5 rain gauges – as they have
been collected regularly for many years. However, to find a cumulative measure of
rain precipitation, a kriging reconstruction over the whole area is necessary.

Kriging is a statistical tool used to make predictions on unobserved space points
and, more generally, to estimate the surface of the values taken by a variable of
interest over a region. The methodology, first proposed in the 1950s by the mining
engineer Krige, is still widely used because of its ability to fit suitably the prediction
surface on the area considered, no matter what the geometric locations of the point
observations are.

The spatial approach described in Diggle and Ribeiro (2007) is used to recon-
struct the rain surface of the AL04 region. LetR.x; y/ denote a stationary Gaussian
process with constant mean �0 and variance �2 describing the true underlying
rain precipitation at point .x; y/ in AL04. The region is assumed to be a two-
dimensional portion of the plane, due to its small size (relative to earth diameter) and
to its flatness. For the same reasons, no spatial trend specification is required. The
spatial correlation structure of the process is modeled through the Matérn correlation
function

�.d I k; �/ D .d=�/kKk.d=�/f2k�1� .k/g�1;
where Kk.�/ denotes the second order modified Bessel function and k and �

represent the shape and scale parameters, respectively.
The rain gauges in the region provide observable variables Zi , i D 1; : : : ; 5, the

point rain levels. By applying a Box-Cox transformation, the following model is
considered for them: p

Zi WD yi D R.xi ; yi /CNi ;
where Ni are i.i.d. normal random variables N .0; �2/ and �2 represents the
so-called nugget effect. This implies that the random vector Œy1; : : : ; y5� is multi-
variate Gaussian:

y �MN .�; �2H.�/C �2I /;
where � WD Œ�0; : : : ; �0� is a constant vector,H is a function of the scale parameter
� and I is the identity matrix.

Unlike other work regarding rain prediction, such as Ravines et al. (2008), in
our case the small number of rain gauges available in the region does not allow
for a graphical analysis of empirical variograms in order to estimate the model
parameters. We estimate instead these parameters by maximizing the likelihood

L.�; �2; �2; �jy/ D �1=2fn log.2�/C log.j�2H.�/C �2I j/C

C.y � �/T .�2H.�/C �2I /�1.y � �/g:
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Once parameters have been estimated, the ordinary kriging method is used
to predict the observed rain precipitation levels on a regular grid of AL04. The
ordinary kriging predicts a rain value OR.x; y/ at the point .x; y/ as a solution to the
following constrained minimum problem:

8<
:

min EŒf OR.x; y/ �R.x; y/g2�
sub OR.x; y/ DPi wi .x; y/zi
sub

P
i wi .x; y/ D 1:

As a result, with the ordinary kriging the prediction is expressed as a weighted linear
combination of the point observations, in such a way to minimize the mean squared
prediction error. Moreover, the mathematical constraint that the weights must sum
to one allows us to make spatial predictions without estimating the mean process
�0. In our case, such an estimation would not be reliable due to the small number of
rain gauges. Finally, cumulative rain values for the whole area are obtained through
two-dimensional integration of the predicted surface along the whole domain. The
sample mean of all the predicted values of rain levels on the regular grid gives a
good approximation of this integral.

3.2 Modelling the Joint Effects of Rain and Neighboring Rivers

A pre-processing plus transfer function approach, similar to the one described in
Sect. 2, is now used in order to remove the effects of external predictors for the
piezometers in AL04.

As a first example, the results concerning the piezometer near Tortona is shown in
Fig. 4, where the observed piezometric levels are compared with the reconstructed
piezometric levels, after removal of the rain effects. No near waterway is found
to be a relevant predictor in this case. Let .Yt / and .Wt/ represent, respectively,
the pre-processed series of the piezometric levels near the city of Tortona and the
series of cumulative rain precipitations, reconstructed with the methods described
in Sect. 3.1. The resulting estimated model is

Yt D 0:013Wt C 0:008Wt�1 C �t ;

where �t is the residual time series of the model. This time series represents the
reconstructed virgin model, as described in Sect. 2.

A second model is discussed for the piezometer near the village of Lobbi. In
this case, the river Tanaro is found to be a significant predictor, to be added to the
cumulative rain amounts, providing the final estimated model

Yt D 0:00082Wt C 0:04201Xt � 0:04186Xt�1C "t ;
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Fig. 4 Tortona piezometer: comparison between daily trend of the piezometric levels (solid line)
and virgin trend without rain effects (dashed line)

where, Xt is the time series of Tanaro, preprocessed in a similar way, and "t is the
residual term, which is interpreted as the final virgin level.

The results are shown in Fig. 5, in which the observed piezometric levels are
plotted together with different reconstructed trends. Trends are estimated based
on the reconstructed piezometric levels using a LOWESS interpolation. The
dashed trend refers to the model in which only the rain effect was removed;
the dashed-pointed one was obtained by removing the Tanaro effect; finally, the
pointed one is the reconstructed “virgin” trend, where both the effects are removed.
From a geological point of view, an interesting similarity seems to hold between
the estimated groundwater virgin levels obtained in this way and the so-called
exhaustion curves of water springs.

4 Discussion

In this paper we describe the statistical modelling of hydrological external contri-
butions to groundwater levels through a transfer function approach. To this end,
the neighboring rivers and rain precipitations are considered as the main predictors.
Removing these external contributions in order to restore a virgin groundwater level
makes our work different from other literature. Groundwater time series are widely
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Fig. 5 Lobbi piezometer: comparison between different trend reconstructions of the piezometric
levels: original trend (solid line), without rain (dashed line), without Tanaro river (dashed-pointed
line), without both rain and Tanaro (pointed line)

discussed in Ravines et al. (2008), where a Bayesian approach is taken, and in
Yi and Lee (2004). In the latter, a Kalman filtering approach is used on irregularly
spaced data to regularize the original time series. In both references, very different
geographical and hydrological situations are considered.

In Sect. 2, the monthly scale study is considered and only the river effect is found
to be of some interest. As can be argued from Fig. 2, the new estimated trend appears
smoother than the original one: fluctuation effects due to the biological rhythm of
the Po river have been successfully removed.

In order to deal instead with local rain effects, the daily scale is considered in
Sect. 3. In this case, when rain and river contributions are removed, the estimated
trend shows a significantly slow and continuous exhaustion of the groundwater
levels, similar to exhaustion curves of water springs. From the study of these curves,
the health of the groundwater can be evaluated more accurately. This analysis
depends on many factors, such as the geological conformation and the hydrological
network near the piezometer. In fact, the Tortona example shows a faster decay of
the virgin level than the Lobbi case, where a similar effect is evident only after a
two-year monitoring. Moreover, the Lobbi piezometer shows a stronger seasonality
than in Tortona. This is due to the presence of the nearby river, and, probably, to a
more complex hydrological underground equilibrium.

The statistical exercise presented here is the starting point for several possible
actions the local government could take, according to EU guidelines:

• Construction of reliable nowcasting predictions: according to the geological
officers involved, alarm thresholds for such predictions may be discussed, aimed
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at building semi-automatic procedures for controlling locally the health of the
groundwater, in a way similar to on line process control in industrial quality
control.

• Careful modelling of the local water cycle: stochastic models could be built to
replace more rigid existing deterministic models based on partial differential
equations.

• Improved control over private irrigation: the incumbency of water depletion may
suggest that actions be taken to discourage private tapping.
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Reduced Rank Covariances for the Analysis
of Environmental Data

Orietta Nicolis and Doug Nychka

Abstract In this work we propose a Monte Carlo estimator for non stationary
covariances of large incomplete lattice or irregularly distributed data. In particular,
we propose a method called “reduced rank covariance” (RRC), based on the
multiresolution approach for reducing the dimensionality of the spatial covariances.
The basic idea is to estimate the covariance on a lower resolution grid starting from
a stationary model (such as the Mathérn covariance) and use the multiresolution
property of wavelet basis for evaluating the covariance on the full grid. Since this
method doesn’t need to compute the wavelet coefficients, it is very fast in estimating
covariances in large data sets. The spatial forecasting performances of the method
has been described through a simulation study. Finally, the method has been applied
to two environmental data sets: the aerosol optical thickness (AOT) satellite data
observed in Northern Italy and the ozone concentrations in the eastern United States.

1 Introduction

The analysis of many geophysical and environmental problems requires the applica-
tion of interpolation techniques based on the estimation of covariance matrices. Due
to the non stationary nature of the data and to the large size of the data set it the usual
covariance models can not be applied. When the spatial dimension of the sample is
very large, the operations of reducing the size of covariance matrices need to be
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applied to make their calculation feasible. Many approaches have been proposed in
literature, mainly based on multiresolution analysis, on tapering methods or on the
approximating the likelihood function (Cressie and Johannesson 2008; Matsuo et
al. 2008; Zhang and Du 2008; Banerjee et al. 2008; Fuentes 2007; Stein 2008).

In this work we proposed a non parametric method for computing the covariance
matrices of massive data sets based on the multiresolution approach introduced
by Nychka et al. (2003). In particular, this method is based on the wavelet
decomposition of covariance matrix as follows.

Let y be them data points of the field on a fine grid and˙ the (m�m) covariance
matrix among grid points. By the multiresolution approach (Nychka et al. 2003),
a spatial covariance matrix˙ can be decomposed as

˙ DWDW T DWHHTW T (1)

where W is a matrix of basis functions evaluated on the grid, D is the matrix of
coefficients, H is a square root of D, and the apex T denotes transposition. Unlike
the eigenvector/eigenvalue decomposition of a matrix, W need not be orthogonal
andD need not be diagonal. Since for massive data sets˙ may be very large, some
authors (Nychka et al. 2003) suggested an alternative way of building the covariance
by specifying the basis functions and a matrix H . The basic idea of this work is to
estimate in a iterative way the matrix H on a lower resolution grid starting from
a stationary model for ˙ . The evaluation of the wavelet basis on a fine grid in (1)
provides a reduced rank covariance matrix.

The method can be used for the estimation of covariance structures of irregularly
distributed data points and lattice data with many missing values.

In this paper, the multiresolution method based on the reduced rank covariance is
applied to two environmental data sets: the AOT satellite data (Nicolis et al. 2008)
and to daily ozone concentrations (Nychka 2005).

Next section discusses the multiresolution approach for the analysis of obser-
vational data. Section 3 describes the Reduced Rank Covariance (RCC) algorithm
for the estimation of conditional variance in large data sets. Section 4 shows some
simulation results. Applications to satellite and ozone data are described in Sect. 5.

2 Modelling Observational Data

In many geophysical applications, the spatial fields are observed over time and one
can exploit temporal replication to estimate sample covariances. In this section we
focus on this case and also for gridded data with the goal of deriving a estimator
that scale to large problems. Suppose that the point observations y are samples of a
centered Gaussian random field on a fine grid and are composed of the observations
at irregularly distributed locations yo, and the missing observations ym. In other
words, we assume that the grid is fine enough in resolution so that any observation

Section 6 presents conclusions and further developments.
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can registered on the grid points (as in Fig. 1a). Hence,

yD
 

yo
ym

!
� MN.0;˙/ (2)

where ˙ DWDW T is the covariance fine gridded data described in (1), D is a
non diagonal matrix and W is a matrix of non-orthogonal scaling and wavelet
functions. Although the non-orthogonality property of wavelet basis provide off
diagonal coefficients in the matrix D, the localized support of these functions
ensures that many covariance terms in D will be close to zero, reducing the
computational complexity in the interpolation problems of surfaces. An important
class of compactly supported basis function, used in the applications of this work,
is the Wendland family proposed by Wendland (1995). The Wendland functions
are also implemented in the R statistical language (http://www.r-project.org) in the
fields package (Nychka 2005). Figure 2 provides an example for the matricesD and
H , obtained by (1),

DDW �1˙W �T ; (3)

where ˙ is the covariance resulting from the fitting of a Matérn model to a regular
grid, W is a matrix whose columns contain Wendland functions, and W �T is the
transpose of the inverse of W .

The observational model (2) can be written as zoDKy C " where " is a
multivariate normal MN.0; �2I /, zo is a vector of m observations, and y is the
underlying spatial field on the grid. The matrix K denotes an incidence matrix
of ones and zeroes with a single one in each row indicating the position of each
observation with respect to the grid. The conditional distribution of y given zo is
Gaussian with mean

˙o;m.˙o;o/
�1zo (4)

and variance
˙m;m �˙m;o.˙o;o/

�1˙o;m (5)
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Fig. 1 Gridded data: irregularly distributed data (squares); missing data (small points) and knots
(circles)
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Fig. 2 Example of D (a) and H matrix (b) on a 8 � 8 grid data (b) using wavelet-based non
stationary covariance

where ˙o;mDWoHH
TW T

m is the cross-covariance between observed and
missing data, ˙o;oDWoHH

TW T
o C �2I is covariance of observed data and

˙m;mDWmHH
TW T

m is the covariance of missing data. The matrices Wo and Wm

are wavelet basis evaluated at the observed and missing data, respectively. For
a chosen multiresolution basis and a sparse matrix H there are fast recursive
algorithms for computing the covariance˙ . Matsuo et al. (2008) proposed a method
that allows for sparse covariance matrices for the basis coefficients. However the
evaluation of wavelet coefficients can be slow for large data sets.

3 The Reduced Rank Covariance (RRC) Method

In this section we propose an estimation method for˙ based on the evaluation of a
reduced rank matrices. We denote by “knots” the spatial points on a lower resolution
grid G of size .g � g/, where g � m. The idea is to estimate the matrix H on the
grid of knots starting from a stationary model for ˙ and using the Monte Carlo
simulation for providing an estimator for the conditional covariance. A flexible
model of stationary covariance is the Matérn covariance given by

C.h/D �2 1

� .�/2��1

�
2
p
�
h

�

�
K�

�
2
p
�
h

�

�
; � > 0; � > 0

where h is the distance, � is the spatial range and K�.�/ is the Bessel function of the
second kind whose order of differentiability is � (smoothing parameter). Since W
is fixed for a chosen basis, the estimation procedure for the conditional covariance
is given by the estimation of the matrix H after a sequence of approximations.
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Following this approach the covariance in (1) can be approximated as

˙  W QHg
QHT
g W

T ; (6)

where QHg is an estimate of the matrix H on the grid G. The RRC estimation
algorithm can be described by the Monte Carlo EM algorithm in the following
steps.

1. Find Kriging prediction on the grid G:

OygD˙o;g.˙o;o/
�1zo;

where QHgD .W �1
g ˙g;gW

T
g /

1=2 and ˙g;g is stationary covariance model
(es. Matern).

2. Generate synthetic data: zsoDKysg C " where ysgDWg
QHga with a � N.0; 1/.

3. Compute Kriging errors:
u�D ysg � Oysg;

where OysgD˙o;g.˙o;o/
�1zso.

4. Find conditional field ymjzo:

OyuD Oyg C u�:

5. Compute the conditional covariance on T replications, ˙uDCOV.Oyu/ and use
the new QHg in the step 1.

Performing this several times will give an ensemble of fields and, of course, finding
the sample covariance across the ensemble provides a Monte Carlo based estimate
of the conditional covariance.

3.1 Simulation Study

The purpose of this study is to investigate the forecasting ability of the proposed
RRC method in two different contexts: (a) approximation of stationary covariance
models and (b) estimation of non-stationary covariances. In order to study the prop-
erties of approximation of the RRC method, we simulated nD 20 Gaussian random
fields on a 20� 20 grid using a Matèrn model with parameters � D 0:1 and �D 0:5.
In order to generate the missing data we removed randomly 50% of the simulated
data. An example of simulated random field with missing data is shown in Fig. 3.

For each simulated random field we estimated the missing data using the RRC
method on a grid of 8 � 8 knots and then we computed the root mean square
errors on the predictions. The parameters of the Matèrn model used in the step
1. of the algorithm has been chosen by cross validation. Figure 4a compares the
RMSE for each simulated random field for the Matèrn model and the non-stationary
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Fig. 3 Simulated Gaussian random field on a 20 � 20 grid with Matèrn covariance (� D 0:1 and
�D 0:5/ without (a) and with (b) 50% of missing values
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Fig. 4 (a) RMSE of the 50% of missing values. The estimates are obtained using a Matèrn model
(Stat) and RRC method (W) with five iterations; (b) covariance between the point indicated by
black circle and the rest of grid points

wavelet-based covariance model (RRC). The similarity of the two boxplots indicates
a good approximation of the proposed method to the stationary model. The
covariance between a specific point and the rest of grid points shown in Fig. 4b
highlight the higher correlation between neighboring points.

In order to estimate non-stationary covariance by RRC method we generated
nD 20 synthetic non-stationary data on a grid of 40 � 40 points with 50% of
missing values. These spatial data has been obtained from a mixture of two
dependent stationary random fields as in Matsuo et al. (2008) with Matèrn covari-
ances (˙1.�D 1; � D 0:125/ and ˙2.�D 0:5; � D 0:1/), and a weight function
w.u/D˚..ux�0:5/=:15/where˚.�/ is the normal cumulative distribution function
and ux is the horizontal coordinate. Figure 5a shows an example of simulated
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Fig. 5 Non-stationary random field simulated on a 40� 40 grid with Matèrn covariance (� D 0:1

and �D 0:5/ (a) and RMSE results for 50% of missing values using a Matérn model and a RRC
method on a grid of 8� 8 knots

non-stationary random field. The RRC method with a grid of 8 � 8 knots has been
applied for forecasting 50% of the missing values. In this case the RMSE results
(Fig. 5b) indicates that RRC method provides better estimates than a stationary
model.

4 Applications

4.1 Satellite Data

Satellite data are very important in the analysis of environmental data as they
cover wide monitoring areas and can sometimes be easily downloaded from
specialized Internet web-sites. However, their statistical analysis often requires
special techniques to cope with large data sets or to treat other exogenous variables
that affect the satellite measurements in the atmosphere. The satellite aerosol
optical thickness (AOT) data is an example. The study of these measurements is
particularly important to assess the amount of fine particulate matters in the air
and the consequent risk to human health. However, the meteorological conditions
determine the AOT retrieval since the availability of the data is restricted to cloud-
free conditions. Indeed, the cloudy coverage causes a large number of missing
data, sometimes making problematic the application of traditional correlation
models. In this work we consider the column aerosol optical thickness (AOT)1 data
derived from the Moderate Resolution Imaging SpectroRadiometer (MODIS) on

1AOT measurements can be downloaded from the NASA web page http://disc.sci.gsfc.nasa.gov/.
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Fig. 6 Satellite AOT measurements (a) and kriging predictions (b) using RRC method on a grid
of 8� 8 knots

the Terra/Aqua satellites in Northern Italy for the period April 1st - June 30th, 2006
(Nicolis et al. 2008). The Terra satellite crosses Europe near 10:30 local solar time
(morning orbit), while Aqua crosses Europe near 13:30 local solar time (afternoon
orbit). Hence, at least two observations of any place in Europe are obtained per day
during daylight hours. These data are based on analyzing 20 � 20 pixels at 500 m
resolution and reported at 10 � 10 km2 resolution. The reflectivity measured at 2.1
�m at the top-of-atmosphere is used to infer surface reflectivity at that wavelength.
Figure 6a shows the daily average of AOT data on July 26, 2006 in Northern Italy
measured on a grid of 54�32 locations. Figure 7 shows the non-stationary structure
of the estimated conditional covariance,W QHg

QHT
g W

T , for four points obtained after
five iterations of MC simulations using a grid of 8 � 8 knots. It is important to note
that the correlation structure is slightly different for the four graphs which indicates
that the model is able to capture the non-stationarity of data. The Kriging prediction
for the day July 26, is shown in Fig. 6b. These results indicate that higher estimates
of AOT values are in the Western part of Northern Italy around the cities of Turin
and Milan. Similar results were found by Fassò et al. (2007) and Sahu and Nicolis
(2008) for the analysis of fine particulate matters (PM10) in Northern Italy.

4.2 Ozone Data

In order to apply the RRC method to irregular data, we considered ozone concen-
trations, included in Fields package of R software The database consists of daily
8-hour average ozone concentration measured in parts per billion (PPB) for 153
sites in the Midwestern US over the period June 3, 1987 through August 31, 1987
(89 days). Many of these station have incomplete records both in time and space.
Figure 8 shows ozone concentrations on July 19, 1987. The application of RRC
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Fig. 8 (a) Daily ozone concentrations on June 18, 1987; (b) Kriging map using the RRC method
on a grid of 8� 8 knots

method allows to estimate the ozone concentrations on a fine grid with resolution
(100 � 100) using a lower resolution grid of 8 � 8 knots. Figure 9 shows the non-
stationary of the estimated reduced rank covariance.
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Fig. 9 Covariances vs distances: RRC after one iteration (circles) and Matérn covariance (green
line) (on the left); RRC after five iteration (circles) and Matérn covariance (green line) (on the
right). Boxplot plot on the right indicates the distribution of the estimated reduced rank covariance

5 Conclusions and Further Developments

We have proposed a practical method for approximating stationary covariance
models and estimating non-stationary covariances. The method based on empirical
estimation the reduced rank matrix provides an efficient tool for handling large
data sets. Although this method is still in its preliminary stages, the results from
the simulation study are very encouraging. We believe that RRC method can be
used for a preliminary analysis of the spatial covariance structure and can be
developed for the covariance estimation of space time models. We also intend to find
a parametrization for the RRC matrix and using an EM algorithm for the estimation
of the model with missing data.
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Radon Level in Dwellings and Uranium Content
in Soil in the Abruzzo Region: A Preliminary
Investigation by Geographically Weighted
Regression

Eugenia Nissi, Annalina Sarra, and Sergio Palermi

Abstract Radon is a noble gas coming from the natural decay of uranium. It
can migrate from the underlying soil into buildings, where sometimes very high
concentration can be found, particularly in the basement or at ground floor. It
contributes up to about the 50% of the ionizing radiation dose received by the
population, constituting a real health hazard. In this study, we use the geographically
weighted regression (GWR) technique to detect spatial non-stationarity of the
relationship between indoor radon concentration and the radioactivity content of
soil in the Provincia of L’Aquila, in the Abruzzo region (Central Italy). Radon
measurements have been taken in a sample of 481 dwellings. Local estimates
are obtained and discussed. The significance of the spatial variability in the local
parameter estimates is examined by performing a Monte Carlo test.

1 Introduction

Radon is a naturally-occurring radioactive noble gas, produced by the decay of
radium which, in turn, is a member of the radioactive chain starting from uranium.
Both radium and uranium are ubiquitous trace components of the earth’s crust, and
their concentrations vary with the geological setting. Due to dilution in the air,
outdoor radon levels are usually very low. On the other hand, radon may accumulate
in buildings where it enters advectively across openings in the substructure, driven
by pressure differences between the soil gas and the indoor air (Nazaroff 1992).
Indoor radon is a serious health concern to humans as prolonged exposure to
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high concentrations of this gas and related progeny (namely, radioactive short
lived isotopes of polonium, lead and bismuth) results in an increased risk of
developing lung cancer (Darby et al. 2005; WHO 2009). Many developed countries
have performed systematic studies aimed to assessing the residential exposure to
radon and identifying geographical areas where there is an increased probability of
exceeding reference values and for which remedial actions are necessary (radon-
prone areas). A lognormal probability distribution of data is usually assumed,
whichever the size of the geographic unit under investigation (Gunby et al. 1993).
There have been several efforts to use explanatory variables of geological nature
(lithological type as indicator variable, uranium/radium content in soil, permeability
etc.), along with information on house construction and air exchange rate, to
predict indoor radon concentrations or to classify areas as radon prone (Appleton
et al. 2008). For example, Smith and Field 2007 suggest a geostatistical hierarchical
Bayesian approach for the joint modelling of indoor radon and soil uranium data.
Their model allows for spatial prediction considering geological data and housing
characteristics. In these papers as well as in many others (e.g. Price et al. 1996; Apte
et al. 1999; Bossew et al. 2008), global estimation techniques have been employed,
assuming spatial stationarity of the relationships under study. We hypothesize that
there could be a significant and interesting spatial variation in the relationship
between indoor radon data and the radioactivity content of soil. Accordingly, in
order to capture local variations of that phenomenon, we adopt a local regression
known as geographically weighted regression (GWR). Despite it being a relatively
new technique, GWR has become a standard tool for constructing spatial models in a
variety of disciplines, recognising that the relationship between variables, measured
at different geographic points, might not be constant over space. GWR analysis has
been successfully used to quantify spatial relationships between different variables
in the field of human and economical geography (McMillen 1996; Pavlov 2000;
Fotheringham et al. 2002), in social sciences (Cahill and Mulligan 2007), in remote
sensing (Foody 2003), in health sciences (Nakaya et al. 2005), etc. Actually, to
address the issue of spatial non-stationarity, researchers have developed many other
local techniques, such as the spatial expansion method (Jones and Casetti 1992),
spatially adaptive filtering (Trigg and Leach 1968), spatial regression models
(Ord 1975). GWR is used in this study because it is based on an intuitive tradi-
tional framework. In addition, the GWR produces useful information and outputs:
local standard errors, tests to assess the significance of spatial variation in the
local parameter estimates, tests to determine if the local model performs better
than the global one. These local, specific results may provide a more detailed
perspective on underlying relationships, allowing refinements in the global spec-
ification. Therefore this paper empirically investigates, by using GWR analysis,
the spatial association between indoor radon concentrations, collected in a sample
of 481 dwellings of Provincia dell’Aquila (Central Italy) and some naturally
occurring radioactive elements (uranium, thorium, potassium) which characterize
the underlying soil. Superficial uranium and/or radium concentrations are a useful
indicator of radon potential in a certain area, being directly related to the rate of
generation of radon gas in the soil (Nazaroff 1992). We believe that measuring
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the local relationships, via GWR, between indoor radon and surface uranium can
provide useful insights in the radon mapping process, particularly in areas suspected
to be radon prone. The remainder of this paper is organised as follows: Sect. 2 gives
a short description of Geographically Weighted Regression technique. Section 3
presents data and the modelling setting. Results as well as their interpretation can
be found in Sect. 4.

2 Methodology

GWR extends the traditional global regression by allowing local rather than global
parameters to be estimated. A typical model of GWR can be written as:

yi D ˇ0.ui ; vi /C
X
k

ˇk.ui ; vi /xik C "i : (1)

where yi is the dependent variable at location i ; ˇk.ui ; vi /.kD 1; 2; : : :;M / are
the regression coefficients for each location i and each variable k; xik is the
value of the kth explanatory variable at location i ; ˇ0i is the intercept variable at
location i ; .ui ; vi / denotes the coordinates of i th point in space and "i are error
terms at location i , which follows an independent normal distribution with zero
mean and homogeneous variance. Equation (1) creates a continuous surface of
estimated parameters values. The local parameters ˇk.ui ; vi / are estimated by a
weighted least-squares estimator, given by:

O“.i/D .XT W.i/X/�1XTW.i/y: (2)

where W.i/D diagŒw1.i/; : : : ;wn.i/� is the diagonal weights matrix that varies for
any calibration location i and applies weights to n observations; X is the matrix of
explanatory variables with a first column of 1’s for the intercept; y is the vector
of dependent variables and O“.i/ is the vector of local regression coefficients at
location i . In (2) the weight matrix is no longer constant but varies according
to the location of point i . It is worth noting that localised parameters can be
derived for any point in space regardless of whether or not that point is one
at which data are measured. In GWR an observation is weighted in accordance
with its proximity to regression point i : data points near to location i.ui ; vi / will
be assigned higher weights in the model then data points farther away. Hence,
an important step in calculating GWR estimates is the choice of a weighting
scheme: this requires the specification of a kernel shape and bandwidth. Several
weighting functions (“kernels”) can be considered and calibrated, although they
tend to be Gaussian or “Gaussian-like”, reflecting the type of dependency found in
many spatial processes. Whichever weighting function is used, the results are very
sensitive to the bandwidth. This is a measure of distance-decay in the weighting
function and indicates the extent to which the resulting local calibration results
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are smoothed. One can use a constant bandwidth around every regression point.
However, it is desirable to have larger bandwidths where data are sparse and smaller
bandwidths where data are plentiful. This consideration justifies the employment
of a variable (or adaptive) weighting function. Consequently, the calibration of
the model involves also the choice of the number of data point to be included in
the estimation of local parameters (N ). Different methods are traditionally used in
order to define the finest bandwidth value or the appropriate value of N . Among
them, there are the Aikake Information Criterion (AIC) and the cross-validation
procedure. The cross-validation criterion is a least square approach which can be
formalised as follows:

CVD
nX
iD1

Œyi � Oy¤i .b/�2 (3)

where Oy¤i .b/ is the fitted value of yi with the observation for point i omitted
from the calibration process. In order to test whether the GWR model describes the
relationship significantly better than an ordinary global model an ANOVA test has
been formulated. It is an approximate likelihood ratio test based on F -test defined
as follows:

F D RSS0=d0
RSS1=d1

(4)

where RSS1 and RSS0 are the residual sum of squares of GWR model and global
regression model (OLS) while d1 and d0 are the degrees of freedom for GWR and
global models, respectively. This test relies on the result that the distribution of
residual sum of squares of the GWR model divided the effective number of param-
eters may be reasonably approximated by a �2 distribution with effective degrees
of freedom equal to the effective number of parameters. In the non-parametric
framework of GWR, the concept of “number of parameters” and “degree of
freedom” are fairly meaningless (see Fotheringham et al. 2002). Besides the
non-stationarity of all regression coefficients one can check whether any of the local
parameter estimates are significantly non-stationary. This concern is addressed via a
Monte Carlo significance test as well as a test proposed by Leung et al. 2000. Since
in the GWR the regression equation is calibrated independently for each observa-
tion, the main output is a set of local parameter estimates. Local statistics, generated
by the calibration of a GWR, include: the local ˇ value of model parameters
with their associated t-values, indicating the significance of individual parameters,
and the local R-square. Essentially, these statistics measure how well the model
calibrated at regression point i can replicate the data in the vicinity of point i .
However, the local R-square cannot be interpreted with the same confidence as the
global measure. Finally, other diagnostic measures such as local standard errors
and local standardised residuals arise from a GWR model. For a comprehensive
overview about GWR methodology see Fotheringham et al. 2002.
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3 Data and Modelling Setting

3.1 Geologic Setting of the Area

In this paper, we refer to Provincia dell’Aquila (AQ), identified in previous studies
as the highest indoor radon risk area of Abruzzo (Palermi and Pasculli 2008). AQ
is a territory of about 5000 km2, moderately populated (60 inhab per km2/. A large
fraction of this area is covered by mountains belonging to the Apennine chain, a
Cenozoic thrust and fold belt which has been undergoing uplift and extension since
the late Pliocene, intersected by karstic plateaus and intermontane basins of tectonic
origin; the latter are filled with Quaternary fluvial–lacustrine sediments (Cavinato
and De Celles 1999). The lithology is mainly carbonate, with limestone alternating
with marls and sandstone. Structures of this kind usually show a low content of
natural radioactivity; however anomalous occurrence of uranium/thorium bearing
minerals have been observed within the Quaternary sediments (Bellotti et al. 2007).
The source of these minerals, mostly present in the western sector of AQ, must be
looked for in the volcanic ashes and pyroclastics coming from the Tuscan–Latial
magmatic Plio-Pleistocenic province.

3.2 Indoor Radon Data

The Regional Agency for Environment Protection has carried out various indoor
radon surveys in Abruzzo since early nineties, using passive etched-track detectors.
This has resulted in a geo-referenced database of annual average radon concen-
trations (expressed in Bq=m3) measured in more than 1900 buildings, mainly
homes, mostly at ground level. In the area of interest (AQ) 481 data are available.
As the soil is the main source of indoor radon, measurements made at ground
level are more indicative of the strength of this source. Thus, data not measured at
ground level have been normalized to a virtual ground level condition, by means
of multiplicative factors estimated from the data itself. Further details on this
normalization procedure, as well as more information about the surveys, e.g. the
adopted sampling strategies, can be found in Palermi and Pasculli 2008.

3.3 Soil Radiometric and Climate Data

The radiometric data, namely potassium (K), equivalent uranium (eU), and equiv-
alent thorium (eTh) concentrations (eU and eTh are expressed in units of parts per
million, i.e. ppm, whereas K is expressed in percent, i.e. %) determined from gamma
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Fig. 1 (a) Map of eU data (b) Predicted eU data by block kriging

signal emitted by 40K, 214Bi and 208Tl, respectively, present in the top 20 cm or
so of the ground, are provided by Bellotti et al. 2007, who carried out systematic
laboratory measurements of 	 -ray activity on almost 200 samples of soils collected
in the territory of AQ, following a grid-based spatial sampling design (Fig. 1a).1

Following Scheib et al. 2006, we have included K in the regressors set, as this
element is known to be a good indicator of the clay content and, consequently,
of the permeability of bedrock in areas which are characterised by limestones,
siltstones and sandstones. Permeability of underlying rock strata and/or sub-soil
is an important controlling factor in the relationship between eU and indoor radon;
the same level of uranium generally gives rise to higher indoor radon in presence
of high permeability features such as fissures, fractures, faults and joints. These
geological structures are known to enhance the ascending radon migration, as
they provide pathways along which the advection of groundwater and soil gas is
facilitated. In the territory under investigation, they might be very important as
a possible cause of local radon anomalies, linked to the widespread occurrence
of tectonic faults (Ciotoli et al. 2007). Climate exerts a strong control over the
temperature and moisture content of soils, thus affecting radon emanation and
diffusion (Nazaroff 1992). Indoor Radon concentrations are also directly influenced
by outdoor temperature, as people reduce ventilation and enhance heating in
cold weather conditions, thereby increasing radon entry from the soil and its
accumulation indoors. For this reason, we also add the altitude in our models as
it acts as a rough surrogate for mean annual temperature and other climate-related
parameters.

1 214Bi and 208Tl belong to the short lived progeny of 222Rn (radon itself, coming from 238U)
and 220Rn (the isotope coming from 232Th), respectively. It should be noted that the eU and eTh data
do not imply that uranium and thorium are actually present in soil samples, since these elements
can be leached away while radium remains in situ, causing a breakdown of secular equilibrium
assumption.
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Table 1 Model semivariograms for radiometric variables

Variable Model type Nugget Partial sill Range (m)

eU Exponential 1.03 0.47 13,000
K Exponential 0.19 0.084 14,000
eTh Exponential 55 79 4,560

3.4 Data Processing and Model Setting

As mentioned before, several other studies have used superficial uranium data as a
predictor of indoor radon. Often, this kind of data are available at aggregate levels
as averages, in particular when deriving from airborne gamma spectrometry (Price
et al. 1996; Scheib et al. 2006). In contrast, in this study, we can rely on point-
referenced measurements (see Fig. 1a); furthermore, these data, except altitude, are
not available at the same sites where radon measurements are taken. In order to
overcome this limitation, predicted eU, K and eTh data must be used. Accordingly,
the interpolation through the block kriging method (Olea 1999), which provides
estimates of the linear average inside square blocks centered on the nodes of a 2 km
spaced grid, is employed to simulate radiometric areal data (see Fig. 1b for predicted
eU data). A radius of 15 km delimits the size of the local neighborhood in which to
look for data points for kriging calculations. In Table 1 we summarise the model
semivariograms for the variables of interest, selected by means of leave-one-out
cross validation.2

It can be noted that eU and K have comparable model parameters (namely, the
range and the ratio �2=�2), unlike eTh; this could be due to similar response to
weathering and other alteration processes.

With regard to the Geographically Weighted Regression model, we use the
adaptive weighted scheme (fixed number of nearest neighbours for each local
model) and the common bisquare function of calculating the weights. The number
of nearest neighbour data points to be included within the calibration of the local
model is determined from the cross-validation criteria, as formalised in (3). The
GWR model was fitted using a computer software program, GWR 3.0, detailed
information can be downloaded from the website http://www.ncl.ac.uk/geography/
GWR (Fotheringham et al. 2002).

2The semivariograms 	.d/ have been modelled by means of isotropic exponential functions
as:	.d/ D �2 C �2.1� exp.�d=R// where d is the modulus of Euclidean distance between
pairs of data points, calculated from the geographical coordinates of each dwellings, and �2, �2

and R are parameters known as, respectively, nugget, partial sill and range (Olea 1999).

http://www.ncl.ac.uk/geography/GWR
http://www.ncl.ac.uk/geography/GWR
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4 Results and Discussion

In this section we present the outcomes arising from the application of both Ordinary
Least Squares (OLS) and GWR models to the available data. After examining
collinearity diagnostics and stepwise regression, only the uranium (eU) remained in
the linear regression: all other predictor variables in both models (OLS and GWR)
were not significant.

In Table 2 we summarise the global regression results. The global relationship
between the natural logarithm of indoor radon level and uranium is significantly
positive with a t-value of 3.20. The GWR model, in which the spatial information
has been incorporated, leads to an improvement of the model’s predictability. We
observe a reduction for the AIC values and an increase of global R2 (as displayed
in Table 3).

According to the outputs of ANOVA test (in Table 4) we can reject the null
hypothesis that GWR technique has no significant improvement over the global
regression, even if at quite high significance level. Local findings suggest that there
are meaningful spatial variations in the relationships between radon measurements
and uranium soil content (p � value D 0:0000 for Monte Carlo significance test for
spatial variability of parameters).

It is worth noting that the low values of R2 (Table 3) in both models are found
in many other studies (Apte et al. 1999) and may be justified invoking indoor radon
multifactorial dependency, as discussed below. Casewise diagnostics, expressed in
terms of local R2 (Fig. 2a), show values ranging from 0.13 to 0.47 which can be
deemed quite good in comparison with the global R2 obtained by the OLS method.

In Fig. 2b we show the local parameter estimates for the eU variable. The largest
circle highlights the major strength of the relationship between variables. It is

Table 2 The results of global regression analysis

Variable Parameter estimate Std Err T test

Intercept 3.64 0.15 23.38
eU 0.21 0.06 3.20

Table 3 AIC and R2 for radon regression models

Model AIC R2

OLS GWR OLS GWR
log (radon) vs. eU 1107 1094 0.01 0.11

Table 4 Goodness-of-fit test for improvement in model fit of GWR over global model (OLS)

Source SS DF MS F

Global residuals 316.8 2
GWR improvement 29.4 16.58 1.77
GWR residuals 287.4 462.42 0.62 2.85
SS sum of squares, DF degree of freedom, MS residual mean square, F -statistic
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Fig. 2 (a) Local R-square (b) GWR estimates for eU coefficients

interesting to note that in some parts of the study region we have higher indoor
radon levels than would be expected from uranium concentrations. In fact, analysing
the variability of the local R2 over the territory one could infer that the model
explains well the observed values of indoor radon where factors apart from surface
uranium (mainly soil permeability) do not show so much variability to significantly
perturb the relationship between radon and its primary source. Comparatively high
R2 values occur near the western boundary with the Latium region, in an area
with high values of eU (see Sect. 1): in this case, eU coefficients are positive, as
expected. On the other hand, fairly elevated values of R2 coexist with negative eU
coefficients in the North-East area (including the eastern sector of the Gran Sasso
massif), pointing out some anomalous and counterintuitive relationship between
radon and eU. In other areas (such as in the intermontane sedimentary basins of
Valle Peligna and Fucino/Valle Roveto) the local outputs of GWR (Fig. 2) suggest
a lack of significance of the relationship. In all these cases, we believe that other
factors do have a strong influence on this linkage. Indeed, apart from the building
related factors, soil parameters such as moisture content and permeability (not
considered in our study) have a notable impact on indoor radon levels. For example
high permeability enhances radon flux from the soil, uranium concentration being
equal; on the contrary, low permeability can reduce the indoor radon concentration
even if uranium is high.

We observe that the GWR highlights interesting spatial patterns that would be
missed completely if we relied solely on the global analysis. As known, one of the
main advantages of this technique, in comparison with other spatial methods (geo-
statistical and Bayesian hierarchical models), is its ability in revealing the presence
of spatial non-stationarity allowing parameters to vary over space. Additionally, the
GWR has a greater prediction accuracy because the model being fitted locally is
more tuned to local circumstances. In that way we are forced to investigate the
nature of the spatial heterogeneity and understand local factors playing an important
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role in affecting radon distribution, distinguishing those related to its geochemical
source (soil uranium content) from those related to its transport through rocks
and soil and its entry into buildings (permeability, moisture, faults and fractures).
For these reasons we believe that the use of GWR in radon studies, where this
technique represents a novelty, offers a noticeable elucidation of the facets of
linkage between indoor radon and soil uranium content. Although our experimental
results are encouraging we are aware that they are preliminary findings. Some
issues need to be addressed: the sensitivity of GWR results to the choices made
in implementing the block kriging scheme for the radiometric variables (grid-size,
semivariogram model, extension of the research area for the kriging), the increase
of the number of experimental sites and a more accurate standardization of indoor
radon measurement aimed at filtering out, as much as possible, the building related
factors.
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Applications of Large Deviations to Hidden
Markov Chains Estimation

Fabiola Del Greco M.

Abstract Consider a Hidden Markov model where observations are generated by
an underlying Markov chain plus a perturbation. The perturbation and the Markov
process can be dependent from each other. We apply large deviations result to get
an approximate confidence interval for the stationary distribution of the underlying
Markov chain.

1 Introduction

Hidden Markov models (HMMs) describe the relationship between two stochastic
processes: An observed one and an underlying hidden (unobserved) process. These
models are used for two purposes. The first one is to make inferences or predictions
about an unobserved process based on the observed one. A second reason is to
explain variation in the observed process on variation in a postulated hidden one.
For these reasons, HMMs became quite popular and many are its applications
(i.e. biology, speech recognition, finance, etc.). For a general reference on these
models, see Cappé et al. (2005).

More precisely, suppose a phenomena is driven by a discrete time finite state
space Markov chain X. Due to measurements errors we can observe only perturbed
values. Suppose we have a set of observations Y WD fYi ; i 2 Ng, which take values
in R

d , and the following relationship holds

Yi D Xi C "i ; 8i � 1;
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where the processes X WD fXj ; j 2 Ng and " WD f"j ; j 2 Ng satisfy the following
assumptions.

The process X is a homogeneous Markov chain with a finite known state space
˝ WD fx1; : : : ; xmg, with xi 2 R

d . Let P � be the true transition matrix of X, whose
entries are

P �
i;j WD P.X1 D xj j X0 D xi /:

Of course P � is unknown and we assume it is irreducible and aperiodic. This
assumption implies the existence and uniqueness of the stationary distribution,
which we denote by �� D .��

1 ; �
�
2 ; : : : ; �

�
m/. Moreover, we assume that given the

value of the Markov process at time j , the error "j is independent from the past.
The errors are allowed to be continuous random variables.

In the literature we found three different methods for computing confidence
intervals (CIs) of Hidden Markov chains parameters, namely likelihood profiling,
bootstrapping and CIs based on finite-differences approximation of the Hessian. The
problem of interval estimate for parameters of a HMM has been studied in Visser
et al. (2000). Their conclusion is that likelihood profiling and bootstrapping provide
similar results, whereas the finite-differences intervals are mostly too small. There
is no detailed analysis of the true coverage probability CIs in the context of HMMs.
We propose a CI for the stationary distribution of the underlying Markov chain
using a large deviations approach. Roughly, we estimate the rate of convergence of
the frequencies of times that the observations fall in a certain interval to its limit,
which is a linear transform of the unknown stationary distribution.

Nowadays, the theory of large deviations is rapidly expanding and is applied
in many areas, such as statistics, engineering and physics; the reader can find few
references in Varadhan (2008). It has been applied to a wide range of problems
in which detailed information on rare events is required. Of course, one could be
interested not only in the probability of rare events but also in the characteristic
behavior of the system as the rare event occurs.

This paper is organized as follows. In Sect. 2 we define the framework of the
study; in Sect. 3 we construct the confidence interval and explore its properties.

2 Study Framework

The Markov chain X WD fXigi�1 is observed through a perturbation sequence " WD
f"j gj�1 of random variables. Assume that given fXn D xj g, "n has distribution Qj ,
with j 2 f1; 2; : : : ; mg, and is independent from

˚
"l ; Xl ; l 2 f1; 2; : : : ; n � 1g

	
.

For any subset C 
 R
d and x 2 R

d let C � x WD fy 2 R
d W y C x 2 C g. Let

U the collection of partitions U WD .U1; U2; : : : ; Um/ with Ui 
 R
d , satisfying the

following properties. The sets U1; U2; : : : ; Um are disjoint, with non–empty interior
set (i.e. the largest open set contained in Ui is not the empty set),

Sm
jD1 Uj D R

d

and the matrix
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QU D

2
64
q
.U /

1;1 q
.U /

1;2 ::: q
.U /

1;m
:::

:::
: : :

:::

q
.U /

m;1 q
.U /

m;2 ::: q
.U /
m;m

3
75

has full rank, where q.U /i;j WD Qj .Ui � xj /. We also suppose that each entry of the
matrix is strictly positive. Denote byQ�1

U the inverse matrix ofQU . We assume that
the measures Qj , with j 2 f1; 2; : : : ; mg, make U non-empty.

For a vector x 2 R
d we use the notation x � 0 to indicate that each coordinate

of x is positive. For any vector u set diag(u) to be the diagonal matrix whose .i; i/
element is ui , and let Im be the m �m identity matrix. Define

HU WD
n
xW det

�
P �diag.xQU/ � Im

 D 0
o
; JU .�/ WD sup

x2HU Wx�0

mX
kD1

�k logxk;

and Br.x/ WD fyW ky � xk � rg, where k � k stands for the Euclidean norm in R
d .

Set Br D Br.QU�
�/. We assume that there exists a partition U such that

inf�2Bcr J.�/ � m C 1 has a known lower bound Hr which is strictly positive for
r > 0.

Denote by bd .n/

i WD 1
n

Pn
jD1 1lfYj2Ui g and let bd .n/.U / WD .bd .n/

1 ;
bd.n/

2 ; : : : ;
bd .n/
m /,

where 1lA is the indicator function of the event A.

Theorem 1 (Confidence Interval). Fix ˛ > 0 and choose the smallest r such that
e�nHr � ˛. Then, the set Ar D Q�1

U

�
Br.bd.n/.U //

�
is an approximate .1 � ˛/-

confidence interval.

Our approach relies on the fact thatbdn.U / converges to QU�
� and does it quite

fast. The large deviations principle makes this statement rigorous. Hence we useHr

to lower estimate the rate function.

3 Construction of the Confidence Interval

Definition 1 (Large deviations principle). A rate function is a function which is
non-negative and lower semicontinuous. A sequence of random variables Zn, n 2
N, satisfies a large deviations principle with rate function I.�/ if we have

lim sup
n!1

1

n
logP.Zn 2 F / � � inf

x2F I.x/; for any closed set F , and

lim inf
n!1

1

n
logP.Zn 2 A/ � � inf

x2A I.x/; for any open set A.
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Proposition 1. Define

�
.U /

j .
/ WD E

h
exp

n mX
kD1


k1lf"12Uk�xj g
oi
:

For any Borel set U 
 R
d , bd.n/.U / satisfies a large deviations principle with rate

function
IU .z/ WD sup


2Rm
˚h
; zi � log �.P
/

	
;

where h�i is the usual inner product, P
 is the matrix whose .i; j / entry is
P �
i;j�

.U /

j .
/ and for any irreducible matrix A the scalar �.A/ is the so called
Perron–Frobenius eigenvalue, with the properties �.A/ 2 .0;1/ and j� j � �.A/

for any eigenvalue � of A.

Proof. Define

f .Xi ; "i / D
� mX
kD1

1lfXiDxkg1lf"i2U1�xkg;

mX
kD1

1lfXiDxkg1lf"i2U2�xkg; : : : ;
mX
kD1

1lfXiDxkg1lf"i2Um�xkg
�
:

The sequence ff .Xi ; "i /; 1 � i � ng, given a realization fXi D �i ; 1 � i � ng,
with �i 2 ˝ for each i , is composed by independent random variables. This random
function meets the hypothesis of Exercise 3.1.4 of Dembo and Zeitouni (1998)
which yields this proposition. ut
Proposition 2. bd.n/.U / converges a.s. to QU�

�.

Proof. We can write 1lfYj2Ui g D
Pm

sD1 1lfXjDxsg1lf"j2Ui�xsg. Hence,

bd .n/

i D
mX
sD1

� 1
n

nX
jD1

1lfXjDxsg1lf"j2Ui�xsg
�
:

Consider the markov chain .Xn;
Pm

iD1 i1lf"n2Ui�Xng/, taking values in the set
˝ � f1; 2; : : : ; mg. This chain is irreducible and aperiodic, and our result follows
by the ergodic theorem. ut

Denote by N .QU / the set of linear combinations, with non-negative coeffi-
cients, of the rows of QU . More precisely

N .QU / WD
˚
xQU W x� 0

	
:

For any t WD .t1; t2; : : : ; tm/, with t� 0, define
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Lk.t/ WD tkPm
iD1 tiP �

i;k

; for k 2 f1; : : : ; mg;

andL.t/ WD �L1.t/; L2.t/; : : : ; Lm.t/
�
. Notice that for any positive scalar a we have

L.at/ D L.t/, i.e. is homogeneous of degree 0. Denote by M1 the set of probability
measures on ˝ . We consider M1 as a subset of R

m, that is the m-dimensional
simplex. Let q.�1/U .i; j / the .i; j /-th entry of the matrix Q�1

U . Denote by K the
image L

�
M1

� 
 R
m.

Define the map GU WM1 ! R

GU .�/ WD sup
z2K \N .QU /

mX
kD1

�k log
mX
iD1

zi q
.�1/

U .i; k/:

Proposition 3. For � …M1 we have I.�/ D1, and if � 2M1 then

IU .�/ � GU .�/� .m � 1/:

Proof. Notice that

�
.U/

j .
/ D E

h
exp

n mX
kD1


k1lf"12Uk�xj g
oi

D
mX
kD1

e
kCm�1
P."1 2 Uk � xj /

D em�1
mX
kD1

e
k q
.U /

k;j :

Fix t such that L.t/ 2 N .QU /. For a vector x � 0 denote by log.x/ the vector
whose j -th entry is logxj . The vector 
� WD log

�
e1�m

�
L.t/Q�1

U

�
satisfies

�j .

�/ D tjPm

iD1 tiP �
i;j

:

Now the argument is standard. In fact t satisfies tP
� D t, which together with the
fact t� 0, implies �.P
� / D 1. Hence

I.�/ D sup

2Rm

˚h
; zi � log �.P
/
	

� h
�; �i � log �.P
�/

D
mX
kD1

�k log
mX
iD1

e1�mLi .t/q.�1/U .i; j /:
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It remains to take the suprema over the set of t satisfying L.t/ 2 N .Q/ to get our
result. ut
Proposition 4. GU D JU .

Proof. Notice that xQU 2K if and only if

mX
iD1

xiQ
.U/

i;k D
tkPm

jD1 tj P �
j;k

;

which can be reformulated as tP �diag.xQU/ D t: This is verified if and only if the
matrix P �diag.xQU/ as eigenvalue 1, and is equivalent to

det
�
P �diag.xQU/�Im

 D 0: ut

Hence

P.bd .n/.U / 2 Bcr / � e�n inf
�2B

c
r

�
JU .�/�.m�1/Co.1/

�
:

We get
P.�� … Ar/ D P.bd.n/.U / 2 Bc

r /

� e�n supU2U inf�2B
c
r

�
JU .�/�.m�1/Co.1/

�

� e�n
�
HrCo.1/

�
;

which proves Theorem 1.

4 Conclusions

We end this paper by considering few of the properties of the confidence interval.
The coverage of this set is quite good, in fact, for any p > 0, there exists a constant
c.p/ such that

P.�� … Ar/ � ˛ C c.p/

np
:

The advantage of using the large deviations approach stands in the fact that for
fixed r , the probability that Ar does not contain �� decreases exponentially fast
as n increases. On the other hand, the measure of the confidence interval is less
than kQ�1

U kr , where k:k here denotes the usual matrix norm, and r is the ray of Br
defined in the introduction.
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Multivariate Tail Dependence Coefficients
for Archimedean Copulae

Giovanni De Luca and Giorgia Rivieccio

Abstract We analyze the multivariate upper and lower tail dependence coefficients,
obtained extending the existing definitions in the bivariate case. We provide their
expressions for a popular class of copula functions, the Archimedean one. Finally,
we apply the formulae to some well known copula functions used in many financial
analyses.

1 Introduction

The different relationship between positive and negative extreme events occurring
in financial markets has been studied through several papers, see e.g. Engle (2002),
Tse and Tsui (2002), Longin and Solnik (2001). In particular, in bear markets the
strength of the correlation between returns is higher than in bull markets and it
tends to increase when the markets are more volatile (Campbell et al. 2002). This
suggests a significant dependence in the tails of the joint distribution of asset returns
to analyze with an asymmetric model. A first approach involves the multivariate
Extreme Value Theory (EVT), e.g. Coles et al. (1999), Pickands (1981), Einmahl
et al. (2001), Hall and Tajvidi (2000), Peng (1999), a second one is based on the
non-parametric estimation techniques of the concordance between rare events, e.g.
Dobrı́c and Schmid (2005), Schmidt and Stadmüller (2005). Finally, a popular way
of proceeding is to model the whole dependence structure between assets with a
copula function and to measure the relationship in the tails of the joint distribution
using the upper and lower tail dependence coefficients (see e.g. Embrechts et al.
(2003)). However, the literature on this argument suggests to make use of the upper
and lower tail dependence coefficients only to measure the association between

G. De Luca � G. Rivieccio (�)
Department of Statistics and Mathematics for Economic Research, Parthenope University,
via Medina 40, 80133 Napoli, Italy
e-mail: giovanni.deluca@uniparthenope.it; giorgia.rivieccio@uniparthenope.it

A. Di Ciaccio et al. (eds.), Advanced Statistical Methods for the Analysis
of Large Data-Sets, Studies in Theoretical and Applied Statistics,
DOI 10.1007/978-3-642-21037-2 26, © Springer-Verlag Berlin Heidelberg 2012

287

giovanni.deluca@uniparthenope.it
giorgia.rivieccio@uniparthenope.it


288 G. De Luca and G. Rivieccio

extreme returns of a couple of assets modelled by a bivariate copula function (e.g.
Schmidt (2005) and Cherubini et al. (2004)).

In this paper, we focus on the tail dependence in a multivariate context providing
the general expressions of the coefficients for Archimedean copulae in terms of
their generator function. Finally, we apply these formulae to some multivariate
biparametric (MB) Archimedean copulae.

2 Archimedean Survival Copulae

A copula function C is a multivariate distribution function defined on the unit cube
Œ0; 1�n, with uniformly distributed margins (see Joe 1997 and Nelsen 2006). The well
known Sklar’s Theorem shows the relationship between the copula function, C, and
the n-dimensional functionH of the random variablesX1; : : : ; Xn with domain NRn,
such that H is grounded, n-increasing and H.1; : : : ;1/ D 1, defined as

H.x1; : : : ; xn/ D P.X1 � x1; : : : ; Xn � xn/:

According to the theorem, there exists an n-dimensional copula function C such
that for all x in NRn

H.x1; : : : ; xn/ D C.u1; : : : ; un/ (1)

where ui is the uniform marginal distribution Fi .Xi /. Moreover, by Sklar’s the-
orem, it is possible to derive the relationship between the survival joint function,
NH.x1; : : : ; xn/, and the survival copula function, OC.1 � u1; : : : ; 1 � un/.

The survival joint function is given by

NH.x1; : : : ; xn/ D P.X1 > x1; : : : ; Xn > xn/

and it follows from (1) that

NH.x1; : : : ; xn/ D OC.1 � u1; : : : ; 1 � un/:

For n D 2, it has been shown that the survival copula function

OC.1 � u1; 1 � u2/ D Œ1 � P.U1 � u1/�C Œ1 � P.U2 � u2/�

�Œ1 � P.U1 � u1; U2 � u2/� (2)

is strictly related to the copula function through the relationship

OC.1 � u1; 1 � u2/ D 1 � u1 � u2 C C.u1; u2/: (3)

Following the same reasoning, it is easy to derive the expression of the survival
copula function in a multivariate framework, showing, in particular, the relationships
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for Archimedean copulae. The Archimedean copulae family (see Cherubini et al.
2004) can be built starting from the definition of a generator function ˚ W I D
Œ0; 1�, continuous, decreasing and convex, such that ˚.1/ D 0 and where ˚Œ�1�.t/
is defined the “pseudo-inverse” of ˚.t/ W ˚Œ�1�.t/ D ˚�1.t/ 8t 2 Œ0; ˚.0/� and
˚Œ�1�.t/ D 0 for t � ˚.0/. If ˚.0/ D 1, then ˚.t/ and C are said to be strict;
if ˚.0/ < 1, ˚.t/ and C are non-strict (for a definition, see Nelsen 2006). Let
˚�1.t/ be the inverse of ˚.t/ a strict generator of an Archimedean copula; then an
Archimedean copula can be expressed as

C.u1; : : : ; un/ D ˚�1.˚.u1/C : : :C ˚.un//:

Archimedean copulae share the important features to be symmetric and associative.
For our purposes, we generalize the expression of the survival copula OC for an

Archimedean copula C with generator function ˚ , that is

OC.1 � u1; : : : ; 1 � un/ D
nX
iD0

8<
:

 
n

n � i

!
.�1/i

2
4˚�1

0
@

iX
jD0

˚.uj /

1
A
3
5
9=
; ; (4)

where ˚�1.˚.u0// D 1 and ˚�1.˚.u1// D u1.

3 Tail Dependence

The tail dependence is a measure of concordance between less probable values of
variables. This concordance tends to concentrate on the lower and upper tails of the
joint distribution.

Definition 1. In a bivariate context, let Fi .Xi /, i D 1; 2, be the marginal distribu-
tion functions of two random variables X1 and X2 and let u be a threshold value;
then the upper tail dependence coefficient, 
U , is defined as


U D lim
u!1�

P.F1.X1/ > u jF2.X2/ > u/ D lim
u!1�

P.U1 > u jU2 > u/ :

When 
U 2 .0; 1�, X1 and X2 are asymptotically dependent on the upper tail; if 
U
is null, X1 and X2 are asymptotically independent.
Since

P.U1 > u jU2 > u/ D P.U1 > u; U2 > u/

P.U2 > u/

D 1 � P.U1 � u/� P.U2 � u/C P.U1 � u; U2 � u/

1 � P.U2 � u/
;
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then, from (2) and (3) it follows that the upper tail dependence coefficient can be
also expressed in terms of survival copula functions, that is


U D lim
u!1�

OC.1 � u; 1� u/

1 � u
D lim

u!1�

1 � 2uC C.u; u/
1 � u

:

In a similar way, the lower tail dependence coefficient, 
L, is defined as


L D lim
u!0C

P.F1.X1/ � ujF2.X2/ � u/ D lim
u!0C

P.U1 � ujU2 � u/

D lim
u!0C

P.U1 � u; U2 � u/

P.U2 � u/

and in terms of copula function as


L D lim
u!0C

C.u; u/

u
:

It is easy to show that for an Archimedean copula each tail dependence coefficient
can be derived using the generator function (e.g. Cherubini et al. 2004). In fact, if
the first derivative of the inverse of the generator function ˚�10

.0/ is finite, then
an Archimedean copula does not have upper tail dependence; conversely, 
U is
given by


U D lim
u!1�

1 � 2uC C.u; u/
1 � u

D lim
u!1�

1 � 2˚�1.˚.u//C ˚�1.2˚.u//
1 �˚�1.˚.u//

;

where

C.u; u/ D ˚�1.˚.u/C˚.u// D ˚�1.2˚.u//

and

1 � u D 1 �˚�1.˚.u//:

To solve the limit, it is necessary to apply de L’HOopital theorem,


U D lim
u!1�

�2˚�10

.˚.u//.˚ 0.u//C ˚�10

.2˚.u//2.˚ 0.u//
�˚�10

.˚.u//˚ 0.u/

D lim
u!1�

�2˚�10

.˚.u//.˚ 0.u//
�˚�10

.˚.u//˚ 0.u/
C ˚�10

.2˚.u//2.˚ 0.u//
�˚�10

.˚.u//˚ 0.u/

D 2 � 2 lim
u!1�

˚�10

.2˚.u//

˚�10

.˚.u//
D 2 � 2 lim

t!0C

˚�10

.2t/

˚�10

.t/
: (5)
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The lower tail dependence coefficient is given by


L D lim
u!0C

C.u; u/

u
D lim

u!0C

˚�1.2˚.u//
˚�1.˚.u//

:

By applying de L’HOopital theorem, the solution of the limit is


L D lim
u!0C

˚�10

.2˚.u//.2˚ 0.u//
˚�10

.˚.u//˚ 0.u/
D 2 lim

t!1
˚�10

.2t/

˚�10

.t/
: (6)

Note that the associative property implies that


U D lim
u!1�

P.U1 > ujU2 > u/ D lim
u!1�

P.U2 > ujU1 > u/

and

L D lim

u!0C

P.U1 � ujU2 � u/ D lim
u!0C

P.U2 � ujU1 � u/:

We propose to extend the definition introducing the multivariate upper and lower
tail dependence coefficients for Archimedean copulae.

Definition 2. A multivariate generalization of the tail dependence coefficients
consists in to consider h variables and the conditional probability associated to the
remaining n � h variables, given by



1:::hjhC1:::n
U D lim

u!1�

P.F1.X1/ > u; : : : ; Fh.Xh/ > ujFhC1.XhC1/

> u; : : : ; Fn.Xn/ > u/

D lim
u!1�

OCn.1 � u; : : : ; 1 � u/
OCn�h.1 � u; : : : ; 1 � u/

:

From our definition given in (4) the upper multivariate tail dependence coefficient is



1:::hjhC1:::n
U D lim

u!1�

Pn
iD0

˚�
n
n�i
�
.�1/i �˚�1 .i˚.u//

	
Pn�h

iD0
n�

n�h
n�h�i

�
.�1/i Œ˚�1 .i˚.u//�

o

and after applying de L’HOopital theorem, we obtain



1:::hjhC1:::n
U D lim

t!0C

Pn
iD1

n�
n
n�i
�
i .�1/i

h
˚�10

.i t/
io

Pn�h
iD1

n�
n�h
n�h�i

�
i .�1/i �˚�10

.i t/
o : (7)

The corresponding multivariate lower tail dependence coefficient is defined as
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1:::hjhC1:::n
L D lim

u!0C

P.F1.X1/ � u; : : : ; Fh.Xh/ � ujFhC1.XhC1/

� u; : : : ; Fn.Xn/ � u/

D lim
u!0C

Cn.u; : : : ; u/

Cn�h.u; : : : ; u/
D lim

u!0C

˚�1 .n˚.u//
˚�1 ..n � h/˚.u// :

Exploiting de L’HOopital theorem, the result is



1:::hjhC1:::n
L D n

n � h lim
t!1

˚�10

.nt/

˚�10

..n � h/t/ : (8)

For the associative property, (7) and (8) hold for each of the nŠ coefficients in
correspondence of the nŠ permutations of the variables X1; : : : ; Xn.

An example. When n D 4 variables and h D 1, the upper tail dependence
coefficient is



1j234
U D lim

u!1�

P.F1.X1/ > ujF2.X2/ > u; F3.X3/ > u; F4.X4/ > u/

D lim
u!1�

OC4.1 � u; 1� u; 1� u; 1� u/
OC3.1 � u; 1 � u; 1 � u/

D lim
u!1�

1 � 4uC 6C.u; u/� 4C.u; u; u/C C.u; u; u; u/
1 � 3uC 3C.u; u/� C.u; u; u/

D lim
u!1�

1 � 4˚�1.˚.u//C 6˚�1.2˚.u//� 4˚�1.3˚.u//C ˚�1.4˚.u//
1 � 3˚�1.˚.u//C 3˚�1.2˚.u//� ˚�1.3˚.u//

:

Applying de L’HOopital theorem,



1j234
U D lim

u!1�

�4˚�10

.˚.u//˚ 0.u/C6˚�10

.2˚.u//2˚ 0.u/�4˚�10

.3˚.u//3˚ 0.u/

�3˚�10

.˚.u//˚ 0.u/C3˚�10

.2˚.u//2˚ 0.u/�˚�10

.3˚.u//3˚ 0.u/
C

C ˚�10

.4˚.u//4˚ 0.u/

�3˚�10

.˚.u//˚ 0.u/C 3˚�10

.2˚.u//2˚ 0.u/ � ˚�10

.3˚.u//3˚ 0.u/

D lim
t!0C

�4˚�10

.t/C 12˚�10

.2t/ � 12˚�10

.3t/C 4˚�10

.4t/

�3˚�10

.t/C 6˚�10

.2t/ � 3˚�10

.3t/
: (9)

In a similar way, the lower tail dependence coefficient, with n D 4 and h D 1, is



1j234
L D lim

u!1�

P.F1.X1/ � ujF2.X2/ � u; F3.X3/ � u; F4.X4/ � u/

D lim
u!0C

C.u; u; u; u/

C.u; u; u/
D lim

u!0C

˚�1.4˚.u//
˚�1.3˚.u//
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and applying de L’HOopital theorem,



1j234
L D lim

u!0C

˚�10

.4˚.u//.4˚ 0.u//
˚�10

.3˚.u//.3˚ 0.u//

D 4

3
lim
t!1

˚�10

.4t/

˚�10

.3t/
: (10)

The associative property guarantees the invariance of the coefficients (9) and (10)
when we permute the four variables.

4 MB Copula Functions

Two-parameter families can be used to capture different types of dependence
structure, in particular lower or upper tail dependence or both. We consider two
multivariate bi-parametric (MB) copula functions, extending BB1 and BB7 copulae,
analyzed by Joe (1997) in the bivariate case. They are characterized by non-null
upper and lower tail dependence. The formulation of a MB copula is

C.u1; : : : ; un/ D  .� logK.e� �1.u1/; : : : ; e� �1.un///

where K is max-infinitely divisible and  belongs to the class of Laplace Trans-
forms. Two-parameter families result if K and  are parametrized, respectively, by
parameters � and � . If K has the Archimedean copula form, then also C has the
same form.

4.1 MB1 Copula

The MB1 copula is obtained letting K be the Gumbel family and  the Laplace
Transform B (Joe 1997, p. 375), then

C.u1; : : : ; un/ D
8<
:1C

"
nX
iD1
.u��
i � 1/�

#1=�9=
;

�1=�

where � > 0, � � 1. For � D 1 we get the popular Clayton copula. The generator
function is

˚.t/ D .t�� � 1/�
and its inverse is

˚�1.t/ D .1C t1=�/�1=� :
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The bivariate upper and lower tail dependence coefficients (5) and (6) are,
respectively,


U D 2 � 21=�
and


L D 2�1=.��/:

The general expressions of the coefficients are given (see (7) and (8)) by



1:::hjhC1:::n
U D

Pn
iD1

h�
n

n�i
�
.�1/i .i/1=�

i

Pn�h
iD1

h�
n�h
n�h�i

�
.�1/i .i/1=�

i

and



1:::hjhC1:::n
L D

� n

n � h
��1=��

:

4.2 MB7 Copula

In the second case, let K be the Clayton family and  be Laplace Transform C
(Joe 1997, p. 375), then

C.u1; : : : ; un/ D 1 �
0
@1 �

"
nX
iD1
.1 � .1 � ui /

� /�� � .n � 1/
#�1=�1

A
1=�

is the MB7 copula, also known as Joe-Clayton copula, where � > 0, � � 1. For
� D 1 we get again the Clayton copula.

The generator function is

˚.t/ D Œ1 � .1 � t/� ��� � 1

while its inverse is
˚�1.t/ D 1 � Œ1 � .1C t/�1=� �1=� :

The bivariate upper tail dependence coefficient, see (5), is


U D 2 � 21=� ;

while the bivariate lower tail dependence coefficient, see (6), is


L D 2�1=�:
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The generalization of the results leads to



1:::hjhC1:::n
U D

Pn
iD1

h�
n
n�i
�
.�1/i .i/1=�

i

Pn�h
iD1

h�
n�h
n�h�i

�
.�1/i .i/1=�

i

and



1:::hjhC1:::n
L D

� n

n � h
��1=�

:

5 Concluding Remarks

We have analyzed the upper and lower tail dependence coefficients in a multivariate
framework, providing their expressions for a widely used class of copula function,
the Archimedean copulae. The tail dependence measures can be of interest in many
fields. For instance, given n financial asset returns, the upper (lower) tail dependence
coefficient can be interpreted as the probability of very high (low) returns for h
assets provided that very high (low) returns have occurred for the remaining n � h
assets. In a risk management perspective, the implementation of a strategy of risk
diversification can be helped by the knowledge of these coefficients, especially in a
financial crisis scenario.
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A Note on Density Estimation for Circular Data

Marco Di Marzio, Agnese Panzera, and Charles C. Taylor

Abstract We discuss kernel density estimation for data lying on the d -dimensional
torus (d � 1). We consider a specific class of product kernels, and formulate exact
and asymptoticL2 properties for the estimators equipped with these kernels. We also
obtain the optimal smoothing for the case when the kernel is defined by the product
of von Mises densities. A brief simulation study illustrates the main findings.

1 Introduction

A circular observation can be regarded as a point on the unit circle, and may be
represented by an angle � 2 Œ0; 2�/. Typical examples include flight direction of
birds from a point of release, wind and ocean current direction. A circular observa-
tion is periodic, i.e. � D � C 2m� for m 2 Z. This periodicity sets apart circular
statistical analysis from standard real-line methods. Recent accounts are given by
Jammalamadaka and SenGupta (2001) and Mardia and Jupp (1999). Concerning
circular density estimation we observe that almost all of the related methods appear
to have a parametric nature, with the exception of a few contributions on kernel
density estimation for data lying on the circle or on the sphere (Bai et al. 1988; Beran
1979; Hall et al. 1987; Klemelä 2000; Taylor 2008). In this paper we consider kernel
density estimation when a support point � is a point on the d -dimensional torus
T
d WD Œ��; ��d , d � 1. To this end, we define estimators equipped with kernels

belonging to a suitable class, and derive their exact and asymptotic L2 properties.

M. Di Marzio (�) � A. Panzera
DMQTE, G. d’Annunzio University, Viale Pindaro 42, 65127 Pescara, Italy
e-mail: mdimarzio@unich.it; panzera@yahoo.it

C. C. Taylor
Department of Statistics, University of Leeds, Leeds West Yorkshire LS2 9JT, UK
e-mail: charles@maths.leeds.ac.uk

A. Di Ciaccio et al. (eds.), Advanced Statistical Methods for the Analysis
of Large Data-Sets, Studies in Theoretical and Applied Statistics,
DOI 10.1007/978-3-642-21037-2 27, © Springer-Verlag Berlin Heidelberg 2012

297

mdimarzio@unich.it
panzera@yahoo.it
charles@maths.leeds.ac.uk


298 M. Di Marzio et al.

We also obtain the optimal smoothing degree for the case in which the kernel is a
d -fold product of von Mises densities. In particular, in Sect. 2 we discuss the class
of toroidal kernels, and in Sect. 3 we obtain the exact and asymptotic integrated
mean squared error along with the optimal smoothing for our estimators. Finally, in
Sect. 4, we give some numerical evidence which confirms our asymptotic results.

2 Toroidal Kernels

By toroidal density we mean a continuous probability density function whose
support is Td and such that f .��/ � f .�/ where � D .�; � � � ; �/. For estimating
a smooth toroidal density, we consider the following class of kernels introduced by
Di Marzio et al. (2011).

Definition 1 (Toroidal kernels). A d -dimensional toroidal kernel with concentra-
tion (smoothing) parameters C WD .�s 2 RC; s D 1; � � � ; d /, is the d -fold product
KC WD Qd

sD1 K�s , where K� W T! R is such that

(i) It admits an uniformly convergent Fourier series f1C2P1
jD1 	j .�/ cos.j�/g=

.2�/, � 2 T, where 	j .�/ is a strictly monotonic function of �.
(ii)

R
T
K� D 1, and, if K� takes negative values, there exists 0 < M < 1 such

that, for all � > 0 Z
T

jK�.�/j d� �M:

(iii) For all 0 < ı < � ,

lim
�!1

Z
ı	j� j	�

jK�.�/jd� D 0:

These kernels are continuous and symmetric about the origin, so the d -fold
product of von Mises, wrapped normal and the wrapped Cauchy distributions are
included. As more general examples, we now list families of densities whose d -fold
products are candidates as toroidal kernels:

1. Wrapped symmetric stable family of Mardia (1972, p. 72).
2. The extensions of the von Mises distribution due to Batschelet (1981, p. 288,

equation (15.7.3)).
3. The unimodal symmetric distributions in the family of Kato and Jones (2009).
4. The family of unimodal symmetric distributions of Jones and Pewsey (2005).
5. The wrapped t family of Pewsey et al. (2007).

Definition 2 (Sin-order). Given the one-dimensional toroidal kernel K� , let
�j .K�/ D

R
T

sinj .�/K�.�/d� . We say that K� has sin-order q if and only if

�j .K�/ D 0; for 0 < j < q; and �q.K�/ ¤ 0:
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Note that KC WD Qd
sD1 K�s has sin-order q if and only if K�s has sin-order q for

s 2 f1; � � � ; d g. Moreover, observe that the quantity �j .K�/ plays a similar rôle as
the j th moment of a kernel in the euclidean theory and its expression is given by
the following

Lemma 1. Given a positive even q, if K� has sin-order q, then

�q.K�/ D 1

2q�1

8<
:

 
q � 1
q=2

!
C

q=2X
sD1
.�1/qCs

 
q

q=2C s

!
	2s.�/

9=
; :

Proof. See Appendix.

Remark 1. Notice that if K� has sin-order q, then 	j .�/ D 1 for each j < q, and
since lim�!1 	q.�/ D 1, it results �q.K�/ D O

�f1 � 	q.�/g21�q
�
.

3 Toroidal Density Estimation

Definition 3 (Kernel estimator of toroidal density). Let f`; ` D 1; � � � ; ng,
with ` WD .�`1; � � � ; �`d / 2 T

d , be a random sample from a continuous toroidal
density f . The kernel estimator of f at � 2 T

d is defined as

Of .�IC/ WD 1

n

nX
iD1

KC.� � i /: (1)

From now on we always assume that �s D � for each s 2 f1; � � � ; d g, i.e. we assume
that C is a multiset with element � and multiplicity d .

Letting Og be a nonparametric estimator of a square-integrable curve g, the mean
integrated squared error (MISE) for Og is defined by MISEŒ Og� WD R

EŒf Og.�/ �
g.�/g2�d� D R fEŒ Og.�/� � g.�/g2d� C R VarŒ Og.�/�d� . In what follows we will
derive a Fourier expansion of the exact MISE for the estimator (1). Before stating
the main result, we need to introduce a little notation.

Given j D .j1; � � � ; jd / 2 Z
d , for a function f defined on T

d we have

f .�/ D 1

.2�/d

X

j2Zd
cje

i j�� ; (2)

where i 2 D �1, cj WD
R
Td
f .�/e�i j��d� , and j � � is the inner product of j and � .

Given the d -dimensional toroidal kernel KC.�/ D Qd
sD1 K�.�s/, and letting

	j.C/ WD
R
Td
KC.�/e

�i j��d� D Qd
sD1 	js .�/, the estimator in (1), being the

convolution between the empirical version of f and KC, can be expressed as
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Of .�IC/ D 1

.2�/d

X

j2Zd
Qcj	j.C/ei j�� ; (3)

where Qcj WD n�1Pn
`D1 e�i j��` .

Theorem 1. Suppose that both f andKC belong to L2.Td /, then

MISE
h Of .�IC/

i
D 1

n.2�/d

X

j2Zd

�
1 � ��cj

��2� 	2j .C/

C 1

.2�/d

X

j2Zd

˚
1 � 	j.C/

	2 ��cj
��2 :

Proof. See Appendix.

Now we derive the asymptotic MISE (AMISE) for the estimator in (1) equipped
with a kernel given by the d - fold product of univariate second sin-order toroidal
kernels.

Theorem 2. Given the random sample f`; ` D 1; � � � ; ng, consider the estimator
Of .�IC/ having as the kernel KC WD Qd

sD1 K� , with K� being a univariate second
sin-order toroidal kernel. If:

(i) K� is such that lim�!1.1 � 	2.�//=.1� 	j .�// D j 2=4:
(ii) lim�!1 �2.K�/ D 0:

(iii) limn!1 n�1.2�/�d f1C 2P1
iD1 	2j .�/gd D 0:

(iv) the hessian matrix of f at � , Hf .�/, has entries piecewise continuous and
square integrable.

then

AMISEŒ Of .�IC/� D 1

16
f1� 	2.�/g2

Z
tr2fHf .�/gd� C 1

n

(
1C 2P1

iD1 	2j .�/
2�

) d

Proof. See Appendix.

Remark 2. For circular kernels the expansion of the convolution behaves differently
from its euclidean counterpart. In fact, here higher order terms do not necessarily
vanish faster for whatever kernel, assumption .i/ being required to this end. Such
an assumption is satisfied by many symmetric, unimodal densities, even though,
surely, not by the wrapped Cauchy. Important cases are given by the wrapped normal
and von Mises. But also the class introduced by Batschelet (1981, p. 288, equation
(15.7.3)) matches the condition, along with the unimodal symmetric densities in the
family introduced by Kato and Jones (2009).

The above result can be easily extended to estimators equipped with higher sin-
order toroidal kernels. These latter can be constructed from second-sin-order ones as
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a direct consequence of the result in Lemma 1. For a discussion on higher sin-order
and smaller bias, see Di Marzio et al. (2011).

Now we derive the AMISE-optimal concentration parameter for the estimator
having as the kernel VC.�/ WD Qd

sD1 V�.�s/, the d -fold product of von Mises
density V�.�/ WD f2�I0.�/g�1e� cos.�/, with Ij .�/ denoting the modified Bessel
function of the first kind and order j .

Theorem 3. Given the random sample f`; ` D 1; � � � ; ng, consider the estimator
Of .�IC/ having as the kernel VC.�/. Assume that condition (iv) of Theorem 2

holds, and:

(i) limn!1 ��1 D 0:
(ii) limn!1 n�1�d=2 D 0:
then the AMISE optimal concentration parameter for Of .�IC/ is

"
2d�d=2n

R
tr2fHf .�/gd�
d

#2=.4Cd/
:

Proof. See Appendix.

4 Numerical Evidence

In order to illustrate the methodology and results a small simulation was carried out.
Taking f to be a bivariate von Mises distribution (with independent components)
with concentration parameters 2 and 4, we simulated 50 datasets for each size of
nD 100; 500; 2; 500. For each dataset a variety of smoothing parameters (�) were
used in the toroidal density estimate, with kernel VC, and for each value of � we
compute the average integrated squared error (ISE) (over the 50 simulations) and
MISE using (4) in the appendix. In addition, for each value of n we compute the
AMISE optimal concentration parameter for Of .�IC/ given by Theorem 3.

The results are shown in Fig. 1. It can be seen that ISE decreases with
n, and that the approximation of MISE improves as n increases. Finally we
note that the optimal smoothing parameter given by Theorem 3 also improves
with n.

Appendix

Proof of Lemma 1. First observe that for odd j we have that sinj .�/ is
orthogonal in L1.T/ to each function in the set f1=2; cos.�/; cos.2�/; � � � g,
which implies that �j .K�/ D 0. When j is even, sinj .�/ is not orthogonal
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Fig. 1 Asymptotic mean integrated squared error (dashed lines) and average integrated squared
error (continuous lines) over 50 simulations of size n from a bivariate von Mises distribution. The
minimum values are shown by symbols, and the vertical lines represent the AMISE optimal values
given by Theorem 3

in L1.T/ to 1=2 and to the set fcos.2s/; 0 < s � j=2g, and in particular
one has

Z
T

sinj .�/

2
d� D

 
j � 1
j=2

!
�

2j�1 and

Z
T

sinj .�/ cos.2s�/d� D
 

j

j=2C s

!
.�1/jCs�
2j�1 ;

which gives the result. ut

Proof of Theorem 1. First observe that by Parseval’s identity
R
Td
ff .�/g2d� D

.2�/�d
P

j2Zd jjcjjj2, where jjgjj stands for the L2 norm of g. Then use the results
in (2) and in (3), the identities EŒ Qcj� D cj, EŒjj Qcj � cjjj2� D n�1.1 � jjcjjj2/, and
some algebraic manipulations, to get

E
�Z

Td

n Of .�IC/� f .�/
o2
d�

�
D E

2
4 1

.2�/d

X

j2Zd

ˇ̌
ˇ̌
ˇ̌
ˇ̌ Qcj	j.C/� cj

ˇ̌
ˇ̌
ˇ̌
ˇ̌
2

3
5
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D 1

.2�/d

X

j2Zd

�
E
h�� Qcj � cj

��2i 	2j .C/

C ˚1 � 	j.C/
	2 ��cj

��2�

D 1

n.2�/d

X

j2Zd

�
1 � ��cj

��2� 	2j .C/

C 1

.2�/d

X

j2Zd

˚
1 � 	j.C/

	2 ��cj

��2 :

ut

Proof of Theorem 2. Put Su WD fsin.u1/; � � � ; sin.ud /gT, and use Df .�/ to denote
the first-order partial derivatives vector of the function f at � . Using the expansion
f .uC�/ D f .�/CST

u Df .�/C 1
2
ST

u Hf .�/SuCO.ST
u Su/, and recalling assumptions

(i) and (ii), a change of variables leads to

EŒ Of .�IC/� D
Z
Td

KC. � �/f . /d 

D f .�/C 1

4
f1� 	2.�/gtrfHf .�/g C o.1/:

Now, recalling assumption (iii), we obtain

VarŒ Of .�IC/� D 1

n

Z
Td

fKC. � �/g2f . /d � 1
n

n
EŒ Of .�IC/�

o2

D 1

n

Z
Td

fKC.u/g2ff .�/C o.1/gdu� 1
n
ff .�/C o.1/g2

D f .�/

n

(
1C 2P1

jD1 	2j .�/
2�

) d
C o.1/ :

ut

Proof of Theorem 3. First observe that for the von Mises kernel 	j .�/ D
Ij .�/=I0.�/, then follow the proof of Theorem 2 to get

MISEŒ Of .�IC/� D 1

4



I1.�/

�I0.�/

� 2 Z
tr2fHf .�/gd�

C 1

n

�
I0.2�/

2�fI0.�/g2
�d
C op

�
��2 C n�1�d=2

�
: (4)
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Now, replace I1.�/=I0.�/ by 1 with an error of magnitudeO.��1/, use

lim
�!1

�
I0.2�/

2�fI0.�/g2
�d
D
� �
4�

�d=2
;

then minimize the leading term of (4). ut
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arising from, möbius transformation. Journal of the American Statistical Association, to appear,
2009.
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Markov Bases for Sudoku Grids

Roberto Fontana, Fabio Rapallo, and Maria Piera Rogantin

Abstract In this paper we show how to describe sudoku games under the language
of design of experiments, and to translate sudoku grids into contingency tables.
Then, we present the application of some techniques from Algebraic Statistics to
describe the structure of the sudoku grids, at least for the 4 � 4 grids. We also show
that this approach has interesting applications to both complete grids and partially
filled grids.

1 Introduction and Preliminary Material

In recent years, sudoku has become a very popular game. In its most common form,
the objective of the game is to complete a 9�9 grid with the digits from 1 to 9. Each
digit must appear once only in each column, each row and each of the nine 3 � 3
boxes. It is known that sudoku grids are special cases of Latin squares in the class
of gerechte designs, see Bailey et al. (2008). In Fontana and Rogantin (2009) the
connections between sudoku grids and experimental designs are extensively studied
in the framework of Algebraic Statistics. In this paper we show how to represent
sudoku games in terms of 0 � 1 contingency tables. The connections between
contingency tables, design of experiments, and the use of some techniques from
Algebraic Statistics allows us to study and describe the set of all sudoku grids.

R. Fontana (�)
DIMAT Politecnico di Torino, Corso Duca degli Abruzzi 24, 10129 Torino Italy
e-mail: roberto.fontana@polito.it

F. Rapallo
DISTA University of Eastern Piedmont, Viale T. Michel 11, 15121 Alessandria Italy
e-mail: fabio.rapallo@mfn.unipmn.it

M. Piera Rogantin
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Although the methodology is simple and can be easily stated for general p2 �p2
(p � 2) sudoku grids, the computations are very intensive and then limited to the
4 � 4 case. Simply to show the increase of computational complexity, we notice
that there are 288 sudoku grids in the 4 � 4 case, while there are about 6:67 � 1021
grids in the 9 � 9 case. However, we expect that our work will form a prototype to
understand the connections between designed experiments and contingency tables
for the general case.

From the point of view of design of experiments, a sudoku can be considered as
a fraction of a full factorial design with four factors R;C;B; S , corresponding to
rows, columns, boxes and symbols, with p2 levels each. The three position factors
R;C and B are dependent; in fact a row and a column specify a box, but the
polynomial relation between these three factors is fairly complicated. A simpler
approach consists in splitting row factor R into two pseudo-factorsR1 andR2, each
with p levels, and, analogously, column factor C into C1 and C2. Then box factor B
corresponds to R1 and C1. Factors R1 and C1 are named “the band” and “the stack”
respectively, and factors R2 and C2 are named “the row within a band” and “the
column within a stack”. Finally, given a digit k between 1 and p2, factors S1 and S2
provide the base-p representation of k � 1. It should be noted that two factors for
symbols are not essential and they are introduced here because symmetrical designs
are easier to handle.

Hence, the full factorial has six factors R1, R2, C1, C2, S1 and S2, each with
p levels . In this work we keep our exposition simple by using the integer coding
0; : : : ; p � 1 for the p levels .

As an example, in a 4 � 4 sudoku, if the symbol 3 (coded with 10, the binary
representation of 2) is in the second row within the first band (R1 D 0;R2 D 1) and
in the first column of the second stack (C1 D 1; C2 D 0), the corresponding point
of the design is .0; 1; 1; 0; 1; 0/.

As introduced in Fontana and Rogantin (2009), a sudoku grid, as a fraction
of a full factorial design, is specified through its indicator polynomial function,
and a move between two grids is also a polynomial. With such a methodology,
three classes of moves are described. The first class, denoted by M1, contains
permutations of symbols, bands, rows within a band, stacks and columns within
a stack. The second class, denoted by M2, contains the transposition between rows
and columns. The last class, denoted by M3, is formed by all the other moves.
The moves in M3 have a more complex behavior and we refer to (Fontana and
Rogantin, 2009, Sect. 12.4.2) for a formal definition. We mention that the moves
in M1 and in M2 can be applied to all sudoku grids, while the moves in M3 can
be applied only to sudoku grids having a special pattern. Here we give only an
example of a move in M3, see Fig. 1. This move acts on two parts of the grid defined
by the intersection of a stack with two rows belonging to different boxes, and it
exchanges the two symbols contained in it. But such a move is possible only when
the symbols in each selected part are the same. Similar moves are defined for bands
and columns, respectively. The relevance of the moves in M3 will be discussed in
the next sections.
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Fig. 1 A move in the class M3

2 Moves and Markov Bases for Sudoku Grids

The application of statistical techniques for contingency tables in the framework of
the design of experiments, and in particular to sudoku grids, is not straightforward.
In fact, a sudoku grid is not a contingency table as it contains labels instead of
counts. To map a sudoku grid into a contingency table, we need to consider a p �
p � p � p � p � p table n, with 6 indices r1; r2; c1; c2; s1 and s2, each ranging
between 0 and p � 1. The table n is a 0 � 1 table with nr1r2c1c2s1s2 D 1 if and
only if the .r1; r2; c1; c2/ cell of the grid contains the symbol .s1; s2/ and otherwise
it is 0. Notice that nr1r2c1c2s1s2 is the value of the indicator function of the fraction
computed in the design point .r1; r2; c1; c2; s1; s2/. This approach has already been
sketched in Fontana and Rogantin (2009). A similar approach is also described in
Aoki and Takemura (2008) for different applications.

In a sudoku grid each row, each column and each box must contain different
symbols. Such constraints translate into the following linear conditions on the
corresponding 0 � 1 contingency table n:

p�1X
s1;s2D0

nr1r2c1c2s1s2 D 1 8r1; r2; c1; c2
p�1X

c1;c2D0
nr1r2c1c2s1s2 D 1 8 r1; r2; s1; s2

p�1X
r1;r2D0

nr1r2c1c2s1s2 D 1 8 c1; c2; s1; s2
p�1X

r2;c2D0
nr1r2c1c2s1s2 D 1 8 r1; c1; s1; s2 :

This system with 4p4 linear conditions can be written in the form An D 1, where A
is the appropriate matrix of coefficients. The valid sudoku grids are just its integer
non-negative solutions.

Given an integer linear system of equations of the form An D b, a move is an
integer (possibly negative) table m such that Am D 0. By linearity, it follows that
A.n˙m/ D An D b. Thus, if m is a move, and n is a non-negative solution of the
system, then nCm and n�m are again solutions of the system, when non-negative.
A move allows us to move from one solution to another one.

As introduced in Diaconis and Sturmfels (1998), a Markov basis is a finite set of
moves B D fm1; : : : ;mkg which connects all the non-negative integer solutions of
the system An D b. A key result in Algebraic Statistics states that a finite Markov
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basis always exists, see (Diaconis and Sturmfels, 1998, p. 376). In our framework,
given any two sudoku n and n0, there exists a sequence of moves mi1 ; : : : ;miH in B
and a sequence of signs i1 ; : : : ; iH (ij D ˙1 for all j ) such that

n0 D nC
HX
jD1

ij mij

and all the intermediate steps

nC
hX

jD1
ij mij for all h D 1; : : : ;H

are again non-negative integer solutions of the linear system.
While all the linear constraints in our problem have constant terms equal to 1,

it is known that the computation of a Markov basis is independent on the constant
terms of the linear system, see e.g. Diaconis and Sturmfels (1998). Therefore, we
can select the subset B

f
C of B of the moves m of B that can be added at least to one

sudoku grid, n, in order to obtain another valid sudoku grid, nCm. In the same way,
we denote with Bf� the subset of B formed by the elements that can be subtracted
by at least one sudoku grid to obtain yet another valid sudoku grid. It is easy to see
that Bf

C DBf� . Thus, we denote this set simply with Bf and we refer to the moves
in Bf as feasible moves.

The approach with Markov bases enables us to connect each pair of sudoku grids
and to generate all the sudoku grids starting from a given one.

The actual computation of a Markov basis needs polynomial algorithms and
symbolic computations. We refer to Drton et al. (2009) for more details on Markov
bases and how to compute them. Although in many problems involving contingency
tables Markov bases are small sets of moves, easy to compute and to handle, in the
case of sudoku grids we have a large number of moves. Currently, the problem is
computationally not feasible already in the case of classical 9 � 9 grids.

3 The 4 � 4 Sudoku

In this section we consider the case of 4�4 sudoku, i. e., p D 2. Using 4ti2 (2007),
we obtain the Markov basis B. It contains 34; 920 elements while it is known that
there are only 288 4� 4 sudoku grids, listed in Fontana and Rogantin (2009). Using
such list and some ad-hoc modules written in SAS-IML (2004), we have explored
this Markov basis finding some interesting facts.

• Feasible moves. Among the 34; 920 moves of the Markov basis B there are
only 2; 160 feasible moves. To provide a term of comparison, we note that
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the cardinality of the set of all the differences between two valid sudoku is
288 � 287=2 D 41; 328; we have checked that 39; 548 of them are different.

• Classification of moves. If we classify each of the 2; 160moves generated by Bf

according to both the number of sudoku that can use it and the number of points
of the grids that are changed by the move itself, we obtain the following table.

# of Sudoku that # of Points moved Total

can use the move 4 8 10 12

1 0 0 1; 536 192 1; 728

2 0 336 0 0 336

8 96 0 0 0 96

Total 96 336 1; 536 192 2; 160

– The 96 moves that change 4 points and can be used 8 times are all of type
M3, like the one reported in Fig. 1. We have also verified that these moves are
enough to connect all the sudoku grids.

– The 336 moves that changes 8 points and can be used by 2 tables correspond
to an exchange of two symbols, rows and columns. For example, two of them
are:

4 3 3 4

3 4 ) 4 3

4 3 3 4

3 4 4 3

)
4 2 3 1 3 1 2 4

3 1 2 4 4 2 3 1

– The remaining 1; 728 moves are suitable compositions of the previous ones.
For instance, the move

3 4 1 1 3 4

1 3 2 ) 3 2 1

2 3 4 3 4 2

1 4 2 2 1 4

is the composition of a permutation of two symbols, a permutation of two
rows and two moves of type M3.

4 Partially Filled 4 � 4 Grids

Usually, a classical sudoku game is given as a partially filled grid that must be
completed placing the right symbols in the empty cells. In the frame of the design
of experiments, this procedure corresponds to augment an existing design under
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suitable properties, in this case those of the gerechte designs. For the person who
prepares the sudoku grids, it is important to know where to place the givens and
which symbols to put in them in order to obtain a grid with a unique completion.
The symbols in the non-empty cells in a sudoku game are referred to as givens. In
this section, we use the Markov bases to study all possible givens for the 4�4 grids.

Notice that the definitions of Markov bases and feasible moves lead us to the
following immediate result. When the Markov basis corresponding to a pattern of
givens has no moves, then the partially filled grid can be completed in a unique way.

When some cells of the grid contain givens, we have to determine a Markov basis
which does not act on such cells. This problem is then reduced to the computation
of Markov bases for tables with structural zeros, as each given fixes 4 cells of the
table n.

The computation of Markov bases for tables with structural zeros is a known
problem, see e.g. Rapallo (2006). As suggested in Rapallo and Rogantin (2007), a
way to solve this problem is based on the notion of Universal Markov basis, a set of
moves with special properties. Unfortunately, the dimensions of the problem make
the computation of the Universal Markov bases currently unfeasible.

A different approach is to compute and analyze the Markov basis for all the
possible choices C of the cells of the grid that should not be modified. For 4 � 4
sudoku it means that we should run 4ti2 over 216 configurations corresponding to
all the possible subsets of the cells in the grid. To reduce the computational effort
we have exploited some symmetries of the sudoku grids, creating a partition of all
the possible C s and computing the Markov basis BC only for one representative of
each class. An approach to sudoku based on symmetries is also presented in Dahl
(2009).

The considered symmetries correspond to moves in M1 (permutations of bands,
of rows within a band, of stacks and of columns within a stack) and in M2

(transposition) described in Sect. 1, moves that can be applied to all the sudoku
grids. Here we describe the construction of the classes of equivalence.

Let �e1;e2;e3;e4 be the transformation acting on the position of a cell:

�e1;e2;e3;e4 .r1; r2; c1; c2/ D .r1; r2; c1; c2/C .e1; e2; e3; e4/ mod 2 with ei 2 f0; 1g :

The permutation of a band corresponds to .e1; e2; e3; e4/ D .1; 0; 0; 0/, the permu-
tation of the rows within both the bands corresponds to .e1; e2; e3; e4/ D .0; 1; 0; 0/,
and the composition of both the permutations corresponds to .e1; e2; e3; e4/ D
.1; 1; 0; 0/, analogously for stacks and columns.

Let 	e, e 2 f0; 1g, be the transposition of the position of a cell, if e D 1, or the
identity, if e D 0:

	e.r1; r2; c1; c2/ D


.r1; r2; c1; c2/ if e D 0
.c1; c2; r1; r2/ if e D 1 :

Given e D .e0; e1; e2; e3; e4; e5/, let �e be the composition:
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Fig. 2 The 16 grids of an equivalence class with 2 fixed cells, containing the givens

�e D �e0;e1;e2;e3;e4;e5 D 	e0 ı �e1;e2;e3;e4 ı 	e5 with ei 2 f0; 1g :

We notice that the transformation �0;0;0;0;0;0 is the identity and that the transpo-
sition 	e is considered both the first and the last term in �e because, in general, it
does not commute with �e1;e2;e3;e4 . We also point out that the 64 transformations �e

do not necessarily cover all the possible transformations but they lead to significant
reduction of the problem.

Given a subset of cells C , we denote by �e.C / the transformation of all the cells
of C . We say that two choices Ck and Dk , with k fixed cells, are equivalent if there
exists a vector e such that:

Dk D �e.Ck/

and we write Ck � Dk . In Fig. 2 a class of equivalence of grids is shown.
Here we show that it is enough to compute the Markov basis only for one

representative of each class.
Given a sudoku table n we denote by Q�e.n/ the transformation �e applied to all

the cells of the sudoku:

Q�e.nr1;r2;c1;c2;s1;s2 / D n�e.r1;r2;c1;c2/;s1;s28 r1; r2; c1; c2 :

In the same way Q�e can be applied to a move m.
Let C and D be in the same class of equivalence,D D �e.C /, and B

f
C and B

f
D

be the corresponding sets of feasible moves in the Markov bases obtained from C

andD. Then:

B
f
D D Q�e

�
B
f
C

�
with Q�e

�
B
f
C

�
D
n
Q�e.m/; m 2 B

f
C

o
:

In fact, given m 2 Bf
C , it follows that there exist a sudoku n and a sign  such

that nC  m is still a sudoku and:

Q�e.nC  m/ D Q�e ..nC  m/r1;r2;c1;c2;s1;s2 /
D .nC  m/�e.r1;r2;c1;c2/;s1;s2

D n�e.r1;r2;c1;c2/;s1;s2 C  m�e.r1;r2;c1;c2/;s1;s2

D Q�e.n/C  Q�e.m/ :
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Therefore Q�e.m/ is a feasible move for the sudoku Q�e.n/. Moreover as m does not
act on the cells C , Q�e.m/ does not act on the cells �e.C /. It follows that Q�e.m/ is in
B
f

�e.C /
.

This methodology allows us to significantly reduce the computation, approxi-
mately of 96%, as summarized in the following table, where k is the number of
fixed cells and neq.cl. is the number of equivalence classes.

k 1–15 2–14 3–13 4–12 5–11 6–10 7–9 8 Total�
16
k

�
16 120 560 1,820 4,368 8,008 11,440 12,870 65,534

neq.cl. 1 9 21 78 147 291 375 456 2,300

In view of this reduction, first, using 4ti2, we have computed a Markov basis
BC for one representative C of each of the 2; 300 equivalence classes. Then,
using some ad hoc modules in SAS-IML, we have selected the feasible moves and
obtained #SC , the number of sudoku that can use at least one of them. As discussed
above, if for a partially filled grid S the cardinality of the subset of the Markov
basis made by the feasible moves is equal to zero, then S can be completed in a
unique way.

The following table displays the results of all the 2; 300 runs. It cross-classifies
each pattern C with respect to the number k of givens (column) and the number of
sudoku #SC that can use at least one move (row).

#SC nk 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0 0 0 0 0 2 21 92 221 271 250 141 76 21 9 1
24 0 0 0 0 0 8 7 5 0 0 0 0 0 0 0
72 0 0 0 0 3 3 0 0 0 0 0 0 0 0 0
96 0 0 0 0 0 50 158 186 96 40 6 2 0 0 0
120 0 0 0 0 4 22 4 0 0 0 0 0 0 0 0
168 0 0 0 7 29 86 56 18 3 0 0 0 0 0 0
192 0 0 0 2 18 61 50 24 5 1 0 0 0 0 0
216 0 0 0 0 7 0 0 0 0 0 0 0 0 0 0
240 0 0 0 4 43 16 2 0 0 0 0 0 0 0 0
264 0 0 0 16 8 2 0 0 0 0 0 0 0 0 0
288 1 9 21 49 33 22 6 2 0 0 0 0 0 0 0

Total 1 9 21 78 147 291 375 456 375 291 147 78 21 9 1

We can highlight some interesting facts.

• With 1; 2 or 3 fixed cells all the 288 sudoku can use at least one move, and
therefore no choice of givens determines the completion of the grid univocally.

• With 4 fixed cells there are 78 patterns (or more precisely equivalent classes of
patterns):
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– For 49 patterns each of 288 sudoku can use at least one move, so that the
completion of the grid is not unique.

– For 16 patterns there are 264 sudoku that can use at least one move of BC .
The other 288� 264 D 24 choices of givens determine the completion of the
grid univocally.

– Analogously there are 4 patterns (2 and 7 respectively) for which there are
288 � 240 D 48 choices of givens that determine the completion of the grid
univocally (288� 192 D 96 and 288� 168 D 120 respectively).

Here we have the verification that the minimum number of givens for the
uniqueness of the completion is 4.

• With 5 fixed cells there are 2 patterns for which #SC D 0 that means that any
choice of givens determines the completion of the grid univocally.

• With 8 fixed cells there are 2 patterns for which #SC D 288 that means that
any choice of givens do not determine the completion of the grid univocally.
Nevertheless for each pattern with 9 fixed cells there is a choice of givens which
makes unique the completion of the grids. Then, the maximum number of fixed
cells for which any choice of givens do not determine the completion of the grid
univocally is 8.

• With 12 fixed cells there are 2 patterns for which 96 choices of givens do not
determine the completion of the grid univocally.

• With 13; 14 and 15 fixed cells any choice of givens determines the completion of
the grid univocally.

Figure 3a shows that the same pattern of 4 cells (the shades ones) leads to a
unique solution, if the givens are chosen like in the left part of the figure, or to
more than one solution, if the givens are chosen like in the right part of the figure.
Figure 3b is analogous to Fig. 3a but considers a pattern of 12 cells.

Figure 4 shows a pattern of 5 cells for which any choice of the givens corresponds
to a unique solution.
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Fig. 3 Fixed a pattern, different choices of givens produce or not the uniqueness. Patterns with
4 and 12 fixed cells
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Fig. 4 A pattern of 5 cells
for which any choice of the
givens produces a unique
solution

5 Further Developments

The use of Markov bases has allowed to study the moves between 4�4 sudoku grids,
with nice properties for the study of partially filled grids. However, our theory has
computational limitations when applied to standard 9 � 9 grids. Therefore, further
work is needed to make our methodology and algorithms actually feasible for 9 � 9
grids. In particular, we will investigate the following points:

(a) To simplify the computation of Markov bases, using the special properties of
the sudoku grids. For instance, some results in this direction is already known
for design matrices with symmetries, see Aoki and Takemura (2008), and for
contingency tables with strictly positive margins, see Chen et al. (2010).

(b) To characterize the feasible moves theoretically. In fact, in our computations
the selection of the feasible moves and the results in Sect. 4 are based on the
knowledge of the complete list of sudoku grids. This approach is then unfeasible
in the 9 � 9 case.

(c) To make easy the computation of the Universal Markov basis for our problem,
in order to avoid explicit computations for the study of the sudoku grids with
givens.

Acknowledgements We thank both the anonymous Referees for their helpful suggestions. The
work has been partially funded by an INdAM-GNAMPA project.
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Estimating the Probability of Moonlighting
in Italian Building Industry

Maria Felice Arezzo and Giorgio Alleva

Abstract It’s well known that black market economy and especially undeclared
work undermines the financing of national social security programs and hinders
efforts to boost economic growth. This paper goes in the direction of shedding light
on the phenomenon by using statistical models to detect which companies are more
likely to hire off the books workers. We used database from different administrative
sources and link them together in order to have an informative system able to capture
all aspects of firms activity. Afterward we used both parametric and non parametric
models to estimate the probability of a firm to use moonlighters. We have chosen to
study building industry both because of its importance in the economy of a country
and because its a wide spread problem in that sector

1 Introduction

Moonlighting could be referred either as a multiple-job worker or as a single-
job worker in an irregular position because s/he is unknown to the Government
since s/he was not regularly registered as an employee. In this paper we focus our
attention on the latter and in particular we try to estimate the probability that a firm
hires moonlighters. The main idea behind our job is that the probability of interest
could be estimated from inspections results of the National Social Security Institute
(INPS in the following) and of the Department of Labor. The inspections output
are expressed in terms of presence/absence of irregular work. To understand which
factors have a major impact on moonlighting, we relate it to a wide variety of firm’s
characteristics (such as firm localization, labor productivity, labor cost, economic
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activity of the firm and so forth). The first researches on moonlighting in Italy go
back at the early 1970s. In one of the most important, due to Censis in 1976, an
estimate of about three million moonlighters was found. Censis pointed out on one
side at the off shoring of manufacturing firms and on the other side at the increased
labor cost and to the improved labor conditions to explain the phenomenon. In the
1980s and 1990s moonlighting has slowly but constantly increased until a turning
point in 2002, probably due to Bossi-Fini’s law, when it has decreased to the same
level of 1992. More details on the subject can be found in Alleva et al. (2009b).
The entity of moonlighting and its persistency in Italian economy leads us to think
that it cannot be regarded as temporary and it highlights the importance of having
tools able to track down firms with higher probability to hire irregular workers.
Agriculture and Tertiary are traditionally the most exposed sectors (in 2006 the
percentage of moonlighters was 18.9% and 13.7% respectively). Within tertiary,
commerce, transportation and tourism are far more affected than other sectors.
In Industry moonlighting is marginal (3.7%) except for building and construction
companies where the average irregularity percentage in 2006 was 11%.

The paper is organized as follows. In Sect. 2 we illustrate the main characteristics
of the original datasets and we will explain which ones we used and how we link
them. We also report the main results obtained with exploratory data analysis and
the evaluation of the quality of the integrated database. In Sect. 3 we will show the
main results we had using logistic models and classification and regression trees
(CART in the following). A broad description of CART algorithm can be found in
Breiman et al. (1983). Conclusion and some points to be developed are discussed in
Sect. 4.

2 Creation of the Data Set and the Variables Used

To detect moonlighting, we need to pool firms through common behavioral patterns.
In other words we have to find which characteristics construction companies which
use irregular employee have in common. We needed two kind of information: the
first one is weather a firm has or hasn’t moonlighters, the second are all its economic,
financial and structural characteristics. It does not exist at the moment an unique
informative system that gathers all the information needed; therefore we had first
of all to identify useful informative sources and then to combine them in a single
dataset. The first kind of information (presence/absence of moonlighters) could be
found in inspections archives of INPS and Department of Labor whereas the second
ones (firms features) are available in different archives. Table 1 illustrates their main
characteristics.

After a thorough data quality assessment, Department of Labor archives was
discarded for its information to be improved (data are absent for whole regions
and a high percentage of firms doesn’t have any identification code). A future use
of this data might be possible only if the identification of those firms without VAT
code is carried out using other information like firm address and city of location.
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Table 1 Datasets characteristics

Data owner Content Individual Dimension

INPS Inspections outputs
(2005–2006)

Inspection 31658 inspections on
28731 firms

Department of
Labor

Inspections outputs
(2005–2006)

Inspection 62047 inspections

Revenue Agency Studi di settore
(2005–2006).Models:
TG69U, TG75U
(SG75U),TG50U (SG50U
and SG71U), TG70U

Firm Universe of firms with at
most 5 million euros
of income

ISTAT Asia Archives (2005–2006) Firm Universe of firms
ISTAT Balance sheets of Stock and Ltd

companies (2005–2006)
Firm Universe of

company/corporation

Information on balance sheets were not used either because they are not available for
sole proprietorship enterprises. Data assessment showed that satisfactory territorial
and sector coverage are guaranteed in the archives used i.e INPS, ASIA and Revenue
Agency. Record linkage was done using VAT numbers and/or tax codes. The original
variables were used to build economic indicators which can be grouped in the
following different firm’s facets: (a) 9 indicators for economic dimension, (b) 13 for
organization, (c) 6 for structure, (d) 6 for management, (e) 11 for performance (f) 38
for labor productivity and profitability (g) 3 for contracts award mode (h) 7 variables
for location and type. The final dataset had 93 independent variables observed on
14651 building companies with a match rate of 51%. The variable to be predicted
is the inspection result which take value 1 if there is at least one moonlighter and
0 otherwise. In the following we will refer to the final dataset as the integrated db
because it gathers and integrate information from different sources.

After an in-depth exploratory data analysis (Alleva et al. 2009a,b) we found the
following results to be the most interesting:

1. The probability of finding a firm with irregular workers is 22.0%; this probability
is defined as the ratio between the number of firms which use moonlighters
and the number of inspected firms. Moonlighting is spread out over the whole
country, with some peaks in certain regions. The territory with the highest rate
of irregularity are Benevento (65.2%), Avellino (48.2%), Rimini (46.6%) and
Trapani (45.5%) whereas the lowest are in Catanzaro (3.8%), Imperia (3.8%),
Matera (4.7%), Varese (5.6%) and Taranto (5.8%).

2. Firms specialized in duties which requires low skilled labor have a higher prob-
ability of using irregular work. In more details Building completion and Civil
engineering have respectively 24.5% and 23.4% of moonlighting probability
whereas minimum values are reached by Building installation (12.9%) and Site
preparation (12.4%).

3. Sole proprietorship and cooperative firms have the highest risk of using irregular
labor.



322 M.F. Arezzo and G. Alleva

4. Small firms (turnover lower than 50000 euros per year) have the highest risk of
using irregular labor.

5. There is a high positive correlation between inspection coverage (number of
inspected firms out of active firms) and probability of moonlighting revealing
a very efficient inspection activity.

2.1 The Assessment of the Integrated Dataset

As we said we built up our database linking information from INPS, ASIA and
Revenue Agency datasets, obtaining a matching rate of 51% which means that we
had information on features of interest only for (roughly) half of the firms in original
INPS database. In order to evaluate how this loss of information might affect the
validity of our models, we conducted a comparative study on the behavior of feature
of interest for matched and unmatched firms. In particular we studied inspection
coverage and probability of moonlighting for different turnover class and corporate
designation typologies and over the territory. We wanted to understand if matched
and unmatched data were similar in terms of inspection coverage and probability
of moonlighting. If the answer is positive, it means that we didn’t exclude firms
systematically different from those we built models on. To verify datasets similarity
we tested for equality of proportions from two independent samples. In more detail,
lets pu

i and pmi be, respectively, the probabilities of moonlighting in unmatched
and matched data for level i of a variable of interest. For example we wanted to
know if in any of the 20 Italian regions the matched and unmatched probability of
moonlighting are the same. In this case i D 1; 2::::20. The significance test is the
usual two independent sample proportion test:

H0 W pu
i D pmi

H1 W pu
i > p

m
i

i D 1; 2::: (1)

We checked for:

1. Regions (20 levels)
2. Number of employee (9 classes)
3. Legal structure (5 levels)
4. Turnover (11 classes)

Globally we conducted 45 significance tests on moonlighting probability. We
have done the same for inspection coverage. Our results indicates that the major
part of these tests are not significant which means that matched and unmatched
firms are equivalent in terms of inspection coverage and moonlighting probability.
We therefore felt that we could use the sub-sample of matched firms to fit models
without obtaining biased results.
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3 The Estimation of Probability of Moonlighting

The aim is to associate to any firm a measure of irregularity risk, i.e. the probability
of using undeclared workers. This probability can be estimated through statistical
models that relate the inspection result (presence/absence of irregular workers) to
firm’s facets. We used both parametric (logistic) and nonparametric (CART) models.
After the information system was built, we wanted three tasks to be achieved before
fitting any model: (1) investigate the contribute of each firm’s facet on moonlighting,
(2) verify the predicting power of the information system (3) reduce the number of
independent variables still maintaining as much predicting ability as possible. Goal
one was achieved performing a principal component analysis on every single firm’s
facet considered and then building a tree using only the main factors extracted.
Goal two was achieved building a tree with all 93 independent variables. The
misclassification rate was used as a measure of informative system predictive power.
Variables importance (in terms of impurity reduction capability) and some logical
requirements, were used to select a subset of independent variables and therefore to
achieve goal three. On the selected variables subset, both logistic and CART models
were fitted. The reason why we decided to use both parametric and non parametric
models are essentially to exploit their respective advantages. In more details, CART
easily allows for many independent variables to be included in the model, even
highly correlated ones, and it generally gives better predictive performances than
parametric models like logit or probit (Berry and Linoff 2004; Breiman et al. 1983).
The main disadvantage of CART is that it doesn’t measure the impact of each
independent variable on the probability of moonlighting. To obtain this important
information we used the logistic model.

3.1 Non Parametric Models: CART

In order to reduce the number of independent variables to use both in parametric
and non parametric models and to better understand which are the facets that
more than other have an impact on moonlighting, we built two kind of trees. The
first one, named extended model, considers all 93 variables and the second one is
build using as independent variables the main factors extracted from the principal
component analysis (PCA) we run over the six firm aspects we considered. The
factors considered were only those with associated eigenvalue greater than one. In
Table 2 we summarize the most important results obtained from PCA.

We built several trees using the 21 factors listed in Table 2 and the location and
type variables. We found that location and type (i.e. region, province and firm legal
structure) are the most relevant to predict moonlighting followed by, in order of
decreasing importance, factor 1 of labor productivity and profitability, factors 3
and 1 of performance. The other variables have much less importance and are not
reported. Also for the extended model we found the location variables to be the
most important followed by variables in the labor productivity and profitability and
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Table 2 Principal components analysis

Firm facet No. original
variables

Factor Interpretation Explained
variability %

Economic 9 1 Market dimension 58.023
dimension 2 Value added and 12.007

costs dimension

Structure 6 1 Costs structure 39.221
2 Value added per 33.330

firm asset

Management 6 1 Firm economy wrta 35.711
managing dept

2 Firm economy wrt 16.892
total earnings

3 Firm economy wrt 16.671
value added

Performance 11 1 Total performance 27.271
wrt market reached

2 Performance wrt 24.153
value added

3 Total performance 21.187
excluding personnel costs

4 Capital performance 9.101
(amortization)

Organization 13 1 Incidence of non-full 21.631
time employee

2 Incidence of part-time 20.725
employee

3 Incidence of senior 20.108
and middle management

Labor productivity 38 1 Productivity of total 23.737
and profitability employee

2 Productivity wrt 14.278
value added

3 Profitability of 11.162
internal employee

4 Profitability of 7.980
external employee

5 Productivity wrt value 6.480
added of external

consultant
6 Incidence of labor cost 4.884

on overall firm costs
7 Incidence of labor cost 4.816

on firm earnings
a wrt: with respect to
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Table 3 Characteristics
and dimension of final
nodes (Training sample)

Number Final
node
number

Predicted
value

Probability
associated to
predicted value

Number of
firms in the
final node

1 5 No 0.900 54
2 7 Yes 0.333 521
3 8 No 0.795 110
4 4 Yes 0.592 326
5 2 No 0.833 3366

Table 4 Model predictive ability: the classification matrix

Sample Observed Predicted Correct Percentage

No Yes

Training No 6927 1102 86.3%
Yes 1382 863 38.4%
Overall percentage 80.9% 19.1% 75.8%

Test No 2936 484 85.8%
Yes 594 363 37.9%
Overall percentage 80.6% 19.4% 75.4%

in performance groups. As we said, we used the results obtained in these models and
selected 34 independent variables taking into account both variables importance and
logical requirement. We therefore run CART on the selected variables subset and the
key points we observed on all trees grown are the following:

1. Territorial variables (region and province) are the most important to predict
moonlighting.

2. Legal structure is also a crucial variable; in particular sole proprietorships have a
higher moonlighting probability.

3. Labor cost systematically have an impact on moonlighting probability.
4. Variables importance ranking appear to be stable over all trees grown. That means

that the main risk factors can be identified.
5. It’s much easier to classify correctly firms which don’t use irregular workers

rather than companies that do. To reduce misclassification rate on the latter, we
had to increase prior probability on the presence of irregular work value.

Out of more than fifty trees grown, we selected the one with a satisfactory balance
between parsimoniousness (measured in terms of final nodes) and predictive ability
(measures as correct classification rate on the test sample). Tables 3 and 4 show
model characteristics and predictive power respectively.

3.2 Parametric Models

As mentioned, for logistic regression we started with the same independent variables
subset used for CART. Backward selection procedure was used to identify candidate
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models. The main results obtained are pretty much in agreement with those found
using CART and could be summarized in the following points:

1. Territorial variables (region and province) are the most important to predict
irregularities.

2. Companies organization variables and contracts awards mode play a key role in
moonlighting prediction.

3. It’s much easier to classify correctly companies which don’t have irregular
employee. We had to reduce to 0.3 the cut off point. In other word we forced
the model to classify as irregular all firms which had an estimated probability of
using irregular workers greater than or equal to 0.3.

4. All models have a predictive performance greater than 76%.

Since we saw that location variables were very important, we fitted three kind
of models including: (a) both province and region (b) region only (c) no location
variables. For any of the three types of models, backward selection procedure gave
many candidates; we chose those with the best predictive power and goodness of fit.
We performed residuals analysis for any models and no critical elements appeared.
Scatter plot of predicted probabilities vs Cook’s influential statistics showed some
points that have to be investigated more in depth because they could be influential.
Table 5 shows parameter estimates for the model chosen out of those containing
only region as location variable. Table 6 is its classification matrix.

Due to lack of space we cannot report parameters estimates for the other 3 models
selected (one including province and two with no location variables at all), but in
Table 7 we report the ROC curve test to compare their ability to correctly classify
firms. In a Receiver Operating Characteristic (ROC) curve the true positive rate
(Sensitivity) is plotted in function of the false positive rate (100-Specificity) for dif-
ferent cut-off points. Each point on the ROC plot represents a sensitivity/specificity
pair corresponding to a particular decision threshold. A test with perfect discrimi-
nation has a ROC plot that passes through the upper left corner (100% sensitivity,
100% specificity). Therefore the closer the ROC plot is to the upper left corner,
the higher the overall accuracy of the test. A measure of accuracy is therefore
represented by the area under curve: the closest to one the better the model separates
firms with moonlighters from firms without Azzalini and Scarpa (2004).

4 Conclusions and Further Work

Submerged economy has developed features that make it more difficult to detect: the
time has come for a careful reflection on a comprehensive definition of irregularities
and for more sophisticated methods to aid inspectors in their duties. In this frame,
the importance to have a model that identifies the key elements for a firm to use
irregular work is self-evident. Our research has just begun, still we have learnt
something important. As all models point out clearly, location, labor cost and legal
structure are the key elements to identify irregular firms.
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Table 5 Parameter estimates

Independent variable B p-value ExpB

Sicilia a 1.3754 0.0032 3.9566
Campania 1.0955 0.0183 2.9906
Sardegna 0.6733 0.1699 1.9608
Abruzzo 0.2394 0.6185 1.2706
Calabria 0.1721 0.7171 1.1878
Piemonte 0.0184 0.9687 1.0186
Emilia Romagna 0.0050 0.9914 1.0050
Molise �0.0356 0.9544 0.9650
Puglia �0.0534 0.9097 0.9479
Toscana �0.0601 0.8975 0.9415
Veneto �0.1440 0.7611 0.8658
Marche �0.1764 0.7136 0.8382
Trentino Alto Adige �0.3661 0.4646 0.6933
Lazio �0.4469 0.3488 0.6395
Friuli Venezia Giulia �0.7086 0.1787 0.4923
Umbria �0.7138 0.1710 0.4897
Lombardia �0.7225 0.1233 0.4855
Liguria �0.7567 0.1243 0.4691
Basilicata �1.3865 0.0125 0.2499
Up to 5000 resident b 0.2800 0.0023 1.3232
5001–10000 0.2769 0.0030 1.3190
10001–50000 0.1059 0.2151 1.1117
50001–100000 0.0161 0.8788 1.0162
% of works took on 0.0028 0.0000 1.0028

a subcontract basis
% of working-days of �0.1894 0.0241 0.8274

low skilled workers
% of working-days of �0.8175 0.0000 0.4415

high skilled workers
% of working-days �1.7399 0.0000 0.1755

of employee
Constant �1.4146 0.0028 0.2430
a Ref: Valle d’Aosta b Ref: More than 100000 resident

Table 6 Model predictive ability: the classification matrix

Observed Predicted Correct percentage

No Yes

No 7426 1263 85.50%
Yes 1369 930 40.50%
Overall percentage 76.00%

The results obtained are interesting but further investigation is needed. The main
points to develop in the next future are:

1. To improve the matching rate of the original datasets.
2. Enrich the information system with other data sources.
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Table 7 ROC test to compare logistic models predictive performance

Predicted probability for a
firm to use irregular work

AUCa Standard
Error

p-value 95% confidence interval

Lower Upper

Model with Province 0.7470 0.0060 0.0000 0.7360 0.7590
Model without Province 0.7000 0.0060 0.0000 0.6880 0.7120
Model 1 without territory 0.5890 0.0070 0.0000 0.5760 0.6020
Model 2 without territory 0.5740 0.0070 0.0000 0.5610 0.5870
a Area Under Curve

3. Include socio-economical variables which are able capture the characteristics of
the territory where the firms are located; these variables have to be both at region
and province level. Multilevel logistical models might be particularly useful to
fully interpret territorial influence.

4. Fit non parametric models which generally have higher predictive performance
and are more stable than CART, i.e. Random Forests.

5. Calibrate the data in order to properly extend the results to the population.

Further comments on some of the points listed above are due. On behalf of the
second remark, an important and new source of information to use is the so called
Co-eService which bind firms to communicate beginning, ending and prorogation
of any work contract. The system started on march 1st 2008 assuring a real time
communication to all agencies which manage information on employment status
(besides INPS, the Italian National Insurance at Work Service, the National Welfare
Service, and so forth).

Concerning the fifth point, the problem is that the inspected firms we examined
are not a random sample since inspections occur upon signalling. Therefore to
correctly extend results to the population of building firms, we have to find the most
appropriate calibration model.

References

Alleva, G., Arezzo. M.F., Nisi, A.:Il lavoro sommerso nel settore delle costruzioni: analisi
esplorativa e rappresentazione territoriale del fenomeno. In Proceedings on Cartographic
Studies From Map to GIS. Dpt AGEMUS, Sapienza Universitá di Roma, (2009a).
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Use of Interactive Plots and Tables for Robust
Analysis of International Trade Data

Domenico Perrotta and Francesca Torti

Abstract This contribution is about the analysis of international trade data through
a robust approach for the identification of outliers and regression mixtures called
Forward Search. The focus is on interactive tools that we have developed to
dynamically connect the information which comes from different robust plots and
from the trade flows in the input datasets. The work originated from the need to
provide the statistician with new robust exploratory data analysis tools and the
end-user with an instrument to simplify the production and interpretation of the
results. We argue that with the proposed interactive graphical tools the end-user
can combine effectively subject matter knowledge with information provided by the
statistical method and draw conclusions of relevant operational value.

1 Introduction

The international trade of commodities produces an enormous amount of data
which are collected by Customs, national and European statistical offices (e.g.
the Italian ISTAT and the European Commission’s EUROSTAT) and international
statistical authorities (e.g. United Nations Statistics Division, WTO and OECD).
The statistical use of trade data for policy purposes includes relevant applications
such as anti-fraud, anti-trade-based money laundering and anti-dumping. Significant
discrepancies in the data as reported by the trading countries, such as price outliers
and other inconsistencies, can be detected with different statistical approaches.
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In general trade values are simply regressed on the corresponding volume of
trade and it is sufficient to examine the impact of an observation on a given fit with
the traditional approach of deletion diagnostics testing. Typically the diagnostics
are monitored through the data “backward”, by iteratively deleting one observation
at a time (see for example Marasinghe (1985)). Appropriate use of this approach
must solve severe multiple testing problems due to the huge number of observations
and datasets to be checked simultaneously. Corrections for the multiple outlier tests,
such as Bonferroni’s correction, must be carefully applied for not loosing too many
good signals. Unfortunately in general, especially when the number of observations
is large, it is likely to find one or more atypical observations that affect the fitted
model so strongly to mask other deviating observations, which remain undetected.
This well known masking effect can severely affect the backward estimates.

Another difficult situation occurs concretely in international trade. Import duty
rates (which are foreseen for specific goods and third countries) are usually
proportional to the value of the imported product and this may induce fraudsters
to considerable and sometimes systematic under-declaration of the value, producing
groups of outliers in trade data. However, the same phenomenon may take place in
situations where the quality level and the price of the good traded vary considerably
or whenever specific market events impact unexpectedly on the price. In these
circumstances the outlier detection problem is complicated by an even more difficult
problem of robust regression mixture estimation. This is the case of the example that
we discuss in the paper, where the “good” data and the outliers are aligned towards
different regression lines.

To address efficiently the above problems we have chosen the Forward Search,
a general method for detecting unidentified subsets and masked outliers and for
determining their effect on models fitted to the data. The key concepts of the
Forward Search were given by Hadi in (1992), while Atkinson et al. in (2000;
2004) introduced the idea of diagnostic monitoring and applied the method to a
wide range of regression and multivariate statistical techniques. A natural extension
of the Forward Search to the estimation of regression mixtures was proposed more
recently by the authors of the Forward Search and by us (Riani et al. 2008).

Unlike other robust approaches, the Forward Search is a dynamic process that
produces a sequence of estimates. It starts from a small, robustly chosen, subset of
the data and fits subsets of increasing size in such a way that outliers or the presence
of homogeneous subsets of data are revealed by monitoring appropriate diagnostics.
In regression the Forward Search typically monitors the evolution of residuals,
parameter estimates and inferences as the subset size increases. The results are then
presented as “forward plots” that show the evolution of these quantities of interest as
a function of sample size. The main two forward plots in regression are recalled in
Sect. 2. A more complex forward plot in the context of data response transformation
is discussed in Sect. 4.

The first time we made use of a basic forward plot was in 2007 (Perrotta
and Torti 2010), when we addressed the example of this paper as multivariate
problem and we could identify subsets coming from different populations on the
basis of the evolution of the scaled Mahalanobis distance trajectories. Lot of visual
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inspection and ad-hoc programming were needed to identify the units associated
to the groups of different Mahalanobis trajectories. It was clear that the Forward
Search approach was lacking of an automatic link among the many forward plots
which are monitored during the process. We have treated this aspect only recently,
in Perrotta et al. (2009), where we dedicated a full section to highlight the relevance
of linking plots in concrete applied problems when it is crucial to present and
communicate effectively the statistical results to end-users not necessarily familiar
with the statistical methods. This takes place in the Joint Research Centre (JRC)
of the European Commission when the authors and other statisticians cooperate
with the European Anti-Fraud Office (OLAF) to highlight in European trade data
potential cases of fraud, data quality issues and other oddities related to specific
international trade contexts.

This paper focuses on the operational use of the interactive tools introduced
in Perrotta et al. (2009) for robust trade data analysis. We start with applying the
tools to traditional forward plots (Sect. 3), to show how simple is now the type
of investigation initiated in Perrotta and Torti (2010). Then we show how a more
complex forward plot, the so called fan plot, can be easily used to detect the presence
of multiple populations (Sect. 4). Finally (Sect. 5) we show how the subject matter
expert job, which focuses on operational conclusions, can be simplified by simply
extending interactivity to data tables that typically include categorical or numeric
variables which are not analysed, but may have important operational meaning.
To better appreciate the overall advantages of interactivity and some new features
introduced in this paper (more interactive tables, click-able legends, etc.), we
suggest also reading Perrotta et al. (2009) and Perrotta and Torti (2010). To simplify
comparison, we use here the same trade dataset example of the previous two papers.

2 Main Forward Plots in Regression

We start by formalising the quantities monitored in the two main forward plots,
i.e. the minimum deletion residual and a scaled version of the squared regression
residuals. We addressed other useful quantities typically monitored along the search
in Perrotta et al. (2009). We consider one univariate response Y and v explanatory
variables X1; : : : ; Xv satisfying (under usual assumptions discussed for example by
Seber (1977)) the expression

E.yi / D ˇ0 C ˇ1xi1 C � � �ˇv C xiv:

Let Ǒ.m/ be the estimate of the .v C 1/-dimensional parameter vector ˇ D
.ˇ0; ˇ1; � � � ; ˇv/

T obtained by fitting the regression hyperplane to subset S.m/.
From this estimate we compute n squared regression residuals

e2i .m/ D
h
yi �

n Ǒ
0.m/C Ǒ1.m/xi1 C � � � C Ǒv.m/xiv

oi2
i D 1; : : : ; n (1)
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The observations with the first m C 1 smallest squared regression residuals form
the new subset S.m C 1/. The search starts from an outlier-free subset of v C 1
observations satisfying the LMS (Rousseeuw 1984). To detect outliers we examine
the minimum deletion residual amongst observations not in the subset

rmin.m/ D min
jei .m/j

s.m/
q�
1C xTi fXT .m/X.m/g�1xi

 for i … S.m/; (2)

where s.m/ is the square root of the unbiased estimate of the residual variance �2 D
Efyi � E.yi /g2 computed from the observations in S.m/, xi D .xi1; : : : ; xiv/

T is
the i th row of the design matrix X and X.m/ is the block of X with rows indexed
by the units in S.m/. Inferences about the existence of outliers require envelopes
of the distribution of rmin.m/ (see for example Atkinson and Riani (2006)). The
more complex problem of detecting and estimating a regression mixture, which
characterises the example in the paper, can be addressed following the idea of
finding a group of homogeneous observations with the Forward Search, trimming
the group and repeating the procedure on the remaining data (Riani et al. 2008).
If we have two or more regression groups there will be a point where the stable
progression of the regression statistics monitored (2) is interrupted. This breaking
point, estimated using the envelopes for rmin.m/, identifies a group of homogeneous
observations that entered in the subset.

3 Use of Dynamic Forward Plots in the Analysis of Trade Data

The standard forward plots just introduced are static graphs. The analyst can be
interested in identifying in the scatterplot the units which entered the subset at
specific steps of the search and to appreciate the joint effect of such units on
the regression fit or on other statistics monitored in different plots. This requires
writing ad-hoc programs, which is clearly an obstacle to the adoption of the method,
especially for end-users and practitioners. In this section we illustrate the advantages
of adopting more flexible interactive plots. We use an example that was discussed
under different perspectives in previous works (e.g Perrotta et al. (2009), Perrotta
and Torti (2010) and Riani et al. (2008)), taken from the thousands of international
trade datasets that we analyse at the JRC.

We recall the key features of the datasets. The variables that characterise a set
of comparable trade flows are the codes of the traded product and the countries of
origin and destination (POD). We use the values and volumes traded to estimate the
slope of the regression line fit on the POD, which is a sort of “fair price” for that
particular POD combination, and we detect trade flows of abnormal price, i.e. low
and high price outliers. The example is complex, being characterised by different
groups of flows each with a different reference price. Abnormal price transactions
are made available to OLAF and its anti-fraud partners in the Member States for
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Fig. 1 Fishery trade dataset. On the top panel the scatterplot of trade values and volumes and the
minimum deletion residual curve at each step of the Forward Search. On the bottom panel the
scaled residuals trajectories throughout the search (left) and zoom in an area after step 600 (right).
The selections are automatically highlighted in all plots. The trajectories labels refer to flows from
a specific Member State (records from 181 to 216)

analyses motivated by the identification of potential fraud cases. The complexities
and patterns in the dataset are rather frequent in trade data and are also of general
interest. Therefore we made the dataset publicly available in our FSDA (Forward
Search for Data Analysis) toolbox, freely available at http://www.riani.it/MATLAB.
htm. The toolbox can be used with MATLAB to replicate the results of the paper.

Figure 1 gives the main output of the Forward Search applied to such data. The
scatterplot (top left) represents the quantity (x axis) and the value (y axis) of the
monthly flows of a fishery product imported into the EU from a third country.
Almost all the flows represented with circles, squares and diamonds in the lower part
of the scatterplot refer to the same EU Member State, that we identify with MS7.
Their position in the scatterplot suggests that the prices declared by that Member
State are suspiciously low if compared to those of the other Member States: 13e/Kg
for the group of the “fair” import flows, in the scatterplot with symbol ‘C’, and
9.17 and 6.55 e/Kg for the anomalous flows in the groups of circles and squares. In
Perrotta and Torti (2010) these groups and the associated price estimates were found
by a careful inspection of the scaled squared Mahalanobis distance plot, which in
the multivariate context has the same role of the scaled squared residual plot in

http://www.riani.it/MATLAB.htm
http://www.riani.it/MATLAB.htm


334 D. Perrotta and F. Torti

the lower plots of Fig. 1. The plot that was available in Perrotta and Torti (2010)
was unfortunately static and we had to write specific code to identify precisely the
units associated to the abnormal Mahalanobis trajectories, while the scaled squared
residual plot here is interactive and can be inspected by repeated and natural mouse
click operations.

In the lower left side of Fig. 1 we show three consecutive selections of residual
trajectories, starting from the most deviating values. The plot is automatically linked
to the scatterplot and the minimum deletion residual plot, in the upper part of the
figure. Therefore, the units in the two plots that correspond to the selected residual
trajectories are simultaneously highlighted with common colours in all plots.

Note that in the scatter plot there is no line fit on the third selection of borderline
units (the diamonds). The line was removed automatically by a simple click on the fit
legend, that normally becomes greyish and can be clicked again to recover the line
fit. In this case it was definitively removed to save space in the plot.

The possibility to zoom on the residuals plot is a conceptually simple but
important tool. The zoomed area at the bottom right of the figure shows the residual
trajectories that are closer to the dense area of the “fair” trade flows. The labels
on the right identify the suspicious flows of MS7, that include records from 181
to 216. The zoom allows to appreciate that almost all selected flows refer to MS7:
exceptions are the four dashed upper trajectories that at the last steps of the search
(after step 660) leave the selection to join the dense group of the “fair” flows
trajectories at the top. These four trajectories correspond to units in the group of
the diamonds in the scatterplot, that as expected are border line cases of difficult
classification.

In the example the selection started from the residuals plot. However the same
can be done from any other forward or traditional plot in the FSDA toolbox.

4 Use of More Complex Forward Plots

This section illustrates a forward plot that would be more difficult to interpret
and use without the possibility of linking to other traditional plots. The context
is that of data response transformation. Here the null hypothesis is on the Box-
Cox transformation parameter (Box and Cox 1964), 
 D 
0, and the added t tests
based on constructed variables are known in the statistical literature as “score test for
transformation” (Atkinson and Riani 2002). The tool to understand the percentage of
observations which are in accordance with the different values of the transformation
parameters, is the forward plot of the score test statistic for transformation of the
set of constructed variables for different values 
0, using a separate Forward Search
for each 
0. These trajectories of the score tests can be combined in a single picture
named the “fan plot” (Atkinson and Riani 2000).

In general, being the relationship between trade value and quantity supposedly
linear, trade data should not require transformation. Different trade scenarios may
determine the need of transformation, the most typical being the so called “discount



Use of Interactive Plots and Tables for Robust Analysis of International Trade Data 335

0 50 100 150 200 250 300 350

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

Weight (Tons)

V
al

ue
 (

10
00

 E
ur

os
)

Brushed units

Unbrushed units

Fig. 2 Fishery Trade Data. Fan plot for 
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effect” that happens when prices get lower with the increase of the traded volumes.
In this example the need of transformation is due to the presence of multiple
populations. The left panel of Fig. 2 shows that the inclusion of the last observations,
which enter at some point in the subset, causes strong rejection of the hypothesis of
no transformation. After a simple brushing action on the trajectory of the fan plot
for 
 D 1 (i.e. no transformation required), it is immediate to see that the brushed
units form a well defined cluster below the main cloud in the scatter plot (right
panel of Fig. 2). On the other hand, the inclusion of the last observations causes
acceptance of the hypothesis of square root transformation (left panel of Fig. 3).
However from the scatterplot of the transformed data (right panel of Fig. 3) it is
obvious that there is no linear relationship between the transformed response and
the independent variable. Thus, the square root transformation is not appropriate.
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5 The Perspective of the Trade Analyst

So far we have discussed the possible use of interactive forward plots in the analysis
and interpretation of trade data. We have shown how powerful these instruments are
for extracting useful information from the data. However, this task still requires
a rather profound understanding of the statistical meaning of the various plots.
Typically the point of view of the subject matter expert is different. He/she would
like to apply the Forward Search automatically on thousands of trade datasets and
have the possibility to study in depth the relevant cases with exploratory tools of
simple use, integrated in user friendly graphical interfaces.

The FSDA toolbox has been also designed for this purpose. For example, we
offer simple interfaces to obtain basic summary statistics and plots such as those
of Figs. 4 and 5, which may be of great help for the end-user. In Fig. 4 the user
is investigating on trade flows associated to a specific Member State (MS7) and,
thus, selects the flows in the data table (left). Summary statistics for the given
selection and for the full population are reported automatically in a separate table
(top right). The difference in unit price (the variable concerned by the selection)
between population and selection is neat, which is the relevant fact of this dataset.

Fig. 4 Example of GUIs available in the FSDA toolbox. When trade flows are selected in the data
table (left), summary statistics for the given selection and for the full population are reported in a
separate table (top right). A dialogue box (bottom right) is used to generate the plot of value against
quantity in the figure below, by selecting such variables and pressing button new yXplot
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Fig. 5 On the left the scatter plot of value against quantity that results from the selection of cells
in the table above. On the right the time evolution in the subset of selected “abnormal” prices. The
price variable is obtained as value to quantity ratio

The dialogue table (bottom right) is used to generate the plot of value against
quantity in Fig. 5, by selecting such variables and pressing button new yXplot.
The other two buttons are to apply the Forward Search for the purpose of detecting
outliers (button FSR C new yXplot) or to estimate regression mixtures (button
mixtures).

The possibility to inspect the original data table, where all relevant trade variables
can be found, at any time and starting from any plot, is an important feature for
the end-user. For example, a fact of operational value that has become clear only
after inspecting the input table, is that the abnormal flows of MS7 have a clear
time structure. In the period analysed the traders in MS7 gradually under-declared
their import price, up to half of the price reported by the other MSs, so that to
reduce import duty payments. This unexpected trend is more clearly shown in the
time series of the price evolution (see Fig. 5), but in general trade prices are not
characterised by so neat time evolution and the consultation of the time series is not
routine in this application context.

In Perrotta and Torti (2010) such unexpected pattern was found almost inciden-
tally, by off-line inspection of the data table. Clearly this approach is not efficient
and the chance of finding unexpected patterns of this type is limited. The GUIs
presented in this section, that link tables to plots, are a step towards this type of
user need. In Perrotta et al. (2009) we have also discussed the link in the opposite
direction, where the points selected in a scatterplot are simultaneously highlighted
with common colours in the table.

6 Conclusion

A feature that distinguishes the Forward Search from the other robust approaches is
that it is a dynamic process, which produces a sequence of estimates and informative
plots. It was therefore natural and even necessary for us to explore and develop new
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interactive plots. Certainly this work direction was motivated by the needs of our
specific anti-fraud customers, but we argue that end-users in many other application
domains would equally benefit from coupling the Forward Search with such flexible
exploratory analysis tools. We are almost systematically using our interactive plots
as an instrument to investigate open methodological issues linked to the Forward
Search, such as how the search is affected by the structure of high dense and/or
overlapping areas or by observations where the value of one or more variables
is repeated. We intend to extend the set of dynamic plots in the FSDA toolbox
and to enrich the plots with new interactive functionalities. The implementation of
more carefully designed user friendly graphical interfaces to our statistical tools, is
our next step. Finally, being the FSDA toolbox based on the commercial product
MATLAB (by The Mathworks Inc.), for the main functions we plan to include ports
to free statistical platforms such as R and or OCTAVE.
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Generational Determinants on the Employment
Choice in Italy�

Claudio Quintano, Rosalia Castellano, and Gennaro Punzo

Abstract Aim of the paper is to explore some crucial factors playing a significant
role in employment decision-making in Italy. In particular, we aim at investigating
the influence of family background on the choice to be self-employed rather than
salaried; for this end, a series of regression models for categorical data is tested
both on sampled workers, taken as a whole, and by gender separation. In this light,
to test if the employment choice is context-dependent, environmental attributes are
also modeled. In addition to a diversity of determinants, our results shed light on
some differences between self-employed workers by first and second generation.

1 Background and Introduction

For a long time, self-employment has consistently been regarded as a residual
category of gainful occupation not rewarded by a salary or wage. In the last
few years, self-employment has been growing in several developed or developing
economies, also due to flourishing of innovative non-standard kinds of work. Since
the end of 1970s, when the greatest increase in the proportion of self-employment on
the total labour force was occurred (once the crisis of the Taylor-Fordist production
model became decisive), Italy has kept a significant incidence of self-employed
(20–25%), consistently higher than the UE average. Since 1990s, the ratio between
self-employed – those who work for themselves, receiving rewards for their labour
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and entrepreneurial skills – and wage earners – those who only get returns to their
labour and human capital – has substantially been steady over time, although a rising
incidence of self-employment is occurred in the construction industry and tertiary
sector at the expense of some traditional economic areas.

In literature, several studies argue about the main reasons affecting individual
propensities to enter self-employment. Broadly speaking, it may be driven by
necessity, by ambition to pursue a business opportunity or by a strive for personal
independence (Henrekson 2004). Beyond personal attitudes or requirements, related
to personality traits or individual abilities, perceptions, preferences and risk-taking
propensity (Verheul et al. 2002; Arenius and Minniti 2005), also the family-specific
background as well as the socio-economic environment may play a strong role in
occupational choices (Allen 2000; Dunn and Holtz-Eakin 2000). Indeed, a higher
possibility of access to material and financial capital – i.e., by transferring stocks,
buildings or machineries to offspring, the family, regarded as a substitute banker,
might relax capital market constraints (Laferrere and McEntee 1995; Colombier
and Masclet 2007) – and a privileged chance to inherit the human knowledge,
experience and talents – i.e., education, training and other learning processes (Lentz
and Laband 1990; Dunn and Holtz-Eakin 2000) – may enhance the ability to
perform specific tasks and encourage to attempt self-employment. In a household
context, human capital includes the collection of parental skills acquired in both
formal and informal ways which affect children’s outcomes (d’Addio 2007).

In this light, the aim of our work is twofold. First, to investigate the influence of
family background on the choice to become self-employed rather than employee;
thus, crucial differences between self-employed by gender and by first and second
generation are also stressed. Second, to test if the occupational choice is also
context-dependent; consequently, the impact of some socio-economic regional
variations is looked into. At this end, latent variable models for binary outcomes
(Long 1997) are estimated on the overall workers as well as by gender separation.

2 Exploring Self-Employment in Italy: Data Sources
and Variables

Our analysis draws upon the 2006 Survey on Household’s Income and Wealth
(SHIW), a biennial split-panel survey carried out by Bank of Italy. With regard to
wave 2006, the sample size consists of 7.768 households and 19.551 individuals.
It is a valuable data source on a substantial range of socio-economic topics both
at household and individual level. Particularly, it provides detailed information on
employment status and activity sector as well as on the single income and wealth
components over the whole previous calendar year. Most importantly, SHIW also
detects a set of retrospective parental information (i.e., education, employment,
activity sector), allowing to account for potential generational changes over time.
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We focus on all those individuals who are either self-employed or salaried, so
as stated by themselves in a question concerning their main employment status,
irrespective of activity sector. In such a way, we consider 7.510 individuals, 1.493
(19.88%) of whom are self-employed, defined as anyone working in his/her own
business or professional practice (i.e., small employer, owner or member of family
business, shareholder/partner, member of profession or arts), any own-account or
craft worker and any contingent worker on own account (i.e., freelance regular or
occasional collaborator, project worker, etc). So, we leave out all not-employed
individuals (i.e., first-job seekers, homemakers, well-off persons, students, pre-
school-age children, etc.) as well as all those retired, pensioners or unemployed.

Exploring SHIW data, in 2006, self-employed account for roughly one-fifth the
total number of workers, whereas the coexistence ratio between self-employment
and wage-employment is close to 25%; these findings are substantially coherent
with the evidence from the Continuous Survey on Labour Force, the main Italian
data source on work and market labour. A further explorative data analysis stresses
that slightly less than one-third of self-employed may be classified as self-employed
workers by second generation, since they come from a family where at least one of
the two parents is/was self-employed; in this light, the coexistence ratio between the
self-employed by first and second generation is close to 50%.

In Table 1, self-employed workers are classified by occupational status and
generational stage, i.e., if they are self-employed workers by first or second
generation.

First, it is worth stressing how, in Italy, self-employment is quite heterogeneous –
it includes small craft workers, whose incidence is rather high, as well as owners of
larger enterprises, although the latter stand for just a minority – and how the relative

Table 1 Self-employed workers by occupational status and “generational stage”

Occupational
status

All self-
employed

First
generation

Second generation

Same
occupation

Not same
occupation

Small employer 0.1033 0.1077 0.0263 0.0792
Owner or member

of family
business

0.1530 0.1501 – 0.1631

Working share-
holder/partner

0.0968 0.0820 – 0.1118

Member of
profession

0.2046 0.2070 0.0522 0.1503

Own-account
worker/craft
worker

0.3522 0.3554 0.3352 0.0187

Contingent
worker on own
account

0.0901 0.0978 – 0.0632

Source: Authors’ elaborations on SHIW data (2006)
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distribution of self-employed workers by first generation basically reproduces the
relative distribution of self-employed taken as a whole. Second, self-employed
workers by second generation are classified into the two groups of those who have
at least one parent occupied in the same self-employment activity and those self-
employed whose parents (or at least one), although self-employed workers, are/were
not occupied in the same activity; briefly, it denotes how more than 40% of self-
employed workers by second generation has/had at least one parent occupied in the
same occupation, essentially own-account or craft worker.

Moreover, by contrasting some personal characteristics, substantial differences
between salaried and self-employed workers are highlighted in Table 2. First of all, a
higher concentration of self-employment amongst head of households is remarked,
whereas head of households’ spouses/partners seem to be more “wage-oriented”.
Similarly, a higher incidence of men in self-employment than their wage-and-salary
counterparts as well as a higher concentration of self-employment among Italian
citizens are detected.

On average, self-employed tend to be older than salaried; indeed, if the incidence
of self-employment is poorer than wage-employment in the lower age-classes, it
tends to be higher as we move towards the upper age-classes; in other words, self-
employment tends to be more concentrated amongst individuals in mid-career (i.e.,
between 35 and 44 years of age). At the same time, although there is a higher
incidence of self-employed with a low educational level (i.e., pre-primary, primary
or lower secondary education) than their wage-and-salary counterparts, it seems to
be, on average, a kind of compensating effect of education, in terms of years of
schooling, on self-employment. Finally, income levels are surely higher for self-
employed as well as the incidence of self-employed owning their main home.

3 A Methodological View: A Latent Variable Model for Binary
Outcomes

In order to assess how the employment choice may be affected by some personal
attitudes as well as by several components of human and financial capital in a
generational perspective, maximum likelihood logit models (Allen 2000), chosen
in the sphere of binary response models (BRM), are estimated. This choice is
essentially justified by the cross-sectional type of analysis. Indeed, although SHIW
design shows a partial overlap of sampling units (Bank of Italy 2008), our study has
exclusively been carried out on only one wave (2006), so it need not have modeled
correlated data from longitudinal/repeated measures; also, parental information are
detected, though in a retrospective way, at the same time of current ones.

Let yi the outcome variable (manifest response) referring to the ith employed
individual which is coded 1 if he/she is a self-employed and 0 if a salaried. As
we assume that “individuals become and stay self-employed when the relative
advantages are higher than in dependent employment” (Arum and Muller 2004), we
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Table 2 Main individual characteristics by employment status: summary statistics

Variable Whole sample Wage-employed Self-employed
�Percent household status:
- Head of Household
(HH)

52:75 � 51:01 � 59:79 �
- HH’s spouse/partner 28:28 � 28:94 � 25:65 �
- HH’s son/daughter 18:97 � 20:05 � 14:56 �
Gender (1 if male) 59:78 .0:5075/ 57:68 .0:5108/ 68:22 .0:4842/

Citizenship (1 if Italian) 95:85 .0:2064/ 95:33 .0:218/ 97:94 .0:1477/

Age (years) 41:16 (10.86) 40:59 (10.67) 43:49 (11.3)
�Percent aged:
- 16 to 19 years 1:01 � 1:21 � 0:23 �
- 20 to 24 years 4:34 � 4:82 � 2:38 �
- 25 to 34 years 22:13 � 23:19 � 17:85 �
- 35 to 44 years 35:35 � 34:89 � 37:21 �
- 45 to 54 years 25:73 � 26:02 � 24:56 �
- 55 to 64 years 10:53 � 9:48 � 14:74 �
- 65 years and older 0:91 � 0:39 � 3:03 �
Marital status (1 if
married)

64:92 .0:494/ 64:2 .0:4957/ 67:8 .0:4858/

Education (years of
schooling)

11:28 .3:558/ 11:27 .3:48/ 11:31 .3:861/

�Percent education level:
- Low (ISCED97: 0; 1;
2A)

38:67 � 38:1 � 41 �
- Medium (ISCED97: 3) 46:75 � 48:14 � 41:13 �
- High (ISCED97: 5; 6) 14:58 � 13:76 � 17:87 �
Annual individual
income

17,581 (20,365) (16,160) (8,808) (23,603) (42,713)

Home ownership (1 if
owner)

69:96 .0:4854/ 67:9 .0:4951/ 77:02 .0:4435/

Source: Authors’ elaborations on SHIW data(2006) – (Standard deviations in parentheses)

expect that there is an unobservable continuous variable (latent variable), y�, which
generates the observed binary yi ’s. Thus, we believe that an underlying decisional
process, based on comparison between the utilities of the two employment status,
leads out to the choice to become a self-employed (j D S) rather than a salaried
(j D E). In other words, each individual shows a vector of observed characteristics,
Xi , and derives utility from his/her employment status j . At individual level,
each utility function, Uij, is composed of an observable utility, U.Xi I j /, and an
idiosyncratic unobserved utility, uij. It is assumed that a person prefers to enter self-
employment if the utility in this status is higher than the utility in wage-employment.
In this light, by following some previous studies (Holtz-Eakin et al. 1994; Dunn and
Holtz-Eakin 2000), we assume that utility depends on income as well as a vector of
other individual characteristics and family-specific background.

The latent variable, i.e., the relative advantage to self-employment, is supposed
to be linearly related to the observed x’s through the structural model (Long 1997):
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y�
i D U .Xi IS/�U .Xi IE/C uiS � uiE D ˛C xiˇC "i yi D



1

0

if y�
i > �

if y�
i � �

(1)
where ˇ .DˇS–ˇE/ is a vector of parameters, "i , the error terms, are hypothesized to
obey a standard logistic distribution – it is symmetric with mean zero and variance
�2/3  3.29 and remarkably similar in shape to the normal distribution with the
advantage of a closed-form expression – and � is the threshold.

Consequently, the positive outcome to become a self-employed (yi D 1) only
occurs when the latent response exceeds the threshold; the latter is equal to zero if
the intercept is modeled or ˛ if not. The probability of the positive outcome (�i ) is
formulated in the cumulative standard logistic probability distribution function (�):

�i D P.yi D 1jX/ D P
�
y�
i > �

� D �.Xˇ/ D exp .Xˇ/

1C exp.Xˇ/
(2)

BRMs are estimated by maximum likelihood (ML) method, adopting the Fisher’s
Scoring Algorithm as optimization technique; since a large sample size is adopted
in this work, the advantages of the ML asymptotic properties are taken.

3.1 A Set of Predictors for Individual Characteristics
and as Proxy of the Different Forms of Capital
and Regional Variations

By justifying the logit model as derivation from models of individual behaviour, it
allows to define the probability (and to interpret it in utility terms) that the event
to be a self-employed occurs. Several explanatory variables are tested according to
a stepwise procedure; although some of them are directly available in SHIW data,
some others have purposely been constructed on the basis of the same data.

While a first set of individual-level covariates detects some socio-demographic
features, a second set is used as proxy for the measurement of workers’ capital and
both of them help in explaining the decision to enter self-employment. First, we talk
about the human and social capital. The former is evaluated through the educational
attainment, measured in years of education completed, or even by age, as a potential
measure of work experience. The latter, specifically the parental role models and
family background, is considered by analysing the impact to have one or both
the parents more or less educated or even self-employed themselves; in particular,
parents’ education is expressed in terms of years spent in schooling by the parent
with the higher education level, while parental work status is a derived variable
which, in the estimation procedure, has been split into two dummies, using “neither
of the parents is self-employed” as control group. Second, other two proxies are
included to capture some financial and wealth aspects; in particular, the individual
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income should be cautiously interpreted because of potential endogeneity, since it
may also result from the same individual’s occupational status.

In addition, to evaluate how the employment choice is also affected by the socio-
economic context, the model is enriched by a set of environmental attributes – i.e.,
unemployment rate, gross domestic product (GDP) and crime rate – related to each
Italian region where the worker is located. Area-level variables are selected by the
Istat data base of territorial indicators. In particular, GDP, tested to express the
wealth level characterizing workers’ environment, is computed in an instrumental
way as the logarithm (log) of the effective value minus the log of the min value
divided by the log of the max value minus the log of the min value. Anyway, data
structure is not clustered/nested to justify the adoption of multi-level models.

4 Main Empirical Evidence and Effective Interpretation

As extensively illustrated so far, the models aim at sketching a general profile of
several individual and family background determinants in employment decision-
making. Although the choice of which parameterization to use is arbitrary, it does
not affect the estimate of the slopes ˇ’s or associated significance tests but only the
estimate of the intercept (˛); also the probabilities are not affected by the identifying
assumption (Long 1997). So, we assume � = 0; alternatively, we could assume that
˛ D 0 and estimate � .

Broadly, we know the BRMs estimated fit the data well (Table 3) and models’
convergence status is consistently satisfied. First, we focus on individual-level deter-
minants of employment choice. Evidence of our analysis, substantially coherent
with some empirical studies concerning other countries, highlight how being a
man with Italian citizenship and older increases the likelihood to become a self-
employed worker. As they say, years of experience in the labor market are often
required before starting an activity on own-account; on the other hand, a person,
only after a period of salaried work, might discover its own preference for self-
employment to acquire autonomy. Moreover, our analysis points to a negative
relationship between educational attainment and the probability of being or entering
self-employment; as they say, a high level of education may reduce the probability of
being self-employed. Lentz and Laband (1990) and Wit (1993) support this evidence
arguing that several competences required to be self-employed would depend on
the informal transmission of human or social capital and not necessarily through
a formal education. Really, we also believe this reasoning may be essentially true
for own-account or craft workers, small employers or similar, whose incidence, into
the category of self-employment, is particularly high in Italy, but not for members
of profession for which a formal education attainment is mandatory. Also, we
observe that being currently not-married significantly increases the likelihood of
self-employment; in other words, as highlighted by Dolton and Makepeace (1990),
the family responsibilities seem to have a negative impact on risk-taking and, as
consequence, would reduce the probability of being self-employed.
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Table 3 Coefficients and standard errors of logit models with latent variable (� D 0)

Independent variables Whole sample Male Female

Intercept �3:8600��� .:7486/ �3:2552��� .:7756/ �4:7851�� .2:2538/

Individual-level variables Socio-demographic attributes:
Gender (1 if male) 0:4465��� .:1714/ � �
Citizenship (1 if Italian) 0:6944�� .:3513/ 0:5191.:3632/ 2:0672.1:5589/

Age (years) 0:0286�� .:0133/ 0:0192�� .:0082/ �0:0052.:0149/
Marital status (1 if

married)
�0:1591�� .:0725/ �0:1454�� .:0857/ �0:1734�� .:0852/

Human and Social capital:
Education (years of

schooling)
�0:0679��� .:0179/ �0:0651��� .:0189/ �0:0874�� .:0427/

Parents’ educational
level

�0:0127�� .:0063/ �0:0122�� .:0059/ �0:0119�� .:0057/

Self-employed parents
(1 if both)

0:0072�� .:0035/ 0:0067�� .:0029/ 0:0039�� .:0018/

Self-employed parents
(1 if one)

0:0051�� .:0023/ 0:0043�� .:0021/ 0:0034�� .:0016/

Financial capital:
Annual individual

income
0:00002�� .1E � 05/ 0:00001�� .4E � 06/ 0:00001.7E � 06/

Home ownership (1 if
owner)

0:2230.:1520/ 0:2831�.:1685/ 0:1752.:3758/

Area-level variables
Unemployment rate 0:0239�.:0127/ 0:0202�.:0120/ 0:0751�� .:0361/

Gross Domestic Product
(GDP)

�0:0087�� .:0043/ �0:0071�� .:0036/ �0:0087�� .:0043/

Crime rate �0:0119�� .:0059/ �0:0100��� .:0034/ �0:0092�� .:0044/

Log likelihood 1,629.93 1,518.17 1,368.22
Source: Authors’ elaborations on SHIW data(2006) – Sign. lev: ���99%; ��95%; �90%

Second, as with age and individual education, also the parents’ education
level and the parental work status, as proxies for the measurement of workers’
human and social capital in a generational perspective, have a significant effect
(negative and positive, respectively) on the probability to be self-employed. In
particular, the propensity to enter self-employment slightly enhances when both
the parents are (or were) self-employed. As they say, self-employment tends to run
in families, pointing clearly to strong intergenerational links between parents and
children. A joint interpretation of age, generational dimension and financial aspects
influencing the propensity to self-employment reminds that older persons are more
likely to have received inheritances and to have accumulated capital which can be
used to set up a business more cheaply or to overcome borrowing constraints.

Third, in addition to some other significant determinants as proxies of financial
capital – i.e., to be home owner may directly influence the likelihood to enter
self-employment and, more generally, it denotes a significant positive effect of
personal wealth on self-employment propensities – it is worth examining the
possible combined effects of individual-level and environmental variables. Briefly,
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Fig. 1 Predicted probabilities of Self-Employment by gender (left) and marital status (right)

we note how people living in richer regions, in terms of higher GDP and lower
unemployment rates, seems to be less likely to enter self-employment. As they say,
self-em-ployment may be considered as a potential way to wage a war against
the increasing unemployment. Crime levels also appear to negatively affect the
propensity to be self-employed. In other words, it emerges a negative relationship
between the self-employment choice and the level of “regional socio-economic
well-being”.

Finally, gender-separation models give further insights into gender differences
with regard to reasons may contribute to understanding of why women are usually
less likely to become self-employed. In particular, we stress, among other things,
how the effect of having self-employed parents is stronger for males and how
marriage usually reduces women’s chances of self-employment more than men’s.

Generally, the non-linearity of BRMs results in difficulty interpreting the effects
of the covariates, each of them has a different impact on the dependent variable1. In
other words, there is no way to directly interpret the coefficients substantively since
a coefficient just stands for the expected change in logit, not in employment status,
when the covariate increases by one unit. As widely discussed by Long (1997),
an effective interpretation method is plotting predicted probabilities over the range
of an interval independent variable (Fig. 1). In particular, it is worth stressing how
both the age and the parents’ education level (if considered alone) have consistently
a positive effect on the probability of self-employment. With regard to gender,

1In this work, the non-linearity of BRMs estimated is confirmed by predicted probabilities out of
the ranges 0.20 and 0.80 (Long 1997). Effective ranges are [0.0423; 0.9813] for the general model,
[0.0461; 0.9712] and [0.0750; 0.7684] for the two specific models on male and female workers.
Thus, the relationship between the x’s and the probability is not approximately linear.
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Table 4 Marginal and discrete changes for some explanatory variables (overall model)

Parameter Discrete changes Marginal change

min to max 0 to 1 �sd=2 to Csd=2�

Age .2705 .0014 .0360 .0033
Education

level
.1597 .0009 .0198 .0016

Parent’s
education

.0953 .0007 .0258 .0085

Self-
Employment
parents
(both)

– .0392 – –

Self-
Employment
parents
(only one)

– .0235 – –

Individual
income

.0005 .0001 .0702 .00003

Gender – .0744 – –
Citizenship – .0695 – –
Marital status – .0056 – –
Source: Authors’ elaborations on SHIW data and Istat(2006) – �sd means standard deviation

the gap between the two curves shows that male workers are more likely to
enter self-employment than females and the distance slightly increases as workers’
age increases, while it is basically steady over all the parents’ education levels.
Moreover, with regard to the parents’ education, the gap between the two curves
is lower when the marital status is considered as the variable of interest.

In BRMs the slope of the probability curve is not constant since it depends on the
values of the independent variable of interest as well as the other covariates. In this
light, the marginal and discrete changes (Long 1997) may be considered as other
two effective interpretation methods to summarize the effects of each independent
variable on the probability of an event occurring, holding all other variables
constant. So, for example, the marginal change highlights that, for one increase
in workers’ age, the probability to be in self-employment is expected to increase
by 0.0033, holding all other variables at the mean value. Most interestingly, the
discrete change emphasizes how having both the parents self-employed increases
the expected probability to enter self-employment more than having only one parent
self-employed (0.0392 vs 0.0235) (Table 4).

5 Some Concluding Remarks and Further Developments

In sum, the main evidence of this work highlight, among other things, how family-
specific background (and the socio-economic context) may strongly influence
the choice to become self-employed (second generation) and how having two
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self-employed parents has the greatest overall effect. This is essentially due to
the intergenerational transmission of methods, experience and knowledge. In other
words, self-employed parents might furnish role models and help in accessing to
financial capital and business networks. As further developments, we should cre-ate
more insights into the heterogeneous category of self-employment; in particular, by
testing latent variable models for categorical outcomes, we should aim at evaluating
how the generational perspective may differently affect the main sub-groups of own-
account or craft workers, entrepreneurs and members of profession.

References

Allen, D.: Social Networks and Self-Employment. Journal of Socio-Economics. 29, 487–501
(2000)

Arenius, P., Minniti, M.: Perceptual Variables and Nascent Entrepreneurship. Small Business
Economics. 24, 233–247 (2005)

Arum, R., Muller, W.: The Re-emergence of Self-Employment: A Comparative Study of Self-
Employment Dynamics and Social Inequality, Princeton University (2004)

Bank of Italy: Supplements to the Statistical Bulletin – Household Income and Wealth in 2006.
XVIII, 7 (2008)

Colombier, N., Masclet, D.: L’importance de l’environnement familial comme déterminant du
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Route-Based Performance Evaluation Using
Data Envelopment Analysis Combined
with Principal Component Analysis

Agnese Rapposelli

Abstract Frontier analysis methods, such as Data Envelopment Analysis (DEA),
seek to investigate the technical efficiency of productive systems which employ
input factors to deliver outcomes. In economic literature one can find extreme
opinions about the role of input/output systems in assessing performance. For
instance, it has been argued that if all inputs and outputs are included in assessing the
efficiency of units under analysis, then they will all be fully efficient. Discrimination
can be increased, therefore, by being parsimonious in the number of factors. To deal
with this drawback, we suggest to employ Principal Component Analysis (PCA)
in order to aggregate input and output data. In this context, the aim of the present
paper is to evaluate the performance of an Italian airline for 2004 by applying a
model based upon PCA and DEA techniques.

1 Introduction

Modern efficiency measurement begins with Farrell (1957), who introduced the
seminal concept of technical efficiency. He drew upon the theory of Pareto opti-
mality stating that a productive system is technically efficient if it either maximises
output for a given amount of input or minimises input to achieve a given level of
output. Moreover, he introduced the concept of the best practice frontier, also called
efficiency frontier: according to him, the measure of technical efficiency is given by
the relative distance between the observed production and the nearest benchmark
production lying on the frontier. It was the seed for later exploitation, following its
rediscovery by Charnes et al. (1978) and subsequent relabelling as CCR-efficiency
under the broader heading of Data Envelopment Analysis (DEA) (Stone 2002).

A. Rapposelli (�)
Dipartimento di Metodi Quantitativi e Teoria Economica, Università “G.D’Annunzio”
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DEA method measures technical efficiency relative to a deterministic best practice
frontier, which is built empirically from observed inputs and outputs using linear
programming techniques. Its main advantage is that it allows several inputs and
several outputs to be considered at the same time.

The identification of the input and output variables to be used in an assessment of
comparative performance is the most important stage in carrying out the assessment:
in order to examine relative efficiency of a set of units it is necessary to define a
production function which captures the key points of the production process (Coli
et al. 2010). Apart of the nature of the inputs and outputs used in assessing efficiency,
it must be remembered that questions can also be raised concerning the appropriate
number of inputs and outputs for describing an activity process. Introduction of
too many, and especially redundant, variables tend to shift the units towards the
efficiency frontier, resulting in a large number of units with high efficiency scores
(Golany and Roll 1989; Lin 2008). Also in DEA context the first problem in the
selection of inputs and outputs is to include factors indiscriminately. As DEA
allows flexibility in the choice of inputs and outputs weights, the greater the number
of factors included the less discriminatory the method appears to be. In order to
individuate a significant number of inefficient organisations, the literature suggests
in the case of static analysis that the number of units has to be greater than 3.mCs/,
where mC s is the sum of the number of inputs and number of outputs (Friedman
and Sinuany-Stern 1998). Another suggested rule (Dyson et al. 2001) is that, to
achieve a reasonable level of discrimination, the number of units has to be at least
2m�s. Thus the number of inputs and outputs included in a DEA assessment should
be as small as possible in relation to the number of units being assessed. This can
be achieved by using Principal Component Analysis (PCA), which is able to reduce
the data to a few principal components whilst minimising the loss of information.
This process provides therefore a more parsimonious description of a relatively
large multivariate data set.

Following on from the above discussion, our objective is to adapt the techniques
of efficiency measurement, such as DEA, to airline industry. The production process
of air transportation services is characterised by multiple outputs and a large
number of categories of costs (inputs) (Banker and Johnston 1994). Hence, this
study proposes a modified DEA model that includes PCA results and apply it to
measure the technical efficiency of the Italian airline Air One, by comparing its
domestic routes for 2004.

The integration of both DEA and PCA techniques have already been proposed
in literature. In the last decade, some researchers have made some contributions
to combine PCA with DEA in the hope of improving the discriminatory power
within DEA and achieving more discerning results. Adler and Golany (2001) tried
to apply both DEA and PCA techniques to evaluate West–European airline network
configurations, Adler and Berechman (2001) used this methodology to determine
the relative quality level of West–European airports, Zhu (1998) and Premachan-
dra (2001) applied the integrated approach to evaluate economic performance of
Chinese cities, Liang et al. (2009) applied the PCA–DEA formulation to evaluate
the ecological efficiency of Chinese cities. However, it is the first time to see the
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application of PCA–DEA formulation to route-based performance measurement:
hence, this paper enhance the practicability of PCA–DEA.

This paper is organised as follows. Section 2 provides the technical framework
for the empirical analysis, Sect. 3 describes inputs and outputs used and lists the
results obtained. Finally, Sect. 4 presents conclusions of this study.

2 Methods

This section describes both DEA and PCA techniques and presents the PCA–DEA
model to conducting performance measurement in the airline industry.

2.1 Data Envelopment Analysis (DEA)

DEA is a linear-programming technique for measuring the relative efficiency of a
set of organisational units, also termed Decision Making Units (DMUs). Each DMU
represents an observed correspondence of input–output levels.

The basic DEA models measure the technical efficiency of one of the set of n
decision making units, DMU j0, temporarily denoted by the subscript 0, in terms
of maximal radial contraction to its input levels (input orientation) or expansion
to its output levels feasible under efficient operation (output orientation). Charnes
et al. (1978) proposed the following basic linear model, known as CCR, which has
an input orientation and assumes constant returns to scale of activities (CRS):

e0 D min �0 subject to

�0xij0 �
nX

jD1

j xij � 0; i D 1; : : : ; m (1)

nX
jD1


j yrj � yrj0; r D 1; :::; s (2)


j � 0; 8 j (3)

where yrj is the amount of the r-th output to unit j , xij is the amount of the i-th
input to unit j , 
j are the weights of unit j and �0 is the shrinkage factor for DMU
j0 under evaluation. The linear programming problem must be solved n times, once
for each unit in the sample, for obtaining a value of � for each DMU. The efficiency
score is bounded between zero and one: a technical efficient DMU will have a score
of unity.

Subsequent papers have considered alternative sets of assumptions, such as
Banker et al. (1984), who modified the above model to permit the assessment of
the productive efficiency of DMUs where efficient production is characterised by
variable returns to scale (VRS). The VRS model, known as BCC, differs from the
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basic CCR model only in that it includes the convexity constraint
nP
iD1


j D 1 in the

previous formulation. This constraint reduces the feasible region for DMUs, which
results in an increase of efficient units; for the rest, CRS and VRS models work in
the same way.

In this study we choose a VRS model, that is also in line with the findings of
Pastor (1996) and we use the following output-oriented BCC formulation of DEA
method:

e0 D max �0 subject to
nX

jD1

j xij � xij0; i D 1; : : : ; m (4)

�0yrj0 �
nX

jD1

j yrj � 0 r D 1; : : : ; s (5)

nX
iD1


j D 1; (6)


j � 0; 8 j (7)

where �0 is the scalar expansion factor for DMU j0. DMU j0 is said to be efficient,
according to Farrell’s definition, if no other unit or combination of units can produce
more than DMU j0 on at least one output without producing less in some other
output or requiring more of at least one input.

2.2 The PCA–DEA Formulation

As stated in Sect. 1, Principal Component Analysis (PCA) is a multivariate statistical
method devised for dimensionality reduction of multivariate data with correlated
variables. This technique accounts for the maximum amount of the variance of
a data matrix by using a few linear combinations (termed principal components)
of the original variables. The aim is to take p variables X1, X2, . . . , Xp and
find linear combinations of them to produce principal components XPC1, XPC2,
. . . , XPCp that are uncorrelated. The principal components are also ordered in
descending order of their variances so that XPC1 accounts for the largest amount
of variance, XPC2 accounts for the second largest amount of variance, and so on:
that is, var.XPC1/ � var.XPC2/ � : : : � var.XPCp/. Often much of the total system
variability can be accounted for by a small number k of the principal components,
which can then replace the initial p variables without much loss of information
(Johnson and Wichern 2002).

We have already highlighted that an excessive number of inputs and outputs
will result in an excessive number of efficient units in a basic DEA model: the
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greater the number of input and output variables, the higher the dimensionality of
the linear programming solution space, and the less discerning the analysis. Dyson
et al. (2001) argued that omitting even highly correlated variables could have a major
influence on the computed efficiency scores. To deal with this drawback, PCA can be
combined with DEA to aggregate and then to reduce inputs and outputs. We can use
principal component scores instead of original inputs and outputs variables (Adler
and Golany 2001): they can be used to replace either all the inputs and/or outputs
simultaneously or alternatively groups of variables (Adler and Yazhemsky 2010).

The general DEA formulation has to be modified to incorporate principal
components directly into the linear programming problem: hence, the constraints
have to be derived from the principal components of original data (Ueda and
Hoshiai1997). In particular, constraint (4) is replaced with the following:

nX
jD1


j xPCij � xPCij0 (8)

nX
jD1


j xOij � xOij0 (9)

and constraint (5) is replaced with the following:

�0yPCrj0 �
nX

jD1

j yPCrj � 0 (10)

�0yOrj0 �
nX

jD1

j yOrj � 0 (11)

where xOij and yOrj denote original input variables and original output variables
respectively.

The combination of PCA and DEA techniques enable us to overcome the
difficulties that classical DEA models encounter when there is an excessive number
of inputs or outputs in relation to the number of DMUs, whilst ensuring very
similar results to those achieved under the original DEA method. The advantage
of this technique is also that it does not require additional expert opinion (Adler and
Berechman 2001), unlike the earliest approach to reducing the number of variables.

3 Case Study

As mentioned in the introduction, this study evaluates the comparative performance
of Air One domestic routes for the year 2004.

Set up in 1995, Air One was the leading privately owned domestic operator in
Italy. It was a lower cost airline but not low cost (or “no frills” carrier) as it did not fit
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the low fare model (Lawton 2002). Air One began operating with domestic flights: in
addition to the increase in domestic operations (35% of market share and 20 airports
served), it expanded its offer by opening international routes. Scheduled passenger
air service was the company’s core business and was generating approximately
80% of Air One’s revenues. In addition to scheduled airline’s service, Air One
was also operating charter flights and executive flights for passengers and freight,
including its postal service. It was also offering maintenance and handling services
(Air One 2005). On 13th January 2009, Air One became part of Compagnia Aerea
Italiana (CAI), which has taken over Alitalia and Air One as one whole company.

3.1 Data

The sample analysed comprises 30 domestic routes. In order to respect homogeneity
assumptions about the units under assessment, we have not included international
routes, seasonal destinations and any routes which started during the year 2004.

The domestic airline industry provides a particularly rich setting for this empir-
ical study. In order to assess Air One domestic routes, the inputs and the outputs
of the function they perform must be identified. However, there is no definitive
study to guide the selection of inputs and outputs in airline applications of efficiency
measurement (Nissi and Rapposelli 2008). In the production process under analysis
we have identified seven inputs and four outputs to be included in the performance
evaluation. The input selected are the number of seat available for sale, block time
hours and several airline costs categories such as total variable direct operating costs
(DOCs), total fixed direct operating costs (FOCs), commercial expenses, overhead
costs and financial costs.

We give a brief overview of inputs used. The number of seats available for
sale reflects aircraft capacity. Block time hours is the time for each flight sector,
measured from when the aircraft leaves the airport gate to when it arrives on
the gate at the destination airport. With regard to the costs categories considered,
variable or “flying” costs are costs which are directly escapable in the short run,
such as fuel, handling, variable flight and cabin crew expenses, landing charges,
passenger meals, variable maintenance costs. These costs are related to the amount
of flying airline actually does, hence they could be avoided if a flight was cancelled
(Doganis 2002). Fixed or “standing” costs are costs which are not escapable in
the short or medium term, such as lease rentals, aircraft insurance, fixed flight
and cabin crew salaries, engineering overheads. These costs are unrelated to
amount of flying done, hence they do not vary with particular flights in the short
run; they may be escapable but only after a year of two, depending on airlines
(Doganis 2002). Both DOCs and FOCs are dependent on the type of aircraft
being flown (Holloway 1997). Commercial expenses, such as reservations systems,
commissions, passengers reprotection, lost and found, and overhead costs, such
as certain general and administrative costs which do not vary with output (legal
expenses, buildings, office equipment, advertising, etc.), are not directly dependent
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on aircraft operations (Holloway 1997). Finally, we have included financial costs,
such as interests, depreciation and amortisation.

With regard to the output side of the model, the output variables are the number of
passengers carried, passenger scheduled revenue, cargo revenue and other revenues.
Passenger scheduled revenue is the main output for a passenger focused airline,
cargo revenue includes outputs that are not passenger-flight related such as freight
and mail services and other revenues includes charter revenue and a wide variety
of non-airline businesses (incidental services) such as ground handling, aircraft
maintenance for other airlines and advertising and sponsor. Even if incidental
services are not airline’s core business, they are considered in the production process
under evaluation because they utilise part of the inputs included in the analysis (Oum
and Yu 1998).

All data have been developed from Financial Statements as at 31st December
2004 and from various internal reports.

3.2 Empirical Results

The airline production process defined in this empirical study is characterised by
a higher number of inputs than those considered in a previous study (Nissi and
Rapposelli 2008), where only two categories of costs have been included as inputs
in the DEA model. Unlike the previous paper, in this study all the original input
variables are very highly correlated. This is therefore good material for using PCA
to produce a reduced number of inputs by removing redundant information.

Table 1 gives the eigenanalysis of the correlation matrix of data set. The first
principal component XPC1 explains 98.22% of the total variance of the data vector,
so the input variables will be included in the DEA model via the first principal
component.

It should be noted that principal components used here are computed based on
the correlation matrix rather than on covariance, as the variables are quantified
in different units of measure. Generally inputs and outputs of DEA models need
to be strictly positive, but the results of a PCA can have negative values (Adler
and Berechman 2001). It has been argued (Pastor 1996) that the BCC output-

Table 1 Eigenvalues and total variance explained

Component Eigenvalue Proportion (%) Cumulative (%)

1 6.876 98.22 98.22
2 7:420 � 10�2 1.06 99.28
3 3:509 � 10�2 0.50 99.78
4 1:410 � 10�2 0.20 99.98
5 6:151 � 10�4 8:788 � 10�3 99.99
6 3:485 � 10�4 4:978 � 10�3 100.00
7 3:428 � 10�13 4:897 � 10�12 100.00
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Table 2 Efficiency ratings of Air One domestic routes

DMU Score DMU Score DMU Score DMU Score DMU Score DMU Score

TT 1 Z 1 EE 0.9462 F 0.7912 H 0.7370 JJ 0.6800
A 1 V 1 L 0.8418 U 0.7808 N 0.7159 OO 0.6608
CC 1 J 1 T 0.8275 W 0.7650 QQ 0.7080 SS 0.6431
VV 1 E 0.9866 FF 0.8232 Q 0.7547 G 0.6997 PP 0.6296
DD 1 S 0.9674 X 0.8027 AA 0.7541 B 0.6833 MM 0.6198

oriented model used in the current study is input translation invariant and vice versa.
Hence the efficiency classification of DMUs is preserved if the values of principal
componentXPC1 are translated by adding a sufficiently large scalar ˇ (1 in this case)
such that the resulting values are positive for each DMU j .

We apply therefore DEA on the translated first component and not on the whole
set of the original input variables. In order to incorporateXPC1 directly into the linear
programming problem the general DEA formulation has to be modified (Sect. 2.2).
With regard to the output variables, they are not included in terms of principal
components. Hence, only constraint (8) and (11) are used in the DEA model applied.

The DEA analysis has been performed by using DEA-Solver software
(Cooper et al. 2000). The efficiency scores of Air One routes, in descending order
of efficiency, are shown in Table 2.

Two different remarks can be made. The average level of technical efficiency is
0.8273. Eight routes are fully efficient and three more routes are quite close to the
best practice frontier. On the other hand, the remaining DMUs are sub-efficient but
they do not show very low ratings. These results suggest that Air One routes are
operating at a high level of efficiency, although there is room for improvement in
several routes.

4 Conclusions and Future Research

It is well known that the discriminatory power of DEA often fails when there is
an excessive number of inputs and outputs in relation to the number of DMUs
(Adler and Golany 2002). We have introduced a new model formulation within DEA
framework that can be used in efficiency measurement when there is a large number
of inputs and outputs variables that can be omitted with least loss of information.
This approach has been illustrated with an application to an Italian airline.

However, these results can be improved. This study suggest three main avenue
for future research. First of all, further research could include the presence of
undesirable outputs (Liang et al. 2009) in the PCA–DEA model proposed, such as
the number of delayed flights, which may reflect the service quality of the network.
Besides, the usefulness of the method could be explored for large data sets: for
example, in further application studies we could add international routes or other
air carriers. Finally, we would like to explore the combination between canonical
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correlation analysis (CCA) and DEA in next future with another data set. We have
not used CCA in this paper because generally it is applied when the number of inputs
and the number of outputs are very high and when we are not able to distinguish
between the input set and the output set, but in this case study we perfectly know
which the inputs and the outputs are.
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Web Surveys: Methodological Problems
and Research Perspectives�

Silvia Biffignandi and Jelke Bethlehem

Abstract This paper presents a framework of current problems and related liter-
ature on Internet/web surveys. It proposes a new classification of research topics
on challenging issues. Thereby it takes into account application the role that these
surveys play in different research contexts (official statistics, academic research,
market research). In addition critical research, open questions and trends are
identified. Furthermore a specific section is devoted to bias estimation, which is
a critical point in this type of survey. In particular, original bias and variance
definitions are proposed.

1 Introduction

There is a growing interest for using web surveys (also called Internet surveys or
online surveys) for data collection. This is not surprising as the Internet provides
easy access to a large group of potential respondents, and conducting such a
survey is relatively cheap and fast. Moreover, costs do not depend too much on
the number of interviews. Notwithstanding the appeal of web surveys, there are
serious methodological problems. These problems have to be solved in order to
obtain reliable survey outcomes. In practice, many surveys are carried out without
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paying much attention to the problems involved in each step of the survey process
and on the reliability of the collected data. It is therefore very important: (a) to draw
the attention of the practitioners of web surveys to methodological problems and
to the need to be cautious when carrying out such surveys and using the results for
decision support; and (b) to pay attention to studies investigating methodological
aspects that may undermine data quality of web surveys.

WebSm (WebSurvey Methodology) is a European project that has created – since
2003 – a network of partners1 which have set up a website which publishes in an
well organized framework the literature, software references and comments (Lozar
Manfreda and Vehovar 2006). The research team formed for this project is currently
studying methodological problems in web surveys. This research group periodically
(each 2 years) organizes a workshop discussing new frontiers and progress in this
research area. Already live workshops have been organized; the last two at the
University of Bergamo in 2009 and in the Hague in 2011.

Different studies generally focus on specific aspects or on literature reviews,
facing issues from a specific point of view (i.e. from sociological point of view,
from marketing or from official statistics on so on). A first book covering every
aspect of both theoretical problem and reactional issues in web surveys is Bethlehem
and Biffignandi (2012). In our paper, we present an original framework which
refers to the different research contexts (official statistics, academic research, market
research). In addition, we identify critical research, open questions and trends.
Moreover we devote a specific paragraph is to bias estimation; this is a critical and
not solved point; in our paper original bias and variance definitions are proposed.

There are two major research areas that are of great importance and on which we
focus in our paper:

1. Design of survey questionnaires (Sect. 2). Web surveys can use all kinds of new
tools such as sound, video, colours and animation. How such tools will affect
response behaviour is not yet completely clear. Therefore, one should be careful
when designing a web survey.

2. Recruitment of participants. How can a representative sample be selected? If a
sample is not representative, can it be corrected such that it becomes representa-
tive? And what are the effects of nonresponse? Issues like data collection modes,
recruitment, inference and bias are discusses in Sects. 3 and 4.

The impact of these problems and possible solutions depend to a large extent on
the type of population which is studied (for example, approaches may be different
for household surveys and establishment surveys) and on the type of organization
carrying out the web survey (official statistics, universities or market research
companies).

It is important to use a proper terminology. Internet surveys are surveys that
collect data over the Internet. This includes e-mail surveys, where the respondent

1Partners of the European project WebSM (Web Survey Methodology) are: University of Ljubliana,
University of Bergamo, Linkoeping University, ZUMA.
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returns the questionnaire by email, attaching responses written in a Word or Excel
document, or other software which is available to the respondent (for example
Blaise). So, the questionnaire is completed off-line. Web surveys are completed on-
line. The questionnaire is presented to respondents as a set of web pages. Answers
to questions are transmitted immediately after clicking on a submit/next button.

2 Questionnaire Design

Many methodological problems are common to both email and web surveys.
Questionnaire design is more critical and relevant for web surveys since they may
use special tools such as visual animation, sounds and colours. Therefore, the focus
of this paper is on web surveys, but it should be taken into account that many
problems are shared with other types of Internet surveys.

Web surveys are self-administered. Therefore, user-friendliness is of the utmost
importance. If respondents encounter difficulties when completing the question-
naire, they quit, leaving the researcher with incomplete and often unusable data.
Visual elements, pictures, colours and sounds are tools that can make the ques-
tionnaire more attractive. Technical limitations (for example low modem speeds),
however, may prohibit their use, and an overload of not always relevant information
may distract and confuse respondents. The impact of advanced graphical techniques
and sound tools on the respondent’s behaviour needs more study. It has to be
demonstrated that they have a positive impact on the survey participation and data
quality. An extensive discussion and review of the features of web questionnaire
design is given in Couper (2008). Recent studies have underlined that web ques-
tionnaire design problems should be treated in a manner consistent with the way in
which sophisticated questionnaire designs problems are addressed (Dillman 2007).
Questionnaire length is an important aspect both with respect to the data collection
mode and with respect to the target population of a web survey. Actually, in web
surveys the questionnaire should be quite short (Czaja and Blair 2005). Nevertheless
if panels, closed groups or special target populations are investigated, a longer
questionnaire could be effective as well.

3 Data Collection Modes, Recruitment and Inference

Web surveys are substantially affected by coverage problems, because not every
member of a target population may have access to the Internet. Moreover, it is often
difficult to select a proper probability sample because a proper sampling frame is
lacking.

More and more, a web survey is considered as one of the modes in a mixed-
mode survey. If the objective is to keep survey costs as low as possible, one could
start with a web survey, re-approach the nonrespondents by means of telephone
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interviewing, and re-contact the remaining nonrespondents in a face-to-face survey.
Unfortunately, a mixed-mode survey introduces new problems, like mode effects,
e.g. the same question is answered differently in a different data collection mode.
Occurrence and treatment of mixed-mode effects need further investigation.

In principle, web surveys can be carried out very quickly. It turns out response
times to Internet or web surveys are different from other modes and best procedures
have to be identified. For instance, Biffignandi and Pratesi (2000, 2002) have studied
response behaviour and the impact of the frequency of reminder procedures. Recent
studies have been focusing on the best reminder tools, including sms (which seems
to perform well).

Other studies concentrate on keeping respondents focused on the relevant parts
of the computer screen, and keeping distraction to a minimum. One of the analysis
techniques used is eye-tracking analysis.

Representativity of web surveys is an important issue. Scientifically meaningful
results can only be obtained if a proper probability sample is selected and the
selection probabilities are known and positive for every member of the population.
Unfortunately, many web surveys rely on self-selection of respondents. The survey
is simply put on the web. Respondents are those people who happen to have Internet,
visit the website and decide to participate in the survey. The survey researcher is not
in control of the selection process. These surveys are called self-selection surveys.
The bias of different sample selection procedures in web surveys is a key issue. We
will focus on this issue on the next section.

Similarly, Internet based panels (so-called access panels) are constructed by wide
appeals on well-visited sites and Internet portals. So, they are also based on self-
selection. At time of registration, basic demographic variables are recorded. A large
database of potential respondents is created in this way. For future surveys, samples
are selected from this database. Only panel members can participate in these web
panel surveys. The target population is unclear. One can only say that it consists of
people who have an Internet connection, who have a non-zero probability of being
confronted with the invitation, and decide to participate in the panel. Research in
the Netherlands has shown that panel members differ from the general population
(Vonk et al. 2006).

Access panels have the advantage that values of basic demographic variables are
available for all participants. So the distribution of these variables in the survey can
be compared with their distribution in the population. Over- or under-representation
of specific groups can be corrected by some kind of weighting adjustment technique.
However, there is no guarantee that this leads to unbiased estimates.

To allow for unbiased estimation of the population distribution, a reference
survey can be conducted that is based on a true probability sample from the entire
target population. Such a reference survey can be small in terms of the number
of questions asked. It can be limited to the so-called “webographic” or “psycho-
graphic” questions. Preferably, the sample size of the reference survey should be
large to allow for precise estimation. A small sample size results in large standard
errors of estimates (Bethlehem 2007). Since most (but not all) access panels are
based on self-selection, it is impossible to compute unbiased estimates of population
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characteristics. In order to properly apply statistical inference, probability sampling
in combination with a different data collection mode can be applied for panel
recruitment. For example, a sample is selected from the general population and
respondents are recruited using e.g. CAPI or CATI. Respondents without Internet
are provided with Internet access. See Scherpenzeel (2008) for an example. A
probabilistic sampling design can be achieved by using some specific methods,
such as random digit dialling (RDD). Some probability-based Internet panels have
already been constructed in this way (for instance, Huggins and Krotki 2001).

Another approach to correct for lack of representativity is applying propensity
scoring methodology. Propensity scores (Rosenbaum and Rubin 1983) have been
used to reweight web survey results (Schonlau et al. 2009; Biffignandi et al. 2003;
Biffignandi and Pratesi 2005).

4 Bias in Web Surveys

Probability sampling is a crucial prerequisite for making proper inference about the
target population of a survey. In web surveys this prerequisite is difficult to achieve.
In this section we formalize the bias related to four different approaches.

1. Selection of a random sample without replacement from the Internet-population.
This is the ideal situation, but it would require a sampling frame listing all
elements having access to the Internet. In many practical cases, no such list exists.
One empirical approach which allows for a good approximation of the random
sample situation is to select a random sample from a larger sampling frame (e.g.
a population or address register). The selected sample is contacted by mail or
telephone, or another traditional way, then Internet users are asked to complete
the questionnaire, With this approach every element in the Internet-population
has a positive and known probability �k of being selected for k D 1; 2; : : :;NI.
If this is the case, an unbiased estimate of the Internet population mean can be
defined (according Horvitz and Thompson 1952). The estimator of the Internet
population could be biased with reference to the mean of the total population.
The bias is determined by the relative size of non-Internet population and the
difference of the mean value of the target variable in the two populations.
Summing up, the bias can be written as follows:

B.yHT/ D E.yHT/ � Y D Y I � Y D
NNI

N
.Y I � Y NI/ (1)

where
NI D Internet population
Y I D Internet population mean
yHT D Horvitz–Thompson mean estimator
Y NI D Non internet population.
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2. Self-selection sample. In many Internet surveys respondents are recruited by
means of self-selection. Therefore, each element k in the Internet population
has an unknown probability �k of participating in the survey. Since the survey is
put on the Web, we might introduce the response propensity of the non-Internet
population, which will be 0. Generally, the expected value of the sample mean is
not equal to the population mean of the Internet-population. The estimator of the
Internet population therefore will be unbiased only if there is no relationship at all
between the mechanism causing missingness and target variables of the survey
(Missing Completely At Random (MCAR)). In general the bias of the sample
mean (Bethlehem 2008; Bethlehem and Stoop 2007) can be written as:

B.yS/ D
C.�; Y /

�
(2)

where

C.�; Y / D 1

NI

NX
kD1

Ik.�k � �/.Yk � Y / (3)

is the covariance between the participation probabilities and the values of the
survey variable. The bias is determined by the average response propensity
and the relationship between the target variable and response behaviour affect
the sample mean bias. The bias will be smaller the more likely people are to
participate in the survey, i.e. the higher is the average response propensity. The
bias will be high in the case the correlation between the values of the target
variable and response propensities is high. It has been shown (Bethlehem 2008)
that self-selection can cause estimates of population characteristics to be biased,
similarly to traditional probability sampling based surveys nonresponse. Since in
a web survey the response rate can be very low, the bias in self-selection surveys
can be substantially larger than in traditional surveys. If we need to estimate the
mean of the total population the bias is computed as follows:

B.yS/DE.yS/ � Y DE.yS/ � Y I C Y I � Y D
NNI

N
.Y I � Y NI/C C.�; Y /

�
(4)

i.e. the bias of under coverage (since we have investigated only the Internet
population) is added to the self-selection bias due to the Internet population.

3. Auxiliary variables. Improved estimation solutions in web surveys are related to
the use of auxiliary information, i.e. a set of variables that have been measured
in the survey, and for which information on their population distribution is
available.

(a) A possible estimation procedure is based on post-stratification. A difference
between the population distribution of a (categorical) auxiliary variable and
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its sample distribution suggest the need of correcting the sample estimates
since the sample is selective. It can be assessed whether or not the sample is
representative for the population (with respect to this variable). Adjustment
weights are computed on the basis of one or more categorical auxiliary
variables. If there is a strong relationship between the target variable Y and
the stratification variable X the strata are homogeneous with respect to the
target variable. There will be no bias within strata, and post-stratification will
remove the bias. If there is an indirect relationship between the mechanism
causing missingness and the target variables of the survey, this is called
Missing At Random (MAR). The relationship runs through a third variable,
and this variable is measured in the survey as an auxiliary variable. In this
case estimates are biased, but it is possible to correct for this bias. The bias
is due to the differences between Internet and non-Internet population within
the strata. The bias of this estimator is equal to

B.yI;PS/ D E.yI;PS/ � Y D eY I � Y D
LX
hD1

Wh

�
Y
.h/

I � Y .h/
�
D

D
LX
hD1

Wh

NNI;h

Nh

�
Y
.h/

I � Y .h/NI

�
; (5)

(b) A second possible solution, if auxiliary variables are not available, consists
of conducting a reference survey. This reference survey is based on a small
probability sample. Data collection takes place with a mode different. This
means there may be mode effects that have an impact on estimates. Needless
to say that such a reference survey will dramatically increase survey costs.

At least one categorical auxiliary variable should be observed both in the web survey
and the reference survey. We assume that this variable has a strong correlation with
the target variable of the survey. We might apply a kind of post-stratification –
like the one described above – using the reference survey data (as a proxy of
the population distribution) to estimate the weights and the web survey data to
compare distributions. Bethlehem (2008) shows that that, if a reference survey is
used, the variance of the post-stratification estimator is equal to

V.yI;RS/ D
1

m

LX
hD1

Wh

�
Y
.h/

I � eY I
�2 C 1

m

LX
hD1

Wh.1 �Wh/V
�
y
.h/
I

�

C
LX
hD1

W 2
h V

�
y
.h/
I

�
(6)
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The bias of the estimator is related to the relationship between the target variable
and the auxiliary variable used for computing the weights. The bias is small if the
target variable has small variability within each stratum.

The bias can be written as

B.yI;RS/ D IE.yI;RS/ � Y D eY I � Y D
LX
hD1

Wh

�
Y
.h/

I � Y .h/
�
D

D
LX
hD1

Wh

NNI;h

Nh

�
Y
.h/

I � Y .h/NI

�
: (7)

and it is small if the mean of the target variable is very similar in the Internet and in
non-Internet population.

The approach based on the use of a reference survey to weight estimation can
be successful if such variables can be measured both in the web survey and in
the reference survey. One of the advantages of a reference survey is that the best
auxiliary variables can be selected for weighting and this will make correction more
effective. A disadvantage of a reference survey is that it results in large standard
errors. So a reference survey reduces the bias at the cost of a loss in precision.

Empirical analyses have shown that webographics variables seem to work well.
Psychographic variables, attitudinal or lifestyle variables often explain at least part
of the response behavior. Some authors show, however, that a good explanation
of the response behavior is not the rule and sometimes these variables are lacking
explanatory power (see for instance Schonlau et al. 2003). In addition, caution is
required since attitudinal questions are much less reliable than factual questions.
Respondents may be asked about issues they never have thought about, and current
circumstances may influence their answers. Therefore, measurement errors could
greatly affect the accuracy of answers to attitudinal questions.

The reference survey only works well if it is a real probability sample without
nonresponse, or with ignorable nonresponse (MCAR). In practice, reference survey
estimates are biased due to nonresponse, therefore the web survey bias is replaced
by a reference survey bias. This leaves the problem open.

(c) Another approach related to the use of auxiliary variables is propensity weight-
ing. The idea has been proposed by Rosenbaum and Rubin (1983,1984).
Propensity weighting is a often applied by commercial market research agen-
cies, for instance Harris Interactive (Terhanian et al. 2001). Propensity scores
are obtained by modelling a variable that indicates whether or not someone
participates in the web survey. The propensity score �.X/ is the conditional
probability that a person with observed characteristics X participates, i.e.

�.X/ D P.r D 1j X/: (8)
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Usually a logistic regression model is used where the indicator variable is the depen-
dent variable and auxiliary variables (mostly attitudinal variables are the explanatory
variables). These variables are assumed to explain why someone participates or
not. Fitting the logistic regression model comes down estimating the probability
(propensity score) of participating, given the values of the explanatory variables.
From a theoretical point of view propensity weighting should be sufficient to remove
the bias. Assuming that the observed strata have the same propensity score, this can
be modelled by a logit model under assumption of missing at random (MAR)

log

�
�.Xk/

1 � �.Xk/
�
D ˛ C ˇ0 Xk: (9)

The estimated propensity scores are used to stratify the population. Each stratum
consists of elements with (approximately) the same propensity scores. Five strata
are usually sufficient to remove a large part of the bias (Cochran 1968). If indeed
all elements within a stratum have the same response propensity, there will be no
bias if just the elements in the Internet population are used for estimation purposes.
Figure 1 shows the steps of the propensity score procedure.

Shortly speaking the nearest neighbour matching method selects as the match
the non-participant with the value of Pj that is closest to Pi . The caliper approach
is a variation of nearest neighbor: A match for person i is selected only if the
difference is within a pre-specified tolerance (.. The jPi � Pj j < "; j 2 I0 1-to-1
nearest neighbor caliper approach is the most common practice. Mahalanobis Metric
Matching: (with or without replacement) without p-score consists on randomly
ordering subjects, calculate the distance between the first participant and all non-

Fig. 1 General procedure for propensity score approach
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participants. The distance, d.i; j / can be defined by the Mahalanobis distance:

d.i; j / D .u � �/T C�1.u � �/ (10)

where u and � are values of the matching variables for participant i and non-
participant j , and C is the sample covariance matrix of the matching variables
from the full set of nonparticipants. Mahalanobis metric matching with p-score
consists simply in addingp-score to u and �. Nearest available Mahalandobis metric
matching within calipers defined by the propensity score is computed applying
calipers criteria.

Summing up, various approaches using auxiliary variables might be applied
in estimating web survey results. Weighting techniques (including propensity
weighting) can help to reduce the bias, but only if the sample selection mechanism
satisfies the Missing at Random (MAR) condition. This is a strong assumption. It
requires weighting variables that show a strong relationship with the target variables
of the survey and the response probabilities. Often such variables are not available.

5 Final Comments

The paper reviews main research issues and results of web survey methodology
with an original, wide approach that takes into account different field of application
(official statistics, academic research and market research) and research viewpoints.
It should be underlined that, since some problems are similar, exchanging expe-
riences between university researchers and data collectors working at statistical
agencies and at market research firms can be useful in improving methodology
of web surveys as well as getting support from empirical evidence. Nevertheless,
different challenges that call for different approaches are to be faced in household
and business surveys. Household surveys are voluntary (both in private surveys
as well as in official surveys), there is no good sampling frame from where one
can draw e-mail addresses and, moreover, computer access and competence differ
between different populations segments. Business surveys, on the contrary, in
official statistics are generally compulsory. Therefore in this case generally we do
not face a big nonresponse problem. In such a case the main issues are how the
businesses should be convinced that web is better than paper and next to construct
web questionnaires that really are better and that makes the respondents feel the
response burden is low. As stated in Biffignandi (2010) new research topics are
becoming more and more important. Challenges for the near future the use of mixed
mode surveys and of incentives to increase participation.
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Semantic Based DCM Models for Text
Classification

Paola Cerchiello

Abstract This contribution deals with the problem of documents classification.
The proposed approach is probabilistic and it is based on a mixture of a Dirichlet
and Multinomial distribution. Our aim is to build a classifier able, not only to take
into account the words frequency, but also the latent topics contained within the
available corpora. This new model, called sbDCM , allows us to insert directly the
number of topics (known or unknown) that compound the document, without losing
the “burstiness” phenomenon and the classification performance. The distribution
is implemented and tested according to two different contexts: on one hand, the
number of latent topics is defined by experts in advance, on the other hand, such
number is unknown.

1 Introduction

Text categorization can be considered one of the key techniques for handling and
organizing data in textual format. Text categorization approaches play a fundamental
role in the text mining field and are typically used to classify new documents. Since
building text classifiers by hand is difficult, time-consuming and often not efficient,
it is worthy to learn classifiers from experimental data.

The literature on text classification problems is quite vast and prolific. Among the
proposed models we can mention: the latent semantic analysis (LSA) (Deerwester
et al., 1990), the probabilistic latent semantic analysis (pLSA) (Hofmann, 1999),
the latent Dirichlet allocation (LDA) (Blei et al., 2003), the correlated topic model
(CTM) (Blei and Lafferty, 2006) and finally the Independent Factor Topic Models
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(IFTM) (Putthividhya et al., 2009). All those models are considered generative
approaches since they try to represent the word generation process by introducing
suitable distributions, in particular the multinomial and the Dirichlet random
variables. The more complicated version of those generative models introduces the
concept of topics and the relative correlation among them.

Similarly, another interesting research path focuses on the burstiness phe-
nomenon, that is the tendency of rare words, mostly, to appear in burst: if a rare
word appears once along a text, it is much more likely to appear again. The above
mentioned generative models are not able to capture such peculiarity, that instead
is very well modelled by the Dirichlet compound multinomial model (DCM). Such
distribution was introduced by statisticians (Mosimann, 1962) and has been widely
employed by other sectors like bioinformatics (Sjolander et al., 1996) and language
engineering (Mackay and Peto, 1994). An important contribution in the context
of text classification was brought by Minka (2003) and Madsen et al. (2005) that
profitably used DCM as a bag-of-bags-of-words generative process. Similarly to
LDA, we have a Dirichlet random variable that generates a multinomial random
variable for each document from which words are drawn. By the way, DCM cannot
be considered a topic model in a way, since each document derives specifically by
one topic. That is the main reason why Doyle and Elkan (2009) proposed in 2009
a natural extension of the classical topic model LDA by plugging into it the DCM
distribution obtaining the so called DCMLDA.

Following that research path, we move from DCM approach and we propose an
extension of the DCM, called “semantic-based Dirichlet Compound Multinomial”
(sbDCM), that permits to take directly topics into account.

2 Dirichlet Compound Multinomial

The Dirichelet Compound Multinomial (or DCM) distribution (see Minka (2003),
Madsen et al. (2005)) is a hierarchical model where the Dirichlet random variable
is devoted to model the Multinomial word parameters � (the whole set of words
as bag-of-bags) and the Multinomial variable models the word count vectors ( Nx as
bag-of-words) for each document. The distribution function of the (DCM) mixture
model is:

p. Nxj˛/ D
Z
�

p. Nxj�/p.� j˛/d�; (1)

where the p. Nxj�/ is the Multinomial distribution and p.� j˛/ is the Dirichlet
distribution.

From another point of view, each Multinomial is linked to specific sub-topics and
makes, for a given document, the emission of some words more likely than others.
Instead the Dirichlet represents a general topic that compounds the set of documents
and thus the (DCM) could be also described as “bag-of-scaled-documents”.
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The added value of the (DCM) approach consists in the ability to handle
the “burstiness” of a rare word without introducing heuristics. Burstiness is the
phenomenon according to which, if a rare word appears once along a text, it is
much more likely to appear again.

3 A sbDCM Model

In the (DCM) we have a coefficient (˛w) for each word compounding the vocabulary
of the set of documents which is called “corpus”. The (DCM) model can be seen as
a “bag-of-scaled-documents” where the Dirichlet takes into account a general topic
and the Multinomial some specific sub-topics.

Our aim in this contribution is to build a framework that allows us to insert
specifically the topics (known or unknown) that compound the document, without
losing the “burstiness” phenomenon and the classification performance. Thus we
introduce a method to link the ˛ coefficients to the hypothetic topics, indicated with
ˇ D fˇt g, by means of a function ˛ D F.ˇ/ which must be positive in ˇ since
the Dirichlet coefficients are positive. Note that usually dim.ˇ/ << dim.˛/ and,
therefore, our proposed approach is parsimonious.

Substituting the new function into the integral in (1), the new model is:

p. Nxjˇ/ D
Z
�

p. Nxj�/p.� jF.ˇ//d�: (2)

We have considered as function F.ˇ/ a linear combination based on a matrix D
and the vector Ň. D contains information about the way of splitting among topics
the observed count vectors of the words contained in a diagonal matrix A and Ň
is a vector of coefficient (weights) for the topics. More specifically we assume
that:
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Note that:

• ˛w DPT
t d

�
wt ˇt , with T the number of Topics;

• dwt is the coefficient for word w-th used to define the degree of belonging to
topic t-th and by which a portion of the count of word w-th is assigned to that
particular topic t-th;

• d�
wt D ww � dwt .

By substituting this linear combination into integral (2), we obtain the same
distribution but with the above mentioned linear combination for each ˛:

p. Nxjˇ/ D nŠQW
w xw

�
�PW

w

PT
t d

�
wt ˇt

�

�
�PW

w .xw CPT
t d

�
wtˇt /

�
WY
w

�
�
xw CPT

t d
�
wt ˇt

�

�
�PT

t d
�
wtˇt

� I (4)

This model is a modified version of the (DCM), henceforth semantic-based
(DCM) (sbDCM) and the new log-likelihood for the set of documents (C) becomes:

log.p.C jˇ// DPN
d

�
log�

�PW
w
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t d

�
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�
� log�

�
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�
log�

�
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�
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�
� log�

�PT
t d

�
wt ˇt

��
(5)

In Fig. 1 we report the graphical representation of the new model where the ˛’s
are substituted by a function of the ˇ’s.

An important aspect of the proposed approach is represented by the number T of
topics to be inserted into the semantic-based DCM.

T can be:

1. a priori known (i.e. fixed by field experts);
2. unknown, thus to be estimated on the basis of the available data.

Fig. 1 Hierarchical model sbDCM representation



Semantic Based DCM Models for Text Classification 379

We treat both the cases, reporting empirical results produced on the basis of
real data.

4 sbDCM with T Unknown

Since it is not always possible to known in advance the number of topics contained
in a corpora, it becomes very useful to arrange a statistical methodology for
discovering efficiently and consistently a suitable number of topics.

In our context we tackle the problem as follows: in order to generate the
coefficients contained within the matrix D we have used a clustering procedure
to group the words (Giudici 2003). The idea is to create groups of words sharing
common characteristics that can be interpreted as conceptual topics. Such objective
can be accomplished by applying a hierarchical cluster analysis on the association
matrix calculated on the complete set of words count. Later on, once completed
the analysis by choosing the best number of groups, the cluster distance matrix is
used to set the membership percentage (dwt ) of each word to each topic. The best
number of groups has been chosen by using a combined strategy based on statistical
indexes that measure the quota of variability between and within groups. Moreover
dendograms and anova test have been investigated to strengthen the analysis.

The matrix (G), employed to obtain words clusters, has been produced by apply-
ing the Kruskal–Wallis index (g) to the words count matrix given the qualitative
nature of the data. We recall that index g is defined as follows:

g D
12

N.NC1/
Ps

iD1 ni
� Nri � NC1

2

�2

1 �
Pp
iD1.c

3
i �ci /

N 3�N
(6)

where ni is the number of sample data, (N) the total observation number in the
s samples, s the number of samples to be compared and Nri the average rank of i -th
group. The denominator of the index g is a correction factor needed when tied data
is present in the data set, where p is the number of recurring ranks and ci is the
recurring frequency of i -th rank.

The training dataset contains 2,051 documents with a vocabulary of 4,096 and
the evaluation dataset contains 1,686 documents which are distributed over 46
classes. In Table 1 we list the results obtained by varying the number of clusters
(i.e. topics) and we report the most significant ones (5, 11, 17, 23, 46). We indicate
with LLin and LLout the log-likelihood before and after the iteration procedure
for the parameters updating which is stopped when the predefined error  (10�10)
is reached. AICcin and AICcout correspond to the corrected Akaike Information
Criterion (AICc) before and after the parameters uploading.

As we can see in Table 1, the percentages of correct classification (Ind1) are
very close to the original ones with a parameter for each word (4,096 parameters).
Of course they depend on the type of classifier employed during the classification
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Table 1 Classification results by varying the number of clusters and using matrix (G)

Classifier Measures sbDCM 5 sbDCM 11 sbDCM 17 sbDCM 23 sbDCM 46 DCM

LLin �291,257 �283,294 �270,360 �266,453 �258,061 �222,385
LLout �205,912 �204,647 �204,600 �204,604 �204,362 �205,286
AICcin 582,524 566,610 540,754 532,952 516,214 454,264
AICcout 411,834 409,316 409,234 409,254 408,816 420,066

NORMAL Ind1 67.83% 67.71% 67.47% 67.42% 67.65% 67.66%
COMP. Ind1 67.95% 68.66% 68.55% 68.72% 68.60% 68.78%
MIXED Ind1 68.07% 68.13% 67.83% 67.71% 67.89% 68.07%

step. Considering both sbDCM and DCM, the differences produced by varying
the number of groups are small. Moreover the AICc is always better in the new
approach then considering each word as a parameter (DCM model). Moreover, if
we perform an asymptotic chi-squared test (�2test ) to decide whether the difference
among log-likelihoods (LL), with respect to DCM, are significant (i.e. the difference
is statistically meaningful if the jLL1 � LL2j is greater than 6), we get that the
approach based on matrix G has the best performance.

5 Semantic-based (DCM) with T Known in Advance

A different approach needs to be assessed when the number of available topic T is
known in advance. In fact a text corpora could be enriched by several descriptions
of treated topics according to the knowledge of field experts.

In more details, the analysis could be provided with a priori knowledge based
on ontological schemas that describe the relations among concepts with regards to
the general topics of the corpora. An ontology (from which an ontological schema
is derived) is a formal representation of a set of concepts within a domain and the
relationships between those concepts.

For example, if a text set deals with operational risk management, an ontology
can be created on the basis of the four categories of problems (internal processes,
people, systems and external events) defined by Basel II Accords. Hence we can
suppose that some specific sub-topics, such as those possible operational problems,
will be almost surely treated along the texts. Thereby, the ontology structure
provides the set of relations among the concepts to which can be associated, by
a field expert(s), a certain number of key words. In this line of thinking, we want
to use the classes of a given ontology and the associated key words to define the
number of topics (T) in advance.

5.1 The Reputational Risk

The ontological schema which we refer to, deals with the so called reputational risk.
It is not simple to define and consequently to measure and to monitor the reputation
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concept since it involves intangible assets such as: honor, public opinion, perception,
reliability, merit. By the way, it is a matter of fact, that a bad reputation can seriously
affect and condition the performance of a company. Moreover companies tend to act
once the adverse event has occurred. According to such approach we can say that
there is not a risk management activity, but only a crisis management one.

Reputational risk is generically acknowledged as the ensemble of the economic
consequences directly correlated to an alteration of the public evaluation of an entity,
such as a public company or a person with a public relevance. Regulators, industry
groups, consultants and individual companies have developed elaborate guidelines
over the years for assessing and managing risks in a wide range of areas. However, in
the absence of agreement on how to define and measure reputational risk, it has been
often ignored. An interesting aspect embedded in reputational risk is the possible
gap between the perception and the reality: if the reputation of a company is more
positive than its underlying reality, this gap leads to a substantial risk.

On the other hand media coverage plays a key role in determining a company
reputation. This often occurs when a company reputation has been significantly
damaged by unfair attacks from special interest groups or inaccurate reporting
by the media. A detailed and structured analysis of what media actors are saying
is especially important because the media shape the perceptions and expectations
of all the involved actors. Natural language processing technologies enable these
services to scan a wide range of outlets, including newspapers, magazines, TV,
radio, and blogs. In order to enable the application of the classification textual model
sbDCM we have collaborated with the Italian market leader company in financial
and economic communication “IlSole24ORE”.

5.2 Data Analysis

“IlSole24ORE” team provided us with a set of 870 articles about Alitalia, an Italian
flight company, covering a period of one year (sept ’07-sept ’08).

The 80% of the articles is used to train the model and the remaining 20% to
validate the process. The objective is to classify the articles on the basis of the
reputation ontology in order to understand the argument treated in the articles. The
ontology classes used for the classification are:

• Identity: The “persona” of the organization.
• Corporate Image: It can be considered the immediate picture of the institution as

perceived by stakeholder groups and it of course involves brand value.
• Integrity: Personal inner sense of “wholeness” deriving from honesty and

consistent uprightness of character.
• Quality: The achievement of excellence of an entity. Quality is sometimes

certificated by a third part.
• Reliability: Ability of a system to perform/maintain its functions in routine and

also in different hostile or/and unexpected circumstances. It involve customer
satisfaction and customer fidelization.
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• Social Responsibility: It is a doctrine claiming that an organization or individual
has a responsibility to society. It involves foundation campaign and sustainability.

• Technical Innovation: The Introduction of new technical products or services. It
measures the “RD orientation” of an organization (only for companies).

• Value For Money: The extent to which the utility of a product or service justifies
its price.

Those classes define the concept of reputation of a company. To link the ontology
classes to the textual analysis we use a set of key words for each class of the
reputation schema. The available articles are in Italian thus the key words are in
Italian as well. For example, since the concept of Reliability involves customer
satisfaction and customer fidelization, we employ the following set of key words:
affidabilitá, fiducia, consumatori, risorsa, organizzazione, commerciale, dinamicitá,
valore, mercato. On the basis of these key words, we perform a cluster analysis
considering the 9 classes. From the clustering, we derive the matrix D.

For classification purposes, we consider topics as document classes to predict
and the available news paper articles are 1,321. We compare the classification
performance of (DCM) and sbDCM by dividing the dataset into training (with 80%
of documents) and validation set (with 20% of documents) and with a vocabulary
of 2,434 words.

We evaluate the performance by using three kind of discriminant rules, developed
in (Rennie et al., 2003) and in addition we propose other four rules through their
combination. All the classifiers select the document class (i.e. topic T) with the
highest posterior probability:

l.d / D argmaxt

"
log p.`t/C

WX
wD1

fw log �tw

#
(7)

where fw is the frequency count of word w in a document,p.`t/ is a prior distribution
over the set of topics (that we consider uniformly distributed) and log.�tw/ is the
weight for word w with regards to topic t.

The weight for each topic is estimated as a function of the ˛ coefficients:

O�tw D Ntw C ˛w

Nt CPNt
wD1 ˛w

(8)

where Ntw is the number of times word w appears in the documents of topic t, Nt
the total number of words occurrences in topic c.

We then use comparatively DCM and sbDCM introducing the relative ˛’s
parameters into the “Normal”, “Mixed” and “Complement” classifier (see Rennie
et al. (2003)) and evaluate them on the basis of two appropriate indexes (Table 2):

1. (Ind1) The proportion of true positive over the total number of test-documents.
2. (Ind2) The proportion of true positive within each class over the number of test

documents present in the class.
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Fig. 2 Example of classification via sbDCM and a Naive Bayes Classifier. The key words belong
to three different classes: technical innovation; quality; reliability

Table 2 Classification results with T known in advance

Classifier Measures sbDCM 8 DCM

LLin �105.226 �105.385
LLout �98.412 �98.286

AICcin 264.462 254.264
AICcout 110.834 112.066

NORMAL Ind1 68.13% 65.66%
// Ind2 62.32% 61.61%

COMP. Ind1 67.1% 68.78%
// Ind2 66% 67.89%

MIXED Ind1 68.07% 66.07%
// Ind2 63.87% 63.87%

The empirical results show good performance in terms of correct classification
rate. In Fig. 2 we report an example of output of classification with the coefficients
˛ calculated via sbDCM and the Naive Bayes Classifier.

6 Conclusion

In this contribution we study a methodology useful to classify textual data. Several
approaches have been proposed in literature and among them we pay our attention
to the (DCM) distribution. It is a hierarchical model where the Dirichlet random



384 P. Cerchiello

variable is devoted to model the Multinomial word parameters � (the whole set of
words as bag-of-bags) and the Multinomial variable models the word count vectors
( Nx as bag-of-words) for each document. Moving from (DCM), we propose a new
distribution called sbDCM in which we insert directly the topics treated along
the corpora. The topics T can be known in advance (i.e. fixed by field experts) or
unknown (i.e. to be estimated on the data).

Two different analysis have been carried out based on the knowledge on
T. Both the approaches show comparable results with the standard model ((DCM)).
Moreover an original contribution is presented for the case T fixed in advance: in
order to allow the evaluation of reputational risk, the sbDCM model is trained to
classify articles dealing with the reputation of a given company.
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Probabilistic Relational Models for Operational
Risk: A New Application Area and an
Implementation Using Domain Ontologies

Marcus Spies

Abstract The application of probabilistic relational models (PRM) to the statistical
analysis of operational risk is presented. We explain the basic components of PRM,
domain theories and dependency models. We discuss two real application scenarios
from the IT services domain. Finally, we provide details on an implementation of
the PRM approach using semantic web technologies.

1 Introduction

In statistical models for operational risk, we often need to combine information from
multiple entities. An example would be to build a model combining:

• Observations related to failures of technical or other service components.
• Observations related to customer contract related data, like customer claims in

the scope of a service contract.

Both classes of observations can be described by suitable theoretical distributions
whose parameters can be estimated given actual empirical data. Typically, failure
probabilities can be assessed using distributions from reliability theory, while
customer claims will follow some loss sizes distribution that is typically taken from
one of the “fat tail” distribution families like the Weibull distribution.

In operational risk analysis, combination of these distributions is performed using
convolution in order to estimate losses as they accumulate over time and compute
meaningful scores like value at risk (VaR), see Giudici (2010).
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In the present service provider scenario, however, the combination of the
information from both data sets gets more complicated if we want take into account
the service providers who are operating the technical components and also appear
as contracting party in customer service contracts. This implies that only component
failures that fall in the service domain of a given service contract can be the
possible causes of certain customer claims. This dependency can be formulated
conveniently using database schemes as usual in relational database modelling (see
Sect. 2).

As a consequence, for an integrated statistical model of multivariate observations
in a multi-entity setting, we must combine the sampling spaces for both observation
classes by considering a suitable constraint structure on the product space. A
formal language is required in which we can declare the constraint on possible
dependencies between observations and perform computations related to parameter
estimation in accordance with the factual entity dependencies underlying the real
data at hand.

This requirement for a relational modelling enabled formulation of observation
based variable dependency has been noted in several application fields, notably
genome analysis, web link analysis, and natural language based information
extraction. As a consequence, the new field of probabilistic relational modelling
(PRM) and learning is being established by a network of cooperating groups,
see Getoor and Taskar (2007). PRM are closely related to Markov random fields,
but the approach to defining variables and estimating parameters is different.
PRMs can be introduced as extensions of Bayesian networks, which are nothing
but single-entity PRMs. Therefore, the PRM approach nicely specializes to well
known methods for statistical analysis of graphical models, see Cowell et al.
(2007).

Several approaches related to PRM with essentially the same basic assumptions
have been published, they build on:

• Using an entity relationship model (ERM) for encoding the relational dependen-
cies in Getoor et al. (2007).

• Using a suitable subset of first order logic (FOL) and model-theoretic semantics
to describe entities, attributes and dependencies in Kersting and De Raedt (2007).

• Combining ERM and FOL assertions for capturing constraints in the Directed
Acyclic Probabilistic Entity Relationship approach (DAPER) (Heckerman 2007).

The presentation in the paper is motivated by applications and presents examples
from the context of the EU integrated project Multi-Industry Semantics based
Next Generation Business Intelligence (MUSING, EU contract number 027097).
In Sect. 2, we present the basic approach to relational modelling of an application
domain, in Sect. 3 we explain dependency models in PRMs and their transfor-
mation to Bayesian networks, and outline two case studies. In Sect. 4 we discuss
an implementation of the model definition and data collection steps using domain
ontologies.
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2 Relational Domain Models

The first step towards a probabilistic relational model is to define an explicit formal
data theory of the given application domain in a declarative way. This theory
contains non-logical (factual) axioms about classes, their generic relationships and
attributes. In a statistical setting, the attributes correspond to random variables. The
theory has models in terms of real-world scenarios allowing for experiments. These
experiments consist of drawing samples of objects instantiating the classes. These
objects preserve the relationships as stated in theory. What we observe is the values
of the attributes corresponding to the class attributes in the theory.

More formally, using concepts of the unified modelling language UML (Object
Management Group 2010a,b), let X D fX1; : : : ; Xng denote a set of classes. Each
class Xi is further described by attributes A .Xi /. These attributes are assumed to
take values in discrete domains, i.e. they are considered as nominal scaled variables.
In practice, it is often assumed that the attributes are valued in one element of the
set of atomic datatypes in XML Schema and are restricted to a suitably enumerated
finite subset in case of an infinite value set.

The classes in X are further allowed to be related by associations contained
in a set R. A direct association is a two-place relation �i;j W Xi!Xj on classes
.Xi ; Xj /. If a direct association is a mapping, it is also called a reference. Thus,
in case of a reference, j�.xi /j D 1 8xi 2 Xi . References can be seen as
generalizations of has-a relations in artificial intelligence. An m W n association
is modelled by an explicit association class that contains references to associated
members in each participating class. Association classes can combine more than
two classes.

The definition of a suitable set of classes, their attributes and associations is
a theory of the application domain in question. Such a theory can be formulated
according to different modelling approaches in different specific formal languages.
One common choice is UML class diagrams (Object Management Group 2010a,b).

Another relevant modelling language is entity relationship modelling (ERM)
that allows to derive a relational database schema from the theory. Basically, an
ER model interprets classes by schemas of relational tables, references by foreign
key relationships, and association classes by explicit join tables containing foreign
keys to the tables participating in the association. ERM is based on relational
database normalization and schema theories (Beeri et al. 1977, 1983). A particular
requirement against an ERM is that references in a domain theory form directed
acyclic graph (DAG).

Finally, a class based domain data theory may be formulated using description
logic by defining a domain ontology, most commonly based on the web ontology
language OWL (Motik et al. 2006). In ontology engineering, the attributes of classes
are modelled by datatype properties, associations by object properties, which are
declared functional for references.

Possible transformations and incompatibilities between domain theories from
these different modelling languages have been studied extensively and formalized
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in the Object Management Group’s Ontology Definition Metamodel specification
(Object Management Group 2009).

3 Probabilities in Relational Domain Models

The second step in setting up a PRM is specifying a probability model covering
attributes of classes. The most obvious way is to consider the class attributes as
(discrete) random variables. This leads to a family of statistical models studied
by Heckerman (2007) and Getoor et al. (2007), and also, in a stronger predicate-
logic driven approach, by Laskey (2006). As usual in graphical statistical models,
the probability model is stated in terms of statistical dependency or independence
assertions (Lauritzen and Spiegelhalter 1988; Cowell et al. 2007).

An attribute dependency assertion is of the form Pr.Aj .Xi/jPa.Aj .Xi// with
Aj .Xi / 2 A .Xi/, where Pa.Aj .Xi// denotes a set of parent attributes. Thus,
dependency assertions are stated for subsets of attributes of one or several classes,
possibly with constraints in first-order logic added, see Heckerman (2007). A set of
non-circular dependency assertions for j 2 J is also called a dependency model,
denoted by DJ . If a dependency model contains only attributes and parents from
one class, the model translates directly into a conventional Bayesian network.

The interpretation I (in the usual sense of first-order-logic) of a set of classes
and associations from a relational domain model is described as I .X / [ I .R/.
A generic element of I .Xi/ is written xi , with attribute value variable xi .aj /
for the attribute subscripted j in A .Xi /. It is of key importance to observe that
different interpretations of a domain theory usually involve different references.
Therefore, if a dependency model contains attributes from several classes, different
interpretations usually lead to different entities being related. As a consequence, the
sample space for a dependency model restricted set of class attributes depends on
the interpretation of the domain theory. This is the key statistical issue when moving
from single-entity Bayesian networks (BN) to PRMs.

Formally, if Pa.Aj .Xi // is the matrix fy1.ay1/; : : : ; ym.aym/g, the sample
space is the set of possible observations fxi .aj /; y1.ay1/; : : : ; ym.aym/g 8xi 2
I .Xi/; y1 2 I .Y1/; : : : ; ym 2 I .Ym/ s.t. .xi ; y1; : : : ym/ 2 I .R/ – it contains all
observable cases of class instances in the sample and their corresponding attribute
value combinations constrained by the specific references relating xi to yj in the
given interpretation.

One basic result from Heckerman (2007), Getoor et al. (2007) is that any D
transforms to exactly one BN for each partial interpretation that fixes class instances
and associations only, comprising references. Such a partial interpretation is referred
to as skeleton. The random variation is then confined to the attribute values. The
practical use of this result is in multi-entity repeated measures analysis. As a
consequence, the usual computations known from Bayesian network algorithms can
be applied (Lauritzen and Spiegelhalter 1988; Cowell et al. 2007).
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However, in practical terms, a scenario with specific and fixed instances of all
classes, references and other associations is often not useful. Therefore, in terms of
statistical learning, we generalize over possible skeletons by allowing only as many
parameters as the generic dependency assertions require and tie parameters from
training on different skeletons accordingly. In general, the log-likelihood function
for a PRM can be expressed within each partial interpretation or skeleton as sum
across all classes, then across all attributes appearing on the LHS (left hand side) of
a dependency assertion, of the conditional log-probabilities of the elements in the
skeleton. More formally, given a dependency model DJ , then, for one skeleton � ,
we have (see Getoor et al. (2007), p. 162, adapted to our notation, and, in particular,
letting S� .xi .aj // D fy1.ay1/; : : : ; ym.aym/g if .xi ; y1; : : : ; ym/ 2 I .R/, and
else D ;), and Aj the range of the attribute subscripted j in Aj .Xi /, and n the
count of classes in the domain theory)

L .�DJ jI ;S� / D log Pr.I jS� ; �DJ /

D
X
j2J

nX
iD1

X
xi2I .Xi /

X
aj2Aj

log Pr.xi .aj /jS� .xi .aj //; �DJ /

3.1 Case Studies

Customer Claims Risk in IT Services A promising application of the approach
is based on the MUSING cooperation with the Italian bank MPS (Monte dei Paschi
di Siena). The purpose is to evaluate the risk (in terms of probability and cost) of
customer claims following failures in financial IT services providers infrastructures.
While the exact relationship between IT failures and customer claims is only
known in special cases, investments in network infrastructure and software can be
prioritized if probable causes of high cost or high frequency claims can be inferred.

Building on the example of the introduction, a simplified domain theory
focussing on corporate customers and network servers can be set up as follows:

1. The relevant classes in this application domain are customers, (IT) service
providers, services, server operators, servers, service contracts.

2. Each service contract is between one service provider and one customer for one
service.

3. Each claim refers to one service contract.
4. Each service has one provider, failures are summarized in an attribute called

downtime average.
5. Each service is deployed on some service components, an m W n relationship,

since components can provide different services.
6. A service component is managed by a service operator. The operator defines

maintenance policies etc.
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Fig. 1 A database scheme diagram for operational risk analysis in IT services customer relation-
ships, produced with Microsoft (R) Visual Studio 2010

This domain theory (with some extras) is depicted as database scheme diagram
in Fig. 1. Note that the overall structure of the diagram is an acyclic directed graph.

In this situation, a PRM based on a fixed partial interpretation for a multi-entity
repeated measures analysis is realistic, because entities are linked by contracts for
some period of time during which failures, claims, maintenance problems etc can
be recorded and analyzed.

To illustrate this, Fig. 2 shows an overlay of a partial interpretation with a
suitable ground Bayesian network, simplified (and with a little bit of humour added)
from MUSING. In a database setting, the computation of the log-likelihood can
be conveniently implemented in SQL (for a simplified example, see Getoor et al.
(2007)). Note that the Bayesian network structure would change with variations in
the objects’ associations, even if the generic dependencies were the same, e.g. those
from services downtimes to claims.

Corporate Customers Risk in Services Provisioning A second application case
study is the MUSING pilot for assessing operational risks at a virtual network
operator (VNO) with a large customer base in Israel. The key practical advantage of
the PRM based solution is the ability to integrate corporate customer data with IT
operational services protocols into predictions and assessments of likely operational
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Fig. 2 Overlay of a partial interpretation (dashed items) and the ground Bayesian network (elliptic
nodes and directed arcs) for the domain model from Fig. 1. In the partial interpretation, c1 to c4
denote contract instances linking a service (like webhosting), a provider (like flopscout) and a
customer (like Tom), etc. A ground Bayesian network is provided for some attributes of different
classes (MI for maintenance policy by a server operator, DT for downtime of a service, FS for
failure severity of a server). The Bayesian network exhibits instance specific probabilistic attribute
value dependencies

losses and their economic impact on the VNO. This ability has been used to deploy
a decision support dashboard application prototype at the VNO. The application
integrates indicators from the public part of the corporate balance sheets with
operational data for the services the customer requests and computes a qualitative
overall riskiness score.

We now turn to the implementation details for both case studies.

4 An Implementation Using a Domain Ontology Development
and Runtime Environment

In this section, we introduce and discuss the EU MUSING implementation of the
PRM domain modelling and data integration based on domain ontologies using the
web ontology language OWL, see Motik et al. (2006).

For the MUSING project, the specific need arose to have a PRM framework
available that could easily be combined with existing domain ontologies as they
were built for several risk management domains throughout the project using
the web ontology language, see Motik et al. (2006). The key motivation for an
ontology based representation of data for analytic processing is the combination
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of statistical analyses with text processing (annotation, text classification etc), see
www.musing.eu.

Therefore, a solution was envisioned that would make it very simple to add
attribute (datatype property) dependencies to an existing OWL ontology. Moreover,
the MUSING ontologies are constantly populated (enriched by new instances)
in real application environments. Therefore, simple mechanisms to collect the
sufficient statistics of the parametric PRM learning were needed, as well. This could
be accomplished using the SPARQL RDF-query language that was extended by
SELECT COUNT and UPDATE constructs during the MUSING project lifetime,
see Prudhommeaux and Seaborne (2008). This allows to collect counts and store
them into appropriate places in the domain ontology itself. The persistent storage of
counts is combined with a versioning mechanism in order to handle learning data
from various skeletons and from various datasets independently. This was imple-
mented by means of a service oriented architecture offering domain or application
specific repositories in addition to the definitory parts (classes, properties, axioms)
of the ontologies. In addition, an export utility of the resulting ground Bayesian
network an XML representation was implemented. For this, the XML for Bayesian
networks format (Microsoft Corp. 2009) was used. Using this utility, applications
of MUSING can pass parameter estimates to several commercial or freely available
Bayesian network tools for further processing. An import utility for parameter priors
could be added easily.

In terms of combining PRMs and ontologies, the approach taken was to define
a set of classes suitable for enabling a straightforward declarative definition of a
dependency model D in any domain ontology. This amounts to defining suitable
ontology classes and properties such that a dependency assertion can be stated by
defining appropriate instances of additional and restrictions on internal classes of
a given domain ontology. These instances shall then be used for collecting counts as
sufficient statistics for parameter estimation within a given skeleton.

Two generic classes were needed to back up an implementation of this approach.
The first, ObservableAttribute, serves mainly as a source of inheritance relation-
ships for other ontology classes appearing as (object) properties in a dependency
model. This means that, in our approach, dependency assertions are expressed
in terms of object properties of domain classes. In order to ensure finiteness
of the implied discrete random variables, the classes used for any dependency
assertion were defined by enumerations. The second class for setting up the
construction, CartesianProduct, is instantiated for each dependency assertion. It
carries object properties referencing the attributes (object properties) participating
in the conditional probability distribution being defined.

Coming back to our running example of the virtual network operator and the
assessment of operational risk, a given scenario of services, customers and providers
can readily be modelled as a fixed skeleton. For our prototypes, we only used simple
dependency models with one element in the LHS and in the RHS of any dependency
assertion. At this point, it should be remarked that, due to the triangulation theorem
for Bayesian networks (see Lauritzen and Spiegelhalter (1988)), the maximum

www.musing.eu
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Event

setY
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setX : ObservableAttribute
setY : ObservableAttribute
count : int

ASP Customer

owner : Customer
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Service
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causedBy : Service
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relativeFrequency : double

Fig. 3 A domain ontology with two additional entities for probabilistic dependencies. The abstract
class ObservableAttribute is used to enable enumerative classes (here severity and business line)
for use as discrete random variables. The class CartesianProduct is used to express bivariate
dependency assertions. Instances of this class correspond to dependency assertions involving two
variables. (Generated with TopBraidComposer of TopQuadrant Inc.)

number of classes involved in a dependency assertion can be limited to three. The
approach is illustrated in the subsequent figures, Figs. 3 and 4.

5 Conclusion

This contribution shows a novel application area for probabilistic relational models
in risk analysis as implemented in the EU project Multi-Industry Semantics based
Next Generation Business Intelligence (MUSING) for operational and credit risks
following the Basel II framework (Basel Committee on Banking Supervision 2004).
In particular, as MUSING is strongly relying on domain ontologies, we studied
an approach to implementing the dependency model definition and data processing
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Fig. 4 An example of ontology population (diamond shapes represent instances) affecting two
entities involved in a relationship with a dependency assertion (system failure events affecting
business lines). The counts used for parameter estimation are stored in the suitable instance of the
ObservableAttribute class, the count updating is implemented in SPARQL code that is executed
upon committing the population instances to the ontology repository

steps needed for a PRM analysis using ontologies conforming to the web ontology
language (OWL) standard. It could be shown that a rather straightforward extension
of any domain ontology suffices to enable declarative dependency model definitions
and to collect sufficient statistics that are readily exported to standard Bayesian
networks tools for further processing.
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Efficient Statistical Sample Designs in a GIS
for Monitoring the Landscape Changes

Elisabetta Carfagna, Patrizia Tassinari, Maroussa Zagoraiou,
Stefano Benni, and Daniele Torreggiani

Abstract The process of land planning, addressed to operate the synthesis between
development aims and appropriate policies of preservation and management of
territorial resources, requires a detailed analysis of the territory carried out by
making use of data stored in Geographic Information Systems (GISs). A detailed
analysis of changes in the landscape is time consuming, thus it can be carried out
only on a sample of the whole territory and an efficient procedure is needed for
selecting a sample of area units. In this paper we apply two recently proposed sample
selection procedures to a study area for comparing them in terms of efficiency as
well as of operational advantages, in order to set up a methodology which enables
an efficient estimate of the change in the main landscape features on wide areas.

1 Introduction

The preservation and management of territorial resources requires detailed knowl-
edge of the landscape and of the evolutionary dynamic that produced its arrange-
ment, as well as the monitoring of the changes occurred in the various landscape
features. For these purposes, the analysis of different kinds of geographical data
referred to manifold time steps is needed and is currently carried out by making use
of databases and maps available for the whole territory. These data are stored and
elaborated in Geographic Information Systems (GISs) which have made possible to
compile geographical databases with highly detailed content covering large spatial
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areas. GISs also enable the construction of multi-layer and multi-temporal archives
in order to detect changes in land-use/land-cover patterns. However, when a more
detailed measurement of the actual variations of main landscape features is required,
this detailed analysis is time consuming; thus it can be carried out only on a sample
of the whole territory.

In this paper we compare alternative sampling methods for assessing which one
is the most appropriate for a detailed measurement of the actual variations of main
landscape features in order to provide a statistically sound method for monitoring
the landscape transformations in rural areas.

The stratification created in a GIS is described in paragraph 2. Alternative
adaptive sample selection procedures are explained in paragraph 3. Then, two
adaptive sample selection procedures are applied to the study area and compared. In
paragraph 4, the sample sizes needed for reaching a fixed precision of the estimate
of the change in building cover density with the two approaches are compared. In
paragraph 5, the comparison is made considering a fixed budget and taking into
account operational disadvantages quantified with a cost function. Considerations
on the most appropriate sample selection procedure for an efficient estimate of the
change in the main landscape features on wide areas are given in paragraph 6.

2 Stratification of the Area Frame with a GIS

In order to set up a methodology which enables an efficient estimate of the change
on large areas, we have chosen a target study area .787 km2/ situated in the eastern
part of the Bologna province, Italy, which comprises the group of ten municipalities
known as the “Nuovo Circondario Imolese”, analyzed in detail in a previous study
(Tassinari et al. 2008). The parameter we have estimated is the change in building
cover density, that is the difference between the area covered by buildings in 2005
and in 1975 divided by the land area. This parameter has proven to be useful in
analyses supporting the formulation of the strategic and operational planning tools
defined by the most recent legislative purviews concerning land government (Benni
et al. 2009).

In order to make a detailed analysis on a sample of the study area, we have set up
an area frame that subdivides the territory into area units. We have decided to take
advantage of the enumeration areas used for the most recent population and housing
census (Istat 2001). Thus, the adopted area frame is based on irregular physical
boundaries and the size of the area units is not constant. The need to maximize
the precision of the estimate of the landscape change suggested the adoption of
a stratification which identifies zones characterised by different rates of change
in the main landscape features. The stratification we have created is based on a
combination of appropriate land-use/land-cover classes – referred to the end of the
studied period – and of land suitability for agricultural and forestry use.

The stratification has been refined reclassifying the enumeration areas according
to the attribution of the majority of their surface to areas already urbanized
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Fig. 1 Map of the stratified sampling frame and spatial distribution of the pilot sample units in
the strata

at the beginning of the study period or to areas urbanized during that period.
A further subdivision has been made depending on whether the final destination
is predominantly residential, productive, or any other type of urban use; for more
details see Tassinari et al. (2010). The result is shown in Fig. 1.

The design effect (DEFF, see Kish 1965, 1995) of the stratification is 0.7285,
which means that, in case of simple random sampling, a sample size 37% wider is
needed to reach the same precision of the estimates.
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3 Alternative Adaptive Sample Selection Procedures

Since data acquisition and in depth data analysis are time consuming, it is very
important to use very efficient sample designs; however the variability inside the
strata is unknown, thus the optimal allocation (Neyman’s) cannot be adopted.

Several authors have faced the problem of sample allocation without previous
information on the variability inside the strata (see for example Cox 1952; Sandvik
et al. 1996; Mukhopadhyay 2005) suggesting various kinds of two steps sampling;
but these methods do not allow design unbiased estimates of the parameters.

Thompson and Seber (1996, pp. 189–191) proposed a sequential approach in
k phases (phases are sampling steps) which assures unbiased estimates. At each
phase, a complete stratified random sample is selected, with sample sizes depending
on data from previous phases. Then the conventional stratified estimator, based on
the data from the phase, is unbiased for the population total. The weighted average
of these estimates is an unbiased estimator of the population total if the weights are
fixed in advance (do not depend on observations made during the survey) and each
of the strata is sampled at each phase.

Carfagna (2007) proposed a two-steps selection procedure (TSPRN) which
involves the permanent random numbers (Ohlsson 1995), in order to allow the allo-
cation of sample units at the second step only in those strata where supplementary
selection is needed. In fact, the TSPRN assigns a random number to each unit in
each stratum, then, the units are ordered according to the associated number and
this order corresponds to the selection order. At the first step, a first subset of the
units in a stratum is selected and the other units are included in the sample in the next
step according to the same order. This means that only one selection is performed
and the set of selected units in each stratum can be considered as a random sample
without replacement; thus, there is no need to select at least two units from each
stratum at each step. Consequently, the TSPRN is more efficient than the procedure
proposed by Thompson and Seber, as shown in Carfagna (2007).

Then, Carfagna and Marzialetti (2009) proposed a kind of adaptive sequential
procedure (ASPRN) with permanent random numbers: assign a random number to
each unit in each stratum, then order the units according to the associated number;
this order corresponds to the selection order. Select a first stratified random sample
with probability proportional to stratum size, selecting at least two sample units per
stratum and estimate the variability inside each stratum. In case in one stratum the
estimated variability is zero, assign to this stratum the variance estimated in the
stratum with the lowest positive variance. Then compute Neyman’s allocation with
sample size n C 1 and select one sample unit in the stratum with the maximum
difference between actual and Neyman’s allocation. Then estimate the parameter of
interest and its precision. If the precision is acceptable, the process stops; otherwise,
compute Neyman’s allocation with the sample size n C 2, and so on, until the
precision considered acceptable is reached. Due to the use of permanent random
numbers, the sample size per stratum depends on the previously selected units but
the sample selection does not; thus the ASPRN allows design unbiased and efficient
estimates of the parameters of interest.
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In principle, the ASPRN should be more efficient than the TSPRN, since it allows
updating the estimates of the variances within the strata at each step; on the other
side, the ASPRN shows operational drawbacks.

In this work, we have applied the ASPRN and the TSPRN to the above-
mentioned study area for comparing them in terms of efficiency as well as of
operational drawbacks, in order to set up a methodology which enables an efficient
estimate of the change in the main landscape features on large areas.

With both procedures, the usual expansion estimator for stratified random sam-
pling is design unbiased; moreover, although the range of the size of the enumeration
areas is wide, the use of the ratio estimator is not necessary, since we have noticed
that the change in building cover density is not correlated to the area of the
enumeration areas.

Consequently, the estimator of the change in building area D and its variance V
can be expressed by the following equations:

D D
LX
hD1

Nh

nhX
iD1

Bhi � B 0
hi

nh
(1)

V D
LX
hD1

N 2
h

S2h
nh

�
1 � nh

Nh

�
; (2)

where Nh is the total number of enumeration areas in stratum h; Bhi and B 0
hi are the

surface area covered by buildings in the i th enumeration area belonging to stratum
h, respectively at the end and beginning of the considered time span; nh is the sample
size of the hth stratum; L is the total number of strata and S2

h is the variance of the
built area differences in the hth stratum. The change in built areas cover density Y
is estimated dividingD by the area under study.

4 Comparison of the Methods with Fixed
Precision of the Estimate

As said before, in principle, the ASPRN should be more efficient than the TSPRN
but more cumbersome; thus we have made two kinds of comparison. First, we have
compared the number of sample units needed for reaching a chosen precision of
the estimate with the two methods in order to assess how much the ASPRN is
more efficient than the TSPRN for this kind of application; then we have taken
into consideration operational disadvantages through a cost function and we have
compared the precision of the estimate obtained with the ASPRN and the TSPRN
given the same total budget.

We have adopted the TSPRN for estimating the building cover density and we
have selected the pilot (or first step) sample which is constituted of 104 census
enumeration areas. We have estimated the change in built areas and the standard
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Fig. 2 Coefficient of variation per cent of the estimator of the change in built areas with the
TSPRN and the ASPRN with increasing sample size

deviation within each stratum and, using the standard formula for stratified random
sampling, we have computed the number of sample units needed for reaching a
coefficient of variation of the estimate equal to 10% (234). Thus, we have selected
130 more units with an allocation as near as possible to Neyman’s one of 234 sample
units. We have obtained a coefficient of variation of the estimate of the change
in built areas (CV%) equal to 8.3%, lower than the target CV% (10%) (see the
grey square dot on the right side of Fig. 2), this means that the pilot sample has
overestimated the standard deviation in some strata. The estimate of the difference
between the area covered by buildings in 2005 and in 1975 divided by the land area,
with 234 selected units, is 0.00354226 and the variance of the estimator is 8:6�10�8.
Then, we have adopted the ASPRN and have noticed that the target CV% (10%) is
already reached with a sample size equal to 180 and the same CV% obtained with
the TSPRN (8.3%) is reached with 213 sample units, see the trend of the CV%
of the estimate with the ASPRN with increasing sample size in Fig. 2 (the black
rhomboidal dots).

The outcome of the first kind of comparison is that the same variance and the
same CV% of the estimator obtained with the TSPRN (8.3%) is reached with 21
sample units less (– 9%) using the ASPRN. Thus, for estimating the change in
building cover density, the adaptive sequential procedure with permanent random
numbers is more efficient than the two steps one and more flexible, since it allows
reaching exactly the desired precision of the estimate. Moreover, the ASPRN
generates estimates of the change in building cover density very similar to the one
obtained with the TSPRN, using a smaller sample size.

The efficiency of the ASPRN is due to the improvement, at each step, of
the estimates of the variability inside the strata which makes the allocation with
ASPRN very similar to Neyman’s one, except for the constraint of selecting at least
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Table 1 Comparison of proportional, ASPRN and Neyman’s allocations

STRATA Nh nh proport.
allocation

nh pilot
sample

Sh nh

ASPRN
nh Neyman’s
allocation

1-a.res 142 21 10 1;688 11 11

1-a.prod 72 11 5 24;527 72 83

1-a.dis ver 18 3 2 3;471 2 3

1-a0 415 61 29 1;448 29 28

1-b 50 7 4 1;323 4 3

1-c 156 23 11 2;366 18 17

1-c0 136 20 9 1;443 9 9

1-de 23 3 2 3 2 0

1p 169 25 12 2;848 23 23

2-a 60 9 4 6;566 18 18

2-b 71 10 5 4;103 14 14

2-cde 36 5 2 996 2 2

3-a 15 2 2 608 2 0

3-cd 18 3 2 1;286 2 1

4-cd 17 3 2 355 2 0

4-e 43 6 3 341 3 1

Total 1;441 213 104 53;372 213 213

two sample units from each stratum and not exceeding the total stratum size, as
shown in Table 1. Neyman’s and the ASPRN allocations are very different from the
proportional one and much more efficient, due to the wide range of the standard
deviations in the strata.

5 Comparison of the Methods with Fixed Budget

In order to take into account the operational drawbacks of the ASPRN, we have
compared the precision of the estimator of the change in building cover density
obtained with the two procedures given the same budget; thus we have specified
a cost function and evaluated the budget necessary for estimating the change in
building cover density with a CV% of 8.3% with the TSPRN (14,748AC).

The adopted cost function is the following:

C D C0 C step costC .s � d�1.n1/e/C .r � n1/C
C Œ.d�2.n1 C n2/e � d�1.n1/e/ � s/�C .r � n2/C
C .step cost � step number/

(3)

where:

– C0 is the fixed cost. It is given by the preliminary work, corresponding to the cost
of two researchers spending two working weeks: 2,226AC. The same fixed cost is
considered for the ASPRN and the TSPRN.
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– “step cost” is given by the identification of the sampled units in the GIS layer
(such operation can be carried out by a researcher or a technician spending one
or two hours), plus the statistical elaboration; the estimated cost is about 30AC.

– s is the cost for the map sheets acquisition, their digitization and geo-registration
(120AC).

– r is the average survey cost of one areal unit (photo interpretation, digitization
etc.) (37AC).

– n1 is the pilot sample size. The same pilot sample size is used in the adaptive and
in the two-steps selection procedures.

– n2 is the sample size additional to the pilot sample.
– �1.:/ and �2.:/ are the functions linking the number of selected enumeration areas

with the number of map sheets necessary to cover a given number of selected
enumeration areas.

We have used two different functions �1.:/ and �2.:/ because for small sample sizes
the number of map sheets increases more rapidly than for large sample sizes. On the
basis of the map sheet index and the position of the selected enumeration areas, we
have found the trends of these functions, through interpolation. The values assumed
by these functions have been rounded to the nearest integer.

The pilot sample selection is considered as the first step, both in the two-steps
and in the adaptive selection procedure.

Using the specified cost function, we have obtained that the number of sample
units which can be selected and surveyed with the total budget of 14,748AC using the
ASPRN is equal to 178 and the corresponding estimate has a CV% equal to 10.8%,
much higher than the CV% obtained with the TSPRN (8.3%); mainly due to the fact
that, with the ASPRN, the selection of each areal unit is a step of the process, with
the consequent cost.

6 Concluding Remarks

The comparison of the two procedures given a fixed budget generates a result
opposite to the one obtained comparing the sample sizes needed for reaching the
same precision of the estimate. The discrepancy is due to the fact that the second
kind of comparison takes into account and quantifies operational disadvantages. We
believe that this is an important result because it shows that, in some cases, different
procedures have different cost structures and the evaluation of the efficiency without
cost considerations can be misleading.

According to our results, we should suggest to use the TSPRN for estimating the
change in the main landscape features on wide areas. However, we have to recall that
the selection and survey process can be optimised in an operational project, reducing
some of the costs specified in the cost function. An interesting future research can
be a further analysis of the costs for understanding which costs can be reduced by
optimising the selection, survey and estimation procedures when they are applied
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on large areas and compare the two procedures again. Another area of research is
inventing a k steps adaptive procedure, with the optimum number of steps, that is
a compromise between the TSPRN and the ASPRN, which reduces the costs to be
suffered with the ASPRN and preserves the capability of the ASPRN to generate a
sample allocation very close to Neyman’s one.
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Studying Foreigners’ Migration Flows
Through a Network Analysis Approach

Cinzia Conti, Domenico Gabrielli, Antonella Guarneri, and Enrico Tucci

Abstract The aim of the paper is to enlighten the advantages of measuring and
representing migration flows through the network analysis approach. The data
we use, in two different kinds of analysis, regard the changes of residence of
foreign population; they are individual data collected by Istat through the Municipal
Registers. In the first step, we consider inflows from abroad (average 2005–2006).
The countries of origin are identified as “sending nodes” and the local labour market
areas are identified as “receiving nodes”. In the second step, we examine the internal
flows of immigrants between local labour market areas. The analysis is focused on
specific citizenships.

1 Aims

The present study exploits network analysis techniques to describe the ties between
geographical areas of origin and destination.

In a first step, international mobility is taken into account. Over recent years, the
map of migratory flows has radically transformed. In the case of the foreigners’
international migration flows the countries of origin are identified as “sending
nodes” and the local labour market areas (LLMAs) are identified as “receiving
nodes”.

In a second step the local labour market areas are considered as nodes to study
the internal mobility of the most important foreign communities.

The territorial dimension plays an important role in studying migration trends.
For the different communities network analysis allows to show the strongest ties
between local labour market areas.
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Other studies applied these techniques to migration flows data (Maier and
Vyborny 2005); for the Italian case the analyses are carried out only recently
(Istat 2007; Istat 2008; Rivellini and Uberti 2009).

2 Source, Data and Territorial Grid

Until 1995 internal migration in Italy has followed a decreasing trend over the years.
Since the second half of the last decade, the mobility within Italy has been on the
increase again. In a large part this increase is due to the high internal mobility
of foreigners in Italy. At the same time, though, the internal migration model
underwent another important change. The long-distance movements, that is between
different regions, progressively decreased while the percentage of short-distance
ones, within the same region, on the total of movements significantly increased;
while the short-distance movements accounted for 65% of the total at the beginning
of the 1960s’, they now exceed and even remain stably over 70% (in 2006, they
accounted for 75.3% of the total).

The measurement of internal and international migratory flows is based on the
changes of residence between Italian municipalities and between municipalities and
other countries; this source is based on individual data and has been extensively
restructured in recent years. The quality of the data produced has been considerably
improved, its prompt distribution guaranteed and there are a greater number of
ad hoc indicators for analysing residential mobility. There are numerous statistical
information about the individual features of migrants, in particular their distribution
by age, gender and nationality.

To study both international and internal mobility we use local labour market
areas. The strong relationship between labour market and foreign people distribution
suggests using local labour market areas in order to draw the geography of this
population across Italy. The 686 “Local labour market areas” were created on the
basis of daily work movements deducted from the last census data. This is the third
time that Istat has identified such areas, in occasion of the last three censuses.
The number of local labour market areas has dropped by 28.2% between 1981
(when they amounted to 955) and 2001. They correspond to aggregations of local
administrative units (“comuni”) contiguous one to the other and constitute areas of
self-containment, considering the inflows and outflows.

The analysis of the changes of residence, carried out considering the LLMAs
as a privileged framework to show the migrants’ behaviours, highlights the role of
citizenship in shaping the net among the different territories.

3 Methods of Analysis

The method of social network analysis (SNA), a technique for visualizing,
describing and analyzing a system of relations, is applied. Both a basic form of
SNA displaying the network visually and a statistical approach calculating some
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Table 1 Degree centrality for foreign population changes of residence between Italian local labour
market areas by main citizenships, Albania, China, Morocco and Romania – average 2005–2006
(absolute values)

Albania China Morocco Romania

Out-degree (maximum) 15 (Roma) 36 (Milano) 16 (Torino) 58 (Roma)
In-degree (maximum) 11 (Milano) 34 (Milano) 14 (Torino) 17 (Torino)
Out-degree (mean) 3.3 8.0 3.4 13.0
In-degree (mean) 2.4 7.6 3.0 3.7
Source: Istat data

indicators to describe the network and its characteristics are used. The visualization
by itself can enhance the understanding of some relationships between the nodes.
In the current analyses, different thresholds are used to select the most relevant
flows. For all the analysis here presented the techniques of network analysis
and graphical network representation allow to provide a summary indication of
migration networks in Italy and overcome the “two-by-two” perspective of the
origin-destination matrix. Such techniques, therefore, are a particularly useful tool
where the objective of the analysis is to identify, by graphic representation, the
existence of specific types of networks correlated in part with socio-economic
conditions in different geographical areas.

In a first step, flows from abroad are considered. In this case the network is
directed but there is no reciprocity of ties.

For internal mobility one-mode networks are adopted. They are directed and it is
possible to study the level of attraction and the push role of the nodes considered.

Furthermore, SNA develops a number of indicators that focus on the relation-
ships between the nodes considering for example the degree centrality (see Table 1).
Degree centrality measures how many direct connections one node has to other
nodes. When ties are directed, it is possible to compute the total number of ties
sent (out-degree) and received (in-degree).

4 Main Results

The traditional methods of analysis show that the big cities are the most attractive
destinations for the flows from abroad. Using network representations (graphs) it is
possible to draw the flows by main citizenships (origin). The local labour market
areas are the receiving nodes.

The graphs for the first four largest resident communities indicate (at the centre
of the graph) the existence of several destinations common to all or at least to
the majority of the communities examined (Fig. 1). As can be expected, these
destinations are principally the main cities (Roma, Milano, Torino, etc.); Roma
continues to exert a particularly strong force of attraction for Romanians with an
average of over 6,600 Municipal Registers enrolments per year.
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Fig. 1 Networks of foreign population changes of residence from abroad towards Italian Local
labour market areas by main citizenships, Albania, China, Morocco and Romania – Average
2005–2006 (absolute values) (a).
Source: Istat data. (a) Flows above 12 changes of residence per 10 000 residents are considered

However, destinations common to several communities also include LLMAs
that are not centred on large cities and which have smaller population size (under
200,000 inhabitants), such as Castiglione delle Stiviere where, on average, 196
Romanians a year enrol at the Municipal Registers.

Beyond these common destinations, each community develops a range of specific
target locations where LLMAs consisting of smaller populations assume great
importance: each nationality establishes a preferential relationship with specific
LLMAs. This phenomenon is certainly related to the different productive specializa-
tions of these areas and to the prevalent job opportunities they offer each community.
However, it is important not to overlook two aspects that emerge from network
analysis: the same community often targets a range of destinations whose LLMAs
have considerably different economic and productive characteristics; LLMAs that
are similar in terms of type of job opportunities they offer are targeted by different
specific communities on a kind of “territorial division” basis. These two elements
make it possible to appreciate the action exerted by migration chains that link
migrants with specific areas.
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It is also clear that some towns with thriving economies, regardless of their main
productive vocation, are able to offer different job opportunities and that foreign
immigrants are not always employed in the main sectors of local economies but
often occupy niches left vacant by Italians.

In 2005–2006 Romanians recorded more than 120 residence enrolments on
average in several local labour market areas; none of them, however, is located in
the South.

Conversely, Albanians and Chinese immigrants show a preference for a number
of southern destinations. In particular, significantly high flows in absolute terms can
be observed in Chinese nationals towards several LLMAs in Campania: Nola, Torre
del Greco, Avellino.

Considering now the internal mobility the plot of the networks of the foreigners’
changes of residence on the Italian territory shows some important aspects. In the
North of the country the net seems to be particularly strong and the foreign
population very dynamic. The big cities, such as Roma and Milano, seem to play a
core role in the network not only as areas of destination but also as sending nodes.
Furthermore, many small centres, located in the North of the country, are connected
in dynamic networks.

Again in this case, it is appropriate to study migration flows separately for each of
the main communities, bearing in mind the results of the research described earlier
on foreigners’ flows from abroad.

For example, with regard to Romanians, it can first be noted that many of the
LLMAs that are destinations for immigrants from abroad are also internal migration
destinations: Colleferro, Civita Castellana, Bovolone, to name only several (Fig. 2).1

The network, observed for residence enrolments from abroad, does not involve
LLMAs in the South and the Islands. Roma occupies a position at the centre of
the graph as the point of departure of a large number of flows towards two loosely
interconnected fronts: the North-East and the North-West. Moreover, while Roma
is linked by outflows to LLMAs in all other areas of the country, Milano and Torino
are the main hubs for relocation within the same area. While movements of the
Romanian community in Central and North-Western Italy revolve around the local
labour market areas of the major cities (in most cases, outflows), no LLMA in the
North-East appears to be a main centre of inward or outward-bound relocation.

As regards Moroccan immigrants, the graph indicates that two major separate
networks exist. One connects a large number of towns in the North-West with
Milano, Bergamo and Brescia at the heart of a network with a high rate of
interchange (Fig. 3). The second network connects towns in Emilia-Romagna (with
the exception of Firenzuola in Toscana).

Worthy of note is the network of internal movements by Chinese citizens – the
only network among those examined that involves towns in Southern Italy (Fig. 4).
This aspect had already become known during analysis of movements from abroad
to some of the same LLMAs (Avellino, Nola, Torre del Greco). As regards internal

1Each node shows a size proportional to its demographic size.
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North-west
North-east
Centre
South and Islands

Fig. 2 Networks of Romanian citizens changes of residence between Italian Local labour market
areas – average 2005–2006 (absolute values) (a).
Source: Istat data. (a) Flows above 15 changes of residence are considered

North-west
North-east
Centre
South and Islands

Fig. 3 Networks of Moroccan citizens changes of residence between Italian local labour market
areas – average 2005–2006 (absolute values) (a).
Source: Istat data. (a) Flows above 15 changes of residence are considered
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North-west
North-east
Centre
South and Islands

Fig. 4 Networks of Chinese citizens changes of residence between Italian Local labour market
areas – average 2005–2006 (absolute values) (a).
Source: Istat data. (a) Flows above 15 changes of residence are considered

movements, Naples exerts the main force of attraction on the Chinese population
from nodes in Central Italy. At the centre of the network is a quadrangle with
Milano, Prato, Padova and Firenze at the vertices. Movements radiate out from each
vertex of the quadrangle to and from other locations. The areas around Firenze and
Prato are peculiar in that they are also connected by migration flows to towns in the
South and the Islands.

The main interchange network for Albanians is located entirely within
Lombardy, with the exception of Roma which is connected by movements towards
Chiari, and it should be remembered that this latter area was found to be particularly
important also as regards inflows from abroad. Equally interesting is the Tuscan
network. As regards the rest of the country, exchanges emerge between two or three
areas and do not constitute authentic networks (Fig. 5).

Among the measures that it is possible to calculate, one of the most interesting for
our analysis is degree centrality (Table 1). Citizens from Romania show the highest
mean out-degree (largest number of destination nodes). The most important sending
node for this community is Roma. The Chinese seem to be the most dynamic. They
show the highest mean in-degree (largest number of sending nodes involved in the
networks) and, at the same time, a good score in terms of out-degree. In this case,
the most relevant node is Milano.
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North-west
North-east
Centre
South and Islands

Fig. 5 Networks of Albanian citizens changes of residence between Italian local labour market
areas – average 2005–2006 (absolute values) (a).
Source: Istat data. (a) Flows above 15 changes of residence are considered

5 Conclusions

The advantages of using network analysis techniques in this field are substantial.
In this way, smaller LLMAs appear clearly as important points of arrival and
settling.

Networks assume peculiar characteristics for each community; in general they
include few locations in the South and the Islands.

Areas that attract flows from abroad are equally attractive as regards internal
movements. In many cases the large cities act as poles of redistribution of the
population towards smaller neighbouring LLMAs. It is certain that LLMAs with a
specific productive specialization are particularly attractive to foreigners who again
in this case appear to follow routes determined both by demand for specialised
labour and, probably, by the pull effect of migration chains or networks.

Migration dynamics, indeed, seem to be deeply determined by the presence and
the functioning of a variety of networks at different levels of aggregation. Migration
networks can be defined as “groups of social ties formed on the basis of kinship,
friendship and common origin” (Massey 1990). This is true both for international
migrations and for internal migrations.
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Estimation of Income Quantiles at the Small
Area Level in Tuscany

Caterina Giusti, Stefano Marchetti and Monica Pratesi

Abstract Available data to measure poverty and living conditions in Italy come
mainly from sample surveys, such as the Survey on Income and Living Conditions
(EU-SILC). However, these data can be used to produce accurate estimates only at
the national or regional level. To obtain estimates referring to smaller unplanned
domains small area methodologies can be used. The aim of this paper is to provide
a general framework in which the joint use of large sources of data, namely the
EU-SILC and the Population Census data, can fulfill poverty and living conditions
estimates for Italian Provinces and Municipalities such as the Head Count Ratio and
the quantiles of the household equivalised income.

1 Introduction

The principal aim of the EU-SILC survey is to fulfill timely and comparable
estimates on income and living conditions in the countries of the European Union,
both in a cross-sectional and longitudinal perspective. However, EU-SILC data can
be used to produce accurate estimates only at the NUTS 2 level (that is, regional
level). Thus, to satisfy the increasing demand from official and private institutions
of statistical estimates on poverty and living conditions referring to smaller domains
(LAU 1 and LAU 2 levels, that is Provinces and Municipalities), there is the need to
resort to small area methodologies.

Small area estimation techniques are employed when sample data are insufficient
to produce accurate direct estimates in the domains of interest. The idea of these
methods is to use statistical models to link the survey variable of interest with
covariate information that is also known for out of sample units. Among these,
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a novel approach is represented by M-quantile models. Unlike traditional linear
mixed models (Rao, 2003), they do not depend on strong distributional assumptions
and they are robust against outlying area values (Chambers and Tzavidis, 2006).
Under this approach we focus on the cumulative distribution function of income in
each small area and we propose an M-quantile bias adjusted estimator of income
quantiles and a bootstrap technique for the estimation of its mean squared error.

The focus is on the estimation of some poverty measures, such as the quantiles
of the household equivalised income, at the small area level in Tuscany. For this
purpose we combine data coming from the EU-SILC survey 2006 with those from
the Population Census 2001. Note that besides the more diffused poverty indicators,
the Laeken indicators, the estimation of the quantiles of the household equivalised
income, and thus of its cumulative distribution function, can fulfill a more in depth
knowledge on the living conditions in the small areas of interest.

2 Small Area Methods for Poverty Estimates

The knowledge of the cumulative distribution function of an income variable in
a given area of interest represents an important source of information on the
living conditions in that area. From the cumulative distribution function of the
household disposable income many quantities (e.g. the median income, the income
quantiles) and indicators (e.g. the Head Count Ratio or at-risk-of-poverty-rate) can
be computed (Giusti et al., 2009).

Let xi be a known vector of auxiliary variables for each population unit i in small
area j and assume that information for the variable of interest yij , the household
disposable income on an equivalised scale for household i in small area j , is avail-
able only for the units in the sample. The target is to use these data to estimate the
cumulative distribution function of the household income, which can be defined as:

Fj .t/ D N�1
j

 X
i2sj

I.yij � t/C
X
i2rj

I.yij � t/
!

(1)

where Nj is the number of population units in small area j , sj denotes the nj
sampled units in area j and rj the remaining Nj � nj not sampled units. The yij
values for the rj units need to be predicted in each area j under a given small area
model. For this purpose we model the quantiles of the conditional distribution of
the variable of study y given the covariates. In more detail, the qth M-quantile
Qq.xI / of the conditional distribution of y given x satisfies:

Qq.xij I / D xTijˇ .q/ (2)

where  denote the Huber 2 proposal influence function associated with the
M-quantile. For specified q and continuous  , an estimate Ǒ  .q/ of ˇ .q/ is
obtained via an iterative weighted least squares algorithm.
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However, by simply plugging-in the y values predicted under the M-quantile
model in (1), using a so called naı̈ve estimator, we obtain biased estimates of the
cumulative distribution function of y in the small areas. A possible solution is
represented by the use of the bias adjusted estimator of the cumulative distribu-
tion function proposed by Chambers and Dunstan (1986) (hereafter CD). When
(2) holds, this estimator for small area j is:

OFCD
j .t/ D N�1

j

( X
i2sj

I.yij � t/Cn�1
j

X
i2rj

X
k2sj

I
n
ŒxTij Ǒ . O�j /C .ykj � Oykj /� � t

o )

(3)
where Oykj D xTkj Ǒ . O�j / is a linear combination of the auxiliary variables and O�j is
an estimate of the average value of the M-quantile coefficients of the units in area j .

Analytic estimation of the mean squared error of estimator (3) is complex.
A linearization-based prediction variance estimator is defined only when the
estimator of interest can be written as a weighted sum of sample values, which
is not the case with (3). As a consequence, we adapt to the small area problem the
bootstrap procedure suggested by Lombardia et al. (2003).

In what follows we describe a semi-parametric bootstrap approach for estimating
the mean squared error of small area quantiles.

Having estimated the following model on the sample data

yij D xTijˇ .�j /C "ij ;

we compute the estimated M-quantile small area model residuals,

eij D yij � xTij Ǒ  . O�j /:

A bootstrap population ˝� D fy�
ij ;xij g, i 2 ˝ , j D 1; : : : ; d can be gener-

ated with

y�
ij D xTij Ǒ  . O�j /C e�

ij ;

where the bootstrap residuals e�
ij are obtained by sampling from an estimator of the

cumulative distribution function OG.t/ of the model residuals eij . For defining OG.t/
we consider two approaches:

1. Sampling from the empirical distribution function of the model residuals.
2. Sampling from a smoothed distribution function of these residuals.

For each above mentioned case, sampling of the residuals can be done in
two ways:

a. By sampling from the distribution of all residuals without conditioning on the
small area – we refer to this as the unconditional approach.

b. By sampling from the conditional distribution of residuals within small area
j – we refer to this as the conditional approach.
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Hence, there are four possible scenarios by defining e�
ij and consequently the

bootstrap population ˝� using the estimated cumulative distribution function of
the model residuals, OG.t/:
• Empirical approach, area unconditioned:

OG.t/ D n�1
dX
jD1

X
i2sj

I.eij � Nes � t/

• Empirical approach, area conditioned:

OGj .t/ D n�1
j

X
i2sj

I.eij � Nesj � t/

• Smooth approach, area unconditioned:

OG.t/ D n�1
dX
jD1

X
i2sj

K

�
t � .eij � Nes/

h

�

• Smooth approach, area conditioned:

OGj .t/ D n�1
j

X
i2sj

K

�
t � .eij � Nesj /

hj

�

where h and hj are smoothing parameters chosen so that they minimise the cross-
validation criterion proposed by Bowman et al. (1998), Nes and Nesj are the mean of
all the residuals and the mean of the area j residuals respectively, d is the number
of small areas, and K is the cumulative distribution function corresponding to a
bounded symmetric kernel density k:

K.t/ D
tZ

�1
k.z/d z:

The density k is the Epanechnikov kernel density:

k.t/ D 3=4 �1 � t 2� I.jt j < 1/:
The bootstrap procedure can be summarised as follows: starting from sample

s, selected from a finite population ˝ without replacement, we generate B

bootstrap populations ˝�b using one of the four above mentioned methods for
estimating the distribution of the residuals. From each bootstrap population ˝�b ,
we select L samples using simple random sampling within the small areas and
without replacement in such a way that n�

j Dnj . Bootstrap estimators of the bias
and variance of our predictor of the distribution function in area j are defined
respectively by:
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bBiasj D B�1L�1
BX
bD1

LX
lD1

� OF �bl;CD
j .t/ � F �b

N;j .t/
�
;

cVarj D B�1L�1
BX
bD1

LX
lD1

� OF �bl;CD
j .t/ � NOF �bl;CD

j .t/
�2
;

whereF �b
N;j .t/ is the distribution function of the bth bootstrap population, OF �bl;CD

j .t/

is the Chambers-Dunstan estimator of F �b
N;j .t/ computed from the l th sample of

the bth bootstrap population and NOF �bl;CD
j .t/ D L�1PL

lD1 OF �bl;CD
j .t/. The bootstrap

mean squared error estimator of the estimated small area quantile is then defined as

bMSE
� OF CD

j .t/
�
D cVarj C bBias2j :

Finally, using a normal approximation we can further compute approximate confi-
dence intervals for the estimated small area quantiles. Alternatively we can obtain a
confidence interval picking up appropriate quantiles from the bootstrap distribution
of OF CD

j .t/.
Here we show only part of the results of the model based simulations to evaluate

the performance of the proposed bootstrap estimators. In particular, we consider the
smooth approach area conditioned scenario. We focus on (a) one symmetric and (b)
one asymmetric synthetic population to limit the behavior on income distribution.
The target parameter is the small area median. The symmetric population has been
generated using a linear mixed model with unit errors drawn from N.0; 16/ and
area effects from N.0; 1/ so that we have Gaussian area effects. The asymmetric
population has been generated using the �2 distribution with 3 and 1 degrees of
freedom for the unit errors and area effects respectively. The populations have been
generated for every Monte Carlo run.

The results in Table 1 show that the bootstrap estimator works both for
symmetric and asymmetric generated populations and that the confidence intervals
are very close to the nominal 95% threshold. For further details and simulation
results we refer to Tzavidis et al. (2010); we stress here that the method has
similar performance also when estimating other population quantiles. Moreover,
the technique proposed can be adapted to estimate the Head Count Ratio or other
Laeken indicators together with a measure of their variability; however, work on
this topic is still in progress.

Table 1 Model based simulations: relative bias (%) and coverage rate of the bootstrap MSE
estimators of the median estimator over 30 small areas (500 Monte Carlo runs)

Min. 1st Qu. Median Mean 3rd Qu. Max.

RB.bSE.1Median//.a/ �11:90 �6:37 �1:50 �2:58 0:98 4:17

RB.bSE.1Median//.b/ �15:37 �6:78 �2:05 �2:22 1:68 8:31

CR.bSE.1Median//.a/ 0:92 0:94 0:95 0:95 0:96 0:98

CR.bSE.1Median//.b/ 0:91 0:94 0:95 0:95 0:96 0:98
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3 Estimation of Household Income Quantiles in Tuscany

Tuscany Region is a planned domain for which EU-SILC estimates are published,
while Tuscany Provinces and Municipalities are unplanned domains. Direct
estimates at Provincial level may therefore have large errors and they may not
even be computable at Municipality level, thereby requiring resort to small area
estimation techniques. Data sources for the present application are the 2006 EU-
SILC survey (for the nj sampled units in area j ) and the 2001 Population Census
of Italy, with a total of 1388260 households in Tuscany (for the not sampled rj
units in area j ). In 2006 the EU-SILC regional sample size in Tuscany was of
1525 households; 54 municipalities were included in the sample. The small areas
of interest are the 10 Tuscany Provinces, with sample sizes nj ranging from 71
(Province of Grosseto) to 457 (Province of Firenze). Due to the large sample size
in the Province of Firenze and to the differences characterizing that territory, we
consider the Municipality of Florence, with 125 units out of 457, as a stand-alone
small area (though not shown as separate area in the maps). The characteristic of
interest y is the household disposable income, referring to year 2005, equivalised
according to the Eurostat guidelines.

As already underlined, the knowledge of the cumulative distribution function of
an income variable in any area of interest represents an important source of infor-
mation for the living conditions in that area. Other quantities, such as the mean of a
given income variable, can be highly influenced by outlying values. From the cumu-
lative distribution function of the household disposable income many quantities (e.g.
the median income, the income quantiles) and monetary poverty indicators can be
computed. Moreover, it is important to note that the knowledge of the cumulative
distribution function of the income allows to also estimate the proportion of popula-
tion whose income is immediately under or above a given poverty threshold. In this
application we are interested in estimating the small area median as well as the first
and the third quartiles of the household equivalised income in the small areas.

The following auxiliary variables are known for each unit in the population and
have resulted significant in the models for income:

• Size of the household in terms of the number of components of the household i
in the small area j (integer value).

• Age of the head of the household i in the small area j (integer value).
• Years in education of the head of the household i in the small area j (integer

value).
• Working position of the head of the household i in the small area j (employed/

unemployed in the previous week).
• Tenure status of household i in the small area j (owner/tenant).

Table 2 and Figs. 1, 2 and 3 show the income distribution by Province in Tuscany,
as represented by respectively the 1st quartile, the median and the 3rd quartile of
the household equivalised income in each area estimated using the CD M-quantile
predictor. In each map the Provinces are grouped in four different classes of colors,
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Table 2 Sample (nj ) and population (Nj ) size, estimated quartiles and percentage coefficient of
variation (CV%) of the equivalised household income, Tuscany Provinces

nj Nj 1st Qu. (CV%) Median (CV%) 3rd Qu. (CV%)

Massa-Carrara (MS) 110 80810 8633,9 (7,1) 12591,5 (5,4) 17093,2 (5,7)
Lucca (LU) 109 146117 10265,1 (6,1) 14924,1 (4,9) 20317,5 (5,3)
Pistoia (PT) 124 104466 11158,3 (5,2) 15791,8 (4,3) 22315,8 (4,5)
Prov. Firenze 332 216531 12076,9 (3,0) 16414,5 (2,4) 21500,8 (2,8)
Livorno (LI) 105 133729 10916,7 (6,0) 15659,8 (4,7) 20696,3 (5,2)
Pisa (PI) 143 150259 11706,5 (4,6) 16738,5 (3,8) 23195,4 (4,3)
Arezzo (AR) 159 123880 11704,7 (4,5) 16415,9 (3,6) 22532,1 (3,7)
Siena (SI) 119 101399 11461,0 (5,2) 16851,9 (4,0) 23399,0 (4,4)
Grosseto (GR) 71 87720 9396,6 (8,5) 13887,8 (6,2) 19695,1 (6,3)
Prato (PO) 128 83617 11885,0 (4,8) 16761,3 (3,9) 23411,3 (4,1)
Mun. Firenze 125 159724 11912,2 (5,0) 16923,3 (4,0) 23380,5 (4,1)

MS
8633.941
(609.99)

LU
10265.08
(621.53)

PT
11158.271
(583.22)

PROV.FI
12076.93
(363.6)

LI
10916.71
(651.56)

PI
11706.534
(535.04)

AR
11704.728
(526.32)

SI
11461.013
(593.27)

GR
9396.556
(800.55)

PO
11884.992

(569)

MUN.FI
11912.21
(594.08)

Fig. 1 First quartile of the household equivalised income and corresponding root mean squared
error (in parenthesis)
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MUN.FI
16923.26
(677.98)

MS
12591.503
(677.02)

LU
14924.052
(733.45)

PT
15791.767
(676.18)

PROV.FI
16414.475
(400.86)

LI
15659.77
(736.11)

PI
16738.47
(642.2)

AR
16415.928
(593.17)

SI
16851.891
(681.29)

GR
13887.791
(867.43)

PO
16761.273
(654.03)

Fig. 2 Median household equivalised income and corresponding root mean squared error (in
parenthesis)

where the darkest color corresponds to higher values of the estimates of the target
variable.

As we can see, there are differences between the estimates: the Provinces of
Massa-Carrara (MS), Grosseto (GR) and Lucca (LU) have the smaller values for
each quartile (lighter color); at the opposite the Provinces of Prato (PO), Pisa (PI)
and the Municipality of Florence (MUN. FI) are always in the higher class of
estimates (darkest color). Moreover, from the maps we can appreciate the changes
in the ranking of the remaining areas going from a quartile to another, as it happens
for the Provinces of Siena (SI) and Pistoia (PT). Indeed, each area is characterised
by a different income distribution function; thus, a given area can have an higher
proportion of households below low income values when compared with the other
areas, while having at the same time a relative lower proportion of households below
high income values. This depends on the behavior of the income distribution func-
tion, and in particular on its steepness for ranging income values. Next steps of our
analysis will regard the estimation of a higher number of quantiles of the household
income in each area, to better track the differences in the income distributions.



Estimation of Income Quantiles at the Small Area Level in Tuscany 427

MUN.FI
23380.45
(953.88)

MS
17093.223

(970.6)

LU
20317.517
(1085.25)

PT
22315.801
(998.82)

PROV.FI
21500.792
(593.87)

LI
20696.306
(1080.95)

PI
23195.384
(1003.16)

AR
22532.062

(828.2)

SI
23398.977
(1039.43)

GR
19695.061
(1248.58)

PO
23411.338
(949.27)

Fig. 3 Third quartile of the household equivalised income and corresponding root mean squared
error (in parenthesis)

Note that another important finding is the estimation of a measure of variability
for the estimated income quantiles using the proposed bootstrap approach. Indeed,
point estimates alone do not suffice to get a complete picture of the income
distribution in the different areas and also to make comparisons between the areas.
The estimation of the root mean squared error and of the percentage coefficient of
variation (see Table 2 and Figs. 1, 2 and 3) allows to conduct these comparisons
on the ground of a more accurate statistical information, for example by building
confidence intervals for the estimates.

4 Conclusions

In this work we propose an M-quantile bias adjusted estimator for income quantiles
at a small area level. The estimation of the quantiles of the equivalised household
income is an important information to understand the living conditions and poverty
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in a given area of interest. Detailed information at local level can be used efficiently
by the policy makers to develop “ad-hoc” interventions against poverty.

It is important to accompany the small area estimates with a measure of their
variability. We suggest a bootstrap technique to estimate the mean squared error of
the proposed small area quantiles estimator.

The application to EU-SILC data in Tuscany shows the potentialities of these
methods in fulfilling accurate estimates at Provincial level. Future developments
will focus on the estimation at a smaller area level, such as the Municipality level.
Furthermore, we will consider the point and interval estimation of other poverty
measures, such as the quantile share ratio and other Laeken indicators.
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The Effects of Socioeconomic Background
and Test-taking Motivation on Italian
Students’ Achievement

Claudio Quintano, Rosalia Castellano, and Sergio Longobardi

Abstract The aim of this work is to analyze the educational outcomes of Italian
students and to explain the differences across Italian macro regions. In addition
to the “classic” determinants of student achievement (e.g. family socioeconomic
background) we investigated the extent to which the test-taking motivation may
contribute to influence the results from assessment test and to explain, partially, the
Italian territorial disparities. Therefore, a two stage approach is provided. Firstly,
the data envelopment analysis (DEA) is applied to obtain a synthetic measure of
the test-taking motivation. Secondly, a multilevel regression model is employed
to investigate the effect of this measure of test-taking motivation on student
performance after controlling for school and student factors.

1 Introduction

Many studies focus on the role played by human capital on the economic growth.
A widespread literature recognizes the positive relationship between human capital
and growth (Mankiw et al. 1992) investigating various education-related deter-
minants of economic growth. Empirically, Romer (1989), incorporating a human
capital proxy variable (adult literacy) as one of the regressors of the growth rate of
GDP, found a positive effect of adult literacy rates on economic growth. Hanushek
and Woessmann (2007) highlighted that education could raise income levels mainly
by speeding up technological progress. Barro and Sala-i-Martin (2004) reveal a
positive association between male secondary and higher schooling and economic
growth. A similar result is obtained by Gemmell (1996), who utilizes an especially
constructed measure of school attainment. In any case, there is no doubt that

C. Quintano (�) � R. Castellano � S. Longobardi
University of Naples “Parthenope” Via Medina 40, Naples
e-mail: claudio.quintano@uniparthenope.it

A. Di Ciaccio et al. (eds.), Advanced Statistical Methods for the Analysis
of Large Data-Sets, Studies in Theoretical and Applied Statistics,
DOI 10.1007/978-3-642-21037-2 39, © Springer-Verlag Berlin Heidelberg 2012

429

claudio.quintano@uniparthenope.it


430 C. Quintano et al.

education quality is one of the factors that enter into the determination of growth
(Montanaro 2006). Therefore, we try to analyze the determinants of Italian human
capital on the basis of the results from an international students assessment. Indeed,
one of the alternatives in measuring the quality of human capital is assessing skills
directly. Even if the tests cannot completely measure attitudes and motivation, which
are obviously to be included in the human capital definition, their results are able to
capture a large part of labour force quality and to enrich research on the causal
relationship between education and economic outcomes. Thus, average reading
literacy, math literacy, and science literacy of the high school students are thought
to be good predictors of the economic growth of a nation (OECD/UNESCO-UIS
2003). Our aim is to analyze the educational outcomes (as a proxy of the human
capital) of Italian students focusing on the territorial differences within the country.
The first objective is to detect the school and student variables which influence the
students’ performance. The second objective is to examine whether and to what
extent the students’ test-taking motivation can influence the result of standardized
tests and how much of the Italian territorial disparities is attributable to differences in
the test-taking motivation. Consequently, we propose a two stage approach: firstly,
the data envelopment analysis (DEA) is applied to obtain a synthetic measure which
expresses the test-taking motivation, secondly, a multilevel regression is performed
to analyze the effect of this indicator on student performance after controlling
for school and students’ variables. The research was carried out regarding Italian
students and schools by analyzing the data from the last edition (2006) of the
OECD’ PISA (Programme for International Student Assessment) survey. The paper
is structured as follows: in Sect. 2, on the basis of the PISA data, the results
of Italian students and the territorial differences are briefly described. In Sect. 3,
the relationship between student effort and test outcomes is discussed. Section 4
illustrates the proposed methodology to determinate an effort indicator. Section 5
contains some methodological aspects related to the data envelopment analysis and
to the multilevel approach. Section 6 focuses on the results of the multilevel analysis.
Finally, some concluding remarks are made.

2 The Italian Literacy Divide

The PISA (Programme for International Student Assessment) survey, which takes
place every three years, is carried out by the Organization of Economic Cooperation
and Development (OECD)1 and it has been designed to assess the skills and
knowledge of 15-year-old students in three main areas – reading, mathematics
and science. Fifty-seven countries participated in the last edition of PISA (2006),

1The OECD initiated the first cycle of the PISA in 2000, the second cycle occurred in 2003 and the
third in 2006. 43 countries participated in PISA 2000, 41 in 2003 and 57 in 2006.
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including all 30 OECD countries. In Italy, approximately 22,000 15-year-olds from
about 800 schools participated. In 2006, performance of Italian 15-year olds was
lower than the performance of their counterparts from most of the countries that
participated in PISA. The Italian students in PISA 2006 reached an average test
score of 462 points in mathematics, 469 in reading and 475 in science, being under
the OECD average of 500. The gap between Italian students and top performing
countries like Korea and Finland is extremely high and Italy performs significantly
worse than all OECD countries, excepting the Republic of Slovak, Turkey, Spain and
Greece. The very poor performance of Italian students is due to significant territorial
differences within the country2. Indeed, 15 year-old students in the Italian Southern
regions performed very low in each assessment area which contributed to Italy’s
standing in international comparisons. For each PISA cycle (2000, 2003, and 2006)
the average score differs strongly among the Northern and the Southern regions
and these marked differences originate a wide North–South divide which is called
literacy divide. These disparities are confirmed by several surveys, at national and
international level, such as the National System of Assessment conducted by the
Italian Evaluation Institute of the Ministry of Education (INVALSI), the Progress
in International Reading Literacy Study (PIRLS) and the Trends in International
Mathematics and Science Study (TIMMS)3.

3 The Student Test-Taking Motivation

The issue of test-taking motivation is highly relevant in the context of international
comparative studies. In a summary of 12 studies investigating the effects of student
test-taking motivation on test performance, Wise and DeMars (2005) found that
well-motivated students outperformed less-motivated students with an average
effect size exceeding half a standard deviation. Wise and DeMars were also able
to show a near zero correlation between self-reports of test-taking motivation and
measures of ability, a finding that suggests there was no confounding of motivation
and ability. The PISA test is considered as a low stake test since the students perceive
an absence of personal consequences associated with their test performance. There
is a widespread consensus (Chan et al. 1997; Wolf and Smith 1995) that assessments
which have no direct consequences for students, teachers or schools underestimate
student ability. Because no established measures of test-taking motivation were
available in the PISA context, we developed a composite indicator considering

2This topic is also discussed in Quintano et al. (2009).
3TIMMS and PIRLS are conducted by the International Association for the Evaluation of Edu-
cational Achievement (IEA). The IEA (www.iea.nl) is an independent, international cooperative
of national research institutions and governmental research agencies.
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Fig. 1 Distribution of the real effort (effort a), the potential effort (effort b) and the difference
between real and potential effort.
Source: Authors’ elaborations on OECD-PISA 2006 database.

three proxies of the students’ motivation: (a) students’self-report effort, (b) test non-
response rate, (c) questionnaire non-response rate.

In the PISA cognitive test there are two items asking for how the students are
motivated to do their best on the PISA test, the first one asks for the real student
effort (effort a) and the second the potential effort (effort b), i.e., the effort which
the students would have used if the results of PISA test would have influenced their
semester grade in school (Fig. 1).

The low variability of the self reported effort and the low difference between
the real and the potential effort lead to integrate the self report effort with two
proxies of the student motivation: the test non-response rate and the questionnaire
non-response rate. The “Test non-response rate” is computed on the basis of the
number of missing or invalid answers in the PISA cognitive test:

NRTi D
�
mT
i C iTi
an

T
i

�
(1)

where mT
i and iTi denote, respectively, the number of item non-responses and of

invalid responses given to the cognitive test, while an
T
i represents the number of

applicable questions for the i th student computed by the difference between the
total number of questions and the number of the not applicable questions. This ratio
could be influenced by the competence of the student4 since if a student does not
know the correct answer he could skip the question (missing response) or invalidate
the answer, then as second variable we consider the “Questionnaire non-response
rate” computed on the basis of the number of missing or invalid answers in the
PISA student questionnaire which are not related with the proficiency level:

4The correlation, at student level, between the science literacy score and the three proxies of student
motivation (questionnaire non-response rate, students’ self-report effort and test non-response rate)
is equal to: �0:157, 0.240 and �0:591 respectively. Although the literacy score and the test non-
response rate show an high correlation, the lack of direct measures of test taking motivation and
the hypothesis that less motivated students tend to give many missing responses suggest to include
this variable in order to better describe the students’ response behaviour.
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NRQi D
 
m
Q
i C iQi
an

Q
i

!
(2)

where mQ
i and iQi denote, respectively, the number of item non-responses and

of invalid responses given to the student questionnaire, while an
Q
i represents

the number of applicable questions for the i th student computed by the dif-
ference between the total number of questions and the not applicable ques-
tions. The Fig. 2 confirms the territorial connotation of the students’ response
behaviour.

To obtain a measure which expresses the collaboration of the student with a
positive scale, the complement to one of the two non-response rates are computed:

I Ti D 1 � NRTi I
Q
i D 1 � NRQi (3)

In this way, we obtain two indicators (I Ti and IQi ) which increase in correspondence
of a high degree of students’ motivation (low values of non-response rates) and
decrease if low effort is invested in the test (high values of non- response rates).
Before aggregating the three measures of student motivation, each variable has been
rescaled by a linear scaling technique (LST) to avoid that the composite indicator
will be implicitly weighted towards the variable with larger range:

Yresc D Yi � Ymin

Ymax � Ymin
(4)
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Fig. 2 Questionnaire non-response rate and test non-response rate (Italy D 100)
Source: Authors’ elaborations on OECD-PISA 2006 database.
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where: Yi denotes the value of a generic indicator for the i student, Ymax and Ymin are,
respectively, the lower and the higher value of the indicator for all units (student).
After the rescaling procedure, each indicator is aggregated at school level (by the
mean of student measure) and then they are summarized, by a data envelopment
analysis, into one synthetic indicator called “Effort Indicator” (EI) which expresses
the test-taking motivation of students.

4 Some Methodological Aspects

4.1 Data Envelopment Analysis (DEA)

In order to aggregate the proxies of students’ motivation, we propose a DEA model
to obtain an Effort Indicator (EI), at school level, as a weighted average of the three
indicators, yk , that is:

EIj D
hX

kD1
ykjwk (5)

with ykj as the value of indicator k for school j .
The weights .wk/ that maximize the effort indicator for each school are endoge-

nous computed by solving the following linear programming problem:

EIj D max
wk

hX
kD1

ykjwk subject to: (6)

hX
kD1

ykjwk� 18j D 1; :::; n .normalisation constr./

wk � "8k D 1; :::; h .non-negativity constr./

This is a slight modification of the multiplier form of the DEA linear programming
problem (Charnes et al. 1978). Indeed in this problem each school produces
h output, the h indicators of test-taking motivation, using only one input with
value equal to one. As a result, the highest relative weights are accorded to those
dimensions for which the school j achieves the best performance (in relative terms)
when compared to the other schools. As pointed by Despotis (2005), this model is
formally equivalent to an input-oriented constant return to scale (CRS) DEA model.
The weights are not fixed a priori and the only restriction in the formulation above is
that they should be higher of an infinitesimal " to assure that none of the weights will
take a value lower or equal to zero. For each school we obtain 0 � EIj � 1, with
higher values indicating a higher level of students’ motivation. The chart (Fig. 3)
shows the variation of effort indicator in correspondence of the average performance



The Effects of Socioeconomic Background 435

80

85

90

95

100

105

110

North West North East Centre South South
and Island

Effort index Science performance
(PISA 2006)

Fig. 3 Effort indicator and Science literacy scores (Italy D 100)
Source: Authors’ elaborations on OECD-PISA 2006 database.

at macro region level. The correlation between this indicator and the science literacy
scores is equal to 0.47 at national level.

These empirical evidences lead us to suppose that the students of Southern
schools have a low awareness of the PISA test importance; consequently it seems
that their weak motivation plays an important role to determine low test scores.
In the next section, a multilevel regression framework is employed to highlight the
role of test-taking motivation on students’ performance and on territorial differences
with controlling for several student and school variables.

4.2 The Multilevel Model

To identify the possible determinants of the Italian student achievement a multilevel
regression model with random intercept is applied5. The choice of the multilevel
approach is suggested by the hierarchical structure of the PISA data where students
(level-one units) are nested in schools (level-two units). The two-level random
intercept regression model for the i th student in the j th school is written as:

5See Raudenbush and Bryk (2002) and Snijders and Bosker (1999), inter alia, for a relevant
discussion on multilevel models.
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Yij D 	0 C
fX
sD1

ˇsxsij C
gX
tD1

ˇt ztj C "ij C Uoj (7)

where xs are f variables at student level and zt are the g variables at school level
while "ij and Uoj denote the error components respectively at students and school
level, these components are supposed to be normally distributed and uncorrelated:

"ij � IID �N.0; �2/ U0j � IID �N.0; �2/ cov.Uoj; "ij/ D 0 (8)

The model requires a preliminary estimate of the empty model (model with
no independent variables) to split the total variation on the dependent variable
(student’s achievement in Science) into within and between variance. This partition
allows to estimate the proportion of the total variation attributable to differences
in schools and how much of the total variation as well as the within and between
variation are explained by student and school characteristics. Then a block entry
approach is adopted (Choen and Choen 1983) which consists to the gradual addition
of the first and second level covariates.

5 Main Results

The proposed multilevel analysis has required seven models (Table 1) to compare
the impacts of student and school characteristics, including in the last model
the effort indicator. The dependent variable is the student science achievement
measured by five scaled scores called plausible values.6 The set of independent
variables is composed by six student-level and seven school-level characteristics
derived from the PISA questionnaires. After the empty model (model 1), the
second model contains some exogenous variables (gender, immigrant status, and
the index of Economic, Social and Cultural Status) that influence other variables
but are not affected by other variables. This model provides the opportunity to
analyze the absolute effects of individual variables on science achievement. It shows
a gender gap of 11.37 points in favour of males and a gap of 43.75 points in
favour of non immigrants. The effect of student socioeconomic status is small even
if it is statistically significant. In the third model, a set of endogenous student
covariates (time spent on homework, enjoyment of science study, awareness of
environmental issues) which expresses the students’ behaviors and the attitudes
towards learning science is introduced. The awareness of science issues might
be considered an important predictor of science achievement, furthermore, the

6The multilevel analyses proposed in this paper are developed by the Hierarchical Linear Model
(HLM) software (Raudenbush, Bryk, Cheong and Congdon 2000) in order to handle plausible
values as the dependent variable. The three continuous variables at student level are centred on the
school mean while the five continuous variables at school are centred on the grand mean.
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students who enjoy science more are 11 points ahead of students who enjoy science
less. The multilevel modelling proceeded by including variables describing school
characteristics. These factors have a stronger influence on student’s outcomes. The
school socioeconomic composition shows statistically significant effect on student’s
achievement, this result is substantially coherent with several studies (Marks 2006;
Korupp et al. 2002), moreover the public-school students score 50 points higher than
their private-school classmates confirming a “remedial” role for the Italian private
school sector offering relatively low rewards to talent and, therefore, attracting
relatively low-talent students (Bertola et al. 2007). Another Italian peculiarity is
the wide variation of results between different types of upper secondary school, the
gap between the schools focusing on humanities or on sciences (Lyceum) and the
schools with other study programmes (technical institutes, professional institutes
or vocational training) is very high, in favour of Lyceum, and it reflects the social
segregation due to family choices (OECD 2009). Once the macro area dummies
are introduced (fifth model), a comparison with the previous model shows that
the gap related to the school socioeconomic composition is decreased. These large
differences in pupils’ performance between macro regions could reflect different
socioeconomic conditions, not explained by the index of economic and social
status, rather than regional differences in school efficiency (OECD 2009). The
model sixth shows a positive relation between the computer with web (as a proxy
for the quantitative level of the school’s facilities) and the students performance
while the quality of school’s educational resources might not influence the students’
achievement. The last multilevel model brings in the effort indicator as control
variable. This variable shows a high and significant impact on student performance
and this factor involves the reduction of the macro area coefficients. Indeed, after
controlling for the effort indicator, the gap of the Italian Southern area is narrowed
down from 30 points to 21 points (29%). This might confirm that the Southern
students have spent less effort than the students of the North and Centre of Italy.
Furthermore, the effort indicator allows to explain a larger amount of variance,
indeed, after controlling for test-taking motivation, the accounted total variance
among schools (compared to the sixth model) increases from 74% to 80%.

6 Concluding Remarks

This paper provided an analysis of Italian students’ achievement on the basis of
OECD-PISA 2006 data. The final aim was the identification of the main deter-
minants of the poor performance of Italian students focusing on the geographical
disparities within Italy. The multilevel analysis has confirmed the role of the
socioeconomic context to influence the student achievement. This result supports
the Coleman’s conceptualization of social capital. According to Coleman (1990),
families with higher socio economic status have larger social capital (entailing social
relations and networks) that helps children develop an identity that allows them
to better understand and value cognitive development. However, the differences in
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the socioeconomic and cultural status of students and schools are not sufficient
to explain the literacy divide between the Centre-North and the South of Italy
(Checchi 2004). Therefore, the analysis takes into account the role of test-taking
motivation to “boost” the North-South differences. The effort indicator, computed
by a data envelopment analysis, has allowed to highlight that the score differences
are also influenced by the lower effort and engagement of the Southern students.
All of this confirms the complexity of the issue of differences between Italian
regions and it suggests the needs for long terms policies to improve the equity of
Italian educational system. Furthermore, an information and awareness campaign
concerning the importance of PISA survey, focusing on Southern students and
teachers, could be useful to improve their test-taking motivation.
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Firm Size Dynamics in an Industrial District:
The Mover-Stayer Model in Action

F. Cipollini, C. Ferretti, and P. Ganugi

Abstract In the last decade, the District of Prato (an important industrial area
in the neighborhood of Florence, Italy) suffered a deep shrinkage of exports and
added value of the textile industry, the core of its economy. In this paper we aim
to investigate if such a crisis entailed a firm downsizing (evaluated as number
of employees) of the same industry and, possibly, of the overall economy of the
District. For this purpose we use the Mover Stayer Model. Data are represented
by two panels from ASIA-ISTAT data. The main results of the analysis are that:
(1) the textile industry is affected by a relevant downsizing of the firm size; (2) such
a process takes place through a slightly changed level of concentration; (3) the
mentioned changes does not seem to spread to the overall economy.

1 Introduction

The deep crisis which, in terms of exports and added value, has affected the textile
District of Prato, has involved a downsizing of firms belonging to its typical industry.
On the basis of Coeweb-ISTAT data, during the period 2001–2009 the annual
average rate of total exports was �5.2%.

Because of this, it can be interesting to investigate the firm size dynamics of both
the textile industry (TI) and the overall economy (OE) of the area. The analysis can
shed some light on important aspects of the industrial organization of the District:

F. Cipollini
Department of Statistics, Università di Firenze, 50134 Italy
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– The intensity of the downsizing of the typical industry and the resulting
equilibrium configuration.

– The possible spreading to the whole economy of the area.
– The possible change of firm’s concentration.

From the methodological point of view, for modeling the dynamics of the firms
size we use the Mover Stayer model which, in comparison to the classical Markov
Chain model, takes into account some firm heterogeneity. The dynamics and the
equilibrium configuration resulting from the model allow to analyze the mentioned
points concerning the evolution of the District. The size of each firm is evaluated by
means of the variable “total workers” (dipendenti plus indipendenti) as stored in the
ASIA-ISTAT data for firms in the Provincia of Prato.

The work is organized as follows: Sect. 2 shortly summarizes the theory of
the Mover-Stayer model and the estimation techniques for the model parameters
proposed by Goodman (1961) and Frydman (1984); in Sect. 3 the model is applied
to our data with the aim to estimate the equilibrium distributions, needed to evaluate
possible changes in concentration. A comparison with a classical Markov Chain
model is also given. The last section is devoted to conclusions and remarks.

2 The Model

The Mover-Stayer Model (MS) can be placed in the framework of latent class
models, described for the first time in Blumen et al. (1955) with the aim to create
a more flexible model than a simple Markov Chain (MC).1 A Latent Class Model
relates a discrete random variable X to a set of latent classes fakg, so that

P r.X D x/ D
X
k

P r.X D xjak/P r.ak/:

In the case considered in the work, X.t; j / 2 f1; : : : ; kg denotes the value of the
variable of interest at time t for the unit j of the population considered. The units are
grouped in two latent classes: the Movers, for which X.t; j / evolves according to a
Markov Chain with transition matrix M, and the Stayers, for which P r.X.t; j / �
X.0; j /; 8t/ D 1. Let S D diag.fsi g/, where si denotes the probability that a unit
starting from the i -th state is a Stayer. Then the global one-time transition matrix is
given by the mixture

P D S C .I � S/M: (1)

Denoting as P .t/ the transition matrix at time t , then

1In what follows we will adopt the following conventions: if x1; : : : ; xK are real numbers then
diag.fxi g/ indicates the k � k diagonal matrix with diagonal elements equal to x1; : : : ; xK .



Firm Size Dynamics in an Industrial District: The Mover-Stayer Model in Action 445

P .t/ D S C .I � S/M t (2)

that differs from the Markov property P .t/ D P t .
In the following we will compare both the MC and the MS, but we choose

the latter mainly for two reasons: (1) the MS adjusts the tendency of the MC to
underestimate the diagonal elements of M (see Blumen et al. (1955) and Spilerman
(1972)); (2) the parameter si represents an additional information which allows us
to gain a deeper understanding about the mobility of firms among the states.

2.1 Estimation

According to the model definition, the couple .s;M/ has to be estimated, where
s D .s1; : : : ; sk/ 2 Œ0; 1�k and M is a transition matrix, so that it has to satisfy
Mij � 0 and

Pk
jD1 Mij D 1. The estimation cannot be as simple as in the MC

because a unit observed to remain in its starting state might be a Stayer, but also a
Mover which never moves during the observed time, and this last event occurs with
non-zero probability. Estimation’s techniques for this model are in Blumen et al.
(1955), Goodman (1961), Spilerman (1972) and Frydman (1984).

From now on we will use the following notation: nij .t/ is the number of units in
state i at time t and in state j at time t C 1; ni .t/ is the number of units in state i
at time t ; ci is the number of units remaining in the starting state i during the whole
period taken into account.

In order to compare the MC and the MS we first remind the maximum likelihood
estimator proposed in Anderson and Goodman (1957) of the transition matrix M of
a simple Markov chain:

Omij D
P

t nij .t/P
t ni .t/

: (3)

2.1.1 Goodman (1961)

Goodman (1961) describes some different estimation methods, differing on the basis
of the available data. If ci , ni .t/ and nij .t/ are observed for every i; j D 1; : : : ; k

and t D 1; : : : ; T , the maximum likelihood estimator for the matrix M has ele-
ments:

Omij D
8<
:

hPT
tD1 ni i .t/� Tci

i
=
hPT

tD1 ni .t/� Tci
i

if i D jhPT
tD1 nij .t/

i
=
hPT

tD1 ni .t/ � Tci
i

if i ¤ j (4)

We note that this estimator coincides with (3) applied only on the group of
individuals which are observed to move at least once. The estimator of si is
Osi D ci=ni .0/ (Goodman, 1961, p.854).
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2.1.2 Frydman (1984)

Defining n�
ij D

PT
tD1 nij .t/ and n�

i D
PT�1

tD0 ni .t/, Frydman (1984) prove that the
Maximum Likelihood estimator of the diagonal elements of the M matrix is the
solution in x of

Œn�
i � T ni .0/� � xTC1 C ŒT ni .0/� nii � � xT C ŒT ci � n�

i � � x C nii � Tci D 0

and then recursively calculates the ML estimates of the remaining parameters Osi and
Omij when i ¤ j (Frydman, 1984, p.634).

3 Empirical Application

In this Section we apply the MS to the ASIA-textile industry (3,465 firms) and
ASIA-overall economy (19,559 firms) for the period 2000–2006. Following the
official UE classification, we grouped the population of firms in eight states labeled
by roman numbers, as in Table 1.

3.1 Exploratory Analysis

In Table 2 we show the observed relative frequencies of the eight states for both the
textile industry and the overall economy (for the sake of space, we show only the
first, middle and last observed years). The mass of the first state tends to grow up
for both groups of firms. The tendency to become smaller and smaller is evident
for the textile industry, and the cause is mostly the fall in the demand of textile
goods. This is not the case for the overall economy which, including heterogeneous
industries, is influenced by several and compensating levels of demand. Since not-
textile industry looks stable as the overall economy, changes in the distribution of
the latter are mostly ascribable to textile industry.

Tables 3 and 4 show the observed firm transitions for both the textile industry
and the overall economy: the number corresponding to row i and column j is the
conditional relative frequency of firms in the j -th state at 2006 given that they are in
the i -th state at 2000. The main differences concerns the last row, showing that the
biggest firms in textile industry have a greater tendency to move than in the overall
economy.

Table 1 Firm size expressed as number of total workers

State I II III IV V VI VII VIII

SizeDn. of workers 1 2 Œ3; 5� Œ6; 9� Œ10; 20� Œ21; 49� Œ50; 100� > 100
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Table 2 Empirical distributions of ASIA-textile, not-textile and overall economy (percentage
frequencies)

Group Year I II III IV V VI VII VIII

TI 2000 16.08 19.25 23.67 14.75 16.94 7.16 1.65 0.52
2003 17.37 19.60 23.52 15.24 16.02 6.09 1.82 0.35
2006 21.76 21.10 21.36 14.31 14.55 5.17 1.44 0.32

Not-TI 2000 46.36 20.99 19.84 6.84 4.42 1.12 0.31 0.11
2003 45.64 19.79 20.39 7.75 4.65 1.26 0.32 0.19
2006 46.23 20.11 20.24 7.31 4.36 1.25 0.32 0.17

OE 2000 40.99 20.68 20.52 8.24 6.64 2.19 0.55 0.18
2003 40.64 19.76 20.94 9.08 6.67 2.12 0.59 0.21
2006 41.90 20.29 20.44 8.55 6.17 1.94 0.52 0.20

Table 3 Empirical transition matrix for the ASIA-textile industry (conditional probabilities – year
2006 given year 2000 – expressed as percentages)

2000–2006 I II III IV V VI VII VIII

I 81.69 11.31 4.85 1.08 0.72 0.36 0.00 0.00
II 21.89 65.37 10.94 1.35 0.30 0.15 0.00 0.00
II 9.27 20.85 54.15 12.80 2.68 0.24 0.00 0.00
IV 5.09 6.65 27.79 45.40 14.48 0.59 0.00 0.00
V 6.64 3.07 7.84 23.34 55.71 3.24 0.00 0.17
VI 3.23 3.63 2.82 2.42 29.84 52.82 5.24 0.00
VII 3.51 0.00 1.75 1.75 1.75 35.09 52.63 3.51
VIII 11.11 0.00 0.00 0.00 0.00 5.56 38.89 44.44

Table 4 Empirical transition matrix for the ASIA-overall economy (conditional probabilities –
year 2006 given year 2000 – expressed as percentages)

2000–2006 I II III IV V VI VII VIII

I 82.84 11.47 4.93 0.60 0.11 0.05 0.00 0.00
II 25.32 54.86 17.95 1.46 0.40 0.02 0.00 0.00
II 9.00 17.87 58.68 12.38 1.92 0.15 0.00 0.00
IV 4.16 4.16 26.24 49.07 15.63 0.68 0.06 0.00
V 6.08 2.54 6.24 20.32 57.04 7.47 0.23 0.08
VI 3.50 2.56 3.03 2.10 25.41 54.31 8.62 0.47
VII 2.80 0.93 3.74 3.74 1.87 25.23 49.53 12.15
VIII 11.11 0.00 0.00 2.78 0.00 2.78 19.44 63.89

3.2 The Mover-Stayer

We employed both the estimation techniques mentioned in Sect. 2.1 for estimating
the parameters of the MC and the MS on the data described in Sect. 3.1.

In order to evaluate the goodness-of-fit of the estimated model we cannot use the
transition matrices, because of the presence of empty cells, then we calculated the
yearly expected marginal distributions since 2001 up to 2006, comparing them with
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Table 5 �2-goodness-of-fit test on yearly marginal probabilities for the MS and MC models
(0.05-critical value D 14.07)

Model Group 2001 2002 2003 2004 2005 2006

MS (Frydman)
TI 6.97 13.62 8.60 7.46 1.10 1.75
OE 4.97 14.49 17.38 10.06 4.08 1.47

MS (Goodman)
TI 7.13 13.96 8.32 6.28 0.76 3.44
OE 4.97 13.63 16.39 8.40 3.42 2.99

MC
TI 7.11 13.24 8.73 7.87 1.30 0.68
OE 4.92 15.09 18.80 11.49 5.02 0.81

Table 6 Distances between empirical and expected transition matrices

Step Group Frydman Goodman MC

tD1
TI 0.099 0.092 0.102
OE 0.107 0.105 0.109

tD6
TI 0.218 0.297 0.198
OE 0.139 0.216 0.239

the corresponding observed distributions by means of a �2-goodness-of-fit-test. Let
f
.t/
i be the probability, given by the model, of being in the state i at time t , and let
nobsi .t/ be the observed number of firms in the same state at the same time. Under

the null hypothesis nobsi .t/ D nf .t/
i , where n is the total number of firms, it holds:

X
i

.nobsi .t/ � nf .t/
i /2

nf
.t/
i

� �27

(see D’Agostino and Stephens (1986)). The results of the test (Table 5) substantially
do not reject the null hypothesis both in the MS and MC.

In order to choose the best one between the MS (with the two estimation
methods) and the MC, following Frydman et al. (1985) we compare the 2-norm
of the residual matrices P .t/

obs � P .t/
exp , that is the distance between the observed and

the expected t-steps transition matrix, under the considered model (Table 6, for the
norm definition see Golub and Van Loan (1996)).

The MS is then a better choice in terms of distance with respect of MC. Among
Goodman’s and Frydman’s estimation methods for the MS we choose the latter
which is known to have better statistical properties (Frydman (1984, Sect. 4)).

Tables 7 and 8 show the estimated conditional transition probabilities Opij and
the percentage of Stayers in every state for the two group of firms. As mentioned
before, Osi can be considered as an index for the persistence of firms in the states:
we note for example the difference between the percentage of Stayers in the VIII
state. On the other hand the estimated matrix OP represents an important tool to
evaluate the expected dynamics of the population under study. Comparing the textile
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Table 7 Expected transition matrix OP and Osi for the textile industry (percentage)

I II III IV V VI VII VIII Stayers

I 94.93 3.99 0.87 0.11 0.05 0.03 0.03 0.00 44.95
II 6.70 87.72 5.17 0.26 0.12 0.02 0.00 0.00 42.81
III 1.38 8.05 83.21 7.07 0.25 0.04 0.00 0.00 23.33
IV 0.76 0.82 13.61 77.22 7.50 0.09 0.00 0.00 20.39
V 0.38 0.38 1.03 10.17 85.78 2.26 0.00 0.00 23.14
VI 0.16 0.32 0.48 0.63 11.42 84.78 2.14 0.08 32.83
VII 0.28 0.00 0.00 0.00 0.28 10.81 87.53 1.11 29.90
VIII 2.62 0.00 0.00 0.00 0.00 0.00 13.10 84.28 11.51

Table 8 Expected transition matrix OP and Osi for the overall economy (percentage)

I II III IV V VI VII VIII Stayers

I 95.29 4.01 0.63 0.04 0.02 0.01 0.01 0.00 54.56
II 8.36 82.64 8.74 0.21 0.04 0.01 0.00 0.00 32.70
III 1.40 8.20 84.13 6.14 0.11 0.02 0.00 0.00 26.96
IV 0.54 0.73 12.01 80.57 6.07 0.09 0.00 0.00 31.93
V 0.33 0.31 1.03 12.21 82.35 3.77 0.00 0.00 12.41
VII 0.28 0.32 0.32 0.84 10.45 84.92 2.79 0.08 30.65
VII 0.62 0.15 0.31 0.00 0.15 10.84 84.51 3.41 16.61
VIII 0.83 0.41 0.41 0.41 0.00 0.41 6.20 91.32 26.72

Table 9 Equilibrium distributions (percentage) for the textile industry and the overall economy

I II III IV V VI VII VIII

TI 33.22 25.30 21.32 12.01 3.74 3.64 0.68 0.09
OE 42.32 20.49 20.60 9.62 4.72 1.70 0.39 0.16

industry and overall economy in terms of transition probabilities, we note that the
main differences among the two groups are attributable to the last row of OP , that is
to the tendency of the largest firms toward downsizing. For example we note that
in textile industry the probability to move from state VIII to state I after one step is
about three times as much as in the overall economy.

Further research about an index describing the dynamics, with the aim of
improving the comparison among groups could be relevant. As auxiliary tool we
use the expected equilibrium distributions for both the overall economy and the
textile industry (Table 9), evaluated calculating the limit for t !1 in (2).

The equilibrium distribution represents the expected trend in absence of shocks,
and allows us to better appreciate the presence of downsizing. With this aim,
and in order to evaluate the different behavior of textile industry and over-
all economy, we compare the equilibrium with the first and the last observed
distribution (year 2000 and 2006, both in Table 2). Furthermore we compare
2000 and 2006 distributions together. Dependence among data could invalidate the
result of a statistical test (D’Agostino and Stephens, 1986, pp. 88-89), then we
evaluate dissimilarities among distributions using the Hellinger Distance, defined
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Table 10 Hellinger distances between 2000, 2006 and Equilibrium distributions

Group 2000-equilibrium 2006-equilibrium 2000–2006

TI 0.2041 0.1639 0.0675
OE 0.0206 0.0106 0.0125

by d.p; q/ D
q
1 �Pi

p
p.i/q.i/, where p and q are two discrete probability

distributions. Results are displayed in Table 10.
The textile industry shows significant changes in the distribution, overall

economy is more stable, confirming remarks of Sect. 3.1.
Finally we remark that downsizing for textile industry, joined with the stability of

overall economy of the district is not surprising: according to Baumol et al. (2003)
we know that during the 1980s and 1990s American economy is characterized by
downsizing in manufacturing and upsizing in the services.

3.3 Concentration

The equilibrium distribution provides information about possible changes in the
industrial organization and, in particular, in firm concentration. The tool for
evaluating it is not trivial because states represent grouped data. Lorenz curve
might be a possible non parametric approach but grouped data tend to severely
underestimate the true value of the Gini index (see Arnold and Press (1989)). A
grouping correction of Lorenz curve is feasible but represents a specific topic that we
cannot face in the remaining of the paper. We then choose to model the equilibrium
with Pareto 1 distribution, whose shape parameter ˛ is directly related to Gini index:
the Paretian cumulative distribution function is

F˛.x/ D 1 �
�x0
x

�˛
; x � x0; ˛ > 0

and the Gini index related to this distribution is G.˛/ D .2˛ � 1/�1 (concentration
increases when ˛ decreases).

We recognize some drawbacks of this approach, since Pareto 1 is a zero
modal distribution and, by consequence, it is non suitable for modeling the whole
distribution of textile industry which during years 2000–2005 has mode in the third
state (see also Kleiber and Kotz (2003) and Bonini and Simon (1958) on this point).

Possible changes of concentration related to higher or smaller values of ˛, thus,
have to be interpreted as regarding the units with size greater than a fixed value x0,
taken as starting value of the tail, and not the whole set of firms. On the other
hand, such units are the most relevant in terms of added value and employment,
and hence provide an important information about the industrial organization of the
whole district. The estimator we use is OBRE (Optimal Bounded Robust Estimator),
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Table 11 Estimated Ǫ parameter for the Pareto distribution for textile industry and overall
economy (last three states, 0.05-critical value D 5.99)

Group Year Ǫ SE �2

TI 2000 1.75 0.051 0.84
2006 1.67 0.057 5.62
Equilibrium 2.07 0.081 2.11

OE 2000 1.67 0.037 2.15
2006 1.61 0.038 0.56
Equilibrium 1.64 0.042 0.33

introduced and implemented on grouped data of income distribution by Feser and
Ronchetti (1997). OBRE has the advantage to be a robust estimator against small
perturbations in the model. Assumed a cumulative distribution function F� for the
random variable X , the estimator is the solution in � of

IX
iD1

 i .�/p
	
i D 0 (5)

where  i is an suitable function of the observed frequency in the i -th state, 	 is
an arbitrary parameter (for the functional form of  i.�/ and the best choice of
	 see Feser and Ronchetti (1997)) and pi is the theoretical relative frequency of
the i -th state calculated using F� . We established the tail threshold as the number
of the states on whom the Pareto 1 is fitted with a p-value smaller than 5%.
Using this rule, this distribution is fitted to the last three states of 2000, 2006 and
equilibrium distribution resulting from the MS, which include 2.92%, 2.66% and
2.25% units of the whole set of overall economy, and 9.33%, 6.93% and 4.42% of
the textile industry. The ˛ estimates obtained through OBRE, and the corresponding
standard errors, are reported in Table 11, for the choice 	 D 2 (which is the best
choice in terms of �2-value though, varying 	 , the estimated Ǫ is very stable).
Compared with tail of the textile 2006 distribution, the estimates calculated on the
tail of the equilibrium distribution of the same industry reveal a slight decrease of
concentration.

4 Conclusions

In this work we studied the dynamics (in terms of number of workers) of firms
belonging to the industrial District of Prato. According to its ability to take into
account some firms heterogeneity, we investigated such dynamics by means of the
Mover Stayer model applied to two ASIA-ISTAT panel data concerning the overall
economy and the textile industry of the Provincia of Prato. The analysis shows
that:
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– The textile industry is affected by a relevant downsizing of the firm size.
– Such a downsizing takes place through a slight decrease of concentration.
– The mentioned changes do not seem to spread to the overall economy.

Further research will follow two different directions: from the methodological
point of view we are interested in the continuous time version of MS, and in
the development of more robust statistical tools, based on the transition matrices,
to check the goodness of fit of the models and to compare the dynamics of different
populations. On the other hand, from the economical point of view, it could be
relevant to verify if the presence of downsizing remarked by Baumol et al. (2003)
for United States is confirmed in the Italian industry, for example comparing several
industrial Districts. The separate analysis of the service industry can be a further
topic to be investigated in order to verify this issue.
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Multiple Correspondence Analysis
for the Quantification and Visualization
of Large Categorical Data Sets

Alfonso Iodice D’Enza and Michael Greenacre

Abstract The applicability of a dimension-reduction technique on very large
categorical data sets or on categorical data streams is limited due to the required
singular value decomposition (SVD) of properly transformed data. The application
of SVD to large and high-dimensional data is unfeasible because of the very large
computational time and because it requires the whole data to be stored in memory
(no data flows can be analysed). The aim of the present paper is to integrate an
incremental SVD procedure in a multiple correspondence analysis (MCA)-like
procedure in order to obtain a dimensionality reduction technique feasible for the
application on very large categorical data or even on categorical data streams.

1 Introduction

In social, behavioural, environmental sciences as well as in marketing, a large
amount of information is gathered and coded in several attributes. In most cases
the aim is to identify pattern of associations among the attribute levels. A data-mart
selected from a categorical data base can be represented as a binary data matrix
whose rows correspond to records and whose columns correspond to the levels of
the attributes.

A well-known exploratory method to describe and visualize this type of data
is multiple correspondence analysis (MCA) (Greenacre 2007). MCA is widely
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applied in different fields: from marketing to social sciences, behavioural and
environmental sciences. MCA is the generalization of correspondence analysis
(CA) to more than two categorical variables. CA and MCA can be viewed as
an adaptation to categorical data of principal component analysis (PCA, Jolliffe
(2002)). As PCA, MCA aims to identify a reduced set of synthetic dimensions
maximizing the explained variability of the categorical data set in question. The
advantages in using MCA to study associations of categorical data are then to obtain
a simplified representation of the multiple associations characterizing attributes as
well as to remove noise and redundancies in data. The exploratory and visualization-
based approach characterizing MCA provides immediate interpretation of the
results.

Roughly speaking the MCA implementation consists of a singular value decom-
position (SVD) – or the related eigenvalue decomposition (EVD) – of properly
transformed data. The applicability of MCA on very large data sets or on categorical
data streams is limited due to the required SVD. The application of the SVD to
large and high-dimensional data is unfeasible since it requires a computational
time that is quadratic in the data size; furthermore the SVD input matrix must
be complete (no missings) and stored in memory (no data flows can be analysed)
(Brand 2003). Since the SVD characterizes many techniques aiming at dimension
reduction, noise suppression and clustering, many contributions in the literature
aim to overcome the SVD computational problem by updating the SVD incre-
mentally. For example Zhao et al. (2006) propose a scalable dimension-reduction
technique for continuous data such as incremental PCA that exploits SVD updating
procedures.

In some applications the data set to be analysed can be stratified in different
subgroups. The need for splitting data in chunks is two-fold: (a) if the amount of
data to analyse is very large, or data are produced at a high rate (data flows), it
can be convenient or necessary to process it in different “pieces”; (b) if the data in
question refer to different occasions or positions in time or space, a comparative
analysis of data stratified in chunks can be suitable.

The aim of the present contribution is to propose an MCA-like procedure
that can be updated incrementally as new chunks of data are processed. The
proposed procedure is obtained by integrating an incremental SVD with a properly
modified MCA procedure. The low-dimensional quantification and visualization
of categorical attributes via this MCA-like procedure is a promising approach to
investigate the association structures and for fast clustering purposes.

The present paper is structured as follows: in Sect. 2 the motivation of stratifying
data into chunks is described; Sect. 2.1 briefly recalls the computations of MCA
and in Sect. 2.2 some options are recalled to study the association structures along
the different chunks. Section 3 contains a description of the basic procedure for
incremental SVD. Section 4 described the modification to the MCA procedure
necessary to embed the incremental SVD procedure. An application is proposed
in Sect. 5 and a last section is dedicated to future work.
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2 Multiple Correspondence Analysis of Data Chunks

The stratification of a data set into different chunks can be performed for computa-
tional reasons, when the data set is too large to be analysed as a whole. Depending
on the context, chunks can be defined according to an external criterion, related
to time or another characteristic. For example, consider the market basket analysis
framework. Since the aim is to study the buying behaviours of customers, then a
suitable task is to monitor customer choices along weeks or months, as well as to
appreciate customer reactions to promotion policies. Chunks are determined in this
case according to time or to different promotions on products.

Furthermore, in evaluating higher-education systems, CA or MCA can be
suitably applied to analyse student careers (with attribute levels indicating whether
or not an examination is passed): the stratification in this case could be used to
compare the overall behaviour of students from different universities or at different
academic years. Further applications involving large amounts of categorical data are
in text mining and web-clickstream analysis among others.

2.1 Computations of Multiple Correspondence Analysis

Let us consider a data-mart resulting from the selection of n records andQ attributes
from a categorical data base. Let Jq , q D 1; : : : ;Q, be the levels of each categorical
attribute. The indicator matrix Z has n rows and J columns, where J DPQ

qD1 Jq .
The general element is zij D 1 if the i th record assumes the j th attribute level,
zij D 0 otherwise.

Two possible approaches to MCA consist of the application of CA algorithm to
the indicator matrix Z and to the Burt matrix C D ZTZ (see appendix of Greenacre
and Blasius (2006) for details). Let us briefly recall the computations based on the
Burt matrix: let the correspondence matrix be P D C

.n�Q2/
, with .n � Q2/ being

the grand total of C. Let the vector r contain the row sums of P, which are also
column sums since P is symmetric. In MCA, as well as in CA, the association
structure is revealed by performing a SVD (or equivalently EVD, in this particular
case) of the standardized residuals matrix

S D D�1=2
r

�
P � rrT

�
D�1=2
r (1)

where Dr is the diagonal matrix of the elements of r. The general element of the S
matrix is then

sij D .pij � ri rj /p
ri rj

: (2)



456 A.I. D’Enza and M. Greenacre

The SVD of S is
S D U˙UT (3)

where˙ is the diagonal matrix of singular values in descending order, and U is the
matrix of singular vectors, respectively. Note that only the J �Q positive singular
values are retained. The reduced space representation of row and column profiles is
obtained via the SVD results. In particular, the principal coordinates of the rows, or
columns since S is symmetric, are

F D D�1=2
r U˙: (4)

2.2 Evolutionary MCA Solutions

The exploratory study of association of multiple categorical data chunks can be
approached in different ways. The most basic and straightforward way is to perform
a MCA on each data chunk. In this case, however, each MCA solution refers to a
single chunk and a comparison among the solutions is difficult, since the displays
refer to different subspaces.

An important option is the three-way correspondence analysis (Carlier and
Kroonenberg 1996) for the analysis of three-way contingency tables. Although
this approach is particularly useful in studying association structures at different
occasions, chunks are supposed to have same size in order to consider cubes of
data. A further approach exploiting some of the properties of CA (and MCA)
aims at a comparative study of association structures. Once a chunk (or a set
of chunks) is selected as a reference analysis, further chunks are projected as
supplementary information, as proposed by Iodice D’Enza and Palumbo (2007,
2009) and Palumbo and Iodice D’Enza (2009). This approach allows a direct
comparison among the displays of the chunks since they all refer to the same
reference subspace. The weakness of this approach is in the prominence of the
associations characterizing the reference chunks: the resulting subspace is constant
and it conditions all the further visualizations. Then a quite natural step forward is
to update the reference MCA solution incrementally as new chunks are processed
in order to have a comparable and updated subspace of projection.

3 Enhanced Methods for SVD

The SVD is computed via a batch time algorithm with a computational complexity
O
�
nQ2 C n2QCQ3

�
, (Golub and van Loan 1996): then SVD becomes unfeasible

as the values of n and Q increase. Furthermore, because all of available data are
necessary to obtain the decomposition, it cannot be suitably applied to data flows.

The contribution can be roughly categorized in batch methods and incremental
methods. The batch methods aim to reduce the computational effort of the SVD
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extending its applicability: the Lanczos bilinear diagonalization methods (Baglama
and Reichel 2007) represent a relevant example of such a contribution.

The incremental approach aims to update an existing SVD solution when new
data comes in. These methods have the advantage over the batch methods as they
can be applied to subsequent chunks of data without the need to store the previously
analysed data in memory. This has motivated the description of numerous SVD
updating methods, e.g., the contribution by Businger (1970) and by Bunch and
Nielsen (1978). The SVD update process, although of high complexity, presents
several advantages. Most updating procedures rely on the dominant SVD which
is a decomposition retaining the r largest singular values and the related singular
vectors: this is done in order to reduce the overall computational complexity.
Examples of such procedures are in the proposals by Chandrasekaran et al. (1997),
Levy and Lindenbaum (1998), Chahlaoui et al. (2001), Kwok and Zhao (2003) and
Brand (2003, 2006). These methods approximate the dominant SVD after a single
scan of the matrix, and they maintain only a low-rank factorization: that is, these
methods are able to approximate the SVD using less memory and computation than
direct full-rank SVD methods (Baker et al. 2008).The reference procedure is the
online SVD proposed by Brand (2003; 2006) for updating the decomposition when
additive modifications occur on the starting data matrix: this kind of modification is
particularly useful in embedding the SVD updates in a MCA procedure. The main
steps of the procedure are described in Sect. 3.1.

3.1 Incremental SVD Procedure

In the present paper we refer to the online SVD procedure proposed by Brand (2003)
in the context of recommender systems. Consider a n � p continuous data matrix
X and its rank-r SVD (U˙VT) representing an approximation of X according to
the r highest singular values. Let A and B be two modification matrices with c
columns each and n and p rows, respectively. The aim is to obtain the SVD of
XC ABT by updating U, ˙ and V. The detailed explanation of the procedure is in
the contributions by Brand, in the appendix of Brand (2003) and in Brand (2006).
Here follow the most relevant steps:

(a) Perform a modified Gram-Schmidt procedure for the QR decomposition as
follows:

ŒU A�
QR! ŒU PA�

�
I UTA
0 RA

�
;

ŒV B�
QR! ŒV PB�

�
I VTB
0 RB

�
I (5)
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note that the QR decomposition factorize a matrix into an orthogonal matrix
and an upper triangular matrix. The matrices PA;QA;PB;QB are blocks of the
matrix resulting from the QR decompositions.

(b) Consider the following matrix

K D
�
˙ 0
0 0

�
C
�

UTA
RA

� �
VTB
RB

�T

(6)

and compute the rank-.r C c/ SVD of K

K D U
0

˙
0

V
0T: (7)

(c) The SVD of XC ABT is obtained as

XC ABT D
�
ŒU PA�U

0

�
˙

0

�
ŒV PA�V

0

�T D U
00

˙
0

V
00T: (8)

The matrix X has the same singular values as K whereas the left and right
singular vectors depend on both the corresponding singular vectors of the matrix
X (U and V) and those of the matrix K (U0 and V0). Note that the procedure
requires a rank-.r C c/ SVD of K instead of a rank-r SVD of a pre-updated
matrix X. However, as pointed out by Brand (2006), the matrix K is sparse and
highly structured, so it is easily diagonalized. Furthermore, the SVD update
does not require the starting matrix X to be kept in memory, only the starting
SVD and A and B matrices are needed.

4 Update of MCA-Like Results

In order to integrate the SVD update procedure in MCA it is necessary to define both
A and B matrices to reflect new upcoming data. In particular, let the starting matrix
be X D S, the original matrix of standardized residuals. A and B must be such that
ABT contains the additive modifications of S when new rows of Z are added. Let ZC
be the indicator matrix of upcoming data and let CC D ZCTZC the corresponding
Burt matrix. Since

�
Z

ZC
�T �

Z
ZC
�
D CC CC

the aim is to properly transform CC to update the starting matrix S. Let nC be the
number of added rows, with

�
.nC nC/ �Q2


being the updated grand total. Define

the correspondence matrix update as
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PC D CC

.nC nC/ �Q2
: (9)

Let rC be the vector of rows (columns) margins of PC. The standardized residuals
updating matrix is

SC D D�1=2
r

�
PC � rCrCT

�
D�1=2
r : (10)

Note that the centring operators are the update of the margins, while the residuals
are divided by the original independence condition: this is done in order to keep the
updating quantity in the same scale as the original matrix S. This update does not
reconstruct exactly the standardized residual matrix. Then the modification matrices
to input in the SVD update are defined as

A D D�1=2
r

�
PC � rCrCT

�
and B D D�1=2

r :

The actual residuals are divided by the starting independent condition instead of the
updated one, this leads to some difference in the usual interpretation of the attribute
points on the map. In particular, the centring operator is updated, then the centre
of the map still represents the independence condition. The distance of the points
from the centre is still a weighed Euclidean metric, but it is not a chi-square distance,
since the weights are not updated. However, this affects the scale of the configuration
of points but not the relative position of the points.

5 Example of Application

The data set is taken from the multinational ISSP survey on environment in 1993
and it is provided with the R package ca (Nenadić and Greenacre 2007). The
number of considered attributes is Q D 7, the number of respondents is n D 871.
In particular, attributes correspond to four substantive questions from the ISSP
survey (see Table 1), then there are three demographic variables such as gender, age
and education. The total number of attribute levels is J D 34. The possible answers
to each question are: (1) strongly agree, (2) somewhat agree, (3) neither agree nor
disagree, (4) somewhat disagree, (5) strongly disagree (notice that it is usual practice
to not mix substantive and demographic variables as active variables, but we do so
here merely to illustrate the technical functioning of our procedure). Although the
data dimensionality is quite small, the aim is to show the procedure on real data
and compare the results with those of a regular MCA on the whole data matrix. In
order to update incrementally a starting solution we randomly selected n0 D 100

respondents. The remaining 771 respondents were treated as further information and
split into k D 10 chunks of approximately equal sizes.
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Table 1 The ISSP survey data set

Attribute n. of levels

A: We believe too often in science, and not enough in feelings and faith 5
B: Overall, modern science does more harm than good 5
C : Any change humans cause in nature, no matter how scientific, is likely to make
things worse

5

D: Modern science will solve our environmental problems with little change to
our way of life

5

Gender 2
Age 6
Education 6

0.0 0.2 0.4 0.6-0.2

0.3

0.2

0.1

0.0

-0.1

-0.2

-0.3

Fig. 1 Trajectories of the attribute points: starting, two intermediates and final positions

Figure 1 shows the trajectories of the attribute points: each broken line goes from
the starting position (corresponding to the first n0 respondents), then passes through
the third and the sixth intermediate frames and ends at the final position of the
corresponding attribute level. The attribute labels are placed at the end of the corre-
sponding trajectory. What Fig. 1 shows is that the amount of change in the attribute
level positions is proportional to their distance from the centre of the map. Since the
centre of the map corresponds to the independence condition, attributes placed close
to the centre of the map are characterized by a lower level of association with one
other. Then highly associated attribute levels are more “sensitive” to the new data
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Fig. 2 Solution of the incremental MCA-like procedure (left) and of the MCA (right)

being incorporated as their level of association is more likely to change. The evolu-
tionary structure of association could be better detected by a dynamic visualization,
showing the frame-by-frame configuration of points. As the trajectory shows, there
are some changes from one frame to another, but the overall structure of association
of the whole data set does not change in a relevant way. This is due to the fact that
there is a well-defined association structure underlying the data set in question.

Some further comments arise when comparing the incrementally updated solu-
tion with the MCA solution resulting for the analysis of the whole data set. In order
to ease the comparison, as Fig. 2 shows, we linked together the points corresponding
to the response “strongly agree” for each of the four substantive questions. We did
the same for the responses “neither agree nor disagree” and “strongly disagree”.
Looking at the three resulting polygons in the left- and right-hand side of Fig. 2
it can be seen that the relative positions of the polygons are fairly similar and they
present the “horse shoe” effect which is typical of CA and MCA. Although the com-
parability of the obtained result with MCA is a desirable feature, it has to be noted
that, in the case of the incremental MCA-like solution, the polygons are less spread
over the map compared to the MCA map. This is due to the update of the Burt matrix
(see formula (10)): in particular, for sake of comparability, the updating residuals are
standardized by the starting marginals, and this condition keeps the axis scale arti-
ficially fixed. This is not a desirable feature, so more enhanced updates are needed.

6 Future Work

The proposed approach is mainly aimed to extend the usability of a powerful
exploratory and visualization-based technique like MCA to a wider range of
application. Future developments are needed and further enhancements are possible,
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for example to enhance reconstruction of the updated standardized residual matrix.
Another development of the procedure will be to focus on the computations based on
the indicator matrix rather than the Burt matrix: this makes it possible to use lower
rank modifications of the SVD that require a lower computational effort. In order
to make more comparable the frame-by-frame visualizations the idea is to adopt
a Procrustean rotation matrix that compensates for the “rotation effect” due to the
subspace update. One last step is to exploit the SVD update to take missing values
into account.
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Multivariate Ranks-Based Concordance
Indexes

Emanuela Raffinetti and Paolo Giudici

Abstract The theoretical contributions to a “good” taxation have put the attention
on the relations between the efficiency and the vertical equity without considering
the “horizontal equity” notion: only recently, measures connected to equity (iniq-
uity) of a taxation have been introduced in literature. The taxation problem is limited
to the study of two quantitative characters: however the concordance problem can
be extended in a more general context as we present in the following sections. In
particular, the aim of this contribution consists in defining concordance indexes, as
dependence measures, in a multivariate context. For this reason a k-variate .k > 2/
concordance index is provided recurring to statistical tools such as ranks-based
approach and multiple linear regression function. All the theoretical topics involved
are shown through a practical example.

1 An Introduction to Concordance Index Problem

The issue of defining a concordance index often recurs in the statistical and econom-
ical literature. Although the presentation is general we will refer, for sake of clarity,
to the taxation example throughout: in particular, the concordance index is strictly
connected to the “horizontal equity” topic according to which people who own the
same income level have to be taxed for the same amount (see e.g. Musgrave 1959).

The analysis is focused on considering n pairs of ordered real values, .xi ; yi /,
i D 1; 2; : : : ; n, whose components describe measures of two quantitative variables
referred to each element of a statistical population: let us denote by X and Y the
income amount before taxation and the income amount after taxation. Our interest
is in defining the i -th individual rank with respect to variable X (denoted by r.xi /)
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and to variable Y (denoted by r.yi /). Furthermore, suppose that xi ¤ xj , yi ¤ yj ,
i ¤ j .

In a situation of perfect horizontal equity one can show that

r.xi / D r.yi /; i D 1; 2; : : : ; n (1)

whereas, in a situation of perfect horizontal iniquity, one gets

r.yi / D nC 1 � r.xi /; i D 1; 2; : : : ; n: (2)

Obviously the definition of the “horizontal equity” requires the existence of an
ordering among individuals before taxation and the knowledge of each individual
income amount after taxation. Furthermore, getting an equity index requires that the
available data are referred to the single considered units and not to grouped data
because these ones do not allow the identification of individuals reordering after the
taxation process. The purpose is then identifying an index able to stress potential
functional monotone relations between variables leading to study the degree of
concordance or discordance among the involved quantitative variables.

Statistical literature provides a wide set of association indicators such as the
Kendall-� , the Spearmann-� and the Gini index: as well known these indexes
assume values between �1 and C1 and, in particular one can show that they are
equal to

� 1, .8i/ if r.yi / D nC 1 � r.xi / (3)

C 1, .8i/ if r.xi / D r.yi /: (4)

These indexes, however, even if they are invariant with respect to monotone
transformations, are unfortunately based on observations ranks and the same ranks
can remain unchanged also after the redistribution process in spite of each individual
income extent is substantially changed.

For this reason one has to define equity measures based also on the considered
extent character: a possible solution to this problem can be identified in resorting to
the Lorenz curve and the dual Lorenz curve. In the taxation context the analysis is
limited to the bivariate case (see e.g. Muliere 1986): in the following sections we
consider the extension of this problem in a more general case when one considers
more than two variables.

Furthermore,R2 is not suited in this context as it looks for linear relationships.

2 Concordance Problem Analysis in a Multivariate Context

The objective of this analysis concerns the definition of concordance measures
in a multidimensional context: the study is then oriented to the achievement of a
concordance index in presence of a random vector .Y;X1;X2; : : : ; Xk/.
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The followed procedure is very simple and consists in applying a model able
to describe the relation among the target variable Y and the explanatory variables
X1;X2; : : : ; Xk: in order to define a concordance index in the hypothesis that the
dependent variable Y is conditioned by more than one explanatory variable, one can
recur to the multiple linear regression model (see e.g. Leti 1983). Thus the estimated
variable Y values can be obtained recurring to the following relation

E.Yi jX1;X2; : : : ; Xk/ D ˇ0 C ˇ1x1i C ˇ2x2i C : : :C ˇkxki D Oyi I (5)

obviously the gap between the observed value yi and the estimated value Oyi , where
i D 1; 2; : : : ; n, on the basis of the regression represents the residual deviance of
the model that has to be minimized (see e.g. Leti 1983).

2.1 Proposal: Multivariate Ranks-Based Approach

The starting point is based on building the response variable Lorenz curve, LY
(characterized by the set of ordered pairs .i=n; 1=.nMY /

Pi
jD1 y.j //, where y.i/

denotes the yi ordered in an increasing sense and MY is the Y mean) and the so
called dual Lorenz curve of the variable Y , L

0

Y , (characterized by the set of ordered
pairs .i=n; 1=.nMY /

Pi
jD1 y.nC1�j //, where y.nC1�j / denotes the yi ordered in a

decreasing sense) (see e.g. Petrone and Muliere 1992). The analysis proceeds in
estimating the variable Y values according to the multiple linear model application.
First of all we estimate the regression coefficients using the usual ordinary least
square method: the purpose is getting the estimated Y values, Oyi , for each i D
1; 2; : : : ; n.

Once computed the Oyi , one can proceed to the construction of the concordance
function based on ordering the Y values with respect to the ranks assigned to the
Oyi . Let us denote this ordering with .yi jr. Oyi // and, more specifically, by y�

i : the
set of pairs

�
i=n; 1=.nMY /

Pi
jD1 y�

j / defines the concordance curve denoted with
C.Y jr. Oyi //.

Through a direct comparison between the set of points that represent the Lorenz
curve, LY , and the set of points that represent the concordance curve, C.Y jr. Oyi //,
one can show that a perfect “overlap” is provided only if

iX
jD1

y.j / D
iX

jD1
y�
j for every i D 1; 2; : : : ; n; (6)

that is if and only if r.yi / D r. Oyi /: obviously, it implies that if the residual deviance
of the model decreases the concordance setting is attained due to the fact that the yi
preserve their original ordering also with respect to r. Oyi /.

The further comparison between the set of points that represent the Y dual Lorenz
curve, L

0

Y , and the set of points that represent the concordance curve, C.Y jr. Oyi //,
allows to conclude that there is a perfect “overlap” if and only if
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iX
jD1

y.nC1�j / D
iX

jD1
y�
j for every i D 1; 2; : : : ; n: (7)

Recalling the following inequalities

( Pi
jD1 y�

j �
Pi

jD1 y.j /Pn
jD1 y�

j D
Pn

jD1 y.j /

and ( Pi
jD1 y�

j �
Pi

jD1 y.nC1�j /Pn
jD1 y�

j D
Pn

jD1 y.nC1�j /

provided that
Pi

jD1 y.j / �
Pi

jD1 y�
j �

Pi
jD1 y.nC1�j / we have that LY �

C.Y jr. Oyi // � L0

Y , as also shown in Fig. 1.
A multivariate concordance index can be then provided: its expression is the

following

CY;X1;X2;:::;Xk D
Pn�1

iD1
˚
i=n� .1=.nMY //

Pi
jD1 y�

j

	
Pn�1

iD1
˚
i=n� .1=.nMY //

Pi
jD1 y.j /

	 W (8)

this index represents the ratio of Y and .Y jr. Oyi // concentration areas (Gini indexes):
the concordance index enable to express the contribution of the k explanatory
variables to the variable concentration. In particular the numerator of (8) describes

Fig. 1 Y Lorenz curve, Y dual Lorenz curve and concordance function
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the “gap” between the ordinates of points that lie on the egalitarian line and the
ordinates of points that lie on the concordance curve, provided that these points
have the same x-axis values: in the same manner the denominator of (8) defines
the “gap” between the ordinates of points that lie on the egalitarian line and the
ordinates of points that lie on the Y Lorenz curve.

Through some mathematical steps one can provide an alternative concordance
index expression:

CY;X1;X2;:::;Xk D
2
Pn

iD1 iy�
i � n.nC 1/MY

2
Pn

iD1 iy.i/ � n.nC 1/MY

: (9)

Proof. Let’s try to simplify (8) by operating both in the numerator and in the
denominator in the same manner.

After multiplying both the numerator and the denominator for nMY , and by
applying the products in (8) we get

CY;X1;X2;:::;Xk D
MY

Pn
iD1 i �

Pn
iD1

Pi
jD1 y�

j

MY

Pn
iD1 i �

Pn
iD1

Pi
jD1 y.j /

:

Since
Pn

iD1 i D n.nC1/
2

, one obtains

CY;X1;X2;:::;Xk D
n.nC 1/MY � 2Pn

iD1
Pi

jD1 y�
j

n.nC 1/MY � 2Pn
iD1

Pi
jD1 y.j /

: (10)

Finally, verified that
Pn

iD1
Pi

jD1 y�
j D

Pn
iD1.nC1�i/y�

j and
Pn

iD1
Pi

jD1 y.j / DPn
iD1.nC 1 � i/y.j / are jointly true, we have

nX
iD1

iX
jD1

y�
j D n.nC 1/MY �

nX
iD1

iy�
i (11)

which substituted in (10) gives directly

CY;X1;X2;:::;Xk�1
D 2

Pn
iD1 iy�

i � n.nC 1/MY

2
Pn

iD1 iy.i/ � n.nC 1/MY

: ut

Now
Pn

iD1 iyi is an arrangement increasing function. By arrangement we mean
a real valued function of a vector arguments in R

n that increases in value if the
components of the vector arguments become more similarly arranged (see e.g.
Muliere 1986). We can conclude that:

Remark 1. �1 � CY;X1;X2;:::;Xk�1
� C1.

Proof. It is sufficient to prove that
Pn

iD1 iy.i/ �
Pn

iD1 iy�
i . This can be proved, for

instance, directly by looking at the systems of equations of page 4: since
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iX
jD1

y�
j �

iX
jD1

y.j /

is intuitively true for all i , then we also have that

nX
iD1

iX
jD1

y�
j �

nX
iD1

iX
jD1

y.j /I

now, because of the aforementioned relationship (11) we have

n.nC 1/MY �
nX
iD1

iy�
i � n.nC 1/MY �

nX
iD1

iy.i/;

which gives
Pn

iD1 iy.i/ �
Pn

iD1 iy�
i . ut

Remark 2. CY;X1;X2;:::;Xk�1
D C1 if and only if concordance function overlaps with

the Lorenz curve.

Proof. Concordance function overlaps with the Lorenz curve if and only ifPi
jD1 y.j / D

Pi
jD1 y�

j ) r.yi / D r.y�
i / for every i D 1; 2; : : : ; n. ut

Remark 3. CY;X1;X2;:::;Xk�1
D �1 if and only if concordance function overlaps with

the dual Lorenz curve.

Proof. This remark can be proved, similarly to Remark 1, from the second system
of page 4 by first noticing that:

nX
iD1
.nC 1 � i/y.i/ D

nX
iD1

y.nC1�i /i

so
nX
iD1

iy.i/ D n.nC 1/MY �
nX
iD1

y.nC1�i /i

and therefore by applying this equivalence in the denominator of (8) we get an
equivalent formulation of the concordance index based on L

0

Y :

CY;X1;:::;Xk D
2
Pn

iD1 iy�
i � n.nC 1/MY

n.nC 1/MY � 2Pn
iD1 iy.nC1�i /

D � 2
Pn

iD1 iy�
i � n.nC 1/MY

2
Pn

iD1 iy.nC1�i / � n.nC 1/MY

:

Finally, since from the second system of equations of page 4 we have
Pi

jD1 y�
j �Pi

jD1 y.nC1�i /, 8i , then the result follows similarly to Remark 1 proof. ut
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An alternative concordance measure, which provides a measure of distance
between concordance function and the Y Lorenz curve, is the Plotnick indicator
(see e.g. Plotnick 1981) expressed by

I�
Y;X1;X2;:::;Xk

D
Pn

iD1 iy.i/ �
Pn

iD1 iy�
i

2
Pn

iD1 iy.i/ � .nC 1/
Pn

iD1 y.i/
: (12)

Furthermore, one can verify that:

I�
Y;X1;X2;:::;Xk

D 0, r. Oyi / D r.yi /)
nX
iD1

iy.i/ D
nX
iD1

iy�
i ; (13)

I�
Y;X1;X2;:::;Xk

D 1, r. Oyi / D nC1�r.yi /)
nX
iD1

iy�
i D

nX
iD1
.nC1� i/y.i/: (14)

2.2 Some Practical Results

Suppose to have data concerning 18 business companies three characters: Sales
revenues (Y ) (expressed in thousands of Euros), Selling price .X1/ (expressed in
Euros) and Advertising investments .X2/ (expressed in thousand of Euros). These
data are shown in Table 1.

Table 1 Data describing Sales revenues, Selling price and Advertising investments expressed in
Euros

ID Business company Sales revenues Selling price Advertising investments

01 350 84 45
02 202 73 19
03 404 64 53
04 263 68 31
05 451 76 58
06 304 67 23
07 275 62 25
08 385 72 36
09 244 63 29
10 302 54 39
11 274 83 35
12 346 65 49
13 253 56 22
14 395 58 61
15 430 69 48
16 216 60 34
17 374 79 51
18 308 74 50



472 E. Raffinetti and P. Giudici

Table 2 Results

Ordered yi r.yi / byi Orderedbyi r.byi / yi ordered by r.byi /
202 1 231.07 231.07 1 202
216 2 291.41 234.10 2 253
244 3 270.46 245.57 3 304
253 4 234.10 251.56 4 275
263 5 282.73 270.46 5 244
274 6 310.41 282.73 6 263
275 7 251.56 291.41 7 216
302 8 310.47 308.07 8 385
304 9 245.57 310.41 9 274
308 10 373.26 310.47 10 302
346 11 363.04 356.71 11 350
350 12 356.71 360.99 12 430
374 13 380.97 363.04 13 346
385 14 308.07 373.26 14 308
395 15 413.45 380.68 15 404
404 16 380.68 380.97 16 374
430 17 360.99 411.05 17 451
451 18 411.05 413.45 18 395

The model used to describe relations among the involved variables is based
on linear regression. The application of ordinary least square method leads to the
following estimated regression coefficients ˇ0 Š 98:48, ˇ1 Š 0:63, ˇ2 Š 4:57 so
the regression line is

Oyi D 98:48C 0:63x1i C 4:57x2i
Once getting the estimated Y values, we assign their ranks and finally order Y
values according to Oyi ranks. All the results are summarized in Table 2: through
all these information we can compute concordance index in a multivariate context
using (8) recalling that y�

i represent the Y variable values ordered with respect to
Oyi ranks. Concordance index assumes value 0.801 proving that there is a strong
concordance relation among the response variable Y and the explanatory variables
X1;X2: this conclusion is well clear in Fig. 1 where concordance curve (denoted
with the continuous black line), is very close to Y variable Lorenz curve (denoted
by the dash dot line). A further verification of this result is provided by the Plotnick
indicator (12), whose numerical value is very close to 0, meaning that the distance
between concordance function and Lorenz curve is minimum.

3 Conclusion

Through this analysis it has been proved that dependence study can be led in
terms of concordance and discordance topics: the choice of a linear regression
model is limited when one considers only quantitative variable. In the described
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context we referred to quantitative variables because we started from the source of
the concordance problem involving the income amount before and after taxation
intended as a quantitative character.

A future extension can regard the application of the concordance index analysis
in cases when one of the considered variable is binary and the adopted model is a
logistic regression.

Another important development is establishing if there exists a relation between
the determination coefficient, intended as a dependence measure in a linear regres-
sion model, and the concordance index: our further research, focused on this topic,
is in progress.
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Muliere, P.: Alcune osservazioni sull’equità orizzontale di una tassazione. Scritti in onore di

Francesco Brambilla. Ed. by Bocconi Comunicazione 2, (Milano, 1986)
Musgrave, R.A.: The Theory of Public Finance. New York, Mc Graw Hill (1959)
Petrone, S., Muliere, P.: Generalized Lorenz curve and monotone dependence orderings. Metron

Vol L, No. 3–4 (1992)
Plotnick, R.: A Measure of Horizontal Inequity. The review of Economics and Statistics, 2,

283–288 (1981)



Methods for Reconciling the Micro
and the Macro in Family Demography
Research: A Systematisation

Anna Matysiak and Daniele Vignoli

Abstract In the second half of the twentieth century, the scientific study of popu-
lation changed its paradigm from the macro to the micro, so that attention focused
mainly on individuals as the agents of demographic action. However, for accurate
handling of all the complexities of human behaviours, the interactions between
individuals and the context they belong to cannot be ignored. Therefore, in order
to explain (or, at least, to understand) contemporary fertility and family dynamics,
the gap between the micro and the macro should be bridged. In this contribution,
we highlight two possible directions for bridging the gap: (1) integrating life-course
analyses with the study of contextual characteristics, which is made possible by
the emergence of the theory and tools of multi-level modelling; and (2) bringing
the micro-level findings back to macro outcomes via meta-analytic techniques and
agent-based computational models.

1 The Need to Bridge the Gap Between the Micro and the
Macro Perspectives in Family Demography Research

After mid-twentieth century the scientific study of population changed its paradigm
from the macro to the micro so that the main focus of attention has been devoted
to individuals as the agents of demographic action. Event-history analysis was born
from the need to develop a comprehensive theoretical framework for studying events
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that occur within the life-course (Courgeau and Lelievre 1997). This new approach
led to a much wider set of research into human behaviours than classical macro-
demographic analysis. It also allowed to shift the research from the mere description
of phenomena to its interpretation, avoiding the risk of ecological fallacy (Salvini
and Santini 1999).

Apart from numerous benefits this shift from the macro to the micro brought also
some disadvantages. First, for many years the importance of the social and economic
context in which individuals live was disregarded and its potential effect on fertility
and family behaviours was ignored. Second, the improvement in the access to the
individual-level data and development of the techniques of event-history analysis
led to an explosion in the number of micro-level studies. These micro-level studies
are generally fragmented, however, and often provide contradictory results. Third,
more progress is needed as regards the inference about the macro-level outcomes
from the micro-level studies. Drawing conclusions from the micro-level studies
on macro-level phenomena risks atomistic fallacy as micro-level studies focus
often on a specific situation, constituting only a piece in the overall puzzle of
understanding contemporary fertility and family dynamics. Additionally, inference
can be complicated by possible interactions of micro-level processes.

Recently, a renewed interest in linking macro- and micro-level research has been
recorded in many disciplines of social science (e.g. Voss 2007). Scientists now
emphasize that bridging the gap between micro- and macro-approaches in family
demography research is a prerequisite for a deeper understanding of contemporary
fertility and family dynamics. This new trend is reflected in two international
demographic research projects conducted within the EU Framework Programmes:
Mic-Mac (Willekens et al. 2005) and Repro (Philipov et al. 2009).

Sharing this view, in this contribution we outline the directions for research
and the analytical methods which will facilitate successful reconciliation of the
micro and the macro in family demography research. In what follows we propose
to bridge the macro-to-micro gap by: (1) integrating life-course analyses with
contextual characteristics, feasible owing to the emergence of the theory and tools
of multi-level modelling; and (2) bringing the micro-level findings back to macro-
outcomes via meta-analytic techniques and agent-based computational models.
Before we proceed with our analytical suggestions, we briefly present the concept
of methodological individualism which initially drove the shift from the macro to
the micro level in family demography research.

2 Methodological Individualism

The major inference of methodological individualism is that understanding indi-
vidual behaviour is crucial for explaining the social phenomena observed at the
macro level. Various versions of this doctrine have developed across disciplines.
They range from the more extreme, which suggest that social outcomes are created
exclusively by individual behaviours, to the less absolute, which additionally assign
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an important role to social institutions and social structure (Udehn 2002). Such
a moderate version of methodological individualism was proposed by Coleman
(1990) and adopted in demography (De Bruijn 1999: 19–22).

According to Coleman, the relation between an individual and society runs both
from the macro to the micro level and from the micro to the macro level. There are
three mechanisms corresponding to this process are: (1) the situational mechanism
in which context influences individual background; (2) the action formation mech-
anism within which individual background affects individual behaviour; and (3)
the transformational mechanism which transforms individual actions into a social
outcome (see also Hedström and Swedberg 1999; Billari 2006).

Individual life choices are at the centre of this theoretical model. Individuals do
not live in a vacuum, however, but are embedded in a social environment – i.e.,
in a macro-context. This context is a multi-level and multidimensional “structure
of institutions that embody information about opportunities and restrictions, con-
sequences and expectations, rights and duties, incentives and sanctions, models,
guidelines, and definitions of the world” (De Bruijn 1999: 21). Such information
is continuously being transmitted to individuals who acquire, process, interpret,
and evaluate it. In this way, the context influences people’s life choices, reflected
in occurrence or non-occurrence of demographic events, which are subsequently
transformed into a social outcome that is observed at the macro level.

An improvement in the availability of longitudinal data as well as the develop-
ment of event-history analysis tools allowed social researchers to achieve a deeper
insight into the action-formation mechanism, or at least into the manner in which
the individual background influences people’s behaviours. Much less attention has
so far been paid to exploring the situational and transformational mechanisms.
Below we elaborate on ways these macro-to-micro and micro-to-macro gaps can
be closed in empirical research by using the most suitable analytical methods
available. Alongside the presentation of these methods, we document a series of
examples from literature. For consistency in the general reasoning of this paper, all
illustrations refer to the field of family demography.

3 Bridging the Macro-to-Micro Gap: Multi-Level
Event-History Analyses

Life-course theory and event-history techniques, which aim to explore people’s life
choices, have become standard practice in family and fertility research. However,
these approaches ignore the fact that individuals are by their very nature nested
in households, census tracts, regions, countries, etc., and that these situational
contexts affect people’s decisions. In light of the conceptual framework proposed
by Coleman (1990), this significantly limits our ability to understand human
behaviours (Pinnelli 1995; De Rose 1995; Blossfeld 1996; Santini 2000; Rosina
and Zaccarin 2000).
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Furthermore, such approaches also cause technical problems, as applying
single-level models to hierarchically structured data leads to a bias in the model
estimates. The reason for this is that single-level models assume the independence
of observations which are in fact dependent, as they are nested within one unit.
For instance, households residing within the same neighbourhood are likely to have
similar characteristics.

The most influential approach that has been created to account for the hierarchi-
cal structure of the data is multi-level modelling. Multi-level models see individuals
as behavioural agents, embedded in social units (tracts, regions, countries, etc.).
They allow the analyst to detect the effect of the context on individual behaviour as
well as to identify the macro-characteristics which are mainly responsible for the
contextual effect (Borra and Racioppi 1995; Micheli and Rivellini 2000; Zaccarin
and Rivellini 2002). The natural implication of these methods is that they blur the
artificial boundaries between micro and macro analyses (Voss 2007). Multi-level
event-history analysis in particular represents a challenging and so far not much
explored opportunity for bridging the gap between analysis of events unfolding over
the life-course (the micro approach) and the contextual (macro) approach in family
demography research. However, while the methods (and corresponding software
packages) are relatively well-established, data availability is a critical point.

In order to conduct a multi-level event-history analysis, longitudinal individual
data should be linked with the time-series of contextual indicators. This requires
data on the migration histories of the individuals, together with all their other life-
course careers, as well as time-series data for contextual indicators. Consequently,
this method has so far mainly been employed on cross-sectional data.

Only recently have some researchers started to investigate the influence of macro-
level factors on family-related behaviours from a longitudinal perspective. Still
fewer have allowed for a hierarchical structure by taking into account the unob-
served community-level factors or even by introducing some contextual indicators
into models in order to explicitly study their impact on family-related behaviours.
As an example we refer to the study by Adserà (2005), who used a multi-level
event-history model in order to explore the impact of regional unemployment on
childbearing, employing data from the European Community Household Panel
(ECHP 1994–2001). The study was conducted on a pooled dataset for thirteen
European countries and included information on the country-level gender unem-
ployment gap and the long-term unemployment rate, which was introduced into the
model on a higher level than the individual one. Adserà’s results clearly indicate that
a higher gender gap in unemployment and a higher long-term unemployment rate
slow down the transition to motherhood and higher order births.

To summarise, the existing macro-to-micro studies generally make use of data
from a national, a regional, or even a municipal level. The available literature
not only indicates the differences between countries or regions in the timing of
fertility or in fertility intentions, but also demonstrates that a proper accounting for
context may change the influence of individual-level factors (Philipov et al. 2009).
Consequently, future research should give better recognition to multi-level event-
history approaches.
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4 Bridging the Micro-to-Macro Gap: Meta-Analyses
and Agent-Based Computational Models

Despite the problems with data availability, the contextual influence on action
formation is already quite well understood. By contrast, the transformational mech-
anism (the transfer from the micro to the macro level) is as yet largely unexplored.
At the same time, the rapid development of micro-level studies increases the need
to summarize the existing individual-level empirical evidence and to relate them to
the macro-level outcomes. In this section, we elaborate on two possible ways of
bridging the micro-macro gap from the bottom up, namely meta-analysis and agent-
based computational models.

4.1 Meta-Analytic Techniques

Meta-analysis, also referred to as a quantitative literature review, can facilitate draw-
ing general conclusions from micro-level findings. This methodology, relatively new
in the social sciences, was developed in order to synthesise, combine and interpret
a large body of empirical evidence on a given topic. It offers a clear and systematic
way of comparing results of different studies, standardised for the country analysed,
the method applied, the control variables employed, the sample selected, etc.

In order to conduct a meta-analysis, papers researching a topic of interest
are collected in a systematic manner. Estimated coefficients are selected across
studies and recalculated in a standardised way into comparable indicators (i.e.
effect sizes). The effect sizes constitute the units of statistical analysis, and can be
combined into single summary indicators or analysed using regression techniques.
The quintessence of this approach is quantifying the effect of interest on the basis
of the available micro-level empirical studies.

Meta-analysis has only recently been adopted in family demography research.
The very few such studies in this field include meta-analyses of: the aggregate
relationship between a population’s age structure and its fertility as hypothesised
by Easterlin (Waldorf and Byun 2005), the impact of modernisation and strength of
marriage norms on divorce risks in Europe (Wagner and Weiss 2006), and the micro-
level relationship between fertility and women’s employment in industrialised
economies (Matysiak and Vignoli 2008). In order to give a better insight into
the meta-analysis method, we elaborate shortly on the meta-study by Matysiak
and Vignoli (2008). It aimed to synthesise micro-level findings on the relationship
between fertility and women’s employment in industrialised economies. Two effects
were analysed: that of women’s work on fertility (90 studies) and that of having
young children on women’s employment entry (55 studies). The authors found
that the micro-level relationship between the two variables is still negative, but its
magnitude varies across countries, differing in their welfare policies, the labour
market structures and the social acceptance of women’s work. This variation in
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the magnitude of the micro-level relationship explains the existence of the positive
cross-country correlation between fertility and women’s labour supply, which has
been observed in OECD countries since the mid-1980s (Engelhardt et al. 2004).

Meta-analysis certainly is a useful tool for summarising and synthesising the
abundant micro-level research. Its unquestionable strength is that effect estimates
produced within its framework have higher external validity than those obtained
in individual studies owing to the generality of results across various research
papers (Shadish et al. 2002). Nevertheless, a weakness of this method lies in the
assumption that the micro-to-macro transformation can be achieved through a sim-
ple summation of individual-level actions into a macro-level outcome. According
to Coleman (1990), the complex interactions between and within social groups, as
well as the heterogeneity of individuals, preclude such a simple aggregation. Since
demographic choices are made by interacting and heterogeneous individuals, this
assumption, implicit in meta-analysis, may not be valid.

4.2 Agent-Based Computational Models

Agent-based computational models come as a solution to this problem. They seem
to be the most powerful tool which is available for transforming the micro results to
the macro-level outcomes and which allows to account for heterogeneity among
individuals and for the complexity of individual-level interactions (Billari and
Ongaro 2000; Billari 2006). It includes micro-simulation, which models macro
processes on the basis of empirical models (i.e. event-history models, or even mul-
tilevel event-history models), as well as formal models of demographic behaviours,
which operationalise decision-making processes at the micro level and simulate
their outcomes in terms of macro-level indicators. The additional advantage of
agent-based computational models is that they allow study of the impact of policy
interventions on demographic behaviours, taking into account policy side effects
as well as the interactions of policy with other elements of the social system (Van
Imhoff and Post 1998). Below we give one example of micro-simulation that was
run with the goal of, among others, assessing the macro-level consequences of an
increase in women’s employment on fertility (Aassve et al. 2006).

The first study was conducted in two steps. First, using the British Household
Panel Study, the authors estimated a multi-process hazard model of five interdepen-
dent processes: childbirth, union formation, union dissolution, employment entry,
and employment exit. They found the employment parameter in the fertility equation
to be strongly negative. The micro-simulation conducted in the second step showed,
however, that increasing the hazard of employment entry by 10% and decreasing
the hazard of employment exit by another 10% led to a decline in the proportion
of women having their second child before the age of 40 by only 0.2% points. This
was much less than one could have expected from the analysis of the parameter
estimates in the fertility equation. The underlying reason was that employment
affected fertility also in an indirect way: it had a positive impact on the time spent
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in a union, which in turn facilitated childbearing. In short, the negative direct and
the positive indirect effect of employment on fertility cancelled each other out,
resulting in very small general effects of employment on fertility. This study clearly
demonstrated that interpreting parameters from a hazard model alone is not enough
to conclude on the subsequent macro-level developments. The interactions between
the processes should also be taken into account.

5 Towards an Empirical Implementation of the Theoretical
Model: Implications for Data Collection and an Avenue
for Future Research

The concepts and relationships presented in this paper are summarised in Fig. 1,
which illustrates the theoretical model of methodological individualism in the
context of family demography research (see also Muszyńska 2007: 169; Philipov
et al. 2009: 17). The scheme of the theory is supplemented with information on
analytical methods that could support formation of a comprehensive explanation of
the mechanisms and factors driving change in family-related outcomes, as observed
at the macro-level. In short, multi-level event-history models are suggested for
operationalising the situational and action formation mechanisms, while meta-
analyses and agent-based computational models are viewed to be the most suitable
for quantifying the transformational mechanism.

We believe that in the future it will be possible to implement this full theoretical
model in a single study in the field of family demography. The major challenge
to be faced at that stage will be collection of suitable data. Today, in fact, the
gap between the analytical tools available and the proper data seems to be the
most important barrier preventing population scientists from following the research
framework suggested. Conducting a multi-level event-history analysis requires data
on the migration histories of individuals together with all other life-histories,

Fig. 1 Theoretical model for the explanation of family and fertility dynamics complemented with
the most suitable methods for its implementation
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as well as time-series contextual data. Similarly, performing a micro-simulation
requires information on several individual life-histories that are often closely
connected. To date, such data are not available. It should be noted, however, that
substantial advancement in this direction has been made within the Generations
and Gender Programme (GGP) (Vikat et al. 2007; Kveder 2009). Its international
harmonised database will include individual life-histories of respondents residing
in over twenty developed countries. It will additionally be supplemented by the
Contextual Database, which contains high quality data at the national or regional
level (Spielauer 2006). Furthermore, other contextual indicators can be found in the
Family Database developed by the OECD or in the EDACWOWE Portal developed
within the RECWOWE (Reconciling work and welfare in Europe) project. A serious
drawback of the GGP is its very limited scope of information on migration histories
of the respondents, which impedes the possibilities of linking the longitudinal
individual data with the time-series of contextual indicators. In future data collection
programmes, care should be taken to eliminate this shortcoming.
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J. M., MacDonald, A., Neyer, G., Pailhé, A., Pinnelli, A., Solaz, A.: Generations and Gender
Survey (GGS): Towards a better understanding of relationships and processes in the life course.
Demographic Research, 17, Article 14, 389–440 (2007).

Voss, P.: Demography as a Spatial Social Science, Population Research and Policy Review, 26(4),
457–476 (2007).

Wagner, M., Weiss, B.: On the Variation of Divorce Risks in Europe: Findings from a Meta-
Analysis of European Longitudinal Studies. European Sociological Review, 22(5), 483–500
(2006).

Waldorf, B., Byun, P.: Meta-analysis of the impact of age structure on fertility. Journal of
Population Economics,18, 15–40 (2005).

Willekens, F. J.: Understanding the interdependence between parallel careers. In Siegers, J.J.,
de Jong-Gierveld, J., van Imhoff, E. (Eds.). Female labour market behaviour and fertility:
A rational-choice approach. Berlin: Springer (1991).



484 A. Matysiak and D. Vignoli

Willekens, F. J.: The life-course approach: Models and analysis. In Van Wissen, L. J. G., Dykstra,
P. A. (Eds.) Population issues. An interdisciplinary focus, Dordrecht: Kluwer Academic
Publishers (1999).

Willekens, F., de Beer, J., van der Gaag, N.: MicMac From demographic to biographic forecasting.
Paper prepared for presentation at the Joint Eurostat-ECE Work Session on Demographic
Projections, September 21-23, 2005, Vienna (2005).

Zaccarin, S., Rivellini, G., Multilevel analysis in social research: An application of a cross-
classified model. Statistical Methods & Applications, 11, 95–108 (2002).


	Advanced Statistical Methods for the Analysis of Large Data-Sets
	Editorial
	Preface
	Contents
	Part I Clustering Large Data-Sets
	Part II Statistics in Medicine
	Part III Integrating Administrative Data
	Part IV Outliers and Missing Data
	Part V Time Series Analysis
	Part VI Environmental Statistics
	Part VII Probability and Density Estimation
	Part VIII Application in Economics
	Part IX WEB and Text Mining
	Part X Advances on Surveys
	Part XI Multivariate Analysis



