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trous impacts on the future of our planet.

x Acknowledgment and How to Cite



List of Contributors

Frank Ackerman
Synapse Energy Economics, Cambridge, Massachusetts, United States of America

Hashem Akbari
Lawrence Berkeley National Laboratory

Kalyan Annamalai
Paul Pepper Professor of Mechanical Engineering, MEOB 307, Texas A&M University, College Sta-
tion, Texas, USA

Johann Antoine
International Centre for Environmental and Nuclear Sciences, University of the West Indies, Kingston, 
Jamaica

Tiberiu Apostol
Prof., Power Engineering Faculty, University POLITEHNICA of Bucharest, Romania 

Adrian Badea
Prof. Power Engineering Faculty, University POLITEHNICA of Bucharest, Romania

David J. Beerling
Department of Animal and Plant Sciences, University of Sheffield, Sheffield, South Yorkshire, United 
Kingdom

M. Catrambone
CNR-Institute of Atmospheric Pollution Research, Italy

G. Cattani
ISPRA, Italian National Institute for Environmental Protection and Research, Italy

Alessandro Chistè
M. Sc., Engineering Faculty Civil and Environmental Dep., University of Trento, Italy

Simona Ciuta
PhD, Power Engineering Faculty, University POLITEHNICA of Bucharest, Romania 



xii List of Contributors

Tom S. Clark
Principal Consultant (Carbon and Sustainability Consulting) WorleyParsons/Level 7, 250 St Georges 
Terrace, Perth 6000 Western Australia, Australia

Jaliliantabar Farzad
M.Sc. Students of Mechanics of Agricultural Machinery Department, Razi University of Kermanshah, 
Iran

A. Fino
CNR-Institute of Atmospheric Pollution Research, Italy

Charles Grant
International Centre for Environmental and Nuclear Sciences, University of the West Indies, Kingston, 
Jamaica

James Hansen
Earth Institute, Columbia University, New York, New York, United States of America

Paul E. Hardisty
Global Director, EcoNomics™ & Sustainability, WorleyParsons/Level 7, 250 St Georges Terrace, Perth 
6000, Western Australia, Australia and Visiting Professor, Department of Civil and Environmental Engi-
neering, Imperial College, London/Exhibition Road, South Kensington, London SW7 2AZ, UK

Paul J. Hearty
Department of Environmental Studies, University of North Carolina, Wilmington, North Carolina, 
United States of America

Rabbani Hekmat
Assistant professor of Mechanics of Agricultural Machinery Department, Razi University of Kerman-
shah, Iran 

Yasuhiro Hirai 
Environmental Preservation Research Center, Kyoto University

Ove Hoegh-Guldberg
Global Change Institute, University of Queensland, St. Lucia, Queensland, Australia

Robert W. Howarth
Department of Ecology and Evolutionary Biology, Cornell University, Ithaca, NY 14853

Shi-Ling Hsu
College of Law, Florida State University, Tallahassee, Florida, United States of America



List of Contributors xiii

Robert G. Hynes
Principal Consultant (Carbon and Sustainability Consulting), WorleyParsons/Level 10, 141 Walker 
Street, North Sydney 2000, New South Wales, Australia

Gabriela Ionescu
Dr., Dept. of Energy Production and Use, POLITEHNICA University of Bucharest, Romania

Anthony Ingraffea
School of Civil and Environmental Engineering, Cornell University, Ithaca, NY 14853, USA

Snehal S. Jadav
Agricultural & Food Engineering Department, Indian Institute of Technology

Prakash C. Jena
Agricultural & Food Engineering Department, Indian Institute of Technology

Nnenesi Kgabi
Department of Civil and Environmental Engineering, Polytechnic of Namibia, Windhoek, Namibia

Pushker Kharecha
Earth Institute, Columbia University, New York, New York, United States of America and Goddard 
Institute for Space Studies, NASA, New York, New York, United States of America

Ronnen Levinson
Lawrence Berkeley National Laboratory

Valerie Masson-Delmotte
Institut Pierre Simon Laplace, Laboratoire des Sciences du Climat et de l’Environnement (CEA-
CNRS-UVSQ), Gif-sur-Yvette, France

Takeshi Matsuda
Environmental Preservation Research Center, Kyoto University

Lorestani Ali Nejat
Assistant professor of Mechanics of Agricultural Machinery Department, Razi University of Kerman-
shah, Iran

Camille Parmesan
Marine Institute, Plymouth University, Plymouth, Devon, United Kingdom and Integrative Biology, 
University of Texas, Austin, Texas, United States of America

Javadikia Payam
Assistant professor of Mechanics of Agricultural Machinery Department, Razi University of Kerman-
shah, Iran 



xiv List of Contributors

N. Pirrone
Director of CNR-Institute of Atmospheric Pollution Research, Italy

Elena Cristina Rada
Ass. Researcher, Engineering Faculty, Civil and Environmental Dep., University of Trento, Italy 

Marco Ragazzi
Associate Prof., Engineering Faculty, Civil and Environmental Dep., University of Trento, Italy

Hifjur Raheman
Agricultural & Food Engineering Department, Indian Institute of Technology

Gholami Rashid
M.Sc. Students of Mechanics of Agricultural Machinery Department, Razi University of Kermanshah, 
Iran

Johan Rockstrom
Stockholm Resilience Center, Stockholm University, Stockholm, Sweden

Eelco J. Rohling
School of Ocean and Earth Science, University of Southampton, Southampton, Hampshire, United 
Kingdom and Research School of Earth Sciences, Australian National University, Canberra, ACT, 
Australia

Jeffrey Sachs
Earth Institute, Columbia University, New York, New York, United States of America

Shin-ichi Sakai
Environmental Preservation Research Center, Kyoto University

Renee Santoro
Department of Ecology and Evolutionary Biology, Cornell University, Ithaca, NY 14853

Makiko Sato
Earth Institute, Columbia University, New York, New York, United States of America

Marco Schiavon
M. Sc., Engineering Faculty Civil and Environmental Dep., University of Trento, Italy

Pete Smith
University of Aberdeen, Aberdeen, Scotland, United Kingdom

Konrad Steffen
Swiss Federal Institute of Technology, Swiss Federal Research Institute WSL, Zurich, Switzerland



List of Contributors xv

M. Strincone
CNR-Institute of Atmospheric Pollution Research, Italy

Werner Tirler
Dr., Eco-Research Srl Bolzano, Italy 

Marco Tubino
Prof., Engineering Faculty, Civil and Environmental Dep., University of Trento, Italy 

Lise Van Susteren
Center for Health and the Global Environment, Advisory Board, Harvard School of Public Health, 
Boston, Massachusetts, United States of America

Karina von Schuckmann
L’Institut Francais de Recherche pour l’Exploitation de la Mer, Ifremer, Toulon, France

Junya Yano
Environmental Preservation Research Center, Kyoto University

James C. Zachos
Earth and Planetary Science, University of California, Santa Cruz, CA, United States of America

Dino Zardi
Prof., Dr., Dept. of Civil and Environmental Engineering, University of Trento, Trento, Italy 



http://taylorandfrancis.com


Air quality has a significant impact on human health. Assessing air pollu-
tion in complex morphologies has become an important issue in order to 
implement mitigation measures and limit emissions from the most rele-
vant sources, such as waste incineration, traffic emissions, emissions from 
fuel and electricity production, and household emissions. These pollutants 
result in adverse health effects, material damage, damage to ecosystems, 
and global climate change.

Accurate assessments are the foundation for effective mitigation 
measures. Addressing these impacts requires an understanding of both 
the emission sources and the processes that transform the emissions in 
the atmosphere. For example, emissions from diverse sources contribute 
to the photochemical formation of secondary pollutants, such as tropo-
spheric ozone and secondary particulate matter, with established impacts 
on health, livelihoods and the climate.

Air pollution engineering consists of two major components: (1) air 
pollution control and (2) air-quality engineering. Air pollution control 
focuses on the fundamentals of air pollutant formation in process tech-
nologies and the identification of options for mitigating or preventing 
air pollutant emissions. Air quality engineering deals with large-scale, 
multi-source control strategies, with focus on the physics and chemistry 
of pollutant interactions in the atmosphere. The articles in this compen-
dium contain recent research in both areas.

—Marco Ragazzi

Heavy metals can cause adverse effects to humans, animals and ecosys-
tems due to their bioavailability and toxicity in various environmental 
compartments. In the last decades, many policy strategies and measures 

Introduction
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have been taken at global, regional and local level in relation to heavy 
metals, due to their adverse effects and ability to be transported over long 
distances. Several EU measures have been adopted in order to control the 
pollution from heavy metals in the main sectors. Chapter 1, by Strincone 
and colleagues, will provide an overview of trends of emissions, air con-
centrations and atmospheric depositions of heavy metals in Italy and of the 
main relevant EU legislation and its goals (Directives on paints, batteries, 
industrial emissions, etc.) together with policies adopted at Italian level. 

Chapter 2, by Ciuta and colleagues, presents some preliminary con-
siderations on the role of direct particulate matter emissions vs induced 
transport emissions for two kinds of plants: incinerator and sintering plant. 
The developed balances demonstrate that in terms of total amount emitted, 
the emissions from not optimized transport of raw materials are compa-
rable with the ones from the stacks of the sintering plant. That means it is 
important to promote initiatives for the adoption of modern engines in the 
transport system. 

Chapter 3, by Ionescu and colleagues, provides a critical analysis of 
some processes determining a release of pollutants into the atmosphere, 
from residual municipal solid waste. The reference context is the situa-
tion in the North-East region of Italy. The role of waste composition and 
the implications of the available technologies are examined as well. Then 
the processes governing the dispersion into the atmosphere are discussed. 
Finally the different processes, by which emissions may determine an in-
creased risk for human health, as well as criteria to be adopted in order to 
minimize this impact, are discussed. 

In Chapter 4, Raheman and colleagues evaluated A 10.3-kW single-
cylinder water-cooled direct-injection diesel engine using blends of bio-
diesel (B10 and B20) obtained from a mixture of mahua and simarouba 
oils (50:50) with high-speed diesel (HSD) in terms of brake specific fuel 
consumption, brake thermal efficiency, and exhaust gas temperature and 
emissions such as CO, HC, and NOx. Based on performance and emis-
sions, blend B10 was selected for long-term use. Experiments were also 
conducted to assess soot deposits on engine components, such as cylinder 
head, piston crown, and fuel injector tip, and addition of wear metal in the 
lubricating oil of diesel engine when operated with the biodiesel blend 
(B10) for 100 h. The amount of soot deposits on the engine components 
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was found to be, on average, 21% lesser for B10-fueled engine as com-
pared with HSD-fueled engine due to better combustion. The addition of 
wear metals such as copper, zinc, iron, nickel, lead, magnesium, and alu-
minum, except for manganese, in the lubricating oil of B10-fueled engine 
after 100 h of engine operation was found to be 11% to 50% lesser than 
those of the HSD-fueled engine due to additional lubricity.

Agricultural machinery is an important source of emission of air 
pollutant in rural locations. Chapter 5, by Rashid and colleagues, deals 
with the effects of types of tractors and operation conditions on engine 
emission. The values of some exhaust gases (HC, CO, CO2, O2 and NO) 
from two common tractors (MF285 and U650) at three situations (use of 
ditcher, plowing and cultivator) were evaluated in the West of Iran (Ker-
manshah). In addition, engine oil temperature at operation conditions was 
measured. Also results showed the values of exhaust HC and O2 of MF285 
are lower than U650, while the other exhausts gases (CO, CO2, and NO) of 
MF285 are higher than U650. Value of NO emission increased as engine 
oil temperature increased. All of exhaust gases except CO have a signifi-
cant relationship with type of tractors, while all of measured gases have a 
significant relationship with installed instruments at 1%.

Development and economic growth throughout the world will result 
in increased demand for energy. Currently almost 90% of the total world 
energy demand is met utilizing fossil fuels [1]. Petroleum and other liquid 
fuels include 37% of the total fossil reserves consumed for transporta-
tion and other industrial processes [1]. Emission of harmful gases in the 
form of nitrogen oxides, sulphur oxides and mercury are the major con-
cerns from the combustion of conventional energy sources. In addition 
to these pollutants, huge amount of carbon dioxide is liberated into the 
atmosphere. Carbon dioxide is one of the green house gases which cause 
global warming. Chapter 6, by Annamalai, argues that though technology 
is being developed to sequester the CO2 from stationary power generating 
sources, it is difficult to implement such a technology in non-stationary 
automobile IC engines. 

Electricity generation is one of the major contributors to global green-
house gas emissions. Transitioning the world’s energy economy to a lower 
carbon future will require significant investment in a variety of cleaner 
technologies, including renewables and nuclear power. In the short term, 
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improving the efficiency of fossil fuel combustion in energy generation 
can provide an important contribution. Availability of life cycle GHG in-
tensity data will allow decision-makers to move away from overly sim-
plistic assertions about the relative merits of certain fuels, and focus on 
the complete picture, especially the critical roles of technology selection 
and application of best practice. Chapter 7, by Hardisty and colleagues, 
compares the life-cycle greenhouse gas (GHG) intensities per megawatt-
hour (MWh) of electricity produced for a range of Australian and other 
energy sources, including coal, conventional liquefied natural gas (LNG), 
coal seam gas LNG, nuclear and renewables, for the Australian export 
market. When Australian fossil fuels are exported to China, life cycle 
greenhouse gas emission intensity in electricity production depends to 
a significant degree on the technology used in combustion. LNG in gen-
eral is less GHG intensive than black coal, but the gap is smaller for gas 
combusted in open cycle gas turbine plant (OCGT) and for LNG derived 
from coal seam gas (CSG). On average, conventional LNG burned in a 
conventional OCGT plant is approximately 38% less GHG intensive over 
its life cycle than black coal burned in a sub-critical plant, per MWh of 
electricity produced. However, if OCGT LNG combustion is compared to 
the most efficient new ultra-supercritical coal power, the GHG intensity 
gap narrows considerably. Coal seam gas LNG is approximately 13–20% 
more GHG intensive across its life cycle, on a like-for like basis, than 
conventional LNG. Upstream fugitive emissions from CSG (assuming 
best practice gas extraction techniques) do not materially alter the life 
cycle GHG intensity rankings, such is the dominance of end-use combus-
tion, but application of the most recent estimates of the 20-year global 
warming potential (GWP) increases the contribution of fugitives consid-
erably if best practice fugitives management is not assumed. However, if 
methane leakage approaches the elevated levels recently reported in some 
US gas fields (circa 4% of gas production) and assuming a 20-year meth-
ane GWP, the GHG intensity of CSG-LNG generation is on a par with 
sub-critical coal-fired generation. The importance of applying best prac-
tice to fugitives management in Australia’s emerging natural gas industry 
is evident. When exported to China for electricity production, LNG was 
found to be 22–36 times more GHG intensive than wind and concentrated 
solar thermal (CST) power and 13–21 times more GHG intensive than 
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nuclear power which, even in the post-Fukushima world, continues to be 
a key option for global GHG reduction.

In Chapter 8, Kgabi and colleagues assess the different fuel combina-
tions that can be adopted to reduce the level of air pollution and GHG 
emissions associated with the energy generation; and the air pollution and 
global warming effects of the Jamaican electricity generation fuel mix are 
determined. Based on the energy production and consumption patterns, 
and global warming potentials, the authors conclude that: an increase in 
energy consumption and production yields an increase in GHGs and other 
major pollutants; choice of the fuel mix determines the success of GHG 
emissions reductions; and there is no single fuel that is not associated with 
GHG or other air pollution or environmental degradation implications.

In April 2011, Howarth and colleagues—the authors of Chapter 9—
published the first comprehensive analysis of greenhouse gas (GHG) 
emissions from shale gas obtained by hydraulic fracturing, with a focus on 
methane emissions. Their analysis was challenged by Cathles et al. (2012). 
Here, they respond to those criticisms. The authors stand by their approach 
and findings. The latest EPA estimate for methane emissions from shale 
gas falls within the range of our estimates but not those of Cathles et al. 
which are substantially lower. Cathles et al. believe the focus should be 
just on electricity generation, and the global warming potential of methane 
should be considered only on a 100-year time scale. The authors’ analy-
sis covered both electricity (30% of US usage) and heat generation (the 
largest usage), and they evaluated both 20- and 100-year integrated time 
frames for methane. Both time frames are important, but the decadal scale 
is critical, given the urgent need to avoid climate-system tipping points. 
Using all available information and the latest climate science, they con-
clude that for most uses, the GHG footprint of shale gas is greater than that 
of other fossil fuels on time scales of up to 100 years. When used to gener-
ate electricity, the shale-gas footprint is still significantly greater than that 
of coal at decadal time scales but is less at the century scale. The authors 
reiterate our conclusion from our April 2011 paper that shale gas is not a 
suitable bridge fuel for the 21st Century.

Source-separated collection of food waste has been reported to reduce 
the amount of household waste in several cities including Kyoto, Japan. 
Food waste can be reduced by various activities including preventing ed-
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ible food loss, draining moisture, and home composting. These activities 
have different potentials for greenhouse gas (GHG) reduction. Therefore, 
in Chapter 10 Matsuda and colleagues conducted a life-cycle inventory 
analysis of household waste management scenarios for Kyoto with a spe-
cial emphasis on food waste reduction activities. The primary functional 
unit of this study was “annual management of household combustible 
waste in Kyoto, Japan.” Although some life-cycle assessment scenarios in-
cluded food waste reduction measures, all of the scenarios had an identical 
secondary functional unit, “annual food ingestion (mass and composition) 
by the residents of Kyoto, Japan.” The authors analyzed a typical incin-
eration scenario (Inc) and two anaerobic digestion (dry thermophilic fa-
cilities) scenarios involving either source-separated collection (SepBio) or 
nonseparated collection followed by mechanical sorting (MecBio). They 
assumed that the biogas from anaerobic digestion was used for power gen-
eration. In addition, to evaluate the effects of waste reduction combined 
with separate collection, three food waste reduction cases were considered 
in the SepBio scenario: (1) preventing loss of edible food (PrevLoss); (2) 
draining moisture contents (ReducDrain); and (3) home composting (Re-
ducHcom). In these three cases, they assumed that the household waste 
was reduced by 5%. The GHG emissions from the Inc, MecBio, and Sep-
Bio scenarios were 123.3, 119.5, and 118.6 Gg CO2-eq/year, respectively. 
Compared with the SepBio scenario without food waste reduction, the 
PrevLoss and ReducDrain cases reduced the GHG emissions by 17.1 and 
0.5 Gg CO2-eq/year. In contrast, the ReducHcom case increased the GHG 
emissions by 2.1 Gg CO2-eq/year. This is because the biogas power pro-
duction decreased due to the reduction in food waste, while the electric-
ity consumption increased in response to home composting. Sensitivity 
analyses revealed that a reduction of only 1% of the household waste by 
food loss prevention has the same GHG reduction effect as a 31-point in-
crease (from 50% to 81%) in the food waste separation rate. The authors 
found that prevention of food losses enhanced by separate collection led 
to a significant reduction in GHG emissions. These findings will be useful 
in future studies designed to develop strategies for further reductions in 
GHG emissions.

In Chapter 11, Hansen and colleagues assess climate impacts of glob-
al warming using ongoing observations and paleoclimate data. We use 
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Earth’s measured energy imbalance, paleoclimate data, and simple repre-
sentations of the global carbon cycle and temperature to define emission 
reductions needed to stabilize climate and avoid potentially disastrous im-
pacts on today’s young people, future generations, and nature. A cumula-
tive industrial-era limit of ~500 GtC fossil fuel emissions and 100 GtC 
storage in the biosphere and soil would keep climate close to the Holo-
cene range to which humanity and other species are adapted. Cumulative 
emissions of ~1000 GtC, sometimes associated with 2°C global warm-
ing, would spur “slow” feedbacks and eventual warming of 3–4°C with 
disastrous consequences. Rapid emissions reduction is required to restore 
Earth’s energy balance and avoid ocean heat uptake that would practically 
guarantee irreversible effects. Continuation of high fossil fuel emissions, 
given current knowledge of the consequences, would be an act of extraor-
dinary witting intergenerational injustice. Responsible policymaking re-
quires a rising price on carbon emissions that would preclude emissions 
from most remaining coal and unconventional fossil fuels and phase down 
emissions from conventional fossil fuels.
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CHAPTER 1

Emissions, Air Concentrations  
and Atmospheric Depositions of Arse-
nic, Cadmium, Lead, and Nickel  
in Italy in the Last Two Decades:  
A Review of Recent Trends in Relation 
to Policy Strategies Adopted Locally, 
Regionally, and Globally
 
M. STRINCONE, A. FINO, G. CATTANI, M. CATRAMBONE,  
and N. PIRRONE

1.1 INTRODUCTION

According to the international scientific literature, heavy metals can 
cause adverse effects to humans, animals and ecosystems due to their 
bioavailability and toxicity in various environmental compartments. In 
the last decades, many policy strategies and measures have been taken at 
global, regional and local level in relation to heavy metals, in particular 
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cadmium and lead, due to their adverse effects and ability to be trans-
ported long distances.

The first international legally binding instrument to deal with problems 
of air pollution on a broad regional basis is represented by the 1979 Ge-
neva Convention on Long Range Transboundary Air Pollution (LRTAP), 
which has been extended by eight specific protocols. Following this treaty, 
further measures have been adopted both at regional level, for example the 
European Union strategies on air quality, mercury and waste treatment, 
and at global level, for example the discussion in progress under the UNEP 
umbrella dealing with lead and cadmium pollution.

1.2 EMISSIONS IN ITALY AND IN EUROPE

Lead and cadmium occur in the environment as a result of both natural 
releases and releases associated with human activities.

The major natural emissions of lead come from volcanoes, airborne 
soil particles, sea spray, biogenic material and forest fires, while the major 
anthropogenic contribution to emissions is due to the extraction of metal 
residues and of other minerals like coal and lime, industrial activities, 
smelters and metal/oil refineries (UNEP,2010a).

The main sources of cadmium anthropogenic contamination is associ-
ated with mining, metallurgical industries, the use of fertilizers contain-
ing phosphates from mineral products, of paint and coating industries and 
electroplating industries (UNEP,2010a). In Europe major anthropogenic 
sources of nickel are stationary combustion (55 %) and mobile sources 
and machinery other than road transport (30 %). With a view to air quality 
the relevant sources are petroleum refining and fugitive emissions from 
the electric arc furnace steel works. Important natural sources of nickel are 
windblown  soil and volcanoes. Anthropogenic sources considerably out-
weigh natural sources. In Europe 86 % of total arsenic emissions in the in 
1990 was emitted by stationary combustion. However, in general the emis-
sions from this sector do not result in relevant ambient air concentrations 
as they are released via sufficiently high stacks. In general anthropogenic 
sources outweigh natural sources; the global natural share is estimated at 
25 %, mainly from volcanoes. On a local scale there may be more signifi-
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cant contributions up to 60 % from weathering processes in regions rich in 
sulphidic ore deposits (European Commission, 2003).

Emissions in Italy can be evaluated considering the data reported under 
the relevant EU regulations and the UNECE Protocol on heavy metals 
under the Convention on long range transboundary air pollution. 

In particular the emissions into air and water from the major industrial 
plants are listed under the EPER Register, replaced by the E-PRTR register 
from 2007. 

The UNECE Protocol on heavy metals foresees that Each Party shall 
develop and maintain emission inventories for several heavy metals, in-
cluding lead, cadmium, arsenic and nickel. Italy has submitted the time 
series from 1990 to 2010 to the Convention Secretariat (ISPRA).

At national level, the Italian Institute of Statistics reports on heavy 
metals emissions from specific sectors for the period 1990-2007 (ISTAT). 

According to the available data, the main emitting sectors for cadmi-
um and lead include power production, waste treatment and manufactur-
ing activities, with particular reference to the production of metals, metal 
products, non metal minerals and chemicals. 

In addition, the farming sector has a considerable responsibility for 
cadmium emissions, while the emissions of lead from transport, storage 
and communications are and have been significant, especially in the past.

The figures (Figures 1 and 2) show the quantity of emissions of cad-
mium, lead, arsenic and nickel in 2007. 

1.3 AIR CONCENTRATIONS IN ITALY AND IN EUROPE

The Directive 2004/107/EC (European Parliament, 2004) sets a target 
value for arsenic in ambient air concentration of 6 ng/m3 to be calculated 
on the total content in the PM10 fraction, averaged over a calendar year. 
According to air quality data available at Italian level (Source: Regions, 
Autonomous Provinces, Regional Environmental Protection Agencies, 
National Research Council, National Institute for Environmental Protec-
tion and Research and National Institutes of Health) and European level 
(Source: Airbase) urban levels of arsenic are generally below the target 
value of 6 ng/m3 showing a range of 0,5 to 5,5 ng/m3. At European level 
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urban background levels show a range of 0.5 to 3 ng/m³. Arsenic concen-
trations monitored near industrial installations may be up to one order of 
magnitude higher depending on the type of installation and the distance 
and position of the monitoring site (European Commission, 2003).

According to scientific literature and to air quality data exchanged 
amongst Member States in Europe, urban background levels of cadmium 
show a range of 0.2 to 2.5 ng/m³. Cadmium concentrations near indus-
trial installations may be higher, depending on the type of installation and 
the distance and position of the monitoring site (European Commission, 
2003). According to air quality data available at Italian level (Source: Re-
gions, Autonomous Provinces, Regional Environmental Protection Agen-
cies, National Research Council, National Institute for Environmental 
Protection and Research and National Institutes of Health) and European 
level (Source: Airbase) urban traffic and background levels are below the 
target value of 5 ng/m3 established by the so-called Fourth Daughter Di-
rective, the Directive 2004/107/EC (European Parliament, 2004) showing 
a range of 0,1 to 3,0 ng/m3.

According to scientific literature and to air quality data exchanged 
amongst Member States in Europe, urban background levels of lead in Italy 
are below the limit value established by Directive 99/30/EC (Council of Eu-
ropean Union, 1999) and currently in force according to Directive 2008/50/
EC (European Parliament, 2008) of 0.5 µg/m3 expressed as an average yearly 
concentration for the protection of human health. Lead emissions have been 
reduced considerably as a result of the use of unleaded gasoline. Owing to 
decreases in the lead content of gasoline, there has been a trend towards 
lower air lead values both at European and Italian levels in the last years.

Referring to nickel the Directive 2004/107/EC (European Parliament, 
2004) provides a target value of 20 ng/m3 for the total content in the PM10 
fraction, averaged over a calendar year.. According to air quality data avail-
able at Italian level (Source: Regions, Autonomous Provinces, Regional 
Environmental Protection Agencies, National Institute for Environmental 
Protection and Research) and European level (Source: Airbase) urban lev-
els are below the target value of 20 ng/m3 showing a range of 5 to 15 ng/
m3. Nickel concentrations monitored near industrial installations may be 
up to one order of magnitude higher depending on the type of installation 
and the distance and position of the monitoring site.



Emissions, Air Concentrations and Atmospheric Depositions 7

FIGURE 1: The quantity of emissions of cadmium (top) and lead (bottom) in 2007, 
according to the ISTAT.
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FIGURE 2 The quantity of emissions of arsenic (top) and nickel (bottom) in 2007, 
according to the ISTAT.
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1.4 ATMOSPHERIC DEPOSITIONS IN ITALY AND IN EUROPE

The European Monitoring and Evaluation Programme (EMEP) is a sci-
entifically based and policy driven programme under the Convention on 
Long-range Transboundary Air Pollution for international cooperation to 
solve transboundary air pollution problems. In particular, one of the activ-
ity of EMEP is to collect information on modelled and measured concen-
trations and deposition of lead, cadmium and mercury, their transboundary 
transport and atmospheric load to regional seas.

The EMEP has four assigned centers that annually make available 
reports on, among others, the transboundary pollution of the environ-
ment due to lead, cadmium and mercury, which are considered in this 
paper (EMEP).

1.5 COMPARISON OF TRENDS IN ITALY AND IN EUROPE

Considering the emission trends of cadmium, lead, arsenic and nickel in 
Italy, there has been a decrease of emissions in the last two decades.

For the example, the emissions of cadmium, lead and nickel in 1990 
from manufacturing activities were 8.2, 397 and 52.3 tons respectively, 
while the emissions from the same sectors were 5.2, 230 and 26.6 tons 
respectively in 2007.

In addition the lead emission from the wholesale and retail trade, repair 
of motor vehicles, motorcycles and personal and household goods which 
was 807.5t in 1990 and 32 kg in 2007.

The lead emission from the transport, storage and communications 
sector were 373.3 t in 1990 and 5.4 t in 2007.

In this paper air emissions, concentrations and depositions measure-
ments are compared considering the Italian and European situation (Pa-
cyna et al, 2007), (Pacyna et al., 2009), (Storch et al., 2003), (EMEP).
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1.6 POLICY STRATEGIES AT GLOBAL LEVEL AND THEIR EFFECTS

The Protocol on heavy metals under the UNECE LRTAP Convention 
states each Party shall reduce its total annual heavy metals air emissions of 
each heavy metal (listed in annex I) taking effective measures, appropriate 
to specific circumstances.

The Protocol on Heavy Metals sets legally binding limit values for the 
emission of particulate of 10 mg/m3 from hazardous and medical waste 
incineration, which reduce emissions of heavy metals indirectly. It sets 
also emission limit values on the emission of mercury to 0,05 mg/m3 from 
hazardous waste incineration and 0,08 mg/m3 from municipal waste incin-
eration (UNECE).

Considering the concerns related to the adverse effects to humans and 
the environment caused by lead and cadmium at global level, UNEP has 
started a collection of information on these two metals.

In relation to this, the final reviews of scientific information on lead 
and cadmium with an overview of existing and future national actions, 
(including legislation relevant to lead and cadmium), have been presented 
at the 26th GC/GMEF of UNEP in 2011. UNEP has identified three cur-
rent priorities for action in connection with lead and cadmium, which are 
lead in paint, lead in fuels and in lead and cadmium batteries (UNEPc).

1.7 POLICY STRATEGIES AT EUROPEAN LEVEL  
AND THEIR EFFECTS

Several EU measures have been adopted in order to control the pollution 
from lead, cadmium, arsenic and nickel in the main sectors.

The poster will list the main relevant EU legislation and its goal (Di-
rectives on paints, batteries, industrial emissions, etc.)

1.8 POLICY STRATEGIES AT ITALIAN LEVEL AND THEIR EFFECTS

At national level, in addition to the legislative acts to transpose the UE 
directives, the policy makers, scientists and stakeholders have started the 
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definition of a national plan in order to reduce caused by particulate matter 
and heavy metals.

It will be underlined main relevant strategies adopted at Italian level 
and possible measures for future management of heavy metal pollution.
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CHAPTER 2

Role of Feedstock Transport in the 
Balance of Primary PM Emissions in 
Two Case-Studies: RMSW Incineration 
vs. Sintering Plant 

SIMONA CIUTA, MARCO SCHIAVON, ALESSANDRO CHISTÈ, 
MARCO RAGAZZI, ELENA CRISTINA RADA, MARCO TUBINO, 
ADRIAN BADEA, and TIBERIU APOSTOL

2.1 INTRODUCTION

One of the main air quality indicators is the particulate matter (PM) con-
centration at ground level. It is demonstrated that small aerosol particles 
or particulate matter (as PM10 and PM2.5) affect air quality and can have 
significant effects on human’s health [1]. Anomalous exposure to PM can 
shorten life expectancy, hospital admissions and emergency room visits. 
For these reasons, various national and international institutions [2,3] have 
established regulations to reduce PM concentration caused by human ac-
tivities and to set adequate PM concentration limits.
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Incineration vs. Sintering Plant. © Ciuta S, Schiavon M, Chistè A, Ragazzi M, Rada EC, Tubino M, 
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Assessing air pollution in complex morphologies becomes an impor-
tant issue in order to implement mitigation measures and limit emissions 
from the most relevant sources, such as traffic, manufacturing activities, 
heating and energy production. One of the consequences of the climate is 
the thermal stratification of the atmosphere within the valley, which makes 
the dilution of pollutants difficult [4]. 

The aim of this study is to evaluate preliminarily some aspects re-
lated to the influence of raw material transport on the primary emissions 
of PM from two plants in which thermal processes take place: a sintering 
plant and a Residual Municipal Solid Waste (RMSW) incineration plant. 
In this paper, this two industrial plants are supposed to be situated in a 
valley in the North of Italy. The total population of the virtual case-study 
Province is 519,800 [5]. Generated data are not referable to existing and 
proposed plants.

2.2 MATERIALS AND METHODS

The hypothesized incineration plant will treat 103,000 t y-1 of RMSW 
mainly. The efficiency of selective collection in the proposed case-study 
was supposed to reach the 65% of the total produced waste in 2013, taking 
into account an amount of 175 kgRMSW inh-1 y-1. This plant will gener-
ate a maximum thermal power of 60 MW and will ensure a minimum net 
electrical efficiency of 23% [6]. Stack emissions have to comply with the 
limit values for the regulated pollutants and must be guaranteed lower than 
2 mgPM Nm-3 for this case-study.

In order to obtain the primary emissions for the RMSW incineration 
plant, it can be considered a flow of waste (F) depending on the number of 
hours per year of operation. The energy potential of the material entering 
the incinerator can be related to its Lower Heating Value (LHV) and the 
inert content (A) can be assessed from the waste characteristics.

The emission factor for the particulate matter can be calculated using 
the following expression:

(1)𝑒𝑒 =
𝐴𝐴(1− 𝑥𝑥) ∙ (1− 𝑦𝑦)

𝐿𝐿𝐿𝐿𝐿𝐿
𝑘𝑘𝑘𝑘
𝑘𝑘𝑘𝑘 	
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Where: x – degree of retention of ash in the outbreak,  y – particulate mat-
ter retention efficiency, LHV – lower heating value

The total content of particulate matter emitted (c) can be determined 
taking into account the volume factor (Fv), which is defined as the ratio of 
total volume of flue gas and the amount of heat related to the fuel intro-
duced into the boiler:

(2)

The amount of particulate matter can be determined taking into ac-
count the following expression:

(3)

An alternative way can be adopted using a specific flow-rate that can 
be related to the LHV of the waste, the yearly amount of waste burnt and 
the concentration at the stack.

Concerning the virtual sintering plant, raw materials (530,000 t y-1) 
for this plant are principally ferrous wastes which arrive through heavy 
vehicles from several points of the region. The final products are billets 
and bars of iron.

The emissions into the atmosphere from the plant can be primary or 
secondary. The first ones come from the raw material processing into the 
furnace and from the refining furnace. The second ones come from other 
operations into the plant (spillage, ladle transport operation, etc.) and are 
called diffuse emissions.

The emission treatment is characterized by two lines: one for the pri-
mary emissions and a part of the secondary, and one only for the secondary 
emissions. The two lines are connected with two different chimneys called 
L1 (first line) and L2 (second line).

Emission values of PM at the stacks and flow-rates are supposed to 
be available on-line allowing the assessment of the PM emission flows 
(expressed in mg h-1).

𝑐𝑐 =
𝑒𝑒
𝐹𝐹!

𝑚𝑚𝑚𝑚
𝑚𝑚!
! 	

𝑃𝑃𝑃𝑃 = 𝐹𝐹 ∙ 𝐿𝐿𝐿𝐿𝐿𝐿 ∙ 𝑒𝑒
𝑘𝑘𝑘𝑘
ℎ 	
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For both the plants, in order to calculate the PM emissions related to 
the systems of road transportation, an emission model (COPERT 4) was 
used and adapted for this cases study. The COPERT 4 algorithm is part 
of the EMEP/CORINAIR emission inventory guidebook [7]. This meth-
odology has been developed by EEA within the European Topic Centre 
on Air and Climate Change (ETC/ACC) activities, with the intention of 
providing a set of tools for the compilation of emission inventories to the 
European Countries [7].

The COPERT algorithm estimates emissions of all the main pollut-
ants (CO, NOx, VOC, PM, NH3, SO2, heavy metals) as well as green-
house gases (CO2, N2O, CH4) [7]. These pollutants can be divided into 
four main groups:

• pollutants whose a detailed methodology for the calculation of the emission 
factors exists (CO, NOx, VOC, CH4, PM);

• compounds whose the emission factors are calculated according to the fuel 
consumption, falling within the second group (CO2, SO2 and heavy metals);

• pollutants whose a simplified methodology is applied, since detailed stud-
ies are not available (NH3, N2O, PAHs, dioxins and furans);

• profiles of alkanes, alkenes, alkynes, ketones, aldehydes, aromatics and cy-
cloalkanes, derived as fractions of the total NMVOCs [7].

For each pollutant, the algorithm calculates the emission factors (ex-
pressed in g km-1 vehic-1) relative to specific vehicle classes which the 
vehicles belong to.

To apply the model, it was necessary to evaluate the vehicle fluxes for 
the two considered scenarios. A different approach was used to estimate 
the fluxes of heavy duty vehicles that deliver raw material to the plants.

The delivery of waste to the incineration plant will be provided by a 
system of road transportation, which will be based on the use of heavy ve-
hicles. The typical journey of a vehicle starts in a collection centre, where 
the truck loads bulky waste, residual waste and scraps from the separate 
waste collection; later the truck moves to the incineration plant, unloads 
the waste and comes back empty to the original collection centre. The 
Province is divided into eleven districts (numbered from C1 to C11), plus 
two districts represented by the two main cities (C12 and C13). In the case 
of incineration plant, an analysis of the transportation system organization 
was proposed taking into account that almost all districts will have their 



Role of Feedstock Transport in the Balance of Primary PM Emissions 19

own collection centers, where trucks load bulky and residual waste and 
move to the incineration plant. The frequency of journeys from each 
collection center depends on the amount of deposited waste, that has 
been evaluated on the basis of the catchment area of the districts, the 
estimated evolution of the population in the future years and the decrease 
of waste production.

Since all the routes between the collection centers and the incineration 
plant are long itineraries and extra-urban paths, the effects of slowdowns 
and accelerations (which are typical for urban routes) can be neglected as a 
first approximation. Consequently, the average speed approach was adopt-
ed. The slope effects were taken into account, since every route does not 
follow a flat pathway (excepted for districts C4, C5 and the district located 
in the bottom of the valley). Besides the road gradient itself, slope cor-
rection factors for heavy vehicles depend on the COPERT vehicle class, 
depending on the vehicle mass, since the classification for heavy vehicles 
is based on the gross weight. Hence, different load conditions lead to dif-
ferent correction factors. Moreover, slope correction factors for the same 
vehicle class are not merely equal in modulus and opposite in sign for a 
round journey. Consequently, when dealing with non-flat routes, slope ef-
fects should not be neglected.

In addition, in order to evaluate the positive effects of the latest emis-
sion standards on the decrease of the emitted pollutants, both EURO 1 and 
EURO 5 heavy vehicles were considered in this study. Since this calcula-
tion is based on the average speed approach, a mean speed of 50 km h-1 
was adopted, both for the outward and for the return journey.

The transportation from the collection centers to the incinerator will 
take place by means of 26 tons heavy vehicles (with tare of 10 t and load 
capacity of 16t). For those districts without any collection centre, the 
transportation will be made by 12 tons heavy vehicles (with tare of 4 t and 
load capacity of 8 t). For these two districts the delivery of waste to the 
plant was assumed that will be carried out directly at the end of the collec-
tion service of RMSW from the bins located in the territory.

According to the COPERT classification, in the case of the sintering 
plant, the transportation vehicle classes which the assumed trucks belong 
to are vehicles with a weight between 16 t and 32 t (for the return journey). 
Considering the maximum mass of material the trucks can be loaded is 30 
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t (which is the difference between the gross weight and the tare of each ve-
hicle) and since the amount of raw material entering the plant is 530,000 t 
y-1, the number of journeys to transport raw materials to the sintering plant 
during one year is 17,667 according to this virtual scenario.

In the case of sintering plant, it was assumed that the trucks arrive to 
the sintering plant from three different points of the region, with different 
distances and road slopes.

• the first one is 24 km long with a positive slope of 3‰ (first path),
• the second one is 60 km long with a positive slope of 3‰ (second path),
• the third one is 89 km long with a positive slope of 7‰ (third path).

The slope is always positive for each path, this means that for the out-
ward journey the road is uphill on average for each path. Moreover it was 
assumed that the 50% of the trucks follow the second path, 25% of them 
follow the first one and 25% the third one.

For the considered vehicle classes, COPERT provides the mass of PM 
emitted for unit of time (1 year in this case) and length (km). In this way, 
the PM emission values for each path and class were obtained, in term of 
kg y-1 km-1. The calculated PM emission values were multiplied by the 
length of the respective routes and the total emission values obtained for 
the outward and the return journeys (expressed in kg y-1) along each path 
were added up.

Similarly to what performed for the waste transportation system, 
this procedure was conducted considering both EURO 1 and EURO 5 
vehicles. Moreover, in analogy with the previous case study, since the 
journeys take place on sloping routes, slope correction factors were in-
troduced to consider the effect of road gradient on the emissions. Finally, 
since all routes to the sintering plant are long itineraries and extra-urban 
paths, the average speed approach was adopted, as for the case of the 
incineration plant.

To make a comparison between transportation and primary emissions 
from the sintering plant, it is necessary to obtain the number of heavy ve-
hicles for the transport of raw material, the covered distance and the PM 
emission values from the stack of the plant.
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2.5 RESULTS

In the case of the RMSW incineration plant, emissions from road transport 
are a small part of the total emissions, as the first ones remain at least one 
order of magnitude below the latter as explained below. The lowest emis-
sions are achieved when considering EURO 5 vehicles instead of EURO 
1. In fact, PM emissions of the latter are almost five times higher than 
those related to EURO 5 those for heavy vehicles greater than 32 t (for the 
outward journey) and the heavy trucks (Table 1). Considering stack emis-
sions, assuming a specific flow-rate as 7.5 Nm3/kgRMSW, an emission 
of PM of about 1,545 kg (or less) on yearly basis can be assessed from 
the second method of calculation (preferred thanks to its simplicity). That 
value confirms the difference in order of magnitudes between stack and 
transport emissions.

TABLE 1: Annual PM emission values related to the road transportation system of the 
incineration plant, calculated for the two scenarios (with EURO 1 and EURO 5 heavy 
vehicles)

District Distance from 
the plant [km]

Average slope 
[%]

Mean annual 
mileage (outward 
journey only)  
[km y-1]

Annual PM emissions 
[kg y-1]

EURO 1 
vehicles

EURO 5 
vehicles

C1 70 1.1 7,749 6.769 1.636

C2 100 0.5 7,774 6.791 1.642

C3 44 0.5 7,285 6.364 1.538

C6 and C7 38 0.8 15,908 13.897 3.360

C8 45 1.0 19,370 16.921 4.091

C9 51 -0.2 28,276 28.349 4.664

C10 and C12 40 -0.1 27,255 27.325 4.496

C11 97 1.2 16,204 14.155 3.422

C4, C5 and C13 - 0.0 54,489 30.031 8.565

TOTAL 150.603 33.413
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For the case of the sintering plant, average values of concentration and 
flow can be calculated starting from on-line data available in the sector: 
resulting data are presented in Table 2, in order to finally obtain PM emis-
sion values.

To complete the calculation, the number of working hours per year for 
the sintering plant is needed: it was supposed that plant works in the aver-
age 16.5 hours in a day (in the average) and 335 days in a year.

The average values of concentration, flow and the calculated annual 
PM emissions are presented in Table 2.

TABLE 2: Average values of PM concentration assumed at chimney level, flow-rate and 
PM emission from two chimneys

L1 L2

PM concentration [mg Nm-3] 0.37 0.19

Flow [Nm3 h-1] 553,856 691,350

PM emission [mg h-1] 204,927 131,357

PM emission [kg y-1] 1,133 726

Total PM emissions [kg y-1] 1,859

The final results of the emission calculation related to the sintering 
plant transportation system are shown in Table 3. In case of old heavy 
vehicles the contribution of transportation can be comparable with the one 
of PM from the stacks.

2.6 CONCLUSIONS

In conclusion an important difference emerges between the emissions re-
lated to EURO 1 and EURO 5 trucks used to simulate the transportation 
system. Due to the technological progresses made in the last years, EURO 
5 trucks emit twenty times less PM compared to EURO 1 trucks.
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TABLE 3: Annual PM emission values related to the road transportation system of the 
sintering plant, calculated for the two scenarios (with EURO 1 and EURO 5 heavy vehicles)

Annual PM emissions [kg y-1]

EURO 1 vehicles EURO 5 vehicles

First Path Outward journey 57.63 2.93

Return Journey 26.16 7.55

Second Path Outward journey 288.15 14.63

Return Journey 130.82 6.64

Third Path Outward journey 213.71 10.85

Return Journey 97.02 4.92

TOTAL 813.50 41.29

In case of sintering plants, EURO 1 trucks produce emissions com-
parable with those released from the chimneys. Hence, at regional scale, 
road transport can play an important role within the emissive balance. It 
must be noted that only transportation of metallic minerals were consid-
ered in this study. As obvious, several kinds of raw materials are needed 
for the production of steel billets and bars, such as lime, oxygen, nitro-
gen, coal dust, oil, gas and refractory materials. A deeper analysis could 
generate additional interesting information. Furthermore, transport relat-
ed emissions could be higher when going beyond a regional scale analy-
sis. In fact, if the complete paths from the origin of raw materials to the 
plant were taken into account, the produced emissions would probably 
be higher than those assessed.

As a consequence, solutions for lowering the emissions from transport 
related to the industrial activity like the one analyzed should be promoted.

PM emissions from transport seems to play a secondary role in case of 
incineration when compared with stack emissions
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CHAPTER 3

A Critical Analysis of Emissions  
and Atmospheric Dispersion of 
Pollutants from Plants for the Treatment 
of Residual Municipal Solid Waste
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ELENA CRISTINA RADA, and MARCO RAGAZZI

3.1 INTRODUCTION

The release of substances that affect air quality is to be included in the 
consequences of the increase of waste production, typical for our con-
sumer society. A part of these substances is classified as air pollutants and 
thus noxious for the environment and human health [1]. Another part of 
them is classified as bad-smelling and so responsible of olfactory nuisance 
[2]. Last but not least, other substances are greenhouse gases, producing 
modifications in the radiation budgets controlling the earth surface tem-
perature [3]. Assessing air pollution in complex morphologies becomes 
an important issue in order to implement mitigation measures and limit 
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emissions [4]. Various research investigations conducted up to date have 
demonstrated that with respect to the self-ignition tendency i.e. tendency 
towards low temperature oxidation, solid waste represents a very complex 
and sensitive material [5]. The evolution of the regulations in the Euro-
pean Union, in the field of municipal solid waste (MSW) management, 
has improved the overall scenario but some aspects must be developed.

The aim of this study is to evaluate some critical aspects related to the 
role of MSW composition in air emission, the release of some air pollut-
ants, the processes governing the dispersion of pollutants into the atmo-
sphere and a case study of a RMSW incinerator.

3.2 ROLE OF MSW COMPOSITION IN AIR EMISSION

The composition of the incinerated feedstock stream has a direct influ-
ence on the Waste-to-Energy (WtE) technological conversion process and 
its environmental impact [2,6]. Primarily, in any waste thermal treatment, 
two aspects must be taken into account: the overall composition of MSW 
and the composition of the residual MSW (RMSW). Differences are re-
lated to the role of selective collection. The latter will influence the waste 
incineration as [7]:

• some materials should not be incinerated (they are more suitable for recy-
cling, they are non-combustible or their by-products may be harmful);

• poor operating practices and the presence of chlorine in the MSW may lead 
to emissions containing highly toxic dioxins and furans (PCDD/F);

• the control of metal emissions may be difficult for inorganic wastes con-
taining heavy metals.

This paper focuses on emissions from RMSW but takes into account 
also the trend in the composition of MSW in an European region where 
waste management is enhanced thanks to the adoption of the EU criteria: 
the North-East of Italy. In Table 1 some considerations on the trend in the 
MSW composition in the selected region are reported. 

A part of these considerations can be applied also to other Italian regions 
and other European areas where the economic development is similar and the 
MSW management is close to be optimum according to the EU principles.
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TABLE 1: Trend of MSW composition in the North-East of Italy

MSW  
Fraction 

MSW composition trend

Food waste The per-capita generation is nearly steady as the nutritional behaviour does not 
changes, significantly among the population. Its percentage has decreased in the 
last years as other MSW fractions increased (in particular, packaging showed a 
significant increase in the last decades). The evolution of the tourism sector in 
some areas can give an additional increase of food waste generation.

Garden waste In areas where domestic composting has been adopted, the amount of garden 
waste collected has decreased slightly. This option has been favored through the 
decrease of the tariff to be paid for domestic waste management.

Paper and 
cardboard

The recent economical crisis stopped the increase of cellulosic packaging that 
characterised the recent decades. A few initiatives for reducing waste generation 
are expected to slightly decrease its percentage in MSW.

Plastics Also in this case the recent economical crisis stopped the increase of plastic 
packaging. A few initiatives for reducing waste generation are expected to 
slightly decrease its percentage in MSW. In particular, the substitution of plastic 
shoppers with reusable bags is a strategy recently introduced on a large scale.

Glass Plastic bottles are more and more preferred to glass bottles because of their 
weight. Glass percentage in MSW decreased in the last decades.

Metals In the last decades the use of Aluminium cans increased.

Exhausted 
batteries

An important limitation to the production of Hg batteries was introduced, with 
consequences on its presence in MSW. The introduction of rechargeable batteries 
is giving additional results in terms of content decrease.

Composites Composite materials have been more and more introduced as packaging, with 
some troubles for their recycling viability.

Other frac-
tions 

The other fractions present are not relevant in terms of trend.

As a consequence of the explained characteristics, a general trend in 
Lower Heating Value (LHV) increase can be observed: its present value is 
around double compared to the one in the 70s.

In Table 2 the analysis concerns RMSW, obviously affected by the 
strategies of selective collection (SC). To this concern the SC in the North-
East of Italy has reached very high values. In many municipalities the 
RMSW has been reduced to one third (or less) of the generated MSW. 
The present priority is to improve the quality of selection at the source. In 
particular the stream of light packaging is affected by significant mistakes 
of separation.
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TABLE 2: Trend of RMSW composition in the North-East of Italy

RMSW RMSW composition trend

Food waste The percentage of food waste in the RMSW is quickly decreasing because 
of the implementation of selective collection of the organic fraction. In 
some areas the rate of collection at the source is expected to reach 80% of 
this fraction. The selective collection of other fractions partially counter-
balances this phenomenon. The resulting percentage of food waste can 
decrease to values around 10% in some extreme cases. A consequence is 
the decrease of Cl (from NaCl) in RMSW.

Garden waste Where food waste selective collection is implemented also garden waste is 
generally segregated, thus the considerations are similar to the ones above 
(Cl excluded).

Paper and card-
board 

The implementation of selective collection has decreased their percentage 
in the RMSW. A 100% interception is not reachable as a part of paper is 
not suitable for recycling because of the presence of pollutants or undesired 
moisture.

Plastics Only plastic packaging is selectively collected, thus the presence of plastics 
in RMSW is still significant. This aspect contributes to a high LHV of the 
RMSW, even higher than the limit of 13MJ/kg set from EU for classifying 
a waste non-suitable for landfilling.

Glass  Selective collection of glass has reached very high values thanks to the 
citizen behaviour used to keep glass separated from other fractions for 
safety reasons.

Metals Selective collection gives low % of metals in RMSW.

Exhausted batteries The decrease in Hg content has important consequences on Hg emissions in 
case of RMSW burning.

Diapers The decrease of the RMSW amount (even down to 35% of the generated 
MSW) can point out the presence of non-recyclable diapers (in percentage).

Composites Only in some areas a few composites can be recycled; thus their presence in 
RMSW varies significantly.

Other hazardous 
waste 

A good management of municipal hazardous waste, through source 
separation, gives a lower presence of contaminants in the RMSW. Expired 
medicaments remaining in the RMSW are close to zero.

Other fractions The other fractions present are not relevant in terms of trend.

Summing up, the described trend has a few consequences on the char-
acteristics of RMSW: lower moisture; lower putrescibility; lower Hg and 
other persistent pollutants; lower Cl content; higher LHV. Concerning 
LHV, the increase of its value does not mean always an increase of energy 
available for a WtE plant, as selective collection diverts also fractions with 
a high energy content (such as plastics and paper).
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3.3 CRITICAL ANALYSIS OF AIR POLLUTANTS RELEASE  
BY RMSW MANAGEMENT

The atmospheric emission factors from RMSW treatment or disposal 
depend on: (a) presence of pollutants in the waste [8]; (b) prevention 
of pollutant generation [9]; (c) pollutant removal/ conversion after gen-
eration [10]. In order to develop a critical analysis of pollutants re-
leased into the atmosphere from RMSW options, the following steps  
were adopted:

• Step 1. Seeking of available options for RMSW treatment.
• Step 2. Selection of options suitable for real scale plants. After this selec-

tion the following options remained:
– biostabilization [11]
– bio-drying [12]
– anaerobic digestion [13]
– combustion [2]
– gasification [10]
– pyrolysis [10]
– landfilling [9]

These options must be seen as a part of an integrated system [14][15]
[16] but in this section the characteristics of each option are analyzed in-
dependently on the presence of other processes.

• Step 3. Seeking of literature data on emission factors to air from RMSW 
treatment (only for the above selected options), avoiding commercial data. 
Only data from ISI/Scopus articles were selected in order to have validated 
information.

• Step 4. Re-organization of data in three categories:
–  non carcinogenic pollutants involving local impacts (these
– pollutants can be relevant both for hourly peaks and for yearly aver-

ages)
– carcinogenic pollutants involving local impacts (these pollutants are 

relevant only for long time human exposure as yearly averages)
– global warming pollutants (these pollutants, named greenhouse gas-

es, are not strictly relevant locally as they involve global environ-
mental processes)

• Step 5. Critical analysis of data previously selected in order to point out 
the trend of the RMSW sector. As a result, the Table 3 has been generated.
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TABLE 3: Main critical aspect related to emission factors (EFs) to air from RMSW processes

 Non-carcinogenic pollutants (local) Carcinogenic pollutants of local interest Global warming pollutants
Biostabilization (bio-
logical treatment before 
landfilling) [17]

Odour emissions can be critical during 
the maturation stage if the accelerated 
fermentation is not Optimized. NOx 
from Rigenerative Thermal Oxidation 
(RTO) could be relevant, if adopted, 
because of methane burning; EFs can 
be even in the order of hundreds of 
mgNOx/kgwaste.

PCDD/F already present in RMSW could be 
partially stripped and released. This phenom-
enon, recently pointed out, is not yet taken into 
account in all the EU countries. PCDDF EFs 
could be in the order of tens of pgTEQ/kgwaste. 
The variability depends on the contamination of 
waste and on the air treatment line.

N2O can come from biological 
processes; as a consequence, in 
spite of the biological approach, 
greenhouse gas emissions are not 
zero (an additional contribution 
comes from electricity consump-
tion)

Biodrying (biological 
pre-treatment for energy 
options) [3,18, 19]

NOx from Rigenerative Thermal 
Oxidation could be relevant, if adopted. 
EFs can be even in the order of hun-
dreds of mgNOx/kgwaste.

PCDD/F already present in RMSW could be 
partially stripped. Even if lower than biostabili-
zation, PCDDF EFs could be in the order of tens 
of pgTEQ/kgwaste.

Similar to biostabilization but 
with lower emissions (shorter 
process)

Anaerobic digestion 
(biological treatment gen-
erating methane) [13,20]

NOx emissions from biogas combus-
tion can be not negligible.

VOCs from biogas burning should be 
minimized; PCDD/F could be also generated. 
PCDDF EFs could be in the order of tens of 
pgTEQ/kgwaste.

Not critical, if compared to 
other biological processes (CO2 is 
biogenic)

Combustion (thermo-
chemical oxidation) 
[21,22,23]

NOx EFs could be relevant if specific 
removal stages are not adopted. EFs 
can be even in the order of gNOx/kgwaste 
in unoptimised plants, but < 300 mgNOx/
kgwaste in the best plants.

PCDD/F and Cd are the most relevant com-
pounds. PCDDF EFs could be in the order of 
hundreds of pgTEQ/kgwaste if the plant operates 
close to the allowed limits. Some plants can 
decrease EFs of one order of magnitude.

Non-biogenic CO2 EFs depend 
on RMSW

Gasification (process 
aimed to partial oxida-
tion) [24]

CO emissions, after syngas exploita-
tion, can be not negligible

Heavy metals EFs could be high if high tem-
perature is adopted

Non-biogenic CO2 emissions 
depend on RMSW composition

Pyrolysis (endothermal 
process) [25]

Char combustion can generate high 
emissions for many pollutants in plants 
not optimized for that

Stripping of PCDD/F already present in RMSW 
could give unexpected EFs (even in the order of 
ngI-TEQ/kgwaste)

Net CO2 EFs depend on RMSW 
composition and on the overall 
strategy for the pyrolysis outputs

Landfilling (putrescible 
waste no longer allowed) 
[26,9]

Odour problems if not correctly man-
aged (residual putrescibility)

PCDD/F emissions from bad quality biogas 
burning in small landfills

CH4 fugitive emissions if not 
correctly managed (residual 
putrescib.)



A Critical Analysis of Emissions and Atmospheric Dispersion of Pollutants 31

3.4 PROCESSES GOVERNING THE DISPERSION POLLUTANTS 
INTO THE ATMOSPHERE

The local interest is related to human exposure. Its level depends on the 
climatology of the area where a plant is located, on the amount of pollut-
ants released into the atmosphere and on the way they are released [17,27]. 
The following sections of this paper deal with these concepts.

The fate of pollutants released into the atmosphere, through waste han-
dling, treatment and storage processes, are determined by various combi-
nations of weather and climate factors. Air contaminated with pollutants 
released into the atmosphere rises up to the level of neutral buoyancy. 
There, it is advected by the horizontal mean wind components, which usu-
ally exhibit an increasing speed at higher levels (the so called wind shear). 
Whole being advected, contaminants get mixed by smaller eddies gen-
erated by turbulence motions. The combined effect of advection by the 
mean flow and diffusion by continuous and chaotic turbulence movements 
determines the so called dispersion.

Turbulence can be generated either mechanically, i.e. by the interaction 
between the sheared wind and turbulent eddies, or thermally, i.e. through 
the buoyancy effect induced by the warming of cooling of the air close to 
the ground, mainly as a consequence of the surface heat budget following 
the diurnal cycle.

The physical processes explained above are mathematically described 
by the equation governing the local evolution in time t of the mean con-
centration c (i.e. averaged with respect to the turbulent fluctuations c'). 
The rate of change of c (eq. (1)) is determined by three factors, i. e. re-
spectively (a) the advection by the mean wind, represented as the scalar 
product of the wind velocity u by the gradient of the mean concentration, 
(b) the divergence of the turbulent flux u'c′ determined by the coupling 
between turbulent fluctuations of wind velocity and concentration, and (c) 
the sources (e.g. photochemical production) or sinks (e.g. removal by rain, 
snow or deposition on receptors) of air pollutants.

 
 

(1)
𝜕𝜕𝑐𝑐
𝜕𝜕𝑡𝑡 =

−𝑢𝑢 ∙ ∇𝑐𝑐
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

   
−∇ ∙ 𝑢𝑢′𝑐𝑐′

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
    

+𝑆𝑆
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝/𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
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FIGURE 1: The form of the lake Breez front near Chicago measured using tetroons and aircraft. Special features are the “wall of smoke” and 
the evidence for recirculation [28]
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FIGURE 2: Diurnal cycle of valley winds: (a) Sunrise: onset of upslope winds (white 
arrows); continuation of mountain wind (black arrows). Valley is cold, plains are warm. 
(b) Forenoon (about 0900): strong slope winds, transition from mountain wind to valley 
wind. Valley temperature is same as plain. (c) Noon and early afternoon: diminishing 
slope winds; fully developed valley wind. Valley is warmer than plains. (d) Late afternoon: 
slope winds have ceased, valley wind continues. Valley is still warmer than plain. (e) 
Evening: onset of down-slope winds, diminishing valley wind. Valley is slightly warmer 
than plains. (f ) Early night: well developed down-slope winds, transition from valley 
wind to mountain wind. Valley and plains are at the same temperature. (g) Middle of the 
night: down-slope winds continue, mountain wind fully developed. Valley is colder than 
plains. (h) Late night to morning: down-slope winds have ceased, mountain wind fills 
valley. Valley is colder than plain [28]. 
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It is clear that the wind structure is a key factor in determining the fate 
of pollutants. However this structure is determined by the scale at which 
air motions are generated. Usually atmospheric motions are hierarchically 
categorised into four main scales. The largest one is known as planetary 
scale, as it includes motions occurring on an extent embracing all or most 
of the planet, as part of the so called general circulation of the atmosphere). 
A smaller scale is determined by typical features of the pressure and tem-
perature field, such as high and low pressure structures (anticyclones and 
cyclones respectively) often associated with moving fronts, i.e. regions of 
sharp temperature contrasts between adjacent air masses displaying dif-
ferent mean temperatures. This scale is a synoptic scale. A typical hori-
zontal length for this scale is of order of some thousands kilometres. The 
so called mesoscale includes phenomena occurring in a range of some 
tenths to some hundreds kilometres. It includes phenomena determined by 
geography (mountains, deserts, sea and lake shore). Typical phenomena 
falling in these categories are sea breezes and diurnal mountain and val-
ley winds detailed in Fig. 1 and 2. Then there is the broad range of local 
scale phenomena, including urban effects, roughness-induced phenomena, 
turbulent motions.

In the presented case study, the Italian territory is covered by a 23.2% 
of plain areas, 41.5% by hills and 35.2% by mountains. About half of the 
population lives in plain regions (49.7%), but the remaining half live hills 
in (37.3%) or mountains 13%). Furthermore, it is bounded by 8490 km of 
maritime coasts. The local climatology can strongly affect the dilution of 
pollutants emitted from a plant treating RMSW. The selection of a site for 
a new plant can play an important role: from site to site the local impact 
can vary of one order of magnitude.

3.5 CASE STUDY

A typical case useful for understanding the local impact of the emissions 
from a RMSW treatment plants is the one concerning an incinerator. This 
impact depends on many factors: site characteristics (in particular climatol-
ogy); amount of RMSW to be treated; LHV of the RMSW; emission con-
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centrations at the stack during operating conditions; stack height; off-gas ve-
locity at the stack; off-gas temperature at the stack; yearly operating hours.

Thanks to the optimization of all these parameters, a modern incin-
erator can have a negligible impact on the interested area. An example of 
that can come from the case of the incinerator of Bolzano. In this paper, a 
zoom on the role of the most relevant carcinogenic pollutants is presented. 
In Fig. 3 some results of the modelling of pollutant dispersion and deposi-
tion are presented. The present results come from an integrated approach 
developed at the Civil and Environmental Department of the University 
of Trento.

These results suggest that the process of transport and dispersion of 
pollutants from the operation of the incineration plant crucially depends 
on the diurnal cycle of the valley winds. In the case of Northerly wind, the 
process is dominated by the flow channel along the Adige valley where the 
maximum concentration values at ground level occur south of the inciner-
ator at a distance of about 3 km. The scenario becomes more complicated 
in the case of wind flow from the southern sector: as stated, the main flow 
is directed, depending on the atmosphere conditions that exist in the valley 
town, towards the valley of Isarco or to Merano. The average year shows 
that this phenomenon gives rise to two areas of maximum concentration 
that take place near the town of Bolzano, the first North-West part of the 
town and the second located approximately in the centre of the town.

In particular, Fig. 3 concerns the contribution of Cd emissions to the 
air concentration at ground level. For this parameter, the deposition [29] 
is less relevant as its impact is most significant in case of inhalation. The 
highest contribution is only about 1.1·10-4 ng/m3  whilst in EU its limit in 
air is 5 ng/m3.

Concerning the contribution of PCDD/F to the concentration in air at 
ground level, the highest values are in urbanized areas but its contribution 
is so low that this impact has been considered acceptable: the peak value 
resulted only 0.04 fgTEQ/m3. A verification of this amount was made mea-
suring the PCDD/F air and soil concentrations in the area affected by the 
plant. The measured value in air resulted 67 fgTEQ/m3 demonstrating that 
a modern incinerator can give a negligible contribution to the presence of 
PCDD/F in an area.
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FIGURE 3: Contribution to the Cd average yearly concentration in air at ground level 
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Moreover, additional directional (wind dependent) samplings in the 
following years confirmed that PCDD/F in air is not critical in the Bolzano 
area and there is not a significant influence from the incinerator.

A confirmation of the low impact was made also characterizing the 
soil in the area; the obtained value was 1.23 ngTEQ/kg, lower than the limit 
for residential areas (10 ngTEQ/kg). Additional samplings in the urban area 
confirmed that the typical values are generally lower than 2 ngTEQ/kg.

Taking into account only the contribution of PCDD/F to the air concen-
tration, an underestimation of the impact of these pollutants can emerge. 
Indeed an important aspect concerns the deposition of PCDD/F and their 
role depending on the local food production and consumption. In the case 
study the deposition results gave a peak value as 13 pgTEQ m-2 y-1. A 
guideline value come from Flanders [30], with a value of 1,241 pg m-2  y -1 

demonstrating the low impact of the plant.
As a carcinogenic pollutant has never a health risk equal to zero, it is 

important to assess the incremental risk related to a cancer event referred 
to the most exposed person in the area and the overall risk. The results of 
the adoption of a health risk method demonstrated that the individual one 
is << 10-6 and the overall one is <<1.

The positive results of the above impact analysis allowed the local ad-
ministration to propose a new RMSW combustion plant in the same site 
in order to substitute the existing one, as approaching its end of life. As 
pointed out in Table 3, the NOx emission minimization was assumed as a 
priority for the new plant. The incinerator under construction will guaran-
tee average daily NOx concentration at the stack lower than 40 mg/Nm3, 
significantly lower than the limit requested at national level.

These positive results are related to an optimized plant. In the sector 
of waste management sub-optimum design solutions can give not negli-
gible local impact also when incineration is not adapted [6]. Both for bio-
mechanical plants and for landfilling, the release of pollutants at ground 
level can suffer from a bad dilution that does not protect the residential 
areas in the surroundings. A demonstration of the not optimized way of 
release from a biofilter comes from the TOC parameter: the German regu-
lation on bio-mechanical plants [6] sets a TOC emission factor value as a 
limit to be complied with. For the TOC parameter it is asked to emit less 
than 55 mg/kgRMSW. If we take into account that an incinerator could be 
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authorised to have at the stack 5 mg/Nm3, in the case of a specific air flow-
rate of 6 Nm3/kgRMSW we could have an emission factor to air of 5 x 6 = 
30 mg/kgMSW, lower than the one for bio-mechanical plants (30 < 55 mg/
kgRMSW). It is clear that, with similar emission factors but different height 
of release, the local impact of the incinerator will be significantly lower, 
for this parameter.

From these considerations, a modification of the regulations concern-
ing low level emissions from MSW treatment plants is compulsory. To 
this concern, it must be pointed out that a significant number of compost-
ing plant have been recently stopped in Italy because of the unoptimized 
release of process air. In this case the odour parameter gives a direct idea 
of the bad managed impact of the plant.

3.6 CONCLUSIONS

The contents of this paper demonstrate that trends of the environmental 
impact in the MSW sector can be found thanks to the evolution of the 
waste management strategies. However some prevention activities in 
terms of emissions to the atmosphere cannot decrease the importance of 
the analysis of the local meteorology in order to verify the compatibility 
of a site with the proposal of a plant. A problem to be faced with can be 
the lack of meteorological data if the region of the site has not an ad-
equate tradition of meteorological data collection. In this case a specific 
campaign of at least one year should be planned. Moreover, in the MSW 
sector there is a unbalanced approach from the regulatory point of view, 
as the role of low level emissions is not managed with the same attention 
of the case of emissions from a high stack. In this last case, dispersion 
and deposition modelling demonstrate that modern incinerators may be 
constructed keeping very low their local impact. This result cannot be 
generalized as the role of meteorology can significantly change the local 
incidence of a plant in terms of air pollution. Additionally the concept 
of “modern” must be related to low emission values really guaranteed 
at the stack.
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CHAPTER 4

4.1 BACKGROUND

Higher soot or carbon deposits on in-cylinder engine components and lu-
bricating oil contamination are the main causes for engine wear. Wear pro-
cesses due to oil contamination lead to diminished fuel efficiency, shorter 
useful oil service life, reduced component life, and loss of engine perfor-
mance. Hence, in addition to engine performance and emissions of diesel 
engine, soot depositions on engine components and wear metal additions 
in lubricating oil of the engine are required for the selection of a fuel that 
would replace conventional diesel fuel. With increase in demand for using 
biodiesel in place of high-speed diesel (HSD), a detailed study on these as-

http://creativecommons.org/licenses/by/2.0/
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pects is very much required for the selection of a suitable blend to replace 
HSD for long-term use in diesel engines.

Very few studies have been conducted on soot depositions and wear 
metal additions in the lubricating oil of engine that are operated with bio-
diesel obtained from single-vegetable oil and its blends with HSD. It was 
reported that metal addition in the lubricating oil of engines operated with 
different biodiesel (soybean, palm kernel oil, linseed oil) blends was lower 
or similar as compared to when the engine was operated with HSD alone 
[1–5]. Ramaprabhu et al. [6] reported that iron wear was almost similar, 
whereas copper wear was higher in the lubricating oil of diesel engine op-
erated with Jatropha and Karanja biodiesel blend as compared with when 
the lubricating oil of diesel engine was operated with HSD. Lesser soot de-
position on engine components was reported for biodiesel blend-operated 
diesel engines [6, 7]. With increasing demand on the use of biodiesel, more 
and more oils and mixtures of oils are explored for biodiesel production 
[8]. Mahua (Madhuca indica) oil (MO) with high free fatty acids (FFA) 
and simarouba (Simarouba glauca) oil (SRO) are few such potential oils 
suitable for biodiesel production. Higher FFA present in oil requires higher 
methanol; hence, an attempt was made to produce biodiesel from a mix-
ture (50:50) of these two oils to reduce methanol requirement in biodiesel 
production [9]. Performance evaluation, emission examination along with 
soot deposition on in-cylinder engine components, and wear metal addi-
tion in the lubricating oil of the engine are required for biodiesel obtained 
from such mixture of oils. Hence, a study was undertaken at Indian Insti-
tute of Technology, Kharagpur, India.

4.2 METHODS

4.2.1 BIODIESEL PRODUCTION

MO and SRO with FFA levels of 13% and 1.43%, respectively, were 
mixed at 50:50 v/v proportions (MSO) to reduce methanol consumption 
in biodiesel production. This oil mixture (MSO) had an FFA content of 
7.19%. Hence, pretreatment esterification with an acid catalyst to bring 
down the FFA level of the oil mixture to around 1% was required.
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TABLE 1: Technical specification of engine and hydraulic dynamometer
 

Particulars Details
Engine Model DM14

Maximum power (kW) 10.3
Type Water-cooled, four stroke
Rated speed (rpm) 1,500
Number of cylinders 1
Compression ratio 15.5:1
Bore × stroke (mm) 114.3 × 116
Brake mean effective pressure at 1,500 
rpm (kg/cm2)

7.054

Combustion Direct injection (DI) and naturally 
aspirated

Injection timing 24° before TDC
Hydraulic dyna-
mometer

Model AWM15

Type Hydraulic
Water pressure at inlet (kg/cm2) 1.5
Power (hp)
Range 1 to 100
Accuracy ±2%
Data resolution 0.02%
Maximum speed (rpm)
Range 5,650 to 8,000
Accuracy ±2%
Data resolution 0.03

Exhaust gas 
analyzer

Model PEA205

CO (%)
Range 0 to 15
Accuracy ±0.06
Data resolution 0.001
HC (ppm)
Range 0 to 30,000
Accuracy ±4%
Data resolution 1
NOx (ppm)
Range 0 to 5,000
Accuracy ±2%
Data resolution 1
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A two-step ‘acid-base’ process, an acid pretreatment followed by the 
main base-transesterification reaction, using methanol as reagent and 
H2SO4 and KOH as catalysts for acid and base reactions, respectively, was 
followed to produce biodiesel from MSO. The various fuel properties of 
MO, SRO, MSO, and biodiesel (B100) obtained from MSO and its blends 
with HSD (B10, B20) were determined as per the American Society for 
Testing and Materials (ASTM) standards.

4.2.2 EXPERIMENTAL SETUP

Performance and exhaust emissions were studied for a 10.3-kW single-
cylinder four-stroke direct-injection water-cooled diesel engine using bio-
diesel blends with HSD (B10 and B20) by varying the engine load from 
no-load to 100% load in steps of 20%. A hydraulic dynamometer (SAJ 
Model AWM 15, SAJ International Pvt. Ltd, Pune, India; 100 hp at 5,650 
to 8,000 rpm) equipped with a strain gauge-based load cell and digital 
readout for measuring engine torque and speed was used for loading the 
diesel engine. Details of the technical specification for the engine, dyna-
mometer, and exhaust gas analyzer used are given in Table 1.

4.3 METHODOLOGY

4.3.1 PERFORMANCE TESTS AND EMISSION MEASUREMENT 
OF DIESEL ENGINE WITH BIODIESEL BLENDS

Performance tests were conducted in a diesel engine using HSD and blends 
of biodiesel (B10 and B20) following the Indian standard (IS) 10000: part 
8 [10]. The rated engine load measured was found to be 57.8 Nm at 1,500 
± 10 rpm, and the corresponding rated power developed by the engine was 
9.1 kW. At rated power, the load going to the engine was taken as 100%. 
Accordingly, intermediate loads were calculated as 11.56, 23.12, 34.68, 
and 46.24 Nm (corresponding to 20%, 40%, 60%, and 80% of torque ob-
tained at rated power). The tests were conducted for 3 h and 30 min for 
each test fuel, and load was applied at an interval of 30 min. The readings 
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were recorded at an interval of 10 min for a particular engine load. During 
this test, performance parameters such as brake specific fuel consump-
tion (BSFC), brake thermal efficiency (BTE), and exhaust gas temperature 
(EGT) were determined by measuring fuel consumption, engine torque, 
and EGT. During this performance test, exhaust emissions such as CO, 
hydrocarbon (HC), and oxides of nitrogen (NOx ) were also measured us-
ing an online exhaust gas analyzer. A suitable blend for long-term use was 
selected by comparing the performance and emissions of the two blends 
with those of HSD.

4.3.2 ESTIMATION OF SOOT DEPOSITS ON IN-CYLINDER 
ENGINE COMPONENTS

The engine was run for 100 h (16 test cycles each of 6.25-h continuous 
running) with each of the two fuels (HSD and selected biodiesel blend). 
In 100 h, the engine was subjected to different loadings, and the lubricat-
ing oil samples were collected at an interval of 25 h of engine run. The 
duration for each loading was decided as per IS 10000: part 9 [11]. In 
each test cycle, loads were applied in a random manner for predetermined 
durations, i.e., 100%, 50%, 100%, no load, 100%, and 50% load for 93.75 
(including 11.72 min of warm up), 93.75, 23.45, 11.72, 70.31, and 82 min, 
respectively. After 100 h of engine operation with each of these fuels, the 
engine was dismantled, and the cylinder head, piston, and fuel injector 
were removed carefully and kept on a clean surface. Photographs of these 
components were taken to visually compare the soot deposits when oper-
ated with different fuels. Later, the soot deposits were gently scraped from 
these components using a wooden scraper. Weights of these scraped de-
posits for each component were taken separately for comparison.

4.3.3 DETECTION OF WEAR METALS BY ATOMIC 
ABSORPTION SPECTROSCOPY ANALYSIS

The lubricating oil samples collected after each 25 h of engine run were 
subjected to atomic absorption spectroscopy (AAS) analysis to determine 
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the addition of metals (such as copper, zinc, iron, manganese, nickel, lead, 
magnesium, and aluminum) in lubricating oil of engine. Dry ashing tech-
nique was used to prepare the sample of lubricating oil for metal analysis 
by AAS. Each lubricating oil sample was taken in a 250-ml conical flask 
and thoroughly mixed in a water bath at 50°C for 1 h at constant speed. 
Approximately 10 g of mixed lubricating oil sample was taken in a previ-
ously washed and dried silica crucible. The crucible was then kept on a hot 
plate at a temperature of 120°C until the lubricating oil gets completely 
dried up. Thereafter, the crucible was kept in a muffle furnace for 4 h at a 
temperature of 450°C and then for 2 h at 650°C. The ash that remained in 
crucibles was dissolved in 1.5 ml of HCl solution. The solution was then 
diluted with 100 ml of deionized water and stored in plastic bottles in a 
refrigerator at a temperature of 10°C to 15°C. This method was followed 
to prepare all samples for metal analysis by flame AAS. Variation of these 
elements was found for different engine operating hours.

4.4 RESULTS AND DISCUSSION

4.4.1 FUEL PROPERTIES

Various fuel properties of MO, SRO, MSO, biodiesel obtained from this mix-
ture of oils, and its blends with HSD (B10 and B20) were determined as per 
the ASTM standards and are summarized in Table 2. It can be seen from this 
table that the fuel properties of biodiesel are comparable to those of HSD and 
are well within the latest American (D 6751–02) and European (EN 14214) 
standards for biodiesel. The MO, SRO, and MSO, however, were found to 
have much higher values of fuel properties way above any of these standard 
limits, thus restricting its direct use as a fuel for diesel engines.

4.4.2 ENGINE PERFORMANCE

The performance parameters such as BSFC, BTE, and EGT obtained with 
B10, B20, and HSD are found to be affected by fuel blend and engine 
loading and are discussed in the following sections.
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TABLE 2: Fuel properties of biodiesel obtained from MO, SRO, mixture of MSO and their biodiesels

Fuel type Acid value Density Kinematic 
viscosity

Calorific 
value

Flash point Pour point Carbon 
residue

Ash 
content

Water 
content

(mg KOH/g) (kg/m3) (cSt) (MJ/kg) (°C) (°C) (%) (%) (ppm)

HSD - 812 2.85 42.5 52 −20.0 0.15 0.01 90

MO 26 913 40.92 36.5 233 14.0 1.6 1.13 1,200

MB100 0.46 861 5.38 37.05 168 3.0 0.22 0.01 450

SRO 2.86 912 44.95 36.6 245 15.0 1.50 1.17 1,400

SRB100 0.39 862 5.58 37.0 146 4.0 0.21 0.01 445

MSOa 14.38 912 42.94 36.55 238 14.0 1.60 1.14 1,300

B10 0.27 817 3.02 42.0 63 −18.0 0.15 0.01 126

B20 0.27 821 3.19 41.4 74 −15.0 0.16 0.01 159

B100 0.33 857 4.56 37.02 164 3.5 0.21 0.013 450

ASTM D6751 <0.80 - 1.9 to 6.0 - >130 - - <0.02 <500

EN14214 <0.50 860 to 900 3.5 to 5.0 - >120 - <0.30 <0.02 <500

BIS15607 <0.50 860 to 900 2.5 to 6.0 - >120 - - - <500

MB100, mahua biodiesel; SRB100, simarouba biodiesel; B100, biodiesel obtained from MSO; B10, 10% MSO with HSD by volume basis; 
B20, 20% MSO with HSD by volume basis. 
aMSO, mixture of MO and SRO at 50:50 v/v.
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FIGURE 1: Variations of BSFC with engine load for B10, B20, and HSD.
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4.4.2.1 BRAKE SPECIFIC FUEL CONSUMPTION

The variations of BSFC with engine load for B10, B20, and HSD are 
shown in Figure 1. BSFC, in general, was found to increase with an 
increase in proportion of biodiesel in the fuel blends with HSD. Mean 
BSFC values with B10 and B20 were found to be 287.29 and 298.67 
g/kW h, respectively, and were 2.44% and 5.63% higher than those 
with HSD. Among the fuel blends tested, 10% blending gave the mini-
mum BSFC, and it increased with the increase in biodiesel percentage  
in the blends.

BSFC was also observed to decrease sharply with the increase in en-
gine loading for all the fuels tested due to relatively less amount of heat 
losses at higher loads. At full load, the mean BSFCs for HSD, B10, and 
B20 were found to be 274.29, 281.05, and 290.00 g/kW h, respectively, as 
compared with 506.76, 519.52, and 550.37 g/kW h at 20% engine loading. 
This decrease in BSFC with the increase in engine load might be due to 
the fact that percentage increase in fuel required to operate the engine was 
less than the percentage increase in brake power as relatively less portion 
of the heat losses occurred at higher engine loads.

4.4.2.2 BRAKE THERMAL EFFICIENCY

BTE of diesel engine when operated with HSD, B10, and B20 at different 
engine loads has been plotted in Figure 2. At 20% engine loading, BTE 
values were found to be 16.72%, 16.50%, and 15.80% with HSD, B10, 
and B20, respectively, which were increased to 30.89%, 30.50%, and 
29.99% at full load condition. The BTE improved with the engine load 
for the main reason that a relatively less portion of the power was lost 
with the increase in engine load. The mean BTE with B10 and B20 was 
found to be 21.87% and 21.46%, respectively, as compared to 22.27% 
with HSD. There was a reduction in BTE with the increase in biodiesel 
percentage in the fuel blends due to the decrease in calorific value of 
fuel blend.



52 
Pollution and the A

tm
osphere: D

esigns for R
educed Em

issions 

FIGURE 2: Variations of BTE with engine load for B10, B20, and HSD.

FIGURE 3: Variations of EGT with engine load for B10, B20, and HSD.
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FIGURE 3: Variations of EGT with engine load for B10, B20, and HSD.



54 
Pollution and the A

tm
osphere: D

esigns for R
educed Em

issions 

FIGURE 4: Variations of CO emissions with engine load for B10, B20, and HSD.
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FIGURE 5: Variations of HC emissions with engine load for B10, B20, and HSD.
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4.4.2.3 EXHAUST GAS TEMPERATURE

The variations of EGT of a diesel engine when operated with HSD, 
B10, and B20 at different engine loads are shown in Figure 3. EGT was 
found to increase with the increase in both concentrations of biodiesel 
in the blends and engine load. The mean EGT values with B10 and B20 
were found to be 308°C and 310°C, respectively, which were 4.44% 
and 5.12% higher than that with HSD (296°C). The maximum EGT was 
obtained at full load conditions with all the fuels tested and was 430°C, 
438°C, and 443°C with HSD, B10, and B20, respectively, whereas it was 
213°C, 224°C, and 225°C at 20% engine loading. The increase in EGT 
with engine load is obvious from the simple fact that a higher amount of 
fuel was required in the engine to generate that extra power needed to 
take up the additional loading.

The variations of BSFC, BTE, and EGT for blends of biodiesel (B10 
and B20) obtained from the mixture of oils and HSD at different engine 
loadings were found to be similar to the trend as reported, while testing 
biodiesel blends obtained from individual oils (sunflower, linseed, Karan-
ja, rubber seed, rapeseed, soybean, polanga, waste palm, castor, soybean, 
mahua, and tamanu oils) and HSD in different diesel engines [12–24].

4.4.3 ENGINE EMISSIONS

The average exhaust emissions such as CO, HC, and NOx from diesel 
engine with different fuels tested were found to be affected by biodiesel 
blend and engine load and are discussed in the following sections.

4.4.3.1 CARBON MONOXIDE

The variations of CO with engine load when operated with B10, B20, and 
HSD are presented in Figure 4. CO emission was found to decrease with 
the increase in proportion of biodiesel in the fuel blends with HSD. The 
mean values of CO emissions with B10 and B20 were found to be 10.97% 
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to 21.16% lower than those with HSD. Among the two fuel blends tested, 
B10 blending gave the maximum CO emission, and it decreased with the 
increase in biodiesel percentage in the blends.

The mean values of CO emissions for B10 decreased from 0.031% at 
no-load conditions down to 0.014% at 60% engine load and then increased 
up to 0.071% at 100% engine load. A similar trend was also observed for 
B20 and HSD. Initially, at no-load condition, cylinder temperature might 
be too low, and then, it increased with loading due to more fuel injected 
inside the cylinder. At an elevated temperature, performance of the engine 
improved with relatively better burning of the fuel, resulting in decreased 
CO. However, on further loading, the excess fuel required led to the for-
mation of more smoke, which might have prevented the oxidation of CO 
into CO2, consequently increasing the CO emissions sharply.

4.4.3.2 HYDROCARBONS

The HC emissions from the diesel engine when operated with B10, B20, 
and HSD at different engine loadings are plotted in Figure 5. The mean 
values of HC emissions with all the fuels tested initially decreased from no 
load to 60% engine load, and then it increased with further increase in en-
gine load up to 100%. It followed the same trend as that of CO emissions. 
The mean HC emissions with B10 and B20 were found to be 38.76% and 
47.60% lesser than those with HSD. Among the two fuel blends tested, 
B10 gave the minimum reduction in HC emission as compared with HSD.

4.4.3.3 OXIDES OF NITROGEN

The NOx concentration in exhaust gas from a diesel engine when oper-
ated with HSD, B10, and B20 at different engine loadings is shown in 
Figure 6. It increased with the increase in both engine load and biodiesel 
concentration in the blends. The maximum NOx values were obtained at 
full load conditions and were 1,173, 1,211, and 1,230 ppm, respectively, 
with HSD, B10, and B20, whereas it was 265, 296, and 344 ppm at 20% 
engine loading. The mean NOx values with B10 and B20 were found to be 
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667.5 and 693.17 ppm, respectively, and were 5.57% and 11.45% higher 
than those with HSD. This higher NOx production with biodiesel blends 
could be attributed to the higher EGT and the fact that biodiesel had some 
oxygen content in it, which facilitated NOx formation. As the engine load 
increased, the overall fuel-to-air ratio supplied to the engine increased, re-
sulting in an increase in average gas temperature in the combustion cham-
ber; hence, NOx formation, which is sensitive to temperature, increased.

Similar findings on exhaust gas emissions were observed while operat-
ing the diesel engines with different biodiesel obtained from individual 
oils [23].

4.4.4 SELECTION OF SUITABLE BIODIESEL BLEND

Based on the minimum BSFC, maximum BTE, and minimum EGT, the 
biodiesel blend, B10, was found suitable for the running diesel engine 
without compromising engine performance when operated with HSD. 
However, from the emission point of view, this blend (B10) was found to 
produce higher CO and HC and lower NOx emissions as compared with 
B20. However, both fuel blends tested exhibited lower CO and HC and 
higher NOx emissions as compared with HSD. Considering both perfor-
mance and emissions, B10 was considered as the suitable blend for replac-
ing HSD in diesel engine and also in the long-term test of the engine that 
was conducted.

4.4.5 SOOT DEPOSITS ON IN-CYLINDER ENGINE 
COMPONENTS

The amount of soot deposits on the in-cylinder engine components when 
operated with different fuels were measured as per the procedure outlined 
in the ‘Estimation of soot deposits on in-cylinder engine components’ sec-
tion and are summarized in Table 3.
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FIGURE 6: Variations of NO x emissions with engine load for B10, B20, and HSD.
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FIGURE 7: Soot deposits on (a) cylinder head, (b) piston crown, and (c) fuel injector of 
diesel engine.
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TABLE 3: Soot deposits on cylinder head, piston crown and fuel injector of an engine

Engine parts Operated with HSD (g) Operated with B10 (g) Variation as compared to 
HSD (%)

Soot deposits on 
cylinder head

0.38 0.23 −39.47

Soot deposits on 
piston crown

0.52 0.48 −7.69

Soot deposits on 
fuel injector

0.04 0.03 −25.00

The photographs of soot deposits formed on the cylinder head, piston 
crown, and fuel injector of diesel engine when operated with HSD and 
B10 along with a clean cylinder head, piston crown, and fuel injector are 
shown in Figure 7a,b,c, respectively. From these figures, it can be clearly 
seen that the soot deposits on the cylinder head, piston crown, and fuel 
injector of the engine were substantially lower when operated with B10 as 
compared with HSD. The amount of soot deposits on the cylinder head, 
piston crown, and fuel injector in the case of the B10-fueled engine was 
found to be 39.5%, 7.7%, and 25.0% lesser, respectively, as compared 
with those of the HSD-fueled engine.

A lesser amount of soot deposits on the different engine components 
when operated with B10 was because of the complete combustion of fuel 
due to the availability of extra oxygen in biodiesel molecules. The above 
results are in line with the findings reported by Agarwal et al. [25] when 
they conducted the 512-h endurance test with 20% blend of linseed oil 
methyl ester with HSD. They found about a 40% reduction in carbon de-
posits on the engine components when operated with B20 as compared 
with HSD.

4.4.6 ADDITION OF WEAR METALS IN LUBRICATING OIL

Addition of wear metals in lubricating oil after 100 h of engine opera-
tion each with HSD and B10 was determined by following the procedure 
outlined in the ‘Estimation of soot deposits on in-cylinder engine com-
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ponents’ section and is summarized in Table 4. From this table, it can be 
seen that the concentrations of heavy metals such as Cu, Zn, Fe, Pb, Mg, 
and Al, except for Mn and Ni, were lower in the lubricating oil of engine 
when fueled with B10 as compared with when it was fueled with HSD. 
This could be due to the lesser friction of engine components because of 
additional lubricating property and presence of fatty acid compounds such 
as fatty acid methyl esters, FFA, monoglycerides, etc. in B10 fuel. Accord-
ing to some researchers, the presence of long-chain molecules, degree of 
unsaturation, and oxygenated moieties in the biodiesel play an important 
role in improving its lubricity [2, 26, 27]. Another reason for this could be 
the higher viscosity of B10 blend (5.96% higher) as compared with HSD.

Similar findings on the addition of metals on lubricating oil were also 
reported while conducting 100-and 512-h tests in diesel engines using 
palm kernel oil biodiesel blends (B7.5 and B15) and linseed oil methyl 
ester blend (B20), respectively [2, 25].

4.5 CONCLUSIONS

The following conclusions have been made in this study:

1. The fuel properties of biodiesel obtained from the mixture, MSO, 
were found to be within the limits specified by the biodiesel stan-
dards ASTM D 6751–03, DIN EN 14214, and BIS 15607. The fuel 
properties of biodiesel blends approached those of HSD with a de-
crease in concentration of biodiesel in the blends.

2. BSFC and EGT of the 10.3-kW diesel engine when operated 
with biodiesel blends as compared with HSD at different engine 
loads were found to increase by 2.49% to 5.62% and 4.44% to 
5.2%, respectively, whereas BTE was found to decrease by 1.48% 
to 3.22% with an increase in biodiesel concentration in the fuel 
blends. Among the two fuel blends tested, B10 had lower mean 
BSFC (287.29 g/kW h) as well as EGT (308°C) and a higher mean 
BTE (21.87%).
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TABLE 4: Wear metal addition in lubricating oil of engine when operated with HSD and biodiesel blends

Metals Concentration 
at 0 h (ppm)

Concentra-
tion after 25 h 

(ppm)

Varia-
tion 
(%)

Concentration 
after 50 h (ppm)

Varia-
tion (%)

Concentration 
after 75 h (ppm)

Variation 
(%)

Concentration 
after 100 h (ppm)

Variation 
(%)

HSD B10 HSD B10 HSD B10 HSD B10

Cu 0.8 2.8 2.4 −14.3 4.4 3.0 −31.1 5.5 3.9 −29.1 7.02 4.7 −33.0

Zn 915.1 951.1 945.0 −0.64 1,027.8 1,012.0 −1.5 1,063.4 1,042.2 −2.0 1,260.0 1,120.8 −11.0

Fe 17.8 33.7 28.5 −15.4 43.6 37.7 −13.5 55.3 44.4 −19.7 60.9 48.6 −20.2

Mn 1.1 1.4 1.5 7.1 1.6 1.7 6.3 1.7 1.9 11.8 1.9 2.3 21.1

Ni 0.3 0.4 0.4 0 0.4 0.5 25 0.5 0.5 0 1.1 0.9 −18.2

Pb 1.3 2.2 1.4 −36.3 2.8 1.6 −42.8 3.4 1.9 −47.8 4.5 2.8 −37.8

Mg 50.6 59.8 54.2 −9.4 77.2 55.3 −28.4 89.2 57.2 −35.9 115.8 57.9 −50.0

Al 36.6 38.7 37.8 −2.5 58.5 49.3 −15.7 59.6 53.8 −9.7 66.3 57.5 −13.3
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3. With an increase in engine load, the BSFC decreased, whereas both 
EGT and BTE increased for all the fuels tested. However, BTE for 
all biodiesel blends as compared with HSD was reduced on aver-
age by 2.09% at full load, and it was further reduced to 3.41% at 
20% engine loading due to higher losses.

4.  The CO and HC emissions of the diesel engine when operated 
with biodiesel blends as compared with HSD were reduced by 
10.97% to 21.16% and 38.76% to 47.6%, whereas NOx emissions 
increased by 5.57% to 11.45%.

5. Based on the performance (minimum increase in BSFC and EGT 
and with lesser reduction in BTE) and emissions (minimum re-
duction in CO and HC and minimum increase in NOx ), biodiesel 
blend B10 was selected for long-term use in diesel engine.

6. As compared with HSD-fueled engine, lesser carbon deposits on 
the in-cylinder parts (such as cylinder head, piston crown, and fuel 
injector) were observed for the B10-fueled engine due to better 
combustion of biodiesel blend.

7. Lower concentrations of all heavy metals (such as Cu, Zn, Fe, Pb, 
Mg, and Al, except for Mn and Ni) in the lubricating oil of diesel 
engine were found inB10-fueled engine as compared with those 
in HSD-fueled engine. This could be due to the lesser friction of 
engine components because of additional lubricity and higher vis-
cosity of the B10 blend as compared with HSD.

 
Findings of this study would encourage the use of biodiesel obtained 

from the mixture of oils and would help in reducing the dependency on a 
particular oil for biodiesel production.
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Field Conditions 
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5.1 INTRODUCTION

Air pollution is a serious problem in all over the world. Diesel engines 
seem to have a large influence on air pollution because they are used for 
heavy-duty trucks and emit a higher level of pollutants than petrol engines 
do, however diesel fuel has slightly higher energy content than petrol per 
unit volume. Off-road vehicles, trucks, buses and other types of heavy-
duty vehicle are powered almost exclusively by diesel engines. Diesel en-
gines make a significant contribution to air pollution (Lindgren and Hans-
son, 2002).

http://www.cigrjournal.org/index.php/Ejounral/article/viewFile/2363/1770
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Many studies have been conducted concerning diesel emission analy-
sis and reduction techniques (Jacobs and Assanis 2007; Felsch et al., 2009; 
Teraji et al., 2009). Pollutants from diesel engines can be roughly divided  
into groups (Heywood, 1988). The first one is NOx. NOx mainly consists 
of nitrogen oxide (NO) and nitrogen dioxide (NO2). The concentration of 
NO in diesel exhaust is higher than that of NO2; however, NO2 has much 
higher toxicity than NO does. In addition to these two species, N2O has 
been recently gathering attention because of its 200 times higher impact 
factor than carbon dioxide on global warming (http://www.Ipcc nggip. 
iges.or.jp/public/). Although it can be said that NO, NO2, and N2O have 
different impacts on the environment. The most studies of diesel engine 
exhaust introduce them as the same species, which is named just NOx.

The second element of diesel exhaust is hydrocarbons and CO. Hy-
drocarbons consist of thousands of species, such as alkanes, alkenes, and 
aromatic. Although their toxicity, carcinogenicity, and impact of oxidant 
formation vary from species to species, they are usually treated together 
as total hydrocarbons (THC) (ACGIH Website). These uniform treatments 
of NOx and THC have arisen for two reasons. The first one is that the 
exhaust gas of automobiles is regulated only by levels of NOx and THC. 
Another one is the difficulty in measurement. Usually, an analysis of en-
gine exhaust is performed by gas chromatography–mass spectrometry 
(GC–MS) (Borras et al., 2009). However, achieving quantitative analysis 
takes a long time. Real time measurement is desirable for engine exhaust 
analysis because the exhaust gas composition changes in real time along 
with changes in the engine operating conditions. However, Performing 
GC-MS in real time is difficult. For these reasons, only a few studies were 
done about the details of exhaust gas compositions and the effects of en-
gine operating conditions on the compositions (Schulz et al., 1999; Gullett 
et al., 2006).

The last element of diesel exhaust is particulate matter (PM), which is 
important to diesel engine exhaust. PM is usually measured by weighing 
a filter which was exposed to exhaust gas and trapping PM. In a study it 
is suggested that Nano-particles, generally having a diameter of less than 
100 nm although there are different definitions, are more hazardous to 
human health than larger particles. The standard filter weighing method 
is regarded as less sensitive for such small particles. According to this rea-

http://www.Ipccnggip.iges.or.jp/public/
http://www.Ipccnggip.iges.or.jp/public/
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son, the European Commission decided to adopt a new PM measurement 
technique for automobiles. It is the number counting method, in which 
the numbers of particles from 23 nm to 2.5 µm are counted. This method 
has a higher sensitivity to small particles than the standard filter weighing 
method, because small particles and large particles are treated equivalent-
ly (Kittelson, 1998). This discussion indicates that it is important to know 
the size distribution of particle emissions.

According to an analysis by the Health Effects Institute(HEI, 1995), 
the composition of diesel exhaust varies considerably depending on en-
gine type and operation conditions, fuel, lubricating oil, and whether an 
emissions control system is present.

An important proportion of the diesel engine emissions causing en-
vironmental problems is caused by work machinery such as agricultural 
tractors and forestry machines (Hansson et al., 2001). Exhaust emissions 
from agricultural tractors have a detrimental impact on human health and 
the environment. In order to reduce these emissions, standards have been 
introduced and are continuously being tightened (EU 2000, 2004, 2005; 
Larson and Hansson, 2011). These standards only concern existing ve-
hicles. The latest studies (Hansson et al., 1999) have shown that emission 
values for agricultural tractor operations cannot be reasonably accurately 
calculated from average emission factors without account being taken of 
the type of load on the engine in the operation performed. Large varia-
tions in emissions were found between different operations, even when 
the emissions were related to the mechanical energy output of the engine 
(emissions in g kWh-1).

Further, there is a great need for precise data on total emission pro-
duction, for example in processes deciding emission rights and pollution 
taxes. It is therefore very important that average loads on engines can be 
decided with high precision. With good knowledge of the average load on 
a tractor engine, it will also be possible to optimize the engine more effec-
tively in order to minimize the total emissions. The previously described 
large differences in emission values among different operations indicate 
that the typical use of the tractor may have important effects on average 
emission factors. The average use of tractors is related to many more fac-
tors than engine size, for example, farm size and its production policy, and 
the size and age of the other tractors on the farm (Biller and Olfe, 1986). 
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The largest tractor on the farm is normally used for the heavier operations, 
e.g. soil tillage, while the other tractors are more often used in lower load 
operations. It is, therefore, also important to investigate whether the av-
erage emission factors differ between tractors of the same size, but with 
different average use (Hansson et al., 2001).

Recently, many researchers focused on exhaust gases of diesel and pet-
rol engine, such as a comparison between different methods of calculating 
average engine emissions for agricultural tractors evaluated by Hansson 
et al. (2001). Environmental impact of catalytic converters and particle 
filters for agricultural tractors determined by life cycle assessment inves-
tigated by Larsson and Hansson (2011), simulated farm fieldwork, energy 
consumption and related greenhouse gas emissions in Canada by Dyer and 
Desjardins (2003), effects of vehicle type and fuel quality on real world 
toxic emissions from diesel vehicles were investigated by Nelson et al. 
(2008). Emissions from heavy-duty vehicles under actual on-road driving 
conditions were measured by Durbin et al. (2008). Detailed analysis of 
diesel vehicle exhaust emissions, nitrogen oxides, hydrocarbons and par-
ticulate size distributions were obtained by Yamada et al. (2011). Gaseous 
and particulate emissions from rural vehicles in China were measured by 
Yao et al. (2011), etc.

Therefore, the purpose of this work was to measure average some ex-
haust gases values such as hydrocarbon (HC), carbon monoxide (CO), 
carbon dioxide (CO2), oxygen (O2) and nitrogen oxide (NO) from different 
tractors at three operations conditions. Engine oil temperature was mea-
sured too.

5.2 MATERIALS AND METHODS

The aim of this study is the measurement and correlation between some 
exhaust gases from two common and popular tractors (MF285 and U650) 
in IRAN at three situations (use of ditcher, plowing and cultivator opera-
tions). The data was recorded in the field with 6,500 m2 area and clay-
loamy soil. Tests by every implement were done in four replications. The 
operations were done at autumn tillage.
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FIGURE 1: Implements 
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Table 1 shows specifications of the tractors was used. The operation 
conditions were considered for this study and instruments specifications 
were shown in Table 2. As is shown in Figure 1 ditcher, moldboard plow 
and cultivator were used. The tractor speed in every operation selected 
from standard method (ASAE D497.4 MAR99).

TABLE 1: Specifications of the Tractors

 Class Model Number of 
cylinders 

Fuel 
type 

Engine operating 
process 

Engine 
power /hp

Tractor 1 MF 285 1984 4 Diesel 4 - Stroke 75

Tractor 2  U650 1985 4 Diesel  4 - Stroke 65

TABLE 2: Specifications of the instruments and operation conditions

Types of  
instrument 

Characteristics Engine speed/r min-1 Tractors speed/km h-1

Ditcher Moldboard ditcher  2250 8

Plowing Three bottom moldboard 
plow 

220 5

Field Cultivator Nine tine cultivator 2250 8

FGA-4100 automotive emission analyzer made in China was used for 
measurement of exhaust gases and engine oil temperature. The details of 
specific device are illustrated in Figure 2. As is shown in Figure 2 exhaust 
gases enter to five gas analyzer without dilution. The flow ratio of the ex-
haust gases is changed by changing the engine speed, so the dilution ratio 
varied with changing engine speed. Patterns of driving could affect vehicle 
emissions significantly, so they are very important in measuring vehicle 
emissions (Hansen et al., 1995; Kean et al., 2003; Yao et al., 2007). There-
fore, for solving this problem, engine speeds stabilized during operations 
with hand accelerator. Then engine speed stabilized at 2,250 r min-1.
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FIGURE 2: Details of specific device
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Fuel and lubricating oil were constant in both of tractors at every op-
eration, because these parameters are effective on engine emission (HEI, 
1995). Both tractors are equipped with the same instruments and worked 
at the same conditions and measured exhaust gases.

5.3 RESULTS AND DISCUSSIONS

In this research we focused on details of exhaust gases from two common 
tractors that are used in IRAN at three operation conditions. All of the ob-
tained emission results are presented in Table 3, Table 4 and Table 5. As is 
shown in these tables measured CO, CO2 and NO emission from MF285 are 
higher than U650; however HC and O2 from U650 are higher than MF285.

TABLE 3: Exhaust gases at ditcher operating.

MF 285 U650

Max  Min Average Max Min Average

HC/ppm 45 41 43.2 97 65 81.2

CO/% 0.14 0.12 0.13 0.2 0.06 0.11

CO2/% 8.6 7.5 8.02 3.7 1.1 2.38

NO/ppm 470 271 362.6 105 13 34

O2/% 12.9 10.8 11.7 18.4 13.8 16.46

Engine oil temperature/°C 68 63.4 65.58 96.3 70.02 70.9

TABLE 4: Exhaust gases at plow operating

MF 285 U650

Max Min Average Max Min Average

HC/ppm 49 46 47.75 95 67 82

CO/% 0.27 0.11 0.16 0.2 0.11 0.15

CO2/% 10.3 7.8 8.92 6.7 3 5.15

NO/ppm 523 369 431 155 43 119.5

O2/% 11.7 9.92 10.70 17.8 12 13.87

Engine oil temperature/°C 66.5 62.3 64.35 62.3 59.2 60.57
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FIGURE 3: HC emission from tractors at operation conditions 
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TABLE 5: Exhaust gases at cultivator operating

MF 285 U650

Max Min Average Max Min Average

HC/ppm 66 41 45.1 76 58 66.75

CO/% 0.16 0.11 0.13 0.1 0.06 0.08

CO2/% 9.8 7.1 8.34 3.8 1 2.2

NO/ppm 560 228 365.8 129 20 68.25

O2/% 13.6 9.08 11.40 18.7 14.4 16.58

Engine oil temperature/°C 54 46.2 51.2 75.3 71 73.77

5.3.1 HC EMISSION

The measured HC values in both tractors in three operating situations are 
shown in Figure 3. Results showed the value of HC emission while plow-
ing by tractors is higher than the other condition. In addition, the values of 
exhaust HC from U650 are higher than MF285 at every three operations. 
The results of variance analysis showed that amounts of exhaust HC have 
a significant relationship with types of tractors and instrument at 1% as 
shown in Table 6.

5.3.2 CO EMISSION

The amount of measured gases in both of tractors showed the value of 
exhaust CO as well as other diesel engines is very low in comparison with 
petrol engine (DEFRA, ACE Information Programme, Air pollution and 
Rain Fact sheets Series: KS4 and A). The recorded data showed values 
of CO in plowing operation are higher than other operations. CO emitted 
from U650 is lower than MF285 (Figure 4). The results of variance analy-
sis (Table 6) showed that amounts of exhaust CO don’t have a significant 
relationship with types of tractors, but they have significant relationship 
with types of instrument at 1%. Therefore, values of CO emission are in-
dependent from types of tractors.
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FIGURE 4: CO emission from tractors at operation conditions 
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FiGURE 5:  CO2 emission from tractors at operation conditions

FIGURE 6: O2 emission from tractors at operation conditions 
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FIGURE 6: O2 emission from tractors at operation conditions 



80 Pollution and the Atmosphere: Designs for Reduced Emissions 

Figure 7: Relationship between exhaust O2 and other exhaust gases 
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TABLE 6: Variance analysis

Tractor Instrument

Mean Square F Significant 
Level

Mean Square F Significant 
Level

HC 1170.40 427.21 0.01> 7.95 0.017 0.01>

CO 0.125 26.89 0.01< 0.006 3.04 0.01>

CO2 204.34 138.76 0.01> 2.16 0.155 0.01>

O2 28.64 22.06 0.01> 2.03 0.20 0.01>

NO 139919 105.99 0.01> 2614 0.056 0.01>

The recorded data of CO2 showed values of this gas at plowing opera-
tion are higher than other operations. CO2 emitted from U650 is lower than 
MF285 as is shown in Figure 5. The results of variance analysis showed 
that amounts of exhaust CO2 have a significant relationship with types of 
tractors and instrument at 1% (Table 6). Therefore values of CO2 emission 
are dependent on types of tractors and instrument.

5.3.4 O2 EMISSION

The recorded values of O2 showed amounts of this gas at cultivator opera-
tion are higher than other operations and O2 emitted from U650 is higher 
than MF285 (Figure 6). Results showed that exhaust O2 from both of trac-
tors had an inverse relationship with the NO, CO, CO2 as shown in Figure 
7. The results of variance analysis showed that amounts of exhaust O2 
have a significant relationship with types of tractors and instrument at 1% 
(Table 6). Therefore, values of O2 emission are dependent on types of trac-
tors and instrument.

5.3.5 NO EMISSION

The experimental data of NO showed values of this gas at plowing opera-
tion are higher than other operations (Figure 8). As is depicted in Figure 
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9, in each tractors NO emission increased as the engine oil temperature in-
creased. Also, the mentioned result was reported for the relationship between 
NO emission and in-cylinder temperature by Yamada et al. (2011). In addi-
tion, NO emission increased by loading enhancement on tractors, therefore 
NO emission in plow operation was higher than the other conditions. The 
results of variance analysis showed that amounts of exhaust NO have a sig-
nificant relationship with types of tractors and instrument at1%. Therefore, 
values of NO emission are dependent on types of tractors and instrument.

5.3.6 ENGINE OIL TEMPERATURE

The recorded values of engine oil temperature showed amounts of this gas 
at cultivator operation are higher than other operations (Figure 10).

5.4 CONCLUSION

Evaluation of exhaust gases from diesel engine is important. In this study 
emission from two current tractors in IRAN at three operation conditions 
(using ditcher, plowing and cultivator) was reported. Some exhaust gases 
(HC, CO, CO2, O2 and NO) and engine oil temperature were measured.

HC and O2 emission from MF285 were lower than U650, while other 
emission (CO, CO2, NO) from MF 285 were more than U650. Emission 
from tractors like other diesel engines, value of exhaust CO is very low 
in comparison with petrol engines. NO emission increased as engine oil 
temperature increased. All of exhaust gases except CO have a significant 
relationship with types of tractor and instruments at 1% as is shown in 
Table 6. This subject was presented by Durbin et al. (2008), for NO emis-
sion from heavy-duty vehicles.

The values of all measured gases at plow operation are higher than the 
other operations except O2. It can be clearly seen that amount of exhaust 
gases depends on amount of loading on tractor. As is shown in Figure 3, 
Figure 4 and Figure 7 amount of exhaust CO, CO2 and NO from U650 is 
lower than MF 285. Therefore used of U650 suggested for agricultural 
operations, because emission from U650 are lower than MF 285. 
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FIGURE 8: NO emission from tractors at operation conditions
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FIGURE 9: Relationship between NO emission and engine oil temperature

FIGURE 10: Engine oil temperature at operation conditions 
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FIGURE 10: Engine oil temperature at operation conditions 
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Respiratory Quotient (Rq), Exhaust 
Gas Analyses, CO

2
 Emission, 

and Applications in Automobile 
Engineering

KALYAN ANNAMALAI

CHAPTER 6

Development and economic growth throughout the world will result in 
increased demand for energy. Currently almost 90% of the total world 
energy demand is met utilizing fossil fuels [1]. Petroleum and other liquid 
fuels include 37% of the total fossil reserves consumed for transporta-
tion and other industrial processes [1]. Emission of harmful gases in the 
form of nitrogen oxides, sulphur oxides and mercury are the major con-
cerns from the combustion of conventional energy sources. In addition 
to these pollutants, huge amount of carbon dioxide is liberated into the 
atmosphere. Carbon dioxide is one of the green house gases which cause 
global warming. Though technology is being developed to sequester the 
CO2 from stationary power generating sources, it is difficult to implement 
such a technology in non-stationary automobile IC engines.
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Some of the methods which has been studied to reduce the amount of 
CO2 being released from the IC engines include blending ethanol with 
gasoline. Ethanol produced from corn, sugarcane bagasse and lignocel-
lulosic biomass is considered to be carbon neutral. It is assumed that the 
carbon released during combustion of ethanol will be readily absorbed by 
the plants and will be recycled and hence the carbon released in such a pro-
cess will not be accounted in the carbon footprint. But such an approach 
with biomass is being challenged by a number of recent studies. Land use 
change, use of electrical energy and fossil based energy for collection, and 
transportation and processing of biomass, energy conversion efficiency 
and productivity of forest land impacts the decision on carbon neutrality 
of biomass based fuels [2]. The use of short rotation woody crops with 
much higher yield [3] and reduced costs can serve as a source for ethanol 
production or energy applications.

Recent developments in the IC engines have resulted in reducing the 
emissions and improving the vehicle efficiency by using different sen-
sors such as oxygen and NOx sensors and utilizing exhaust gas recir-
culation to lower the oxygen concentration and reduce the temperature 
within the engines.

The O2 sensor which operates at about 344°C (650°F) reads 0 volts at 
lean condition to almost 1.0 volt under rich condition [4]. Typically the 
ideal A:F for a gasoline engine is 15:1 (by mass). Oxygen sensor serves 
to maintain a near stoichiometric condition (14.7:1 by mass) and vary the 
air fuel ratio within the engine for complete combustion of fuel and hence 
reduce the emission of unburnt hydrocarbons (HC) and CO [5]. Ideal O2% 
in exhaust is less than 1.5%. A high amount of HC and CO may indicate 
problems in combustion and appropriate A: F ratio. x It has been found 
that the higher heating value per unit mass of oxygen burned (HHVO2) 
remains approximately the same for all fuels; in fact this approximation is 
used in biology to determine the metabolic rate (or energy release rate) of 
humans by measuring O2 used (=O2 inhalation rate – O2 exhalation rate) 
and using known values of HHVO2. When renewable fuels ( e.g. ethanol, 
C2H5OH) are blended with fossil fuels (gasoline, CHx) and used for com-
bustion in IC engines, same thermal energy input is assured under fixed 
air flow rate and fuel flow is adjusted such that same O2% is maintained 
in exhaust. Thus the oxygen sensor in an IC engine helps to maintain a 



proper air fuel ratio, similar heat input rate (or power) and excess air %. 
For example the heating value of gasoline and ethanol blend is lower than 
gasoline and hence blend fuel flow rate must be increased until the O2% is 
maintained the same when fuel is switched from gasoline to blend [6,7].

Recently CO2 based motor vehicle tax has been introduced in Euro-
pean Union countries to promote the utilization of renewable fuels in au-
tomobiles [8]. Taxes will be levied to the customer based on the emission 
of CO2 in g/km. Environmental transport association (ETA) has proposed 
an empirical rule to determine the CO2 emission from gasoline and diesel 
vehicles [9]. If Miles Per Gallon (MPG) is 40, the empirical rule for the 
SI engine to determine the CO2 emission is 6760/MPG=6760/40=169 g 
of CO2/km. For Diesel engine: 7440/ MPG=7440/40=186 g/km. Environ-
ment Protection Agency (EPA) has estimated the amount of carbon re-
leased on combustion of gasoline and diesel to be around 8887 and 10180 
grams CO2/gallon respectively for each of the fuel [10].

Rather than using the empirical rule, the potential of a particular fuel 
used in automobile IC engine to produce carbon dioxide can be estimated 
from the fuel ultimate analysis. A term used in biological literature to de-
termine the basal metabolic rate, Respiratory Quotient (RQ) has been used 
in Ref [7] to estimate the CO2 emission potential of fuels. RQ is defined 
as the ratio of the moles of CO2 emitted to the moles of O2 consumed typi-
cally for oxidation reaction of a fuel.

RQ factor can also be used to estimate the amount of CO2 being re-
leased on burning fossil fuels. Higher the RQ value of fuel higher the po-
tential to emit CO2 per unit heat input to the IC engine. Apart from using 
the fuel chemical formula and fundamental combustion literature, exhaust 
gas analysis from automobiles can also be used to determine the RQ. The 
RQ CO2 emission in tons per GJ of energy input can be estimated from the 
knowledge of RQ of a particular fuel. The CO2 in tons per GJ of energy 
input is given as [7].

Estimation of RQ factor from the empirical chemical formula or fuel 
ultimate analysis can be performed [7].

 

(1)
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where C, H, O and S are the number of carbon, hydrogen, oxygen and sul-
phur atoms respectively. Instead of fuel composition, exhaust gas analyses 
can be used to determine RQ in addition to estimation of air fuel (A:F) ra-
tio used, excess air %, and φ, the equivalence ratio or stoichiometric ratio 
SR (= 1/φ). If φ<1 or SR>1, it implies lean mixture. General methodology 
is to formulate the following reaction equation, assume complete combus-
tion and use atom conservation assuming the fuel to be CHxOy where 
x=H/C and y=O/C

 

(2)

There are 8 unknowns for C-H-O fuel: x, y, a, b, c, d, e and f. Thus one 
needs 8 equations. Four equations are obtained from an atom balance of 
C, H, O, and N. The four additional equations are generated as follows. 
The ratio {b/a} in the intake air is known as 3.76; the percent of O2, CO2, 
and H2O are known from the exhaled gas composition. One can derive the 
following formula for RQ from exhaust gas analysis [7]:

 

(3)

 
Where N2 X , CO2 X and O2 X are the mole fractions of nitrogen, carbon 
dioxide and oxygen which could be either on dry or wet basis and sub-
scripts i and e refer to inlet and exit of combustion chamber respectively. 
The fuels gasoline, Diesel and Kerosene have chemical formula to be CHx 
and as such one needs only 7 equations and hence needs only % of 2 spe-
cies in exhaust (e.g.: O2 and CO2% or O2% and N2%). Typically N and S 
in fuels are trace species and hence one may apply the above analysis even 
for CHxOyNzSs fuels. From the exhaust gas data for a gasoline engine [6] 
(HC: 750 ppm; NOx: 1050 ppm; CO: 0.68%; H2: 0.23%; CO2: 13.5%; O2: 
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0.51%; H2O: 12.5%; N2: 72.5%) and dumping small amounts of H2 and 
CO with N2, , the RQ of the fuel was estimated to be 0.71 (if CO and H2 
remain in exhaust, O2% =0.51) to 0.73 ( if CO and H2 are burnt to CO2, 
H2O, O2% reduced to 0.055) using Equation (2). A set of formulas were 
derived depending upon available exhaust species % to determine the RQ 
from available exhaust gas analysis data. EXCEL based software had been 
developed to estimate all unknown in Equation (2). CO2 emission in tons 
per GJ of energy input can be estimated from the knowledge of RQ of a 
particular fuel. The CO2 in tons per GJ of energy input is given as [7]

 

CO2 in tons per GJ energy input ≈ RQ * 0.1                                                     (4a)

CO2 in short tons per mmBTU ≈ RQ * 0.116                                                    (4b)

 
If one uses the fuel composition, RQ value for motor gasoline (CH2.02 

with C mass %=84.5, [14]) was found to be 0.66 (or 0.066 tons of CO2 per 
GJ heat input); the RQ for diesel is 0.68, and biodiesel 0.70 and alcohols 
have a RQ of 0.67 [7]. Note that RQ seems to fluctuate from 0.66 to 0.73 
even for gasoline and as such exhaust gas analyses provide more reasonable 
values of RQ during operation of automobiles. More details are given in [7].

An empirical formulae for flue gas volume is given in ref 13 and it can 
be used to estimate NOx in kg/GJ. Thus

 

NOx in g of NO2/GJ={NOx in ppm} *1.88×10-3 *Flue gas volume in m3/GJ    (5)

Flue gas volume in m3/GJ = {3.55+0.131 O2% + 0.018 * (O2%)2} (H/C)2-
{27.664 + 1.019 O2% + 0.140* (O2%)2} (H/C) + {279.12 + 10.285 O2% + 
1.416* (O2%)2}                                                                                                   (6)

Using exahust gas analyses presented before, O2%=0.51% (φ=0.97), 
the estimated flue gas SATP volume is 246 m3/GJ. With NOx=1050 ppm, 
the formula (5) yields 480 g/GJ.
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 For NO emissions, the RQ and X CO2,e in exhaust can also be used to 
convert the NO in ppm into g/GJ or lb per mmBTU[11]. See Ref [13] for 
reporting emissions in different forms

 

NO in g per GJ = 0.102* NO in ppm* {RQ/X CO2,e}                                        (7)

 
Using Equation. (7), X CO2,e = 0.135, RQ=0.71, NO= 1050 ppm, the 

NO in g/GJ is 496 g/GJ. As XO2e increases (lean mixture), X CO2e de-
creases, NO in g per GJ increases for same NO in ppm due to higher mole 
or volume flow rate of exhaust gases for the same energy released.

 It should also be noted that the production of renewable fuels such as 
ethanol will consume some fossil resources which will emit CO2. Hence, 
in addition to RQ for oxidation, one must define an equivalent RQprocess 
which should take into account the amount of CO2 released during pro-
cessing of the fuel (e.g. ethanol production from corn) and

 

Net RQ = RQ + RQprocess

 
Equations (4) can be modified to determine the total amount of CO2 

emitted per unit distance travelled by an automobile while consuming dif-
ferent fuels [7]. With heat value of 123,361 BTU/gallon (34,383 kJ/L or 
45844 kJ/kg assuming ρ=750 kg/m3 for gasoline, Equations (4) transform to

 

(8a)

(8b)

𝐶𝐶𝐶𝐶!𝑖𝑖𝑖𝑖
𝑙𝑙𝑙𝑙
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 28.62 ∗

𝑅𝑅𝑅𝑅
𝑀𝑀𝑀𝑀𝑀𝑀 	

𝐶𝐶𝐶𝐶!𝑖𝑖𝑖𝑖
𝑘𝑘𝑘𝑘
𝑘𝑘𝑘𝑘 = 3.44 ∗

𝑅𝑅𝑅𝑅
𝑘𝑘𝑘𝑘 𝑝𝑝𝑝𝑝𝑝𝑝 𝐿𝐿 	
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Using Equations (8) the amount of CO2 emitted on using gasoline were 
estimated to be around 0.47 lb per mile or 0.13 kg per km assuming 40 
MPG (16.9 km per L). Net CO2 emitted for a blend of 85:15 (vol. %) 
gasoline: Ethanol was 0.12 kg /km or 0.42 lb per mile(including CO2 from 
both gasoline and ethanol) assuming same 40 MPG [7]. Two points need 
to be noted for blends: Firstly, the MPG will not be the same for the blend 
(CHxOy) since the amount of energy in a gallon will be less for the blend. 
Hence Equation (4) which gives the CO2 emission in kg/GJ would be a 
better representation for determining the CO2 emission, taxing the vehicle 
and ranking fuels based on CO2 emitting potential. Secondly one must not 
include CO2 from ethanol oxidation in gasoline: ethanol blend since etha-
nol is renewable fuel; excluding CO2 from ethanol, the CO2 in kg per km 
is reduced to 0.11 kg per km or 0.39 lb per mile.

With recent developments in sensor technology and engine controls, 
the data from the gas sensors at the engine tail pipe can be used to keep 
track of the total CO2 being emitted while driving an automobile. The 
formulas presented here can be included in an algorithm in the engine 
Onboard Diagnostics (OBD) to calculate the cumulative CO2 emitted from 
an automobile during its life time. Including this number in an automobile 
dashboard will enable continuous monitoring and logging of CO2. With 
ongoing research to increase the production of short rotation woody crops 
for ethanol production, more efficient ways of converting biomass to re-
newable liquid fuels will be identified and implemented.
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Energy Sources 
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CHAPTER 7

7.1 INTRODUCTION

Providing the benefits of electricity to hundreds of millions of people 
around the World is a key challenge of this century. In the International 
Energy Agency’s World Energy Outlook 2010, global energy demand was 
expected to rise 1.4% per year on average to 2035, assuming no change in 
current business-as-usual energy policy [1]. In 2010, actual global energy 
use jumped by 5.6%, the largest single year increase since 1973 [2]. The 
current global energy mix remains heavily weighted towards conventional 
fossil fuels. Coal’s share of global energy consumption was 29.6%, the 
highest since 1970. By 2030, it is expected that World energy consumption 
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will rise from just under 12 btoe (billions of tonnes of oil equivalent) to 
over 16 btoe, with much of this growth occurring in non-OECD countries, 
particularly China and India [3].

In line with the rapid growth in energy consumption, and reflecting 
the current heavy dependence on fossil fuels, global anthropogenic green-
house gas emissions grew by 5.9% in 2010, the steepest single year in-
crease since 1972. In 2009, worldwide fossil fuel consumption subsidies 
amounted to $ 312 bn, with oil products and natural gas the largest recipi-
ents, at $ 126 bn and $ 85 bn respectively [1]. 

Such trends are at a time when scientists, economists and government 
leaders around the world have recognized the need to significantly lower 
emissions and stabilize atmospheric CO2 levels to avoid the worst pre-
dicted effects of climate change. To this end, the Australian government 
has introduced legislation which will put a price on carbon emissions by 
2012, partially internalizing what heretofore has been an externality for 
Australians. In doing so, Australia is following in the footsteps of the Eu-
ropean Union, Norway, several American states and Canadian provinces, 
all of whom are applying some mechanism to provide an economic incen-
tive to reduce emissions. As a major exporter of fossil fuels, notably LNG 
and coal, and one of the highest per capita users of fossil fuels, including 
brown coal, Australia faces significant challenges both in pricing carbon, 
and in understanding the effects of such pricing on export markets. Meet-
ing rising power demand while simultaneously driving down global emis-
sions of the greenhouse gases which drive anthropogenic global warming 
will require clear, accurate information on the relative emissions intensi-
ties of power generation options.

A variety of studies are available in the literature, which examine the 
life-cycle emissions of various fuel types [4–7]. Recent studies in the Aus-
tralian context have focused on exports to Asia of Northwest Shelf gas 
(conventional gas), coal seam gas (CSG), and Australian black coal [8–10]. 
These studies have concluded generally that LNG has lower overall life-
cycle GHG emissions than coal, when power generation technologies of 
similar efficiency or application are compared (e.g., gas from LNG burned 
in open cycle generation produces 35% less emissions than sub-critical 
coal-fired technology, for instance). Open cycle gas-fired technology for 
Australian Northwest Shelf gas LNG produced 41% fewer emissions than 
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the worst (sub-critical) coal technology [8]. Open cycle gas technology, 
using LNG from CSG, produced 27% and 5% fewer GHG emissions over 
its life cycle than sub-critical and ultra-supercritical coal fired technology, 
respectively, burning Australian black coal [9]. CSG was found to be more 
GHG intensive than conventional Northwest shelf gas, on a like-for-like 
basis, but this CSG study [9] did not consider upstream fugitive emissions 
in any detail.

The US Environmental Protection Agency (USEPA) has estimated that 
worldwide leakage and venting of natural gas (methane) would reach 95 
billion m3 in 2010 [11]. Other recent work from the USA has estimated 
that fugitive emissions could add as much as 3–6% to the total life cycle 
emissions for shale gas [12]. This and other work suggests that with ap-
plication of best practice, fugitive emissions can be significantly reduced. 
Other work has examined the life cycle GHG emissions of nuclear power 
and various renewable energy sources [13,14]. None of the existing stud-
ies in the Australian context have examined and compared the life cycle 
GHG emissions of a wider range of power sources such as export fossil 
fuels, domestic gas, nuclear and renewables.

7.2 APPROACH

This study is based on a review of original source data from public 
submissions in Australia, available studies in the literature, and the au-
thors’ experience. This study focuses on the Australian context, which, 
as discussed below, differs from the American situation in a number of 
respects. While in the US gas is used predominantly for heating [12], 
when Australian gas is exported as LNG, electricity production is the 
primary use. On this basis, when comparing energy sources, GHG emis-
sions in this paper are estimated and compared based on the functional 
unit of MWh of electricity sent out from a power station (after efficien-
cy losses). The analysis is an attributional life cycle assessment, based 
on static, current emissions, and thus is inherently limited in assessing 
future emissions, especially the impact of innovation and other system 
changes. For policy making, consequential LCAs involving dynamic 
modelling can be useful.
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In deriving GHG emissions estimates, the Greenhouse Gas Protocol of 
the World Business Council for Sustainable Development and the World 
Resource Institute was followed [15]. The Australian Government’s Na-
tional Greenhouse and Energy Reporting methodology is consistent with 
the Protocol [16]. Estimates were developed following the Australian 
Government’s National Greenhouse and Energy Reporting (NGER) (Mea-
surement) Determination [16]. In the case of fugitives from natural gas 
operations, latest available studies in the peer-reviewed literature were 
used to supplement the American Petroleum Institute guidelines (the API 
Compendium) [17].

All emissions are converted to carbon dioxide equivalents (CO2-e) as 
specified under the Kyoto Protocol accounting provisions to produce com-
parable measures of global warming potential (GWP). The GWP factors 
used are those specified in the Australian NGA Factors (carbon dioxide 1, 
methane 21 (over 100 years) and nitrous oxide 310) [18]. The values ad-
opted by the Australian Government are based on IPCC 1995 values [19].

GWPs relative to carbon dioxide change with time as gases decay. The 
latest estimates for the GWP of methane over 20 years are between 72 [20] 
and 105 [21]. To provide a conservative view, this study also examines the 
effect of fugitives using the higher, most recent 20 year GWP of Shindell 
et al. [21].

7.2.1 GENERAL ASSUMPTIONS

In developing GHG life cycle emissions estimates for a comparative 
analysis, certain key assumptions are required to normalize the data. For 
export scenarios, China is assumed to be the destination for comparison, 
although in practice both Australian LNG and black coal have multiple 
destinations. There is some piping of gas to individual power stations but, 
for comparability, power stations are assumed to be at or near the port and 
pumping energy use is not material.

For the base comparison, emissions from existing technologies are as-
sumed to apply for the comparison, including best practice for GHG miti-
gation. A normal range of combustion technologies for gas combustion and 
power generation has been assumed. These technologies are internation-
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ally similar for power generation although the mix of types and relative 
efficiencies (and greenhouse emissions) will vary from country to country. 
For gas combustion, estimates have been made for open cycle gas turbine 
(OCGT, average efficiency 39%) and combined cycle gas turbine power 
plant (CCGT, average efficiency 53%). In practice there is wide varia-
tion in efficiencies around these figures. For coal combustion, estimates 
have been made for sub-critical (average efficiency 31%), supercritical 
(average efficiency 33%) and ultra-supercritical (average efficiency 41%) 
pulverized fuel power plant. Again, in practice there is wide variation in 
efficiencies around these figures.

The timeline for comparison spans from the present, considering tech-
nologies currently applied or going on-stream, while considering average 
emissions over the life of a project. For LNG, CSG and coal projects this is 
typically up to 30 years. While there may be some technology changes over 
this time, especially improvements in end-use combustion efficiency, the 
technologies for both industries are generally well established and most GHG 
emissions can be readily estimated based on activity levels and other factors.

Estimates include emissions from construction, emissions embedded 
in materials, production, transport, and from combustion. Fugitive emis-
sions across the life-cycle are also included. When considering the life 
cycle emissions for renewable and nuclear energy, the vast majority of 
emissions are related to construction and embedded in materials. Embed-
ded emissions in non-Australian project capital equipment were not in-
cluded on the grounds of immateriality [22].

7.2.2 ASSUMPTIONS FOR BLACK COAL

Source data from publicly available submissions varied in terms of in-
clusion of emissions types. While all included diesel use, fugitives and 
explosives and many use grid power, reporting of other emissions varied. 
Industry averages were developed from the cases available and included 
in the base case. Atypical emissions such as gas flaring from underground 
mines were not included.

There are general differences between open cut and deep (underground) 
mines, especially in levels of fugitives, relative use of diesel and electric-
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ity and, for some underground mines, use of gas for power generation. 
The analysis reflects these differences, and provides a range of emission 
intensities. The base case assumes coal from large open cut mines which 
dominate the export industry. It is assumed that 100% of the gas content of 
fugitives released is methane.

TABLE 1. Australian black coal: GHG emissions sources.

Operation Emissions sources

Extraction and processing 

• Open cut mining operations 

• Deep mining operations 

• Preparation plant for all mines includes crush-
ing, screening, sizing, washing, blending and 
loading onto trucks and conveyors

• Use of diesel for generators (used for plant 
and equipment) and vehicles 

• Use of grid electricity for some mines (scope 
2 or indirect emissions) 

• Fugitives (more significant for ‘gassy’ under-
ground mines) • Use of explosives 

• Slow oxidation 

• Spontaneous combustion 

• Construction emissions 

• Embedded emissions in materials and fuel

Transport

Most coal is transported by rail to port where it 
is transferred to bulk carriers. Rail shipment dis-
tance range from less than 20 km to around 400 
km and may be on dedicated or shared systems.

Use of diesel for locomotives (or electricity 
for electrified railways), electricity in port 
handling, fuel for ships.

Combustion 

The most common modern type of power plant 
in all export and domestic markets is pulverized 
coal power plant where the coal is pulverized in 
the receiving power station. Various combustion 
technologies are commonly employed, including 
sub-, super and ultra-super critical with various 
efficiencies in electricity sent out.

The main life cycle emissions arise from the 
use of coal in power generation, including in-
ternal use of power in pulverization and other 
plant systems (which contributes to efficiency 
losses).

Spontaneous combustion may occur in stockpiles and release green-
house gas emissions and estimates are made based on data from environ-
mental impact statements (EIS), and have been included in this analysis. 
However, there is no accepted international or Australian methodology for 
estimating this type of emission. Other sources of emissions which have 
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not been included, on the basis of immateriality, include land clearance 
and offsets from rehabilitation, and waste gas draining and gas flaring from 
underground mines. For pulverized fuel combustion, the shipped coal is 
pulverized to the required specification. Power use in crushing mills is part 
of the internal power use of a power station and is reflected in overall ef-
ficiency figures. Pulverization is assumed to take up to 2% of output, and 
feed pumps and other systems another 2%.

7.2.3 ASSUMPTIONS FOR ALL NATURAL GAS

This analysis considered natural gas exported as LNG from both conven-
tional Northwest Shelf gas and CSG. As noted above, for simplification, 
it was assumed that the power station at the receiving country is close to 
port, requiring minimal energy for transmission. Loss of LNG product oc-
curs in shipping (1.5% loss of LNG product cargo as shipping fuel) and 
in re-gasification (2.7% lost in fueling re-gasification heaters). Where an 
LNG plant processes condensate and domestic gas, GHG emissions for 
LNG exports are apportioned. For the LNG base case, production of 10 
Mtpa (a 3 train LNG plant) is assumed.

7.2.4 ASSUMPTIONS FOR COAL SEAM GAS

For coal seam gas scenarios, the study considers GHG emissions from the 
exploration phase, including coreholes and operation of pilot wells, con-
struction and operation of production wells, gas gathering lines, gas com-
pressors and gas dehydration equipment. The base case assumes zero vent-
ing in gas field development and operations (i.e., all fugitive emissions 
are flared). At present, the CSG industry is nascent in Australia, and there 
is little operational data to support this assumption. However, most CSG 
proponents have stated in their EIS that zero venting will be part of normal 
operating practice. Therefore, this is taken as the base case. Scenarios are 
then considered for various levels of gas field leakage and venting to illus-
trate the implications of not applying best practice. Assumptions for LNG 
production and shipping are as for conventional gas.



106 
Pollution and the A

tm
osphere: D

esigns for R
educed Em

issions 

FIGURE 1: Percentage contribution to life cycle GHG emissions: black coal.
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TABLE 2: Base case life cycle GHG emissions-black coal.

Activity GHG emissions intensity

 Base case 
(t CO2-e/t 
product 
coal)

% Sub-critical 
power gen-
eration 33% 
efficiency (t 
CO2-e/MWh)

Super-critical 
power gen-
eration 41% 
efficiency (t 
CO2-e/MWh)

Ultra super-
critical power 
generation 43% 
efficiency (t 
CO2-e/MWh)

MINING

Mine fugitives 0.0375 1.47 0.0152 0.0122 0.0116

Mine diesel use 0.0114 0.40 0.0046 0.0037 0.0035

Explosives 0.00025 0.01 0.0001 0.0001 0.0001

Slow oxidation 0.00018 0.01 0.0001 0.0001 0.0001

Power consump-
tion

0.0157 0.62 0.0063 0.0051 0.0049

Spontaneous com-
bustion

0.00185 0.07 0.0007 0.0006 0.0006

Scope 3 fuel and 
electricity

0.0029 0.11 0.0012 0.0009 0.0009

TRANSPORT

Rail operations 0.00205 0.08 0.0008 0.0007 0.0006

Port handling 0.00161 0.06 0.0007 0.0005 0.0005

Shipping 0.0791 3.11 0.0320 0.0257 0.0245

END USE

Combustion 2.388 94.02 0.9647 0.7765 0.7403

TOTAL all sources 2.540 100 1.026 0.826 0.788

Range Min 0.75 0.61 0.58

Max 1.56 1.26 1.20

7.3 LIFE CYCLE EMISSIONS

7.3.1 AUSTRALIAN BLACK COAL FOR EXPORT

Australia is the world’s largest exporter of black coal. The industry boasts 
a diversity of mine types (surface, open cut and high wall), sizes, owner-
ship (major and independents), operational conditions and product types. 
In addition to the existing industry, a large number of new and mine ex-
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pansion projects are proposed in both New South Wales and Queensland 
in response to rising prices and world demand for coal, especially from 
China. GHG emissions sources for each stage of the mining operation are 
summarized in Table 1.

TABLE 3: Australian conventional LNG: Operations and GHG emissions sources.

Operations Emissions sources

Extraction and upstream processing 

• Exploration and test drilling 

• Gas/water separation, condensate separation, de-
hydration, compression and other initial processing 
on offshore platforms 

• Stripping of CO2 and other impurities from raw 
gas 

• Pipeline transmission to the onshore processing 
plant

• Operating gas turbines and standby diesel 
generators power 

• Flaring or venting gas for safety and during 
maintenance 

• Leaks 

• Emissions from vessels and helicopters 

• Construction related GHG emissions-trans-
port vessels, diesel generators, helicopters 

• Embedded emissions in materials and fuel

LNG Facility 

• Gas treatment to remove impurities, including re-
moval of nitrogen and carbon dioxide 

• Depending on the plant, some of the gas may be 
processed for local industrial and domestic use, and 
transmitted via pipeline 

• Depending on the plant, processing of condensate 
for export. Life cycle emission estimates for LNG 
include apportionment for the export component

• Gas turbines for power generation and liq-
uefaction (largest component of GHG emis-
sions from an LNG plant) 

• Vented CO2 from acid gas removal, flared 
and un-burnt methane from flares and ther-
mal oxidizers 

• Fugitives from flanges and other leaks (typ-
ically small and closely monitored for safety 
reasons) 

• Flaring during ship loading (systems are de-
signed to capture boil off gas for use as fuel 
by the ship)

• Construction emissions (diesel generators, 
plant and vehicles and construction vessels) 

• Embedded emissions in materials and fuel

Transport The LNG is transported by ship • Combustion of fuel by the ship 

• Leaks (for safety reasons leaks from ship-
board LNG tanks are typically closely moni-
tored and very small)

Regasification and combustion At or near the desti-
nation port the LNG is re-gasified and transmitted 
by pipeline to the receiving power plant When used 
for power generation the gas is burned in a com-
bined cycle or open cycle gas turbine plant (base 
case assumption)

• Energy (gas use) for regasification 

• Emissions from combustion in the power 
station
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To date, there has been relatively little data available specific to GHG 
emissions from export of Australian coal. There are extensive project fore-
cast EIS data in Australia, but little publicly available data for existing 
operations. GHG emissions estimates have been developed from existing 
information from 6 underground and 9 open cut mines of which some 
examples are listed in the references [23–27]. The coal mines were se-
lected on the basis of EIS availability, and to reflect a range of mine types, 
location, and status. These data were combined with existing studies to 
develop emission estimate ranges.

Base case estimates for GHG life cycle emissions for Australian black 
coal for export to China are provided in Table 2, broken down by activity. 
Figure 1 shows the percentage contribution to overall emissions from pro-
duction, transport and power generation stages of the life-cycle.

The majority of life cycle GHG emissions occur in end use combustion 
(94%). Extraction and processing in Australia account for only a small 
component (2.7%). Of extraction and processing activities, fugitive emis-
sions (1.5%) are the largest single contributor, followed by use of fuel and 
power (1.2%).

7.3.2 CONVENTIONAL LNG FOR EXPORT

Australian conventional natural gas is almost entirely sourced from large 
offshore wells, complemented by extensive transmission and distribution 
systems. Much of this infrastructure has been in place for more than a 
decade. The life cycle GHG emissions of Australian Northwest Shelf con-
ventional gas are already well established. Raw gas composition varies ac-
cording to location, but typically includes CO2 and other impurities. GHG 
emissions sources are summarized in Table 3.

Data for this analysis were drawn from public submissions of EIS 
documents from a variety of Northwest Shelf LNG projects, and LCA 
reports based on information from planned and operational plants in West-
ern Australia. Data from the Karratha Gas plant, using gas from the NR2 
field (with lower than average CO2 content in feed gas at around 2%), 
were used to estimate life cycle emissions as 0.60 and 0.44 t CO2-e/MWh 
for OCGT and CCGT respectively, and total emissions intensity of 3.12 
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t CO2-e/t LNG [8]. An LCA for the proposed Scarborough LNG project, 
assuming shipment of LNG to California, included detailed calculation 
of shipping emissions which have been used in subsequent studies. The 
average total emissions intensity (including combustion) was estimated 
at 3.88 t CO2-e/t LNG (based on 6.3 Mt of LNG delivered) [28]. A recent 
literature review [29] of LNG liquefaction, transport, and regasification 
found average emissions intensities 0.006 t CO2-e per GJ for these stages 
of the life cycle. Table 4 compares emissions intensities for various exist-
ing and proposed liquefaction plants in Australia, and shows that the GHG 
intensity of LNG depends in part on the CO2 content of the feed gas. The 
significant number of proposed LNG projects reflects Australia’s emer-
gence as one of the world’s major LNG exporters.

TABLE 4: GHG emissions from Western Australia LNG plants (after Barnett, 2010 [29]).

Plant E/P * Trains Inflow CO2 
(mol%) 

T CO2-e/t LNG G CO2-e/
MJ

Darwin LNG E 1 6 0.46 5.17

NWS Karratha E 5 2.5 0.35 3.76

Gorgon LNG P 3 14.2 (80% CCS) 0.35 3.97

Wheatstone LNG P 6 <2 0.37 3.97

Pluto LNG P 1 1.7 0.32 3.43

Prelude LNG P 1 NA 0.63 6.76

Ichthys LNG P 2 17 0.25 (estimate) 8.05

Browse LNG P 3 12 3.76

Average 0.442 4.89

* E = existing, P = proposed.

Recent US-based studies have found a similar range of intensities. 
PACE [30] estimated life cycle GHG emissions from imported LNG, ac-
counting for natural gas extraction, liquefaction, shipping, regasification 
and pipeline transport. The intensity was 0.74 t CO2-e/t LNG. Jaramillo 
[31] calculated emissions intensities in the range of 0.69 to 1.68 t CO2-e/t 
LNG for the same production and transportation segments.
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FIGURE 2: Percentage contribution to life cycle GHG emissions: conventional LNG. 
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FIGURE 3: Breakdown of life cycle GHG emissions from CSG-LNG Reference Case. 
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Based on the available data, a base-case for GHG emissions for a typi-
cal or “average” Australian LNG export project into China is shown in 
Table 5 for each stage of the life cycle. The base case uses an average 
Northwest Shelf CO2 feed gas content, and includes construction and em-
bedded emissions. Combustion in open cycle and combined cycle power-
plant scenarios are provided. The ranges in the averages are due mostly to 
variation in the thermal efficiency of power plants.

TABLE 5: Conventional LNG life cycle GHG emission-base case.

Life cycle operation Emissions Intensity

t CO2-e/t LNG t CO2-e/MWh

 % OCGT CCGT

Assumed average efficiency (%) 41 53

Construction and embedded 0.02-est 0.6 0.003 0.002

Extraction (production) 0.03 0.9 0.005 0.003

LNG processing 0.44 13.6 0.065 0.047

Transport 0.11 3.4 0.03 0.02

Regasification 0.08 2.4 0.02 0.01

Power generation in China 2.54 78.6 0.52 0.36

Totals 3.23 100 0.65 0.45

Ranges Min 0.53 0.39

Max 0.71 0.54

The majority of GHG emissions occur in end-use combustion (79%), 
but extraction and processing in Australia accounts for a significant com-
ponent (15%), as shown in Figure 2.

7.3.3 COAL SEAM GAS TO LNG FOR EXPORT

Australian coal seam gas exported from Queensland to China as LNG is 
used as a reference case. Recent studies have shown that CSG-LNG was 
less GHG intensive than coal across its life cycle for most end-use com-
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bustion scenarios [9,10], based on data from two available EIS reports 
submitted by project proponents, considering early design proposals and 
assumed best practice in emissions management, including zero venting 
and minimal fugitive emissions from leakage (0.1% of production). The 
CSG industry in Australia is in the early stages of development and data 
for CSG projects and potential upstream GHG emissions remain limited, 
largely based on forecasts rather than measured data. The present study 
considers these GHG emissions in more depth, incorporating more recent 
information and experience.

TABLE 6: Australian CSG/LNG: Operations and GHG emissions sources.
Operations Emissions sources

Extraction and upstream processing 

• Exploration (including test drilling and core sam-
pling) 

• Drilling of test, pilot, and production wells

• Hydraulic fracturing, if required 

• Gas/water separators capture the gas for collec-
tion via pipelines to processing plant where the gas 
is treated (including dehydration) and compressed 
for transmission 

• High pressure transmission pipeline to the LNG 
plant 

• Water treatment for reuse or aquifer recharge

• In exploration, use of diesel for drill rigs, 
and vehicles 

• During construction and operation GHG 
emissions arise from vehicles and machinery, 
diesel generators, land clearing and embed-
ded emissions in materials and fuel 

• Flaring and venting from pilot wells, pro-
duction well completion and work-over 

• Flaring and venting from gas gathering and 
processing, including compression and dehy-
dration 

• Power for compressors and other systems, 
including water treatment units

LNG Facility 

Similar to conventional gas but no condensate pro-
duction—See Table 3

Similar to conventional gas but raw gas CO2 
content is lower

Transport 

As for conventional LNG—see Table 3

Regasification and combustion 

As for conventional gas—see Table 3

Application of best practice will dictate minimization of fugitive meth-
ane emissions. Under a carbon pricing scheme, fugitive methane emis-
sions could lead to significant financial liability for operators. Neverthe-
less, standard operating practices may require occasional gas venting. 



Life Cycle Greenhouse Gas Emissions from Electricity Generation 115

Sources of GHG emissions are summarized in Table 6 (emissions from 
LNG plant, transport, regasification and combustion operations are identi-
cal to those described in Table 4).

TABLE 7: Methane fugitive emissions mitigation measures.
Emissions sources Mitigation

Venting from pilot wells, well completions and 
workovers

• Capturing the gas and connecting to supply 
lines 

• Capturing gas entrained in produced water 

• Flaring where the gas cannot be used 

• Maximizing combustion efficiency of flaring 

• Minimizing time periods for any necessary 
venting

Venting from compressor stations and pneu-
matic devices; Some equipment, e.g., pneumatic 
devices, are specifically designed to vent gas 
when use in gas systems although it appears that 
their use will be minimal in Queensland as these 
devices will run on compressed air.

• Use of grid powered instead of gas powered 
compressor stations 

• Flaring wherever possible 

• Avoiding cold vents 

• Avoiding pneumatic devices using gas

Leaks • High integrity equipment 

• Construction, installation and testing to high 
standards 

• Leak detection programs, including remote 
sensing

Environmental management Implementing methane emissions minimization 
as part of implementing environmental manage-
ment plans including: 

• Assessment of risks and impacts 

• Objectives, targets, plans and KPIs 

• Training and awareness, including sub-con-
tractors 

• Procedures, including incident management 

• Monitoring 

• Auditing, reporting and corrective action

Fugitive emissions and leaks of methane in CSG production may be 
unintentional or due to process upsets. The large number of wells required 
for CSG extraction at scale (between 6000 and 10,000 wells for a large 
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scale CSG development in Queensland), and associated gas handling 
equipment, pipe work and connections, provide additional potential for 
GHG emissions. Although fugitives may be a small percentage of total 
production, the GHG impacts are magnified, since, as noted above, meth-
ane’s global warming potential is 21 times that of CO2 over a 100-year 
period [19], and between 72 to 105 times over a 20-year period. Managing 
these potential sources of GHG emissions is an important consideration 
for CSG operators. Upstream fugitive emissions from existing CSG opera-
tions are dominated by compressor station venting, field and compression 
fuel gas consumption, pilot and production well venting, leaks from con-
nections and equipment throughout the gathering system, entrained CH4 
in water production, and system upsets and blowdowns [32]. In estimating 
fugitive emissions for the CSG-LNG reference case, it is assumed that the 
current regulatory requirements for fugitive emissions in Queensland are 
being met, including a “no venting” requirement. A recent government 
review of 2715 CSG well heads found only five had “reportable” leaks 
[33]. Avoiding methane venting is already recognized internationally as 
best practice [34]. However, recent studies from the USA have indicated 
the potential for significant venting of fugitives if best practice is not fol-
lowed [12].

There are no current Australian-specific guidelines for estimating natu-
ral gas fugitives. Australia’s current NGER Technical Guidelines specify 
using the US API Compendium [17], which may be considered out of 
date. Emissions factors for equipment used in the US may not be appli-
cable to proposed projects in Australia. The US EPA has, over the past 
15 years, monitored fugitives from the US gas industry, and established 
the Star Program to work with industry on fugitive emissions reduction. 
The US EPA conducted a major investigation into fugitives from the US 
natural gas industry in 1997 and found average losses of 1.4 ± 0.5% from 
production, transmission and storage [35]. In 2010 it produced an update, 
announcing upward revisions of these estimates in some cases and new 
estimates for well completion and work-over (9175 Mcf methane/work-
over or completion). The Star program in the USA and similar programs in 
Canada have shown that methane emissions can be significantly reduced 
by applying best practice technology and management methods. Some of 
the main approaches are summarized in Table 7. Unburnt methane from 



Life Cycle Greenhouse Gas Emissions from Electricity Generation 117

flaring is not expected to be a large source of GHGs as ground flares burn 
with an efficiency of at least 99.5% and conventional elevated flares burn 
with an efficiency of 98% [36]. The Australian CSG industry, still in rela-
tive infancy, has a golden opportunity to learn from the North American 
gas experience, and move now to embed best practice in design, construc-
tion and operation of CSG projects and associated infrastructure.

An estimate of upstream fugitive emissions for the Queensland refer-
ence case was developed based on the most recent available data from 
operating CSG fields [37]. Projected peak upstream GHG emissions were 
estimated at 2.8 Mt CO2-e, assuming 4500 wells required for the 10 Mtpa 
reference case.

TABLE 8: GHG emissions for CSG-LNG reference case, at maximum production.

Source of emissions GHGs (t CO2-e pa)

Core holes-construction  56,600

Pilot Wells-construction + operations 122,100

CSG Fields-construction 278,600

CSG Pipeline- construction 61,300

LNG Plant-construction 173,100

CSG Fields-operations 4,081,000

CSG Pipeline-operations 5000

LNG Plant-operations 3,526,000

LNG shipment 937,000

LNG re-gasification 758,300

Combustion of LNG 30,065,000

Total life cycle emission Approx. 40,063,000

The base case estimate is based on a typical large coal seam gas de-
velopment, as described in a number of EIS reports (e.g., [32,37,38]). The 
base case assumes preparation of 500 core holes for exploration, 300 pilot 
wells and 6000 production wells. Each production well is assumed to have 
a lifetime of 15 years, with 1 well completion and 8 workover activities 
over this lifetime. The development includes a transmission pipeline and 
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LNG plant capable of producing 10 Mtpa of LNG. The GHG emissions 
for the CSG-LNG lifecycle base case are shown in Table 8, on the basis 
that no gas in the flare streams are vented and using a 100-year methane 
global warming potential.

Table 8 shows that total upstream annual emissions for the reference 
facility amount to 4.1 Mt CO2-e, approximately 10% of the total lifecycle 
GHG emissions of approximately 40 Mt CO2-e. Upstream fugitive emis-
sions, as defined by the API Compendium (2009) [17], accounted for 0.73 
Mt CO2-e per annum of this total. The largest source of fugitive emissions 
is from screw and centrifugal compressors. LNG plant operations account 
for 9% of emissions, with 0.53 Mt CO2-e per annum arising from fugi-
tive methane emissions. As found in previous studies, end-use combustion 
emissions overwhelmingly dominate the lifecycle GHG emissions of all 
types of LNG (Figure 3).

Table 9 shows the GHG emission intensity per tonne of CSG-LNG 
product and per MWh of power sent out for the base case (0% venting; 
100-year methane GWP).

TABLE 9: Base case life cycle GHG emission intensities for CSG-LNG.

Source of emissions T CO2-epa/
GJ

T CO2-e 
pa/t LNG 

% OCGT 39% 
efficiency t 
CO2-e/MWh

CCGT 53% 
efficiency t 
CO2-e/MWh

Core holes-construction 0.0001 0.006 0.1 0.001 0.001

Pilot Wells-construction + 
operations

0.0002 0.012 0.3 0.002 0.001

CSG Fields-construction 0.0005 0.028 0.7 0.004 0.003

CSG Pipeline-construction 0.0001 0.006 0.2 0.001 0.001

LNG Plant-construction 0.0003 0.017 0.4 0.003 0.002

CSG Fields-operations 0.0069 0.408 10.2 0.063 0.047

CSG Pipeline-operations 0.00001 0.001 0.01 0.0001 0.0001

LNG Plant-operations 0.0059 0.353 8.8 0.055 0.040

LNG Shipment 0.0016 0.095 2.3 0.015 0.011

LNG Re-gasification 0.0013 0.077 1.9 0.012 0.009

Combustion of LNG 0.0525 3.138 75.0 0.578 0.425

Total 0.069 4.140 100.0 0.733 0.540
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FIGURE 4: Impact of venting scenarios on gas field emissions
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The results in Table 9 compare well with other recent lifecycle GHG 
emissions studies [9] and Jiang et al. [39] for Marcellus shale gas. Jiang et 
al. [39] considered pre-production, production, processing, transmission, 
distribution and combustion stages and reported overall lifecycle GHG 
emissions were 0.068 tonnes/GJ, which is in good agreement with the val-
ue of 0.069 tonnes/GJ found in this study. End-use combustion accounted 
for 75% of lifecycle GHG emissions, with the GHG intensity for electric-
ity sent out from a CCGT power plant ranging from 0.48 to 0.56 t CO2-e/
MWh, also in broad agreement with the present study.

The results of the present study also compare well with NETL [40] data 
for average gas-fired generation based on unconventional gas (0.53 t CO2-
e/MWh) for a 100-year methane GWP. It should be noted that Howarth et 
al. [41] state that the emissions from transmission, storage and distribution 
reported in Jiang et al. [39] and NETL [40] are 38% and 50% less than 
those reported by the US EPA [42]. Howarth et al. [41] suggest that this is 
due to the overestimation of the lifetime gas production from a well, which 
underestimates the GHG emissions per unit of energy available from gas 
production. This will have an impact on these two lifecycle GHG emission 
studies, but the extent of the impacts has not been evaluated here because 
there is currently very little experience in Australia on the anticipated CSG 
well life.

Although deliberate gas venting is not strictly permitted in Queensland, 
there are nevertheless instances where venting has and will continue to oc-
cur, such as during emergencies and shutdowns for maintenance. In order 
to estimate the impact of venting, a number of scenarios were considered 
in which a percentage of the flare streams were instead vented. Three sce-
narios were considered, assuming 1%, 5% and 20% of flare streams from 
pilot wells and production wells are vented. Estimates of annual volumes 
of gas flared were developed from data in operators’ environmental impact 
statements [37], and included pilot well flaring (2.7 million m3/year per 
well), and work-over activities (42,500 m3/work-over).

Figure 4 shows that GHG emissions during pilot well operations are 
particularly sensitive to venting of flare stream gas. The base case uses 
the 100-year methane GWP and 0% venting. A scenario with 1% venting 
leads to a 24% rise in GHGs from this segment. In terms of CSG field 
operations, venting of flare streams is less sensitive in terms of overall seg-
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ment GHG emissions, as these are dominated by combustion of fuel gas in 
gas engines and compressors. Only a high value of 20% venting leads to a 
significant change in CSG field GHG emissions (an approximate 7% rise).

In terms of overall lifecycle GHG emissions, only the 20% venting 
scenario leads to a significant (>2%) change, corresponding to a rise in 
GHG intensity to 0.55 t CO2-e/MWh (based on CCGT technology). In the 
hypothetical situation where all flared gas is vented, the GHG intensity 
rises to 0.59 t CO2-e/MWh for a 100-year methane GWP.

A fourth scenario considers the recent results of a sampling campaign 
in the Denver-Julesberg Fossil Fuel Basin in the United States by Pétron 
et al. [43]. Various estimates were made of the methane emissions from 
flashing and venting activities by oil and gas operations in northeastern 
Colorado. Bottom-up estimates show that 1.68% of the total natural gas 
produced in 2008 was vented. Top-down scenarios give a range 3.1% up to 
4.0% (minimum range of 2.3% up to 3.8% and a maximum range of 4.5% 
up to 7.7%). In this study we take the average of all top down estimates 
from Pétron [43] et al., giving 4.38% of all gas production being vented. 
Although the study of Pétron [43] et al. includes both gas and oil produc-
tion emissions, no attempt is made here to separate these emission sources. 
Given that the Denver-Julesberg data represent a field which is several 
decades old, this clearly represents a worst case scenario when applied 
to the emerging Australian CSG industry. Nevertheless, it does illustrate 
what could occur in future if leading practice is not adopted and GHG 
abatement measures are not incorporated across the industry.

To calculate the impact of the 4.38% loss of CSG as fugitive emis-
sions, the upstream CSG production emissions were also increased com-
mensurately by 4.38% to ensure the same amount of CSG reaches the 
LNG production facility. This loss of CSG as fugitive emissions results in 
an additional 8.6 Mt CO2-e emissions per annum compared with the base 
case and a 100-year methane GWP. Compared to Figure 3, the emissions 
from the CSG fields rise from 10% of total lifecycle emissions to 26%, and 
end-use combustion emissions drop from 75% to 62%. The GHG intensity 
also rises to 0.64 t CO2-e/MWh for CCGT technology and 0.87 t CO2-e/
MWh for OCGT technology. In this scenario, the lifecycle GHG emis-
sions for OCGT electricity generation are higher than for supercritical and 
ultra-supercritical coal fired generation.
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FIGURE 5: Impact of a 20-year methane GWP on upstream GHG emissions and lifecycle emissions intensity for CSG. 
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Figure 5 shows the impact of changing the methane GWP from the 
100-year value of 21 to the 20-year value of 105 [21] on vented emissions. 
For CSG, the present study finds that the change in methane GWP has an 
impact on pilot well and gas production well segment emissions. Given 
the significant volume of gas flared at the pilot well stage (since pilot wells 
are generally not linked to a gas-gathering pipeline network), any frac-
tion of the gas stream that is vented, instead of being flared, will have an 
impact on overall GHG emissions. Natural gas venting and leaks from the 
LNG plant are well-defined and factored into the base case emissions sce-
nario, although a jump in emissions of 0.8 Mt CO2-e emissions per annum 
accompanies the increase in methane GWP. For the CSG fields, gas that 
is vented instead of flared at compressor stations, well completions and 
workovers, and routine and emergency venting make large contributions 
to segment GHG emissions. The impact of these releases is amplified by 
the high 20-year methane GWP.

Figure 5 reflects the large impact of the increase in the methane GWP 
in pilot well GHGs due to the relatively large amounts of gas flared (of 
the order of 3 million m3 of gas is flared per pilot well). For production 
wells, industry proponents estimate that a total of 25,470 m3 of CSG are 
released per well during completions and workovers over a lifetime of 15 
years (based on data in [37]: 14,150 m3  flared per day for 3 days during 
workovers).

In response to the increased methane GWP, the overall lifecycle GHG 
emissions increase by between 9.6% (3.8 Mt CO2-e per annum) for 0% 
flared gas being vented and up to 20% (8 Mt CO2-e per annum) for 20% 
of the flare gas being vented. Similarly, the GHG intensity for the CSG/
LNG lifecycle rises from 0.54 to 0.63 t CO2-e/MWh sent out, based on 
CCGT technology. When the fugitive emissions for coal mining are as-
sessed using the 20-year methane GWP, the GHG intensities also increase, 
ranging from 0.834 (ultra-supercritical), 0.875 (super-critical) and 1.087 
t CO2-e/MWh (sub-critical). On this basis, the GHG intensity of gas-fired 
generation is still below the life cycle GHG emissions for all coal-fired 
generation technologies.

As a comparison, the NETL [40] predicts an intensity of 0.69 t CO2-e/
MWh for average natural gas baseload generation fuelled by shale gas, 
assuming a 20-year methane GWP of 72. The present study predicts an 
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intensity of 0.63 based on a much higher methane GWP. The variations 
in the two GHG intensities may be a result of the differences in methane 
venting volumes for Australian CSG and US shale gas from completions, 
workovers, and liquid unloading events. Also, gas distribution and stor-
age losses are not a significant part of the Australian CSG/LNG lifecycle 
as most of the Australian CSG will be converted to LNG for overseas 
export. Considering the worst case scenario of 4.38% of total upstream 
production being vented (based on 10 Mtpa of CSG output), and the 20-
year methane GWP, results in an additional 41 Mt CO2-e of emissions per 
annum. Under this worst case scenario, the GHG intensity of generation 
using CCGT technology is approximately 1.07 t CO2-e/MWh sent out, 
which is higher than ultra-supercritical and super-critical coal-fired gener-
ation technology, and nearly the same as sub-critical coal-fired generation 
when assessed with a 20-year methane GWP.

High losses of CSG through leaks and venting are considered unlikely, 
as this represents a substantial loss in revenue, a potential safety hazard 
for the industry, and in Australia, an ongoing significant carbon tax li-
ability. Nevertheless, the results of this analysis indicate the need for the 
Australian CSG industry to improve monitoring of methane releases and 
to adopt best practice technology and systems to reduce leaks and vent-
ing emissions, particularly during workovers and well completions. How-
arth et al. [12] provide a brief review of methane abatement technologies. 
According to the US General Accountability Office (GAO) [44], “green” 
technologies are capable of reducing methane emissions by 40%. This in-
cludes reducing liquid unloading related emissions with automated plung-
er lifts and using flash tank separators or vapour recovery units to reduce 
dehydrator emissions. Reduced emissions completions technologies can 
reduce emissions from flowbacks during workovers and completions, but 
this requires gas gathering pipelines to be in place prior to completions. 
This may not be possible for pilot wells and gas fields under development. 
Compressor leaks may be reduced by using dry seals and increasing fre-
quency of maintenance and monitoring. Table 7 provides a summary of 
emissions reduction methods.

From the lifecycle analysis of CSG/LNG, it was apparent that meth-
ane releases from liquid unloading, well completion and workover events 
(whether flared or vented), are potential, yet uncertain, sources of GHG 
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emissions. When compared to the data available in relation to shale gas 
GHG emissions from the US EPA, it is evident that emissions from these 
sources require further research in the Australian context. The possibil-
ity of methane dissolution and migration in groundwater and subsequent 
release to atmosphere via improperly abandoned wells or other geological 
pathways also exists. One study on the Marcellus Shale in the USA found 
evidence of elevated levels of dissolved methane in groundwater (19.2 
mg/L on average), compared to natural background levels (1.1 mg/L), in 
proximity to gas wells [45]. Given the concentrations reported, the poten-
tial for dissolved concentrations of methane in groundwater de-gassing to 
atmosphere to have a meaningful impact on the overall GHG life-cycle 
appear small. However, at present, very little research on this migration 
mechanism and the potential for atmospheric release has been completed, 
especially in the Australian context.

7.4 LIFE CYCLE GHG EMISSIONS COMPARISON

Using the emissions intensity estimates developed above, GHG emis-
sions of various energy sources were compared in the Australian context 
for export to China. The base case comparison is between conventional 
LNG, CSG-LNG and black coal when exported from Australia to China 
for power generation.

7.4.1 BASE COMPARISON—AUSTRALIAN EXPORT

Table 10 summarizes base case life cycle GHG emissions intensity in 
electrical power generation in China, for Australian conventional gas, coal 
seam gas and black coal. Estimates are provided for OCGT and CCGT gas 
combustion, and for sub-, super-, and ultrasuper-critical coal combustion. 
The ranges in intensities largely reflect variations in thermal efficiencies 
in end-use combustion. The base case for CSG/LNG assumes zero vent-
ing and leakage losses of 0.1% of production, as discussed above. These 
findings are provided graphically in Figure 6, including ranges from all 
life cycle-emissions sources.
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FIGURE 6: Base case GHG intensities and ranges. 

FIGURE 7: Life cycle GHG emissions intensities for Australian fossil fuel exports, and selected renewables and nuclear, base case.
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FIGURE 7: Life cycle GHG emissions intensities for Australian fossil fuel exports, and selected renewables and nuclear, base case.
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TABLE 10: GHG intensities-base case (t CO2-e/MWh).
Operation Conventional 

gas 
Coal seam gas Black coal

 OCGT CCGT OCGT CCGT Subcritical Super-
critical

Ultrasu-
percritical

Assumed average 
efficiency (%)

39 53 39 53 33 41 43

Extraction and 
processing

0.09 0.07 0.12 0.10 0.03 0.02 0.02

Transport 0.02 0.01 0.02 0.01 0.03 0.03 0.03

Processing and 
power generation 
in China

0.54 0.37 0.59 0.43 0.97 0.78 0.74

Totals 0.65 0.45 0.73 0.54 1.03 0.83 0.79

Ranges Min 0.50 0.39 0.64 0.49 0.75 0.61 0.58

Max 0.70 0.51 0.84 0.64 1.56 1.26 1.20

T CO2-e/t product 3.23 3.23 4.14 4.14 2.54 2.54 2.54

The results show that for all exported fossil fuels, end-use combustion 
dominates GHG emissions, accounting for 94% of the total in the case 
of coal, 82% for conventional LNG, and 75% for CSG/LNG. For most 
combustion technologies, coal is more GHG intensive than LNG. How-
ever CSG-LNG is 17–21% more GHG intensive than conventional LNG, 
largely as a result of higher energy use in upstream production (when zero 
venting is assumed). Conventional LNG re-gasified and burnt in CCGT 
power plants is least GHG intensive, and black coal burnt in a subcritical 
power plant is the most GHG intensive of the scenarios. The gap between 
coal and LNG narrows considerably with higher efficiency coal technolo-
gies and when ranges are considered, to the extent that CSG-LNG burned 
in low efficiency power plants is slightly more GHG intensive than the 
most efficient coal combustion technology.

7.4.2 RENEWABLE AND NUCLEAR ENERGY

Renewable and nuclear energy sources provide an alternative basis for 
comparison of GHG emissions intensities (Table 11). Renewable energy 
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sources (wind, solar, wave and geothermal) produce no GHG emissions 
in electricity generation, and the GHG intensity is derived from fuel use 
for construction and ancillary purposes, and embedded emissions in infra-
structure and consumables. Wind and concentrated solar thermal (CST) 
show similar life cycle emissions. Life cycle GHG emissions for nuclear 
energy depend on the grade of fuel and processing required and how re-
processing power is sourced. Figure 7 illustrates the significantly higher 
life cycle GHG emissions of exported Australian fossil fuels compared to 
solar, wind and nuclear when used for power generation in China.

TABLE 11: GHG emission intensities for renewable and nuclear energy-base case.

Emissions intensity 
t CO2-e/MWh

Range (from literature review)  
t CO2-e/MWh

Wind 0.021 [13] 0.013–0.040 [13]

Solar Photovoltaic 0.106 [13] 0.053–0.217 [13]

Concentrated Solar Thermal 0.020 [46] Central tower 0.0202 [46]

Parabolic trough 0.0196[46]

Hydro 0.015 [13] 0.006–0.044 [13]

Nuclear-current technologies 0.034 [47] 0.01–0.13 [13]

Note: The emissions intensities stated here have been derived from the specific LCA 
studies referenced and from associated literature reviews of LCA studies conducted 
internationally. For the purposes of the comparison in this study the figures are applicable 
to power generation in China.

7.4.3 DISPLACEMENT OF COAL BY GAS

Recent Australian studies have examined the theoretical GHG emissions 
reductions that could occur if LNG is exported to China and other Asian 
destinations [8–10]. Depending on the assumptions around generation 
technology, and assuming full displacement, natural gas exported as LNG 
was found generally to offer a potential overall global GHG emissions 
savings. However, the assumption that LNG exported to China, or any 
other Asian destination, would result in a coal-fired power station being 
taken off-line and replaced by a gas-fired power station is problematic [9]. 
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The International Energy Agency has recently suggested that while this 
type of direct displacement is likely in the USA, it is unlikely that LNG 
will displace coal in Asia. Rather LNG is more likely to add to overall 
capacity in an expanding energy market [48]. Using the base case esti-
mates from this study, if CCGT combustion technology fueled by natural 
gas derived from conventional LNG displaced an old subcritical coal-fired 
power station, 0.58 t CO2-e/MWh of emissions would be avoided (0.49 t 
CO2-e for CSG/LNG). This represents the best average case for displace-
ment by Australian LNG. If natural gas-fired OCGT displaced an ultra-
supercritical coal plant, however, the savings would drop to 0.14 and 0.06 
t CO2-e/MWh for conventional and CSG derived LNG, respectively, again 
assuming base cases.

Currently, coal is relatively cheap compared to gas. However, renew-
ables and nuclear power are more expensive than gas. Under current mar-
ket conditions, therefore, displacement of renewables by imported LNG 
in China is also a possible scenario. If LNG-fired conventional OCGT 
technology were to displace wind or concentrated solar thermal power in 
China, an overall increase in emissions of 0.63 t CO2-e/MWh would be 
experienced, rising to 0.71 t CO2-e/MWh for CSG/LNG. If global GHG 
savings are to be claimed as a key driver for LNG development, detailed 
economic research and modelling should be undertaken to determine the 
markets and conditions under which real benefits are generated.

7.5 CONCLUSION

This analysis brings together the most recent data available from energy 
producers and studies available in the literature to produce an average 
comparison of the lifecycle GHG intensities per MWh of electricity sent 
out, for a range of Australian and other energy sources. When Australian 
fossil fuels are exported to China, lifecycle greenhouse gas emission in-
tensity in electricity production depends to a significant degree on the 
technology used in combustion. In general, natural gas exported as LNG 
is less GHG intensive than black coal but the gap is smaller for OCGT 
plant and for CSG.
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On average, conventional LNG burned in a conventional OCGT plant 
is approximately 38% less GHG intensive over its life cycle than black 
coal burned in a sub-critical plant, per MWh of electricity produced. How-
ever, if OCGT combustion is compared to the most efficient new ultra-
supercritical coal-fired power, the gap narrows considerably. Coal seam 
gas LNG is approximately 13–20% more GHG intensive across its life 
cycle, on a like-for-like basis, than conventional LNG, and thus compares 
less favorably to coal than conventional LNG under all technology com-
binations. Upstream fugitive emissions from CSG in the Australian con-
text were found to be uncertain because of a lack of data. Nevertheless, 
fugitive methane emissions are potentially manageable by applying best 
practice technologies.

In modelling the GHG emissions for a typical CSG-LNG develop-
ment, it was assumed that between 1% and 20% of the flare stream gas 
was vented. Combined with the latest estimate for the 20-year GWP for 
methane, these vented emissions significantly added to the overall GHG 
footprint. However, the lifecycle GHG intensity rankings did not materi-
ally change, such is the dominance of end-use combustion. The exception 
to this is if the worst case scenario of 4.38% of all production is released as 
leaks and vented emissions (based on recent US studies). Here, the GHG 
intensity of electricity generation using CCGT technology based on CSG/
LNG is approximately 1.07 t CO2-e/MWh sent out, which is higher than 
ultra-supercritical and super-critical coal-fired generation technology, and 
nearly the same as sub-critical coal-fired generation when assessed with a 
20-year methane GWP.

The implications for regulators and the emerging Australian CSG in-
dustry are that best practice applied to design, construction and opera-
tion of projects can significantly reduce emissions (particularly fugitives), 
lower financial liabilities under the carbon tax, and help make CSG a less 
GHG-intensive fuel option.

When exported for electricity production, LNG was found to be 22 to 
36 times more GHG intensive than wind and concentrated solar thermal 
(CST) power and 13–21 times more GHG intensive than nuclear power. 
Transitioning the world’s energy economy to a lower carbon future will 
require significant investment in a variety of cleaner technologies, in-
cluding renewables and nuclear power. In the short term, improving the 
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efficiency of fossil fuel combustion in energy generation can provide an 
important contribution.

Availability of life cycle GHG intensity data will allow decision-
makers to move away from overly simplistic assertions about the rela-
tive merits of certain fuels, and focus on the complete picture, especially 
the critical roles of energy policy, technology selection and application 
of best practice.
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Effects of Energy Production and 
Consumption on Air Pollution and 
Global Warming

NNENESI KGABI, CHARLES GRANT, and JOHANN ANTOINE

CHAPTER 8

8.1 INTRODUCTION 

The harvesting, processing, distribution, and use of fuels and other sources 
of energy have major environmental implications including land-use chang-
es due to fuel cycles such as coal, biomass, and hydropower, which affect 
both the natural and human environment. Energy systems carry a risk of 
routine and accidental release of pollutants [1] . Greenhouse gas (GHG) and 
air pollutant emissions share the same sources—transport, industry, com-
mercial and residential areas [2] . All these sources depend on production, 
distribution and utilization of energy for their daily activities. 
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The gases included in GHG inventories are the direct GHGs: namely, 
carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O), hydrofluo-
rocarbons (HFCs), perfluorocarbons (PFCs) and sulphur hexafluoride 
(SF6), and the indirect GHGs: non-methane volatile organic compounds 
(NMVOC), carbon monoxide (CO), nitrogen oxide (NOx), and sulphur 
dioxide (SO2) [2] . 

Jamaica has no known primary petroleum or coal reserves and imports 
all of its petroleum and coal requirements. Domestic energy needs are met 
by burning petroleum products and coal and renewable fuel biomass (i.e., 
biogases, fuel wood, and charcoal) and using other renewable resources 
(e.g., solar, wind and hydro). In 2008, approximately 86 percent of the 
energy mix was imported petroleum, with the remainder coming from 
renewables and coal [3]. Electricity is generated primarily by oil-fired 
steam, engine driven, and gas turbine units. Smaller amounts of electric-
ity are generated by hydroelectric and wind power. Use of solar energy is 
negligible, and the option for nuclear energy has not been exploited. 

The increase in GHG emissions, with the country just a few years from 
the global warming tipping point is evident. Carbon dioxide emissions 
increased from 9531 Gg in 2000 to 13,956 Gg in 2005, methane emissions 
from 31.1 Gg in 2000 to 41.9 Gg in 2005. Nitrous oxide emissions also 
increased although in smaller quantities. Emissions from the electricity 
generation source category between 2000 and 2005 ranged from 2977 Gg 
to 3365 Gg for CO2, 0.116 Gg to 0.132 Gg for methane, and 0.023 Gg to 
0.026 Gg for N2O [4]. 

The objective of this study was to assess different fuel combinations that 
can be adopted to reduce the level of air pollution and GHG emissions as-
sociated with the energy. The study bears significance to almost all countries 
that, due to the pressure of high energy demand, tend to settle for any avail-
able energy source without considering the environmental effects. 

8.2 METHODS 

Desktop study methods were used to source data for this secondary re-
search. Information relating to energy generation and utilization in Jamai-
ca was accessed outside organizational boundaries, mainly from online 
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sources, research journals, professional bodies/organisations and gov-
ernment published data and reports. The data acquisition approach was 
purposive and mostly “cherry-picking”, i.e., based on keyword searches, 
footnote chases, citation searches or forward chains, journal runs, and to 
some extent author searches. 

Content analysis methods for drawing conclusions included noting 
patterns, themes and trends, making comparisons, building logical chain 
of evidence and making conceptual/theoretical coherence. The content 
analysis yielded some descriptive data giving a detailed picture of the en-
ergy generation, air pollution and climate change in Jamaica. 

8.3 RESULTS AND DISCUSSION 

Electricity generation, transmission, and distribution are associated with 
GHG emissions like carbon dioxide (CO2), and smaller amounts of meth-
ane (CH4) and nitrous oxide (N2O). These gases are released during the 
combustion of fossil fuels, such as coal, oil, and natural gas, to produce 
electricity. Less than 1% of greenhouse gas emissions from the electricity 
sector come from sulfur hexafluoride (SF6), an insulating chemical used in 
electricity transmission and distribution equipment [5] . 

8.3.1 ELECTRICITY CONSUMPTION 

Consumption of electricity has direct GHG emission implications for the 
company/organization generating the electricity, and indirect implications 
for the consumer. Table 1 shows the annual increase in GHG emissions 
with increase in electricity consumption. The main electric utility related 
gases are: GHGs—CO2, CH4, N2O, SF6; and Air Pollutants—CO, SO2, 
NOx, NMVOCs. 

Electricity sales data was obtained from World Bank, Benchmarking 
data of the electricity distribution sector in Latin America and the Carib-
bean Region 1995-2005; and the emission factors: CO2—0.819 tons CO2/
MWh; CH4—0.03716 kg CO2/MWh; N2O—0.00743 ton CO2/MWh were 
used for calculation of the GHGs. 
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8.3.2 ELECTRICITY GENERATION 

The annual fuel use for electricity generation between 2000 and 2005 
ranged from 5,159,687 to 4,811,726 million barrels of heavy fuel oil and 
from 725,158 to 1,794,870 million barrels of diesel oil. Global warming 
potential of the fuel use are summarized in Table2 

TABLE 1: Annual electricity sales and GHG emissions (data source for electricity sold [6]; 
source for emission factors used in the calculations [7] ). 

Electricity Sold 
(MW h)

Methane 
(tonCO2e)

Nitrous Oxide 
(tonCO2e)

Carbon Dioxide 
(tonCO2e)

Total GHG 
Emissions

2001  2,793,375  103.8  20754.8  2,287,774  2,308,633

2002  2,896,547  107.6  21521.3  2,372,271  2,393,900

2003  2,998,345  111.4  22277.7  2,455,644  2,478,033

2004  2,975,509  110.6  22,108  2,436,942 2,459,161

2005  3,055,154  113.5  22699.8  2,502,171  2,524,984

Average  2,943,786  109.38  21872.32  2410960.4  2,432,942

SD  101,539  3.769  754.431  83160.688  83918.9

Table 2. GHG emissions from combustion of fuel during electricity generation (data source 
for electricity sold [6] ; source for emission factors used in the calculations [7] ). 

Consump-
tion (million 
barrels)

CO2 (×106 
tons CO2e)

CH4 (×106 
ton CO2e)

N2O (×106 
tons CO2e)

Total GHG 
(×106 tons 
CO2e)

2000  Fuel Oil  5,159,687  2513  2.16  6.96  2522

Diesel Oil  725,158  306,322  104  2202  308,627

2005  Fuel Oil  4,811,726  874  0.75  2.42  877

Diesel Oil  1,794,870  758,190  257  5450  763,897

The emission factors used above were obtained from DEFRA [7] as 
follows: Diesel = 2.6569, 0.0009, 0.0191, 2.6769 kg CO2e/L; and Fuel Oil 
= 0.26729, 0.00023, 0.000074, 0.26826 kg CO2e/kWh; for CO2, CH4, N2O, 
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and CO2e respectively. Other conversions used include 1 barrel = 158.99 
liters; and 1 kWh = 0.00009 tonne oil equivalent. 

Choice of the right fuel mix for electricity generation determines the 
amount of air pollutants and GHGs released into the atmosphere. The cur-
rent electricity fuel mix of Jamaica is fuel oil (71%), diesel oil (24%) and 
5% renewable. Figure 1 shows the fuel mix used in 2007 based on the 
installed capacity by energy sources (MWh) data obtained from the United 
States Energy Information Administration (EIA) [8] . 

8.3.3 THE ENERGY FUEL MIX 

Jamaica’s National Energy Policy 2009-2030: contribution of fuel mix to 
electricity generation mix is summarized in Figure 2.

The 3.3 percent increase in annual electricity generation (GWh) over 
the period (1998-2009), moving from 2950 GWh in 1998 to 4214 GWh 
in 2009; was used as baseline to estimate possible implications of the Na-
tional Energy Policy on GHG emissions as shown in Figure 3. 

Contribution by each fuel type is shown in Figure 4, emphasizing the 
importance of a correct fuel mix in reduction of GHG emissions. 

Conversions used include: Natural Gas—CO2 = 0.18483, CH4 = 
0.00027, N2O = 0.00011, CO2e = 0.18521 kg COe/unit; Coal-CO2 = 
0.32360, CH4 = 0.00006, N2O = 0.00282, CO2e = 0.32648 kg COe/unit; 
and LPG-CO2 = 0.21419, CH4 = 0.00010, N2O = 0.00025, CO2e = 0.21455 
kg COe/unit. 

8.3.4 ELECTRICITY DISTRIBUTION

Figure 5 shows annual percentages of losses that occur during distribu-
tion of electricity in Jamaica. The data used was obtained from the United 
States Energy Information Administration (EIA). Electrical transmissions 
and distribution systems contribute significantly to emissions of sulfur 
hexafluoride (SF6), which is also a GHG. The losses during distribution 
also add to the emissions. 
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FIGURE 1: 2007 electricity generation fuel mix (data source: [8] ).
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FIGURE 2: Electricity generation fuel mix proposed in the National Energy Policy (data source: [9] ).
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FIGURE 3: Estimate energy production and the potential GHG emissions (data source: [9] ).

FIGURE 4: Contribution of the proposed fuels to GHG emissions (data source: [2] , [7] ).



Ef
fe

ct
s 

of
 E

ne
rg

y 
Pr

od
uc

tio
n 

an
d 

C
on

su
m

pt
io

n 
on

 A
ir

 P
ol

lu
tio

n 
14

5

FIGURE 4: Contribution of the proposed fuels to GHG emissions (data source: [2] , [7] ).
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FIGURE 5: Electricity distribution losses (data source: [8] ).
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FIGURE 6: (a) Coal air pollutants; (b) Petroleum air pollutants (data source: [11] ). 
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8.3.5 AIR QUALITY IMPLICATIONS 

Trace gases and aerosols impact climate through their effect on the radia-
tive balance of the earth. Trace gases such as greenhouse gases absorb and 
emit infrared radiation which raises the temperature of the earth’s surface 
causing the enhanced greenhouse effect. Aerosol particles have a direct 
effect by scattering and absorbing solar radiation and an indirect effect by 
acting as cloud condensation nuclei. Atmospheric aerosol particles range 
from dust and smoke to mists, smog and haze [10] . Figure 6 gives the 
average air pollutant contribution by coal and petroleum products. 

In addition to emission of GHGs, fuel combustion affects air quality. 
Combustion of 1 kg of coal results in emission of 19 g SO2, 1.5 g NOx, 5 g 
VOCs, 4.1 g PM10, 14.7 g TSP, 187.4 g CO and 0.0134 g benzene; while 
1 kg of petroleum products emits 0.01 g SO2, 1.4 g NOx, 0.5 g VOCs, 0.07 
g PM10, 0.07 g TSP, and 13.6 g CO into the atmosphere [11].

On combustion, fuel oil also produces primarily carbon dioxide and 
water vapour, but also smaller quantities of particulate matter and oxides 
of nitrogen and sulphur (OUR, 2012). 

The potential environmental problem associated with coal is the for-
mation of acidic effluents due to pyrite oxidation and the consequent mo-
bilization of environmentally hazardous trace elements, which are mainly 
associated with the sulphide group of minerals in coal [12] . With combus-
tion, these amounts of the SOx gases are emitted into the atmosphere. 

8.4 CONCLUSIONS 

The different fuel combinations (including coal, petroleum products, and 
natural gas) that can be adopted to reduce the level of air pollution and 
GHG emissions associated with the energy were assessed. This study has 
shown that: 1) choice of the fuel mix determines the success of GHG emis-
sions reductions; and 2) there is no single fuel that is not associated with 
GHG or other air pollution or environmental degradation implications. 
The usual increase in GHG emissions with increase in energy consump-
tion and production was observed. 
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Given the increasing energy demand and the environmental implica-
tions of the fuel mix options discussed, it may be necessary to also explore 
the nuclear energy option. Nuclear power plants do not require a lot of 
space when compared to equivalent wind or solar farms. The nuclear ener-
gy does not contribute to carbon emissions (no CO2 is given out) thus does 
not cause global warming. Production and consumption of the nuclear en-
ergy do not produce smoke particles to pollute the atmosphere. The great 
advantage of nuclear power is its enormous energy density, several million 
times that of chemical fuels. Even without recycling, one kilogram of oil 
produces about 4 kWh; a kg of uranium fuel generates 400,000 kWh of 
electricity. This also reduces transport costs (although the fuel is radioac-
tive and therefore each transport that does occur is expensive because of 
security implications). Furthermore, it produces a small volume of waste. 
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Venting and Leaking of Methane from 
Shale Gas Development: Response to 
Cathles et al.

ROBERT W. HOWARTH, RENEE SANTORO,  
and ANTHONY INGRAFFEA

CHAPTER 9

9.1 INTRODUCTION

Promoters view shale gas as a bridge fuel that allows continued reliance 
on fossil fuels while reducing greenhouse gas (GHG) emissions. Our April 
2011 paper in Climatic Change challenged this view (Howarth et al. 2011). 
In the first comprehensive analysis of the GHG emissions from shale gas, 
we concluded that methane emissions lead to a large GHG footprint, par-
ticularly at decadal time scales. Cathles et al. (2012) challenged our work. 
Here, we respond to the criticisms of Cathles et al. (2012), and show that 
most have little merit. Further, we compare and contrast our assumptions 
and approach with other studies and with new information made available 
since our paper was published. After carefully considering all of these, 
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we stand by the analysis and conclusions we published in Howarth et al. 
(2011).

9.2 METHANE EMISSIONS DURING ENTIRE LIFE CYCLE FOR 
SHALE GAS AND CONVENTIONAL GAS

Cathles et al. (2012) state our methane emissions are too high and are “at 
odds with previous studies.” We strongly disagree. Table 1 compares our 
estimates for both conventional gas and shale gas (Howarth et al. 2011) 
with 9 other studies, including 7 that have only become available since 
our paper was published in April 2011, listed chronologically by time of 
publication. See Electronic Supplementary Materials for details on con-
versions and calculations. Prior to our study, published estimates existed 
only for conventional gas. As we discussed in Howarth et al. (2011), 
the estimate of Hayhoe et al. (2002) is very close to our mean value 
for conventional gas, while the estimate from Jamarillo et al. (2007) is 
lower and should probably be considered too low because of their reli-
ance on emission factors from a 1996 EPA report (Harrison et al. 1996). 
Increasing evidence over the past 15 years has suggested the 1996 fac-
tors were low (Howarth et al. 2011). In November 2010, EPA (2010) 
released parts of their first re-assessment of the 1996 methane emission 
factors, increasing some emissions factors by orders of magnitude. EPA 
(2011a), released just after our paper was published in April, used these 
new factors to re-assess and update the U.S. national GHG inventory, 
leading to a 2-fold increase in total methane emissions from the natural 
gas industry.

The new estimate for methane emissions from conventional gas in the 
EPA (2011a) inventory, 0.38 g C MJ−1, is within the range of our estimates: 
0.26 to 0.96 g C MJ−1 (Table 1). As discussed below, we believe the new 
EPA estimate may still be too low, due to a low estimate for emissions dur-
ing gas transmission, storage, and distribution. Several of the other recent 
estimates for conventional gas are very close to the new EPA estimate 
(Fulton et al. 2011; Hultman et al. 2011; Burnham et al. 2011). The Skone 
et al. (2011) value is 29% lower than the EPA estimate and is very similar 
to our lower-end number. Cathles et al. (2012) present a range of values, 
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with their high end estimate of 0.36 g C MJ−1 being similar to the EPA es-
timate but their low end estimate (0.14 g C MJ−1) far lower than any other 
estimate, except for the Jamarillo et al. (2007) estimate based on the old 
1996 EPA emission factors.

TABLE 1: Comparison of published estimates for full life-cycle methane emissions from 
conventional gas and shale gas, expressed per unit of Lower Heating Value (gC MJ−1). 
Studies are listed by chronology of publication date

 Conventional gas Shale gas

Hayhoe et al. (2002) 0.57 *

Jamarillo et al. (2007) 0.15 *

Howarth et al. (2011) 0.26–0.96 0.55–1.2

EPA (2011a) 0.38 0.60+

Jiang et al. (2011) * 0.30

Fulton et al.(2011) 0.38++ *

Hultman et al. (2011) 0.35 0.57

Skone et al. (2011) 0.27 0.37

Burnham et al. (2011) 0.39 0.29

Cathles et al. (2012) 0.14–0.36 0.14–0.36

See Electronic Supplemental Materials for details on conversions
*Estimates not provided in these reports
+Includes emissions from coal-bed methane, and therefore may under-estimate shale gas 
emissions
++Based on average for all gas production in the US, not just conventional gas, and so 
somewhat over-estimates conventional gas emissions

For shale gas, the estimate derived from EPA (2011a) of 0.60 g C MJ−1 
is within our estimated range of 0.55 to 1.2 g C MJ−1 (Table 1); as with 
conventional gas, we feel the EPA estimate may not adequately reflect 
methane emissions from transmission, storage, and distribution. Hultman 
et al. (2011) provide an estimate only slightly less than the EPA number. In 
contrast, several other studies present shale gas emission estimates that are 
38% (Skone et al. 2011) to 50% lower (Jiang et al. 2011; Burnham et al. 
2011) than the EPA estimate. The Cathles et al. (2012) emission estimates 
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are 40% to 77% lower than the EPA values, and represent the lowest esti-
mates given in any study.

In an analysis of a PowerPoint presentation by Skone that provided 
the basis for Skone et al. (2011), Hughes (2011a) concludes that a major 
difference between our work and that of Skone and colleagues was the 
estimated lifetime gas production from a well, an important factor since 
emissions are normalized to production. Hughes (2011a) suggests that 
Skone significantly overestimated this lifetime production, and thereby 
underestimated the emissions per unit of energy available from gas pro-
duction (see Electronic Supplemental Materials). We agree, and believe 
this criticism also applies to Jiang et al. (2011). The lifetime production 
of shale-gas wells remains uncertain, since the shale-gas technology is so 
new (Howarth and Ingraffea 2011). Some industry sources estimate a 30-
year lifetime, but the oldest shale-gas wells from high-volume hydraulic 
fracturing are only a decade old, and production of shale-gas wells falls 
off much more rapidly than for conventional gas wells. Further, increasing 
evidence suggests that shale-gas production often has been exaggerated 
(Berman 2010; Hughes 2011a, 2011b; Urbina 2011a, 2011b).

Our high-end methane estimates for both conventional gas and shale 
gas are substantially higher than EPA (2011a) (Table 1), due to higher 
emission estimates for gas storage, transmission, and distribution (“down-
stream” emissions). Note that our estimated range for emissions at the 
shale-gas wells (“upstream” emissions of 0.34 to 0.58 g C MJ−1) agree very 
well with the EPA estimate (0.43 g C MJ−1; see Electronic Supplementary 
Materials). While EPA has updated many emission factors for natural gas 
systems since 2010 (EPA 2010, 2011a, 2011b), they continue to rely on 
the 1996 EPA study for downstream emissions. Updates to this assump-
tion currently are under consideration (EPA 2011a). In the meanwhile, we 
believe the EPA estimates are too low (Howarth et al. 2011). Note that the 
downstream emission estimates of Hultman et al. (2011) are similar to 
EPA (2011a), while those of Jiang et al. (2011) are 43% less, Skone et al. 
(2011) 38% less, and Burnham et al. (2011) 31% less (Electronic Supple-
mental Materials). One problem with the 1996 emission factors is that they 
were not based on random sampling or a comprehensive assessment of 
actual industry practices, but rather only analyzed emissions from model 
facilities run by companies that voluntarily participated (Kirchgessner et 
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al. 1997). The average long-distance gas transmission pipeline in the U.S. 
is more than 50 years old, and many cities rely on gas distribution systems 
that are 80 to 100 years old, but these older systems were not part of the 
1996 EPA assessment. Our range of estimates for methane emissions dur-
ing gas storage, transmission, and distribution falls well within the range 
given by Hayhoe et al. (2002), and our mean estimate is virtually identical 
to their “best estimate” (Howarth et al. 2011). Nonetheless, we readily 
admit that these estimates are highly uncertain. There is an urgent need 
for better measurement of methane fluxes from all parts of the natural gas 
industry, but particularly during completion of unconventional wells and 
from storage, transmission, and distribution sectors (Howarth et al. 2011).

EPA proposed new regulations in October 2009 that would require 
regular reporting on GHG emissions, including methane, from natural gas 
systems (EPA 2011c). Chesapeake Energy Corporation, the American Gas 
Association, and others filed legal challenges to these regulations (Nelson 
2011). Nonetheless, final implementation of the regulations seems likely. 
As of November 2011, EPA has extended the deadline for the first report-
ing to September 2012 (EPA 2011c). These regulations should help evalu-
ate methane pollution, although actual measurements of venting and leak-
age rates will not be required, and the reporting requirement as proposed 
could be met using EPA emission factors. Field measurements across a 
range of well types, pipeline and storage systems, and geographic loca-
tions are important for better characterizing methane emissions.

9.3 HOW MUCH METHANE IS VENTED DURING COMPLETION 
OF SHALE-GAS WELLS?

During the weeks following hydraulic fracturing, frac-return liquids flow 
back to the surface, accompanied by large volumes of natural gas. We esti-
mated substantial methane venting to the atmosphere at this time, leading 
to a higher GHG footprint for shale gas than for conventional gas (How-
arth et al. 2011). Cathles et al. (2012) claim we are wrong and assert that 
methane emissions from shale-gas and conventional gas wells should be 
equivalent. They provide four arguments: 1) a physical argument that large 
flows of gas are not possible while frac fluids fill the well; 2) an assertion 
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that venting of methane to the atmosphere would be unsafe; 3) a state-
ment that we incorrectly used data on methane capture during flowback 
to estimate venting; and 4) an assertion that venting of methane is not in 
the economic interests of industry. We disagree with each point, and note 
our methane emission estimates during well completion and flowback are 
quite consistent with both those of EPA (2010, 2011a, b) and Hultman et 
al. (2011).

Cathles et al. state that gas venting during flowback is low, since the 
liquids in the well interfere with the free flow of gas, and imply that this 
condition continues until the well goes into production. While it is true 
that liquids can restrict gas flow early in the flow-back period, gas is freely 
vented in the latter stages. According to EPA (2011d), during well cleanup 
following hydraulic fracturing “backflow emissions are a result of free gas 
being produced by the well during well cleanup event, when the well also 
happens to be producing liquids (mostly water) and sand. The high rate 
backflow, with intermittent slugs of water and sand along with free gas, 
is typically directed to an impoundment or vessels until the well is fully 
cleaned up, where the free gas vents to the atmosphere while the water and 
sand remain in the impoundment or vessels.” The methane emissions are 
“vented as the backflow enters the impoundment or vessels” (EPA 2011d). 
Initial flowback is 100% liquid, but this quickly becomes a two-phase flow 
of liquid and gas as backpressure within the fractures declines (Soliman 
& Hunt 1985; Willberg et al. 1998; Yang et al. 2010; EPA 2011a, d). The 
gas produced is not in solution, but rather is free-flowing with the liquid 
in this frothy mix. The gas cannot be put into production and sent to sales 
until flowback rates are sufficiently decreased to impose pipeline pressure.

Is it unsafe for industry to vent gas during flowback, as Cathles et al. 
assert? Perhaps, but venting appears to be common industry practice, and 
the latest estimates from EPA (2011b, page 3–12) are that 85% of flow-
back gas from unconventional wells is vented and less than 15% flared or 
captured. While visiting Cornell, a Shell engineer stated Shell never flares 
gas during well completion in its Pennsylvania Marcellus operations (Bill 
Langin, pers. comm.). Venting of flow-back methane is clearly not as un-
safe as Cathles et al. (2012) believe, since methane has a density that is 
only 58% that of air and so would be expected to be extremely buoyant 
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when vented. Under sufficiently high wind conditions, vented gas may be 
mixed and advected laterally rather than rising buoyantly, but we can en-
vision no atmospheric conditions under which methane would sink into a 
layer over the ground. Buoyantly rising methane is clearly seen in Forward 
Looking Infra Red (FLIR) video of a Pennsylvania well during flowback 
(Fig. 1). Note that we are not using this video information to infer any 
information on the rate of venting, but simply to illustrate that venting 
occurred in the summer of 2011 in Pennsylvania and that the gas rose 
rapidly into the atmosphere. Despite the assertion by Cathles et al. that 
venting is illegal in Pennyslvania, the only legal restriction is that “excess 
gas encountered during drilling, completion or stimulation shall be flared, 
captured, or diverted away from the drilling rig in a manner than does not 
create a hazard to the public health or safety” (PA § 78.73. General provi-
sion for well construction and operation).

Cathles et al. state with regard to our paper: “The data they cite to sup-
port their contention that fugitive methane emissions from unconventional 
gas production is [sic] significantly greater than that from conventional 
gas production are actually estimates of gas emissions that were captured 
for sale. The authors implicitly assume that capture (or even flaring) is 
rare, and that the gas captured in the references they cite is normally vent-
ed directly into the atmosphere.” We did indeed use data on captured gas 
as a surrogate for vented emissions, similar to such interpretation by EPA 
(2010). Although most flowback gas appears to be vented and not captured 
(EPA 2011b), we are aware of no data on the rate of venting, and industry 
apparently does not usually measure or estimate the gas that is vented dur-
ing flowback. Our assumption (and that of EPA 2010) is that the rate of 
gas flow is the same during flowback, whether vented or captured. Most of 
the data we used were reported to the EPA as part of their “green comple-
tions” program, and they provide some of the very few publicly available 
quantitative estimates of methane flows at the time of flowback. Note that 
the estimates we published in Howarth et al. (2011) for emissions at the 
time of well completion for shale gas could be reduced by 15%, to account 
for the estimated average percentage of gas that is not vented but rather 
is flared or captured and sold (EPA 2011b). Given the other uncertainty in 
these estimates, though, our conclusions would remain the same.
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FIGURE 1: Venting of natural gas into the atmosphere at the time of well completion and 
flowback following hydraulic fracturing of a well in Susquehanna County, PA, on June 22, 
2011. Note that this gas is being vented, not flared or burned, and the color of the image is 
to enhance the IR image of this methane-tuned FLIR imagery. The full video of this event 
is available at http:// www. psehealthyenergy . org/ resources/ view/ 198782. Video provided 
courtesy of Frank Finan

http://www.psehealthyenergy.org/resources/view/198782
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Cathles et al. also assert that we used initial production rates for gas 
wells, and that in doing so over-estimated flowback venting. Our estimates 
of flowback emissions for the Barnett, Piceance, Uinta, and Denver-Jules 
basins were not based on initial production rates, but rather solely on in-
dustry-reported volumes of gas captured, assuming. We estimated emis-
sions for the Haynesville basin as the median of data given in Eckhardt et 
al. (2009), who reported daily rates ranging from 400,000 m3 (14 MMcf ) 
to 960,000 m3 (38 MMcf). We assumed a 10-day period for the latter part 
of the flowback in which gases freely flow, the mean for the other basin 
studies we used. The use of initial production rates applied to the latter 
portion of flowback duration as an estimate of venting is commonly ac-
cepted (Jiang et al. 2011; NYS DEC 2011).

Finally, Cathles et al. state that economic self-interest would make 
venting of gas unlikely. Rather, they assert industry would capture the gas 
and sell it to market. According to EPA (2011b), the break-even price at 
which the cost of capturing flowback gas equals the market value of the 
captured gas is slightly under $4 per thousand cubic feet. This is roughly 
the well-head price of gas over the past two years, suggesting that indeed 
industry would turn a profit by capturing the gas, albeit a small one. None-
theless, EPA (2011b) states that industry is not commonly capturing the 
gas, probably because the rate of economic return on investment for doing 
so is much lower than the normal expectation for the industry. That is, 
industry is more likely to use their funds for more profitable ventures than 
capturing and selling vented gas (EPA 2011b). There also is substantial 
uncertainty in the cost of capturing the gas. At least for low-energy wells, 
a BP presentation put the cost of “green” cleanouts as 30% higher than 
for normal well completions (Smith 2008). The value of the captured gas 
would roughly pay for the process, according to BP, at the price of gas 
as of 2008, or approximately $6.50 per thousand cubic feet (EIA 2011a). 
At this cost, industry would lose money by capturing and selling gas not 
only at the current price of gas but also at the price forecast for the next 2 
decades (EPA 2011b).

In July 2011, EPA (2011b, e) proposed new regulations to reduce emis-
sions during flowback. The proposed regulation is aimed at reducing ozone 
and other local air pollution, but would also reduce methane emissions. 
EPA (2011b, e) estimates the regulation would reduce flowback methane 
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emissions from shale gas wells by up to 95%, although gas capture would 
only be required for wells where collector pipelines are already in place, 
which is often not the case when new sites are developed. Nonetheless, 
this is a very important step, and if the regulation is adopted and can be ad-
equately enforced, will reduce greatly the difference in emissions between 
shale gas and conventional gas in the U.S. We urge universal adoption of 
gas-capture policies.

To summarize, most studies conclude that methane emissions from 
shale gas are far higher than from conventional gas: approximately 40% 
higher, according to Skone et al. (2011) and using the mean values from 
Howarth et al. (2011), and approximately 60% higher using the estimates 
from EPA (2011a) and Hultman et al. (2011). Cathles et al. assertion that 
shale gas emissions are no higher seems implausible to us. The suggestion 
by Burnham et al. (2011) that shale gas methane emissions are less than 
for conventional gas seems even less plausible (see Electronic Supple-
mentary Materials).

9.4 TIME FRAME AND GLOBAL WARMING  
POTENTIAL OF METHANE

Methane is a far more powerful GHG than carbon dioxide, although the 
residence time for methane in the atmosphere is much shorter. Conse-
quently, the time frame for comparing methane and carbon dioxide is criti-
cal. In Howarth et al. (2011), we equally presented two time frames, the 
20 and 100 years integrated time after emission, using the global warming 
potential (GWP) approach. Note that GWPs for methane have only been 
estimated at time scales of 20, 100, and 500 years, and so GHG analyses 
that compare methane and carbon dioxide on other time scales require a 
more complicated atmospheric modeling approach, such as that used by 
Hayhoe et al. (2002) and Wigley (2011). The GWP approach we follow is 
quite commonly used in GHG lifecycle analyses, sometimes considering 
both 20-year and 100-year time frames as we did (Lelieveld et al. 2005; 
Hultman et al. 2011), but quite commonly using only the 100-year time 
frame (Jamarillo et al. 2007; Jiang et al. 2011; Fulton et al. 2011; Skone et 
al. 2011; Burnham et al. 2011). Cathles et al. state that a comparison based 
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on the 20-year GWP is inappropriate, and criticize us for having done so. 
We very strongly disagree.

Considering methane’s global-warming effects at the decadal time scale 
is critical (Fig. 2). Hansen et al. (2007) stressed the need for immediate 
control of methane to avoid critical tipping points in the Earth’s climate 
system, particularly since methane release from permafrost becomes in-
creasingly likely as global temperature exceeds 1.8°C above the baseline 
average temperature between 1890 and 1910 (Hansen and Sato 2004; Han-
sen et al. 2007). This could lead to a rapidly accelerating positive feedback 
of further global warming (Zimov et al. 2006; Walter et al. 2007). Shindell 
et al. (2012) and a recent United Nations study both conclude that this 1.8°C 
threshold may be reached within 30 years unless societies take urgent ac-
tion to reduce the emissions of methane and other short-lived greenhouse 
gases now (UNEP/WMO 2011). The reports predict that the lower bound 
for the danger zone for a temperature increase leading to climate tipping 
points—a 1.5°C increase—will occur within the next 18 years or even less 
if emissions of methane and other short-lived radiatively active substances 
such as black carbon are not better controlled, beginning immediately (Fig. 
2) (Shindell et al. 2012; UNEP/WMO 2011).

In addition to different time frames, studies have used a variety of 
GWP values. We used values of 105 and 33 for the 20- and 100-year inte-
grated time frames, respectively (Howarth et al. 2011), based on the latest 
information on methane interactions with other radiatively active materi-
als in the atmosphere (Shindell et al. 2009). Surprisingly, EPA (2011a) 
uses a value of 21 based on IPCC (1995) rather than higher values from 
more recent science (IPCC 2007; Shindell et al. 2009). Jiang et al. (2011), 
Fulton et al. (2011), Skone et al. (2011), and Burnham et al. (2011) all used 
the 100-year GWP value of 25 from IPCC (2007), which underestimates 
methane’s warming at the century time scale by 33% compared to the 
more recent GWP value of 33 from Shindell et al. (2009). We stand by our 
use of the higher GWP values published by Shindell et al. (2009), believ-
ing it appropriate to use the best and most recent science. While there are 
considerable uncertainties in GWP estimates, inclusion of the suppression 
of photosynthetic carbon uptake due to methane-induced ozone (Sitch et 
al. 2007) would further increase methane’s GWP over all the values dis-
cussed here.
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FIGURE 2: Observed global mean temperature from 1900 to 2009 and projected future 
temperature under four scenarios, relative to the mean temperature from 1890–1910. The 
scenarios include the IPCC (2007) reference, reducing carbon dioxide emissions but not 
other greenhouse gases (“CO2 measures”), controlling methane and black carbon emissions 
but not carbon dioxide (“CH4 + BC measures”), and reducing emissions of carbon dioxide, 
methane, and black carbon (“CO2 + CH4 + BC measures”). An increase in the temperature 
to 1.5° to 2.0°C above the 1890–1910 baseline (illustrated by the yellow bar) poses high 
risk of passing a tipping point and moving the Earth into an alternate state for the climate 
system. The lower bound of this danger zone, 1.5° warming, is predicted to occur by 2030 
unless stringent controls on methane and black carbon emissions are initiated immediately. 
Controlling methane and black carbon shows more immediate results than controlling 
carbon dioxide emissions, although controlling all greenhouse gas emissions is essential 
to keeping the planet in a safe operating space for humanity. Reprinted from UNEP/WMO 
(2011)
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FIGURE 3: Environmental Protection Agency estimates for human-controlled sources of methane emission from the U.S. in 2009 (bar graph) 
and percent contribution of methane to the entire greenhouse gas inventory for the U.S. (shown in red on the pie charts) for the 100-year 
and 20-year integrated time scales. The sizes of the pie charts are proportional to the total greenhouse gas emission for the U.S. in 2009. The 
methane emissions represent a greater portion of the warming potential when converted to equivalents of mass of carbon dioxide at the shorter 
time scale, which increases both the magnitude of the total warming potential and the percentage attributed to methane. Data are from EPA 
(2011a, b), as discussed in Electronic Supplemental Material, and reflect an increase over the April 2011 national inventory estimates due to 
new information on methane emissions from Marcellus shale gas and tight-sand gas production for 2009 (EPA 2011b). Animal agriculture 
estimate combines enteric fermentation with manure management. Coal mining combines active mines and abandoned mines. The time-
frame comparisons are made using the most recent data on global warming potentials from Shindell et al. (2009)
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In Fig. 3, we present the importance of methane to the total GHG 
inventory for the US, considered at both the 20- and 100-year time pe-
riods, and using the Shindell et al. (2009) GWP values. Figure 3 uses 
the most recently available information on methane fluxes for the 2009 
base year, reflecting the new methane emission factors and updates 
through July 2011 (EPA 2010; 2011a, b); see Electronic Supplemental 
Materials. Natural gas systems dominate the methane flux for the US, 
according to these EPA estimates, contributing 39% of the nation’s to-
tal. And methane contributes 19% of the entire GHG inventory of the 
US at the century time scale and 44% at the 20-year scale, including 
all gases and all human activities. The methane emissions from natural 
gas systems make up 17% of the entire anthropogenic GHG inventory 
of the US, when viewed through the lens of the 20-year integrated time 
frame. If our high-end estimate for downstream methane emissions dur-
ing gas storage, transmission, and distribution is correct (Howarth et al. 
2011), the importance of methane from natural gas systems would be  
even greater.

9.5 ELECTRICITY VS. OTHER USES

Howarth et al. (2011) focused on the GHG footprint of shale gas and other 
fuels normalized to heat from the fuels, following Lelieveld et al. (2005) 
for conventional gas. We noted that for electricity generation—as opposed 
to other uses of natural gas—the greater efficiency for gas shifts the com-
parison somewhat, towards the footprint of gas being less unfavorable. 
Nonetheless, we concluded shale gas has a larger GHG footprint than coal 
even when used to generate electricity, at the 20-year time horizon (How-
arth et al. 2011). Hughes (2011b) further explored the use of shale gas for 
electricity generation, and supported our conclusion. Cathles et al. criti-
cize us for not focusing exclusively on electricity.

We stand by our focus on GHG emissions normalized to heat content. 
Only 30% of natural gas in the U.S. is used to generate electricity, while 
most is used for heat for domestic, commercial, and industrial needs, and 
this pattern is predicted to hold over coming decades (EIA 2011b; Hughes 
2011b). Globally, demand for heat is the largest use of energy, at 47% of 
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use (International Energy Agency 2011). And natural gas is the largest 
source of heat globally, providing over half of all heat needs in developed 
countries (International Energy Agency 2011). While generating electric-
ity from natural gas has some efficiency gains over using coal, we are 
aware of no such advantage for natural gas over other fossil fuels for pro-
viding heat.

Many view use of natural gas for transportation as an important part of 
an energy future. The “Natural Gas Act” (H.R.1380) introduced in Con-
gress in 2011 with bipartisan support and the support of President Obama 
would provide tax subsidies to encourage long-distance trucks to switch 
from diesel to natural gas (Weiss and Boss 2011). And in Quebec, indus-
try claims converting trucks from diesel to shale gas could reduce GHG 
emissions by 25 to 30% (Beaudine 2010). Our study suggests this claim 
is wrong and indicates shale gas has a larger GHG footprint than diesel 
oil, particularly over the 20-year time frame (Howarth et al. 2011). In fact, 
using natural gas for long-distance trucks may be worse than our analysis 
suggested, since it would likely depend on liquefied natural gas, LNG. 
GHG emissions from LNG are far higher than for non-liquified gas (Ja-
marillo et al. 2007). See Electronic Supplemental Materials for more in-
formation on future use of natural gas in the U.S.

9.6 CONCLUSIONS

We stand by our conclusions in Howarth et al. (2011) and see nothing in 
Cathles et al. and other reports since April 2011 that would fundamentally 
change our analyses. Our methane emission estimates compare well with 
EPA (2011a), although our high-end estimates for emissions from down-
stream sources (storage, transmission, distribution) are higher. Our esti-
mates also agree well with earlier papers for conventional gas (Hayhoe et 
al. 2002; Lelieveld et al. 2005), including downstream emissions. Several 
other analyses published since April of 2011 have presented significantly 
lower emissions than EPA estimates for shale gas, including Cathles et al. 
but also Jiang et al. (2011), Skone et al. (2011), and Burnham et al. (2011). 
We believe these other estimates are too low, in part due to over-estimation 
of the lifetime production of shale-gas wells.
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We reiterate that all methane emission estimates, including ours, are 
highly uncertain. As we concluded in Howarth et al. (2011), “the uncer-
tainty in the magnitude of fugitive emissions is large. Given the importance 
of methane in global warming, these emissions deserve far greater study 
than has occurred in the past. We urge both more direct measurements and 
refined accounting to better quantify lost and unaccounted for gas.” The 
new GHG reporting requirements by EPA will provide better information, 
but much more is needed. Governments should encourage and fund inde-
pendent measurements of methane venting and leakage. The paucity of 
such independent information is shocking, given the global significance 
of methane emissions and the potential scale of shale gas development.

We stress the importance of methane emissions on decadal time 
scales, and not focusing exclusively on the century scale. The need for 
controlling methane is simply too urgent, if society is to avoid tipping 
points in the planetary climate system (Hansen et al. 2007; UNEP/WMO 
2011; Shindell et al. 2012). Our analysis shows shale gas to have a much 
larger GHG footprint than conventional natural gas, oil, or coal when 
used to generate heat and viewed over the time scale of 20 years (How-
arth et al. 2011). This is true even using our low-end methane emission 
estimates, which are somewhat lower than the new EPA (2011a) values 
and comparable to those of Hultman et al. (2011). At this 20-year time 
scale, the emissions data from EPA (2011a, b) show methane makes up 
44% of the entire GHG inventory for the U.S., and methane from natu-
ral gas systems make up 17% of the entire GHG inventory (39% of the 
methane component of the inventory).

We also stress the need to analyze the shale-gas GHG footprint for all 
major uses of natural gas, and not focus on the generation of electricity 
alone. Of the reports published since our study, only Hughes (2011b) 
seriously considered heat as well as electricity. Cathles et al. (2012), 
Jiang et al. (2011), Fulton et al. (2011), Hultman et al. (2011), Skone et 
al. (2011), and Wigley (2011) all focus just on the generation of electric-
ity. We find this surprising, since only 30% of natural gas in the U.S. is 
used to generate electricity. Other uses such as transportation should not 
be undertaken without fully understanding the consequences on GHG 
emissions, and none of the electricity-based studies provide an adequate 
basis for such evaluation.
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Can shale-gas methane emissions be reduced? Clearly yes, and pro-
posed EPA regulations to require capture of gas at the time of well com-
pletions are an important step. Regulations are necessary to accomplish 
emission reductions, as economic considerations alone have not driven 
such reductions (EPA 2011b). And it may be extremely expensive to re-
duce leakage associated with aging infrastructure, particularly distribution 
pipelines in cities but also long-distance transmission pipelines, which are 
on average more than 50 years old in the U.S. Should society invest mas-
sive capital in such improvements for a bridge fuel that is to be used for 
only 20 to 30 years, or would the capital be better spent on constructing a 
smart electric grid and other technologies that move towards a truly green 
energy future?

We believe the preponderance of evidence indicates shale gas has a 
larger GHG footprint than conventional gas, considered over any time 
scale. The GHG footprint of shale gas also exceeds that of oil or coal 
when considered at decadal time scales, no matter how the gas is used 
(Howarth et al. 2011; Hughes 2011a, b; Wigley et al. 2011). Considered 
over the century scale, and when used to generate electricity, many stud-
ies conclude that shale gas has a smaller GHG footprint than coal (Wigley 
2011; Hughes 2011b; Hultman et al. 2011), although some of these studies 
biased their result by using a low estimate for GWP and/or low estimates 
for methane emission (Jiang et al. 2011; Skone et al. 2011; Burnham et al. 
2011). However, the GHG footprint of shale gas is similar to that of oil or 
coal at the century time scale, when used for other than electricity genera-
tion. We stand by the conclusion of Howarth et al. (2011): “The large GHG 
footprint of shale gas undercuts the logic of its use as a bridging fuel over 
coming decades, if the goal is to reduce global warming.”
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There are several supplemental files that are not available in this version 
of the article. To view this additional information, please use the citation 
on the first page of this chapter.
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Management and Food Waste 
Reduction Activities in Kyoto, Japan

TAKESHI MATSUDA, JUNYA YANO, YASUHIRO HIRAI, 
and SHIN-ICHI SAKAI

CHAPTER 10

10.1 INTRODUCTION

Recycling of biodegradable waste has attracted much interest from gov-
ernments and researchers worldwide as a means of reducing greenhouse 
gas (GHG) emissions. A number of countries around the world (e.g., South 
Korea, European countries) have incorporated biodegradable waste recy-
cling into their waste management systems (European Commission 2008; 
Kim and Kim 2010). In Japan, 220 out of 1800 Japanese local governments 
implement separate collection of household food waste, although incinera-
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tion is still a common practice for food waste disposal (MOE, Japan 2008). 
Several studies have included life-cycle assessment and cost–benefit anal-
ysis of biodegradable waste recycling schemes (Eriksson et al. 2005; Eu-
ropean Commission 2010; Fukushima et al. 2008; Sonesson et al. 2000; 
Sakai et al. 2005; Inaba et al. 2010). Sonesson et al. (2000) developed the 
ORWARE software to evaluate the environmental burdens associated with 
waste treatment processes such as incineration, composting, and anaerobic 
digestion. Eriksson et al. (2005) compared the environmental impacts of 
several waste management scenarios using ORWARE and concluded that 
anaerobic digestion reduces more GHG emissions than other treatment 
methods such as incineration and controlled landfilling. These findings are 
consistent with the results of other studies (European Commission 2010; 
Fukushima et al. 2008; Sakai et al. 2005; Inaba et al. 2010).

There are two methods to separate biodegradable waste for biologi-
cal treatment: source-separated collection and nonseparated collection 
followed by mechanical sorting [commonly referred to as mechanical 
biological treatment (MBT)]. MBT has been developed and used in Eu-
ropean countries (European Commission 2008). Although there are no 
MBT facilities in Japan, similar technologies have been developed to 
separate food and paper waste from mixed household waste (Asano et 
al. 2005; Takuma 2005; Tatara et al. 2010). Whereas nonseparated col-
lection coupled with mechanical sorting has little impact on household 
waste disposal behavior, source-separated collection has been reported 
to reduce food waste by changing the household behavior (WRAP 2009; 
European Commission 2010). The decision-making model proposed by 
Hirose (1995) can be used to explain such a change in behavior to a form 
that is more environmentally friendly. The presence of source-separated 
collection encourages waste generators to visualize the amount of food 
waste for each household, which in turn stimulates the perception of 
seriousness, perception of responsibility, and evaluation of feasibility, 
thereby promoting food waste reduction (Fig. 1). The prevention of ed-
ible food waste, termed food loss, is important from the viewpoint of 
its associated reduced environmental impact (WRAP 2009; Davis and 
Sonesson 2008; Cuellar and Webber 2010).
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FIGURE 1: Decision-making model of environmentally friendly behavior (Hirose 1995)
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In general, waste reduction leads to reductions of both the environ-
mental burden and the amount of recyclables. If recycling is very ef-
fective and the life-cycle environmental impact of waste is negative, 
then the reduction in waste may be environmentally undesirable. Con-
versely, if recycling of waste is not effective, then waste reduction will 
be environmentally desirable. Thus, the benefit of waste reduction and 
the cost of reduced recyclables must be quantified to evaluate the total 
outcome of waste reduction measures. 

Matsuda et al. (2010a, b) studied this tradeoff between anaerobic 
digestion and the prevention of food loss and concluded that even if 
anaerobic digestion were implemented, the reduction in GHG as a result 
of decreased food production would outweigh the reduction of recy-
clable food waste. The European Commission (2010) assumed that the 
introduction of separate collection of biowaste would decrease house-
hold biowaste by 7.5% as of 2020, mainly via food loss prevention; 
therefore, the commission analyzed the environmental and financial im-
pact of widespread separate collection. 

The results of this study indicated that GHG reduction via food loss 
prevention in European Union countries could be three or four times 
higher than the reduction in response to separate collection without 
waste prevention. However, these two studies only considered food loss 
prevention, whereas other activities, such as water draining and home 
composting, can also reduce food waste. Accordingly, these latter ac-
tivities should be taken into account to better understand the impact of 
separate collection of food waste.

In this study, we conducted a life-cycle inventory (LCI) analysis of 
household waste management by incineration and anaerobic digestion. 
Regional composting is not discussed here because it is not feasible in 
metropolitan areas like Kyoto due to the lack of local demand for the com-
post. Our LCI analysis compared two methods for separating food and 
paper waste from mixed household waste: source-separated collection and 
nonseparated collection followed by mechanical sorting. Finally, we ana-
lyzed three food waste reduction activities: food loss prevention, water 
draining, and home composting.
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TABLE 1: Household wastea generation in Kyoto,b FY 2008 (from April 2008 to March 
2009)

Waste categories Subcategories No reduction Waste reduction casesc

PrevLoss ReducDrain ReducHcom

Food Cooking 
waste

42,369 42,369 36,702 36,702

Leftovers 17,305 10,932 14,990 14,990

Untouched 
food

12,087 7,636 10,471 10,471

Tea leaves 
and coffee 
residues

9,168 9,168 7,942 7,942

Paper Recyclable 
papers

17,040 17,040 17,040 17,040

Paper  
packaging

13,960 13,960 13,960 13,960

Disposable 
diapers

6,702 6,702 6,702 6,702

Other papers 29,379 29,379 29,379 29,379

Plastics 28,300 28,300 28,300 28,300

Wood and 
grassesd 

9,447 9,447 9,447 9,447

Other 30,733 30,733 30,733 30,733

Total 216,490 205,666 205,666 205,666

Component 
(%wet)

Water 41.3 39.7 38.2 39.6

VS 49.1 50.2 51.7 50.5

Ash 9.6 10.0 10.1 9.9

aData are expressed as tons wet waste/year
bIn 2008, the population of Kyoto was 1,464,990
cData in bold font indicates waste reduction
dWood and grasses are wastes composed of wood or grasses (e.g., garden waste, packaging 
and containers made of wood, furniture made of wood)
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10.2 METHODS

10.2.1 FUNCTIONAL UNITS

Cleary (2010) proposed an approach known as waste management and 
prevention life-cycle assessment (LCA; WasteMAP LCA) to evaluate the 
environmental impact of recycling as well as waste prevention. Following 
this approach, we set two functional units: a primary functional unit for 
waste management and a secondary functional unit for waste prevention. 
The primary functional unit of our study was the annual management of 
household combustible waste in Kyoto, Japan. Although some of the LCA 
scenarios included food waste reduction measures, all of the scenarios had 
an identical secondary functional unit, the annual food ingestion (mass 
and composition) by the residents of Kyoto, Japan.

The amount of household combustible waste is shown in Table 1 (Mat-
suda et al. 2010b; Kyoto City Environmental Policy Bureau 2009a, b). 
Here, combustible waste does not include directly landfilled waste or al-
ready recycled waste, such as newspapers. To best represent differences in 
collection rates for recycling, we divided paper waste into four categories: 
recyclable paper, paper packaging, disposable diapers, and other papers. 
Newspaper, cardboard, and similar papers can be recycled back to paper; 
therefore, we refer to them collectively as recyclable paper for the purpos-
es of this discussion. Other papers such as used tissue paper are especially 
difficult to recycle. In this study, only unrecyclable types of paper such as 
disposable diapers and other papers are the source separation targets.

10.2.2 SCENARIO SETTING

We studied the three waste management scenarios shown in Fig. 2 to eval-
uate the effects of recycling. The incineration scenario (Inc) represents the 
current waste management system in Kyoto for fiscal year 2008 (April 
2008 to March 2009). In this scenario, the incineration facility recovers 
energy from waste in the form of electricity, but not heat. In the second 
scenario (SepBio), food and paper waste are separated at home, collected 
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and sent to the facility, where they are digested anaerobically. We assume 
here that the wastes are treated by dry thermophilic anaerobic digestion. 
We also assume that the biogas from the anaerobic digestion is used to 
generate power and heat the methane fermenter, but not to supply heat 
outside the facility (e.g., district heating). The third scenario (MecBio) 
involves mechanical sorting of mixed household wastes at treatment fa-
cilities. Sorted wastes are then digested as in the SepBio scenario. In both 
the SepBio and the MecBio scenarios, the rest of the combustible waste is 
incinerated. We assumed that the amounts of the combustible waste to be 
treated in these three basic scenarios were the same (see Table 1).

In addition, we studied three waste reduction cases using SepBio as 
the baseline scenario. In the PrevLoss case, food waste is reduced by food 
loss prevention. In the ReducDrain case, waste reduction is achieved via 
water-draining methods such as the use of an outlet drain net or a sink 
corner strainer. In the ReducHcom case, food waste is reduced by home 
composting. In these three cases, we assumed that the amount of com-
bustible waste would be reduced by 5%. In addition, we conducted a 
sensitivity analysis of the waste reduction rate to address the uncertainty 
associated with this parameter. The default assumption is based on our 
previous investigation of source-separated collection of food and paper 
waste in Kyoto from October 2008 to September 2009 (Matsuda et al. 
2010b). In this previous study, we carried out questionnaire surveys re-
garding household disposal behavior and found that participants in the 
separate collection of food waste developed waste reduction behaviors 
such as food loss prevention and water draining. However, we did not 
have enough information to estimate the contribution of each waste re-
duction activity to the total 5% reduction in combustible waste. Thus, 
instead of analyzing one representative reduction case with mixed reduc-
tion activities, we compared three hypothetical waste reduction cases 
that each addressed one reduction activity.

The amounts of combustible waste for the three cases are shown in 
Table 1. To better represent the different reduction patterns of food waste 
among the three cases, we divided the food waste into four categories: 
cooking waste, leftovers, untouched food, and tea leaves and coffee resi-
dues. Here, cooking waste refers to the food waste generated during pro-
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cessing and preparation of meals such as fish bones and vegetable skins. 
In the PrevLoss case, only the food loss associated with leftovers and 
untouched food is reduced. In Kyoto, 37.4% of household combustible 
waste was food waste, of which 36.3% was food losses. Thus, food loss 
constitutes 13.6% (0.374 × 0.363) of the household combustible waste. 
Therefore, a 5% reduction in the combustible waste is equivalent to a 
13.4% (0.05/0.374) reduction of food waste and 36.8% (0.05/0.136) re-
duction in food losses. We assumed that this reduction of food loss is 
achieved by reduced food production via constant food ingestion (i.e., 
not by constant food production with increased food ingestion). In the 
ReducDrain case, we assumed that the moisture content of the food 
waste was reduced from 77% to 73%, which is equivalent to a 13.4% 
reduction in food waste and a 5% reduction in combustible waste. In the 
ReducHcom case, we assumed that 13.4% of the food waste, or 5% of 
the combustible waste, is composted at home. The amounts of the food 
waste for the ReducDrain and ReducHcom cases were the same except 
for their moisture contents.

10.2.3 SYSTEM BOUNDARY

Figure 2 shows the system boundaries and the waste streams in this study. 
The food production process only depicts household food losses, i.e., food 
production processes for food ingested. All electricity generated from 
waste and biogas is transmitted through the power grids and replaces com-
mercial electricity from utility companies, but is not used directly by the 
waste treatment facilities themselves. Compost substitutes for chemical 
fertilizer with the same amount of nitrogen. Construction, demolition, and 
final disposal of capital equipment were not considered in this study be-
cause they are relatively small (Matsuto et al. 2001). Thus, we decided to 
focus on the operating phase. In the ReducDrain case, wastewater from 
the kitchen would increase slightly; however, we did not consider the ad-
ditional burden to waste water treatment because our preliminary assess-
ment indicated that it made a small contribution to the total GHG emis-
sions in the system being analyzed.



184 Pollution and the Atmosphere: Designs for Reduced Emissions 

FIGURE 3: GHG emissions from the three waste treatment scenarios. The GHG emissions 
are divided into four processes: Collection, Inc. gas, Treatment, and Substitution. Inc. 
gas represents CO2 emissions from the incineration of fossil fuel products in the waste. 
Reduction (white rectangles) indicate the GHG reduction compared to the Inc. gas scenario
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10.2.4 IMPACT CATEGORY

Climate change was the only impact category considered for this study. 
In the 1990s, the major issues associated with waste management in Ja-
pan were landfill consumption and dioxin emissions; however, these have 
been intensively addressed over the past 20 years. In fact, the annual land-
fill consumption in Japan has decreased from 106 million tons/year in 
1990 to 22 million tons/year in 2008 (Ministry of Environment 2011), and 
the dioxin emissions from waste incineration have decreased from 7200 g 
TEQ/year in 1997 to 100 g TEQ/year in 2009 (Ministry of Environment 
2011). However, GHG emissions from the waste management sector in 
Japan have decreased only slightly, from 25.6 Tg CO2-eq/year in 1990 to 
21.8 Tg CO2-eq/year in 2009 (GIO National Institute for Environmental 
Studies 2011). Thus, the authors believe that GHG emissions have become 
the most important environmental aspect for waste management in Japan. 
In addition, several environmental impact categories (e.g., acidification, 
smog formation) that are associated with emissions from thermal process-
es are generally strongly correlated with GHG emissions. This correlation 
suggests that GHG emissions could be used as a proxy indicator for the 
impact categories mentioned above.

It should be noted that the limited scope of the impact categories has 
some drawbacks. For example, nutrient emissions that lead to eutrophica-
tion were identified as an important impact category for food production 
processes (Davis and Sonesson 2008). However, the nutrient emissions 
are not strongly related to thermal processes, which invalidates the poten-
tial for use of GHG emissions as a proxy indicator. Despite these draw-
backs, we focused on GHG emissions in this study. We will address the 
aforementioned drawbacks in future studies.

10.2.5 UNIT PROCESSES

In the food production process, we used calculated values (Matsuda et 
al. 2010a) to determine the GHG emissions from agricultural production, 
fishery activities, and processing and transportation of foods. Additionally, 
the emissions assigned to the leftovers included energy consumption for 
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home cooking. It was assumed that all foods were grown and processed 
in Japan. This assumption is likely to underestimate the GHG emissions 
because the energy consumption for importing is not accounted for. Ac-
cordingly, the reduction in GHG emissions in the PrevLoss case might 
be underestimated.

In the collection process, we assumed that, in the separated collection 
scenarios (SepBio, PrevLoss, ReducDrain, ReducHcom), the separated 
waste and other combustible waste were each collected twice a week 
on different days. We also assumed that, in the nonseparated collection 
scenarios (Inc, MecBio), the combustible waste was collected twice a 
week. These assumptions are based on a separate collection experiment 
performed in Kyoto (Matsuda et al. 2010b). In the SepBio scenario, we 
applied the observed separation rates (Matsuda et al. 2010b) as the de-
fault values for these parameters. These data are listed in the Electronic 
Supplementary Material 1. We conducted a sensitivity analysis of the 
separation rate for the food waste to address the uncertainty associated 
with this parameter.

In the transport processes (expressed as arrows in Fig. 2), the average 
distance from the street side stations to the treatment facilities was 19 km, 
while that from the incineration facility to the landfill site was 50 km. 
These distances were based on actual geographical data for Kyoto.

In the mechanical sorting process, we applied published values for the 
sorting rates (Takuma 2005; see the Electronic Supplementary Material 1).

In the incineration process, electrical power consumption for the incin-
erator was calculated using an empirical formula (NIES 2008) based on 
waste composition. The CO2 emissions associated with the combustion of 
each waste type were calculated using the elemental composition of the 
waste. Here, the carbon content of the biogenic waste produced by photo-
synthesis originates from the CO2 in the atmosphere. Thus, CO2 emissions 
from the biogenic waste were assumed to be carbon neutral and their net 
CO2 emissions were considered to be zero. This accounting method was 
also applied to combustion of the biogas.

In the anaerobic digestion process, the biogas production was calcu-
lated based on the observed values in a pilot-scale study of Kyoto. Energy 
consumption in the anaerobic digestion facility was assumed to depend on 
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the dry mass of the waste, because water is routinely added to the diges-
tion reactor so that the water content of the waste remains constant. The 
digestate was incinerated in the incineration process.

In the landfill process, energy consumption for leachate treatment was 
calculated. We assumed that there were no landfill gas emissions, because 
only incineration residues with very low carbon content were landfilled in 
this study.

The home composting process was based on Tabata et al. (2009). We 
assumed that 10% of households used electric drying machines for com-
posting, while the remaining 90% used nonelectric composters.

The global warming potentials of methane and nitrous oxide for this 
study were 25 and 298, respectively (IPCC 2007). Other parameters used 
in this study and some formulas are shown in the Electronic Supplemen-
tary Material 2 and 3 (Matsuda et al. 2010a; Murata 2000; NIES 2006; 
Tabata et al. 2009; Takuma 2005).

10.3 RESULTS

Figure 3 presents the GHG emissions from the three scenarios. Anaerobic 
digestion with separated collection (SepBio) was found to reduce GHG by 
4.70 Gg CO2-eq/year when compared with the incineration (Inc) scenar-
io. Mechanical sorting and anaerobic digestion (MecBio) reduced GHG 
by 3.81 Gg CO2-eq/year. The separation rate of the mechanical sorting is 
higher than that of the source separation in the SepBio scenario, enabling 
more power generation. However, MecBio consumes more energy during 
sorting of the mixed waste and treatment of nonbiodegradable waste than 
the separate collection does. Thus, the MecBio scenario was less favorable 
than the SepBio scenario with respect to GHG emissions.

Figure 4 shows the results for the waste reduction cases. The GHG 
emissions for food losses in Kyoto were estimated to be 46.8 Gg CO2-
eq/year. The GHG emissions were reduced by 21.5 Gg CO2-eq/year in 
the PrevLoss case when compared to the Inc scenario. This reduction is 
more than four times larger than that of the SepBio scenario. In contrast, 
the GHG reduction in response to the ReducDrain case was almost the 
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same as that for the SepBio scenario. This was because only the moisture 
content of the food waste was reduced, while the dry mass remained the 
same in the ReducDrain case. The energy consumption in the anaerobic 
digestion facility depends on the dry mass of the waste in our model; thus, 
the energy consumption is virtually unchanged. Finally, in the ReducH-
com case, the GHG emissions increased by 2.60 Gg CO2-eq/year when 
compared to the SepBio scenario. This was because the biogas production 
was reduced while the energy consumption was increased by the electric 
home composters. In addition, the reduction of GHG emissions by replac-
ing chemical fertilizers with compost in the ReducHcom case was much 
less than that by the use of anaerobic digestion.

10.4 DISCUSSION

10.4.1 SENSITIVITY ANALYSIS

We conducted two sensitivity analyses to check the stability of the results 
and compare the relative importance of the separation rate and the waste 
reduction rate.

First, the sensitivity to the source separation rate was calculated (Fig. 
5). To accomplish this, we fixed the separation rate for the paper waste at 
the default value and varied the separation rate for the food waste between 
10% and 100%. The results showed that, even if all food waste was col-
lected separately, the GHG reduction of the food losses prevention (Pre-
vLoss) scenario was higher than that of the source-separated collection 
followed by biogasification without food waste reduction (SepBio).

Second, the sensitivity to the household waste reduction rate was cal-
culated (Fig. 6). We varied the reduction rate of the household combustible 
waste from 0% to 10%, which corresponds to 0% to 27.0% of the food 
waste and 0% to 73.5% of the food loss. When the household waste was 
reduced by 10%, the GHG reduction of the PrevLoss, PrevDrain and Pre-
vHcom cases was 34.2 Gg CO2-eq/year, 1.0 Gg CO2-eq/year, and -4.2 Gg 
CO2-eq/year, respectively.
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FIGURE 4: GHG emissions from the separated collection (SepBio) scenario and the 
three waste reduction cases. Production indicates the GHG emissions from production, 
distribution, and cooking for the food losses. Reduction (white rectangles) indicate the 
GHG reduction compared to the Inc. gas scenario
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FIGURE 5: Sensitivity analysis of food waste source separation rate
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FIGURE 6: Sensitivity analysis of waste reduction rate
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Next, we used these results to assess the impact of uncertainty regarding 
the relative contributions of the three waste reduction activities. To accom-
plish this, we fixed the sum of the waste reduction rates at 5%, changed the 
contributions from the three activities, and calculated the GHG reduction. 
The results are shown in a ternary contour graph (Fig. 7). The area within 
the triangle represents all possible combinations of the three activities that 
result in a total waste reduction of 5% (PrevLoss + ReducDrain + ReducH-
com = 5%). The results show that GHG emissions will be reduced if the 
prevention of food loss accounts for more than one tenth of the total waste 
reduction by the three activities.

Comparison of Figs. 5 and 6 revealed that a reduction of only 1% of 
the household waste by food loss prevention has the same GHG reduction 
effect as a 31-point increase (from 50% to 81%) in the food waste separa-
tion rate. This comparison shows that a precise estimation of the food loss 
prevention rate is more important than that of the food waste separation 
rate to refine the estimated GHG reduction for the entire lifecycle of the 
source-separated collection systems.

10.4.2 COMPARISON WITH PREVIOUS STUDIES

We compared the results for the three waste management scenarios without 
waste reduction with those of previous studies. When the unit of the life-
cycle GHG emissions was converted to per ton of waste, the results of the 
Inc, SepBio, and MecBio scenarios became 566 kg CO2-eq/t waste, 545 kg 
CO2-eq/t waste, and 549 kg CO2-eq/t waste, respectively. Eriksson et al. 
(2005) demonstrated that the GHG emissions from the incineration of mu-
nicipal solid waste were 855 kg CO2-eq/t waste, while those from anaerobic 
digestion were 793 kg CO2-eq/t waste. Inaba et al. (2010) reported that 331 
kg CO2-eq/t waste were emitted in the incineration scenario, while 325 kg 
CO2-eq/t waste were emitted in the anaerobic digestion scenario. Our results 
are consistent with those of previous studies in that the GHG emissions from 
the anaerobic digestion scenarios are lower than those from the incineration 
scenarios. The differences in the absolute emission levels among these stud-
ies are likely a result of differences in the system boundaries, waste compo-
sition, and separation rates among studies.
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FIGURE 7: Reduction of GHG emissions in response to combinations of waste reduction 
activities: prevention of food loss (PrevLoss), draining of water (ReducDrain), and home 
composting (ReducHcom). The sum of the waste reduction rates in response to the three 
activities is fixed at 5%. Each of the three apexes of the ternary graph represents a situation 
in which only one of the three activities is practiced. The contour lines represent the level 
of GHG reductions. The shaded area shows the conditions under which the waste reduction 
will increase the GHG emissions
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It is important to discuss the units of the GHG emissions. Specifically, 
the use of kg CO2-eq/t should be avoided in favor of kg CO2-eq/(person–
year) in comparisons among several waste prevention scenarios from dif-
ferent studies, because the denominator of the former is affected by waste 
prevention while that of the latter is not. In waste prevention cases, the 
GHG emissions and amounts of waste are different from the reference sce-
nario. In fact, a waste prevention case with lower GHG emissions than the 
reference scenario may result in higher GHG emissions per ton of waste 
than the default scenario (e.g., a case with 50% waste reduction and 40% 
GHG reduction will result in 120% (=60/50) of the reference GHG emis-
sions per ton of waste).

10.4.3 LIMITATIONS

It should be noted that this study has the following limitations:

1. Only the GHG emissions are addressed.
2. There is great uncertainty associated with the waste reduction rate.
3. Contributions of the three reduction activities to the waste reduc-

tion are unknown.
4. Food loss prevention is assumed to be achieved by decreased pro-

duction of food, not by increased ingestion of food.
 
Regarding the first limitation, previous studies have suggested the im-

portance of nutrient emissions from food production processes. If we had 
included this impact category, the results would have reemphasized the 
importance of food loss prevention. Accordingly, the scope of the impact 
categories should be expanded to confirm the robustness of our results. 
Regarding the second limitation, our sensitivity analysis showed that even 
when the waste reduction rate is small, we can expect a large GHG reduc-
tion from the food loss prevention. Regarding the third limitation, our re-
sults showed that the three waste reduction activities have different effects 
on the GHG emissions, which suggests the importance of quantitative es-
timates to the contribution of each waste reduction activity. This point is 
one of the central targets of our ongoing research. The fourth limitation 
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can be addressed in part by adding one more case, food loss prevention 
by increased ingestion. The results for this case would fall between those 
of the PrevLoss case and the ReducDrain case, suggesting that, from the 
viewpoint of global warming, food loss prevention is better achieved by 
decreased food production than increased ingestion.

10.4.4 IMPLICATIONS

Our results have two implications. First, it is necessary to advance the 
methods used for measuring changes in the disposal/consumption behav-
ior of residents to quantify the impact of source-separated collection. Sec-
ond, local authorities should expand the system boundaries for their strate-
gic environmental assessment beyond waste treatment processes.

With respect to the first implication, precise estimations of the food 
waste separation rate and the waste reduction rate are important to bet-
ter understand the impact of source-separated collection. In addition, 
contributions to the waste reduction from food loss prevention, drain-
ing, and home composting should be quantified. However, the waste re-
duction rate and the contribution of each activity are currently difficult  
to measure.

Measurement of the waste reduction rate is possible by comparing the 
amount of waste before and after introduction of source-separated collec-
tion. However, the effects of the source-separated collection should be 
distinguished from other factors such as annual fluctuations and long-term 
trends. Moreover, it is not easy to apply this method to elucidate the cur-
rent reduction levels in municipalities in which source-separated collec-
tion has long been employed. To improve this estimation, accumulation of 
the empirical data and meta-analysis of these data would be useful. Panel 
data analysis might be especially useful for revealing the average waste 
reduction rate as well as the effects of different policy measures among lo-
cal governments (e.g., collection frequency for the combustible waste) on 
the waste reduction rate. This type of empirical analysis has been widely 
applied to the pay-as-you-throw system (Miranda and Aldy 1998; Kinna-
man and Fullerton 2000; Usui 2008). Accordingly, a similar approach to 
the separate collection system is warranted.
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The measurement of the contribution of each waste reduction activ-
ity is more difficult. It is theoretically possible to determine the contri-
butions of the three activities by developing a linear equations system 
that describes the changes in moisture content, food loss, and total food 
waste using three unknown parameters for the levels of the three waste 
reduction activities (see Electronic Supplementary Material 4). How-
ever, the estimates obtained by this method would likely be imprecise 
due to measurement errors during the waste composition analysis. To 
address the measurement error problem, estimation based on informa-
tion sources other than the waste mass and waste composition would be 
useful. For example, surveys of the usage patterns of composters would 
enable quantification of the amount of home composting. A household 
expenditure survey might be a useful source for estimating changes 
in the amount of food purchased. Furthermore, this issue is not lim-
ited to food waste prevention. For example, reduction of plastic bottle 
waste will be achieved by weight saving, tumbler usage, and reduced 
consumption. Sharp et al. (2010) reviewed several methods for mea-
suring the waste prevention effect and recommended combinations of  
these methods.

Regarding the second implication, our results confirmed the impor-
tance of the food production phase to the evaluation of food waste man-
agement systems. Thus, expansion of system boundaries beyond the waste 
treatment processes is inevitable. The US EPA (2010) developed the Waste 
Reduction Model to help solid waste planners calculate reductions in 
GHG emissions in response to several different waste management prac-
tices, including source reduction; however, the current version does not 
include emissions from food production and distribution due to data avail-
ability. The Ministry of the Environment of Japan published guidelines 
for strategic environmental assessment of waste management systems, but 
they do not cover those areas (MOE 2007a, b, 2008, 2011). Revision of 
these guidelines will likely encourage more local governments to attempt 
source-separated collection of food waste.

Finally, it should be noted that the perception of residents and public 
relations are important to the promotion of food loss prevention.



Life-Cycle GHG Inventory Analysis of Household Waste Management 197

10.5 CONCLUSIONS

In this study, we focused on waste reduction activities and separate col-
lection of household food and paper waste. The results showed that the ef-
fects of food waste reduction with separate collection on GHG emissions 
depend on the reason for the reduction in waste. We analyzed three cases 
that led to reduced waste for different reasons. In the first case, prevent-
ing food loss (PrevLoss) reduced significant amounts of GHG emissions. 
However, reducing the moisture contents of waste (ReducDrain) resulted 
in a much smaller GHG reduction. Finally, home composting (ReducH-
com) increased GHG emissions. Therefore, to evaluate separate collection 
of household food waste, waste reduction activities should be considered. 
Food loss prevention has larger GHG reduction effects than anaerobic 
digestion. Therefore, the relationship between food loss prevention and 
waste management policies including separate collection will be the focus 
of our future research.
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11.1 INTRODUCTION

Humans are now the main cause of changes of Earth’s atmospheric com-
position and thus the drive for future climate change [1]. The principal 
climate forcing, defined as an imposed change of planetary energy balance 
[1]–[2], is increasing carbon dioxide (CO2) from fossil fuel emissions, 
much of which will remain in the atmosphere for millennia [1], [3]. The 
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climate response to this forcing and society’s response to climate change 
are complicated by the system’s inertia, mainly due to the ocean and the 
ice sheets on Greenland and Antarctica together with the long residence 
time of fossil fuel carbon in the climate system. The inertia causes climate 
to appear to respond slowly to this human-made forcing, but further long-
lasting responses can be locked in.

More than 170 nations have agreed on the need to limit fossil fuel 
emissions to avoid dangerous human-made climate change, as formalized 
in the 1992 Framework Convention on Climate Change [6]. However, the 
stark reality is that global emissions have accelerated (Fig. 1) and new 
efforts are underway to massively expand fossil fuel extraction [7]–[9] 
by drilling to increasing ocean depths and into the Arctic, squeezing oil 
from tar sands and tar shale, hydro-fracking to expand extraction of natu-
ral gas, developing exploitation of methane hydrates, and mining of coal 
via mountaintop removal and mechanized long-wall mining. The growth 
rate of fossil fuel emissions increased from 1.5%/year during 1980–2000 
to 3%/year in 2000–2012, mainly because of increased coal use [4]–[5].

The Framework Convention [6] does not define a dangerous level for 
global warming or an emissions limit for fossil fuels. The European Union 
in 1996 proposed to limit global warming to 2°C relative to pre-industrial 
times [10], based partly on evidence that many ecosystems are at risk with 
larger climate change. The 2°C target was reaffirmed in the 2009 “Copen-
hagen Accord” emerging from the 15th Conference of the Parties of the 
Framework Convention [11], with specific language “We agree that deep 
cuts in global emissions are required according to science, as documented 
in the IPCC Fourth Assessment Report with a view to reduce global emis-
sions so as to hold the increase in global temperature below 2 degrees 
Celsius…”.

A global warming target is converted to a fossil fuel emissions target 
with the help of global climate-carbon-cycle models, which reveal that 
eventual warming depends on cumulative carbon emissions, not on the 
temporal history of emissions [12]. The emission limit depends on climate 
sensitivity, but central estimates [12]–[13], including those in the upcom-
ing Fifth Assessment of the Intergovernmental Panel on Climate Change 
[14], are that a 2°C global warming limit implies a cumulative carbon 
emissions limit of the order of 1000 GtC. In comparing carbon emissions, 
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note that some authors emphasize the sum of fossil fuel and deforestation 
carbon. We bookkeep fossil fuel and deforestation carbon separately, be-
cause the larger fossil fuel term is known more accurately and this carbon 
stays in the climate system for hundreds of thousands of years. Thus fossil 
fuel carbon is the crucial human input that must be limited. Deforestation 
carbon is more uncertain and potentially can be offset on the century time 
scale by storage in the biosphere, including the soil, via reforestation and 
improved agricultural and forestry practices.

There are sufficient fossil fuel resources to readily supply 1000 GtC, as 
fossil fuel emissions to date (370 GtC) are only a small fraction of poten-
tial emissions from known reserves and potentially recoverable resources 
(Fig. 2). Although there are uncertainties in reserves and resources, ongo-
ing fossil fuel subsidies and continuing technological advances ensure that 
more and more of these fuels will be economically recoverable. As we will 
show, Earth’s paleoclimate record makes it clear that the CO2 produced 
by burning all or most of these fossil fuels would lead to a very different 
planet than the one that humanity knows.

Our evaluation of a fossil fuel emissions limit is not based on climate 
models but rather on observational evidence of global climate change 
as a function of global temperature and on the fact that climate stabili-
zation requires long-term planetary energy balance. We use measured 
global temperature and Earth’s measured energy imbalance to determine 
the atmospheric CO2 level required to stabilize climate at today’s glob-
al temperature, which is near the upper end of the global temperature 
range in the current interglacial period (the Holocene). We then exam-
ine climate impacts during the past few decades of global warming and 
in paleoclimate records including the Eemian period, concluding that 
there are already clear indications of undesirable impacts at the current 
level of warming and that 2°C warming would have major deleterious 
consequences. We use simple representations of the carbon cycle and 
global temperature, consistent with observations, to simulate transient 
global temperature and assess carbon emission scenarios that could keep 
global climate near the Holocene range. Finally, we discuss likely over-
shooting of target emissions, the potential for carbon extraction from the 
atmosphere, and implications for energy and economic policies, as well 
as intergenerational justice.
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FIGURE 2: Fossil fuel CO2 emissions and carbon content (1 ppm atmospheric CO2 ~ 2.12 GtC). Estimates of reserves (profitable to extract 
at current prices) and resources (potentially recoverable with advanced technology and/or at higher prices) are the mean of estimates of 
Energy Information Administration (EIA) [7], German Advisory Council (GAC) [8], and Global Energy Assessment (GEA) [9]. GEA [9] 
suggests the possibility of >15,000 GtC unconventional gas. Error estimates (vertical lines) are from GEA and probably underestimate the 
total uncertainty. We convert energy content to carbon content using emission factors of Table 4.2 of [15] for coal, gas and conventional oil, 
and, also following [15], emission factor of unconventional oil is approximated as being the same as for coal. Total emissions through 2012, 
including gas flaring and cement manufacture, are 384 GtC; fossil fuel emissions alone are ~370 GtC.

FIGURE 1: CO2 annual emissions from fossil fuel use and cement manufacture, based on data of British Petroleum [4] concatenated with 
data of Boden et al. [5]. (A) is log scale and (B) is linear.
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FIGURE 2: Fossil fuel CO2 emissions and carbon content (1 ppm atmospheric CO2 ~ 2.12 GtC). Estimates of reserves (profitable to extract 
at current prices) and resources (potentially recoverable with advanced technology and/or at higher prices) are the mean of estimates of 
Energy Information Administration (EIA) [7], German Advisory Council (GAC) [8], and Global Energy Assessment (GEA) [9]. GEA [9] 
suggests the possibility of >15,000 GtC unconventional gas. Error estimates (vertical lines) are from GEA and probably underestimate the 
total uncertainty. We convert energy content to carbon content using emission factors of Table 4.2 of [15] for coal, gas and conventional oil, 
and, also following [15], emission factor of unconventional oil is approximated as being the same as for coal. Total emissions through 2012, 
including gas flaring and cement manufacture, are 384 GtC; fossil fuel emissions alone are ~370 GtC.

FIGURE 1: CO2 annual emissions from fossil fuel use and cement manufacture, based on data of British Petroleum [4] concatenated with 
data of Boden et al. [5]. (A) is log scale and (B) is linear.
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11.2 GLOBAL TEMPERATURE AND EARTH’S ENERGY BALANCE

Global temperature and Earth’s energy imbalance provide our most useful 
measuring sticks for quantifying global climate change and the changes of 
global climate forcings that would be required to stabilize global climate. 
Thus we must first quantify knowledge of these quantities.

11.2.1 TEMPERATURE

Temperature change in the past century (Fig. 3; update of figures in [16]) 
includes unforced variability and forced climate change. The long-term 
global warming trend is predominantly a forced climate change caused 
by increased human-made atmospheric gases, mainly CO2 [1]. Increase 
of “greenhouse” gases such as CO2 has little effect on incoming sunlight 
but makes the atmosphere more opaque at infrared wavelengths, caus-
ing infrared (heat) radiation to space to emerge from higher, colder lev-
els, which thus reduces infrared radiation to space. The resulting plan-
etary energy imbalance, absorbed solar energy exceeding heat emitted 
to space, causes Earth to warm. Observations, discussed below, confirm 
that Earth is now substantially out of energy balance, so the long-term 
warming will continue.

Global temperature appears to have leveled off since 1998 (Fig. 3a). 
That plateau is partly an illusion due to the 1998 global temperature spike 
caused by the El Niño of the century that year. The 11-year (132-month) 
running mean temperature (Fig. 3b) shows only a moderate decline of 
the warming rate. The 11-year averaging period minimizes the effect of 
variability due to the 10–12 year periodicity of solar irradiance as well as 
irregular El Niño/La Niña warming/cooling in the tropical Pacific Ocean. 
The current solar cycle has weaker irradiance than the several prior so-
lar cycles, but the decreased irradiance can only partially account for the 
decreased warming rate [17]. Variability of the El Niño/La Niña cycle, 
described as a Pacific Decadal Oscillation, largely accounts for the tempo-
rary decrease of warming [18], as we discuss further below in conjunction 
with global temperature simulations.
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FIGURE 3: Global surface temperature relative to 1880–1920 mean. B shows the 5 and 11 year means. Figures are updates of [16] using data 
through August 2013.
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Assessments of dangerous climate change have focused on estimat-
ing a permissible level of global warming. The Intergovernmental Panel 
on Climate Change [1], [19] summarized broad-based assessments with 
a “burning embers” diagram, which indicated that major problems begin 
with global warming of 2–3°C. A probabilistic analysis [20], still partly 
subjective, found a median “dangerous” threshold of 2.8°C, with 95% 
confidence that the dangerous threshold was 1.5°C or higher. These as-
sessments were relative to global temperature in year 1990, so add 0.6°C 
to these values to obtain the warming relative to 1880–1920, which is the 
base period we use in this paper for preindustrial time. The conclusion 
that humanity could tolerate global warming up to a few degrees Celsius 
meshed with common sense. After all, people readily tolerate much larger 
regional and seasonal climate variations.

The fallacy of this logic emerged recently as numerous impacts of on-
going global warming emerged and as paleoclimate implications for cli-
mate sensitivity became apparent. Arctic sea ice end-of-summer minimum 
area, although variable from year to year, has plummeted by more than 
a third in the past few decades, at a faster rate than in most models [21], 
with the sea ice thickness declining a factor of four faster than simulated in 
IPCC climate models [22]. The Greenland and Antarctic ice sheets began 
to shed ice at a rate, now several hundred cubic kilometers per year, which 
is continuing to accelerate [23]–[25]. Mountain glaciers are receding rap-
idly all around the world [26]–[29] with effects on seasonal freshwater 
availability of major rivers [30]–[32]. The hot dry subtropical climate belts 
have expanded as the troposphere has warmed and the stratosphere cooled 
[33]–[36], contributing to increases in the area and intensity of drought 
[37] and wildfires [38]. The abundance of reef-building corals is decreas-
ing at a rate of 0.5–2%/year, at least in part due to ocean warming and pos-
sibly ocean acidification caused by rising dissolved CO2 [39]–[41]. More 
than half of all wild species have shown significant changes in where they 
live and in the timing of major life events [42]–[44]. Mega-heatwaves, 
such as those in Europe in 2003, the Moscow area in 2010, Texas and 
Oklahoma in 2011, Greenland in 2012, and Australia in 2013 have become 
more widespread with the increase demonstrably linked to global warm-
ing [45]–[47].
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FIGURE 4: Decay of atmospheric CO2 perturbations. (A) Instantaneous injection or extraction of CO2 with initial conditions at equilibrium. 
(B) Fossil fuel emissions terminate at the end of 2015, 2030, or 2050 and land use emissions terminate after 2015 in all three cases, i.e., 
thereafter there is no net deforestation.



210 Pollution and the Atmosphere: Designs for Reduced Emissions 

These growing climate impacts, many more rapid than anticipated and 
occurring while global warming is less than 1°C, imply that society should 
reassess what constitutes a “dangerous level” of global warming. Earth’s 
paleoclimate history provides a valuable tool for that purpose.

11.2.2 PALEOCLIMATE TEMPERATURE

Major progress in quantitative understanding of climate change has oc-
curred recently by use of the combination of data from high resolution 
ice cores covering time scales of order several hundred thousand years 
[48]–[49] and ocean cores for time scales of order one hundred mil-
lion years [50]. Quantitative insights on global temperature sensitivity to 
external forcings [51]–[52] and sea level sensitivity to global tempera-
ture [52]–[53] are crucial to our analyses. Paleoclimate data also provide 
quantitative information about how nominally slow feedback processes 
amplify climate sensitivity [51]–[52], [54]–[56], which also is important 
to our analyses.

Earth’s surface temperature prior to instrumental measurements is es-
timated via proxy data. We will refer to the surface temperature record in 
Fig. 4 of a recent paper [52]. Global mean temperature during the Eemian 
interglacial period (120,000 years ago) is constrained to be 2°C warm-
er than our pre-industrial (1880–1920) level based on several studies of 
Eemian climate [52]. The concatenation of modern and instrumental re-
cords [52] is based on an estimate that global temperature in the first de-
cade of the 21st century (+0.8°C relative to 1880–1920) exceeded the Ho-
locene mean by 0.25±0.25°C. That estimate was based in part on the fact 
that sea level is now rising 3.2 mm/yr (3.2 m/millennium) [57], an order of 
magnitude faster than the rate during the prior several thousand years, with 
rapid change of ice sheet mass balance over the past few decades [23] and 
Greenland and Antarctica now losing mass at accelerating rates [23]–[24]. 
This concatenation, which has global temperature 13.9°C in the base pe-
riod 1951–1980, has the first decade of the 21st century slightly (~0.1°C) 
warmer than the early Holocene maximum. A recent reconstruction from 
proxy temperature data [55] concluded that global temperature declined 
about 0.7°C between the Holocene maximum and a pre-industrial mini-
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mum before recent warming brought temperature back near the Holocene 
maximum, which is consistent with our analysis.

Climate oscillations evident in Fig. 4 of Hansen et al. [52] were in-
stigated by perturbations of Earth’s orbit and spin axis tilt relative to the 
orbital plane, which alter the geographical and seasonal distribution of 
sunlight on Earth [58]. These forcings change slowly, with periods be-
tween 20,000 and 400,000 years, and thus climate is able to stay in qua-
si-equilibrium with these forcings. Slow insolation changes initiated the 
climate oscillations, but the mechanisms that caused the climate changes 
to be so large were two powerful amplifying feedbacks: the planet’s sur-
face albedo (its reflectivity, literally its whiteness) and atmospheric CO2 
amount. As the planet warms, ice and snow melt, causing the surface to 
be darker, absorb more sunlight and warm further. As the ocean and soil 
become warmer they release CO2 and other greenhouse gases, causing fur-
ther warming. Together with fast feedbacks processes, via changes of wa-
ter vapor, clouds, and the vertical temperature profile, these slow amplify-
ing feedbacks were responsible for almost the entire glacial-to-interglacial 
temperature change [59]–[62].

The albedo and CO2 feedbacks amplified weak orbital forcings, the 
feedbacks necessarily changing slowly over millennia, at the pace of orbital 
changes. Today, however, CO2 is under the control of humans as fossil fuel 
emissions overwhelm natural changes. Atmospheric CO2 has increased rap-
idly to a level not seen for at least 3 million years [56], [63]. Global warm-
ing induced by increasing CO2 will cause ice to melt and hence sea level to 
rise as the global volume of ice moves toward the quasi-equilibrium amount 
that exists for a given global temperature [53]. As ice melts and ice area 
decreases, the albedo feedback will amplify global warming.

Earth, because of the climate system’s inertia, has not yet fully respond-
ed to human-made changes of atmospheric composition. The ocean’s ther-
mal inertia, which delays some global warming for decades and even cen-
turies, is accounted for in global climate models and its effect is confirmed 
via measurements of Earth’s energy balance (see next section). In addition 
there are slow climate feedbacks, such as changes of ice sheet size, that 
occur mainly over centuries and millennia. Slow feedbacks have little ef-
fect on the immediate planetary energy balance, instead coming into play 
in response to temperature change. The slow feedbacks are difficult to 
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model, but paleoclimate data and observations of ongoing changes help 
provide quantification.

11.2.3 EARTH’S ENERGY IMBALANCE

At a time of climate stability, Earth radiates as much energy to space as 
it absorbs from sunlight. Today Earth is out of balance because increas-
ing atmospheric gases such as CO2 reduce Earth’s heat radiation to space, 
thus causing an energy imbalance, as there is less energy going out than 
coming in. This imbalance causes Earth to warm and move back toward 
energy balance. The warming and restoration of energy balance take time, 
however, because of Earth’s thermal inertia, which is due mainly to the 
global ocean.

Earth warmed about 0.8°C in the past century. That warming increased 
Earth’s radiation to space, thus reducing Earth’s energy imbalance. The re-
maining energy imbalance helps us assess how much additional warming 
is still “in the pipeline”. Of course increasing CO2 is only one of the fac-
tors affecting Earth’s energy balance, even though it is the largest climate 
forcing. Other forcings include changes of aerosols, solar irradiance, and 
Earth’s surface albedo.

Determination of the state of Earth’s climate therefore requires mea-
suring the energy imbalance. This is a challenge, because the imbalance 
is expected to be only about 1 W/m2 or less, so accuracy approaching 0.1 
W/m2 is needed. The most promising approach is to measure the rate of 
changing heat content of the ocean, atmosphere, land, and ice [64]. Mea-
surement of ocean heat content is the most critical observation, as nearly 
90 percent of the energy surplus is stored in the ocean [64]–[65].

11.2.4 OBSERVED ENERGY IMBALANCE

Nations of the world have launched a cooperative program to measure 
changing ocean heat content, distributing more than 3000 Argo floats 
around the world ocean, with each float repeatedly diving to a depth of 2 
km and back [66]. Ocean coverage by floats reached 90% by 2005 [66], 



Assessing “Dangerous Climate Change” 213

with the gaps mainly in sea ice regions, yielding the potential for an accu-
rate energy balance assessment, provided that several systematic measure-
ment biases exposed in the past decade are minimized [67]–[69].

Argo data reveal that in 2005–2010 the ocean’s upper 2000 m gained 
heat at a rate equal to 0.41 W/m2 averaged over Earth’s surface [70]. 
Smaller contributions to planetary energy imbalance are from heat gain by 
the deeper ocean (+0.10 W/m2), energy used in net melting of ice (+0.05 
W/m2), and energy taken up by warming continents (+0.02 W/m2). Data 
sources for these estimates and uncertainties are provided elsewhere [64]. 
The resulting net planetary energy imbalance for the six years 2005–2010 
is +0.58±0.15 W/m2.

The positive energy imbalance in 2005–2010 confirms that the effect 
of solar variability on climate is much less than the effect of human-made 
greenhouse gases. If the sun were the dominant forcing, the planet would 
have a negative energy balance in 2005–2010, when solar irradiance was 
at its lowest level in the period of accurate data, i.e., since the 1970s [64], 
[71]. Even though much of the greenhouse gas forcing has been expended 
in causing observed 0.8°C global warming, the residual positive forcing 
overwhelms the negative solar forcing. The full amplitude of solar cycle 
forcing is about 0.25 W/m2 [64], [71], but the reduction of solar forcing 
due to the present weak solar cycle is about half that magnitude as we il-
lustrate below, so the energy imbalance measured during solar minimum 
(0.58 W/m2) suggests an average imbalance over the solar cycle of about 
0.7 W/m2.

Earth’s measured energy imbalance has been used to infer the climate 
forcing by aerosols, with two independent analyses yielding a forcing in 
the past decade of about −1.5 W/m2 [64], [72], including the direct aerosol 
forcing and indirect effects via induced cloud changes. Given this large 
(negative) aerosol forcing, precise monitoring of changing aerosols is 
needed [73]. Public reaction to increasingly bad air quality in developing 
regions [74] may lead to future aerosol reductions, at least on a regional 
basis. Increase of Earth’s energy imbalance from reduction of particulate 
air pollution, which is needed for the sake of human health, can be mini-
mized via an emphasis on reducing absorbing black soot [75], but the po-
tential to constrain the net increase of climate forcing by focusing on black 
soot is limited [76].
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11.2.5 ENERGY IMBALANCE IMPLICATIONS FOR CO2 TARGET

Earth’s energy imbalance is the most vital number characterizing the state 
of Earth’s climate. It informs us about the global temperature change “in 
the pipeline” without further change of climate forcings and it defines how 
much greenhouse gases must be reduced to restore Earth’s energy bal-
ance, which, at least to a good approximation, must be the requirement 
for stabilizing global climate. The measured energy imbalance accounts 
for all natural and human-made climate forcings, including changes of 
atmospheric aerosols and Earth’s surface albedo.

If Earth’s mean energy imbalance today is +0.5 W/m2, CO2 must be 
reduced from the current level of 395 ppm (global-mean annual-mean in 
mid-2013) to about 360 ppm to increase Earth’s heat radiation to space by 
0.5 W/m2 and restore energy balance. If Earth’s energy imbalance is 0.75 
W/m2, CO2 must be reduced to about 345 ppm to restore energy balance 
[64], [75].

The measured energy imbalance indicates that an initial CO2 target 
“<350 ppm” would be appropriate, if the aim is to stabilize climate with-
out further global warming. That target is consistent with an earlier analy-
sis [54]. Additional support for that target is provided by our analyses of 
ongoing climate change and paleoclimate, in later parts of our paper. Spec-
ification now of a CO2 target more precise than <350 ppm is difficult and 
unnecessary, because of uncertain future changes of forcings including 
other gases, aerosols and surface albedo. More precise assessments will 
become available during the time that it takes to turn around CO2 growth 
and approach the initial 350 ppm target.

Below we find the decreasing emissions scenario that would achieve 
the 350 ppm target within the present century. Specifically, we want to 
know the annual percentage rate at which emissions must be reduced to 
reach this target, and the dependence of this rate upon the date at which 
reductions are initiated. This approach is complementary to the approach 
of estimating cumulative emissions allowed to achieve a given limit on 
global warming [12].

If the only human-made climate forcing were changes of atmospheric 
CO2, the appropriate CO2 target might be close to the pre-industrial CO2 
amount [53]. However, there are other human forcings, including aerosols, 
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the effect of aerosols on clouds, non-CO2 greenhouse gases, and changes of 
surface albedo that will not disappear even if fossil fuel burning is phased 
out. Aerosol forcings are substantially a result of fossil fuel burning [1], 
[76], but the net aerosol forcing is a sensitive function of various aerosol 
sources [76]. The indirect aerosol effect on clouds is non-linear [1], [76] 
such that it has been suggested that even the modest aerosol amounts add-
ed by pre-industrial humans to an otherwise pristine atmosphere may have 
caused a significant climate forcing [59]. Thus continued precise monitor-
ing of Earth’s radiation imbalance is probably the best way to assess and 
adjust the appropriate CO2 target.

Ironically, future reductions of particulate air pollution may ex-
acerbate global warming by reducing the cooling effect of reflective 
aerosols. However, a concerted effort to reduce non-CO2 forcings by 
methane, tropospheric ozone, other trace gases, and black soot might 
counteract the warming from a decline in reflective aerosols [54], 
[75]. Our calculations below of future global temperature assume such 
compensation, as a first approximation. To the extent that goal is not 
achieved, adjustments must be made in the CO2 target or future warm-
ing may exceed calculated values.

11.3 CLIMATE IMPACTS

Determination of the dangerous level of global warming inherently is part-
ly subjective, but we must be as quantitative as possible. Early estimates 
for dangerous global warming based on the “burning embers” approach 
[1], [19]–[20] have been recognized as probably being too conservative 
[77]. A target of limiting warming to 2°C has been widely adopted, as 
discussed above. We suspect, however, that this may be a case of inching 
toward a better answer. If our suspicion is correct, then that gradual ap-
proach is itself very dangerous, because of the climate system's inertia. It 
will become exceedingly difficult to keep warming below a target smaller 
than 2°C, if high emissions continue much longer.

We consider several important climate impacts and use evidence 
from current observations to assess the effect of 0.8°C warming and pa-
leoclimate data for the effect of larger warming, especially the Eemian 
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period, which had global mean temperature about +2°C relative to pre-
industrial time. Impacts of special interest are sea level rise and species 
extermination, because they are practically irreversible, and others im-
portant to humankind.

11.3.1 SEA LEVEL

The prior interglacial period, the Eemian, was at most ~2°C warmer than 
1880–1920 (Fig. 3). Sea level reached heights several meters above today’s 
level [78]–[80], probably with instances of sea level change of the order of 
1 m/century [81]–[83]. Geologic shoreline evidence has been interpreted 
as indicating a rapid sea level rise of a few meters late in the Eemian to a 
peak about 9 meters above present, suggesting the possibility that a critical 
stability threshold was crossed that caused polar ice sheet collapse [84]–
[85], although there remains debate within the research community about 
this specific history and interpretation. The large Eemian sea level excur-
sions imply that substantial ice sheet melting occurred when the world was 
little warmer than today.

During the early Pliocene, which was only ~3°C warmer than the Ho-
locene, sea level attained heights as much as 15–25 meters higher than 
today [53], [86]–[89]. Such sea level rise suggests that parts of East Ant-
arctica must be vulnerable to eventual melting with global temperature 
increase of a few degrees Celsius. Indeed, satellite gravity data and radar 
altimetry reveal that the Totten Glacier of East Antarctica, which fronts a 
large ice mass grounded below sea level, is now losing mass [90].

Greenland ice core data suggest that the Greenland ice sheet response 
to Eemian warmth was limited [91], but the fifth IPCC assessment [14] 
concludes that Greenland very likely contributed between 1.4 and 4.3 
m to the higher sea level of the Eemian. The West Antarctic ice sheet is 
probably more susceptible to rapid change, because much of it rests on 
bedrock well below sea level [92]–[93]. Thus the entire 3–4 meters of 
global sea level contained in that ice sheet may be vulnerable to rapid 
disintegration, although arguments for stability of even this marine ice 
sheet have been made [94]. However, Earth’s history reveals sea level 
changes of as much as a few meters per century, even though the natural 
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climate forcings changed much more slowly than the present human-
made forcing.

Expected human-caused sea level rise is controversial in part because 
predictions focus on sea level at a specific time, 2100. Sea level on a given 
date is inherently difficult to predict, as it depends on how rapidly non-lin-
ear ice sheet disintegration begins. Focus on a single date also encourages 
people to take the estimated result as an indication of what humanity faces, 
thus failing to emphasize that the likely rate of sea level rise immediately 
after 2100 will be much larger than within the 21st century, especially if 
CO2 emissions continue to increase.

Recent estimates of sea level rise by 2100 have been of the order of 
1 m [95]–[96], which is higher than earlier assessments [26], but these 
estimates still in part assume linear relations between warming and sea 
level rise. It has been argued [97]–[98] that continued business-as-usual 
CO2 emissions are likely to spur a nonlinear response with multi-meter sea 
level rise this century. Greenland and Antarctica have been losing mass at 
rapidly increasing rates during the period of accurate satellite data [23]; 
the data are suggestive of exponential increase, but the records are too 
short to be conclusive. The area on Greenland with summer melt has in-
creased markedly, with 97% of Greenland experiencing melt in 2012 [99].

The important point is that the uncertainty is not about whether con-
tinued rapid CO2 emissions would cause large sea level rise, submerging 
global coastlines—it is about how soon the large changes would begin. 
The carbon from fossil fuel burning will remain in and affect the climate 
system for many millennia, ensuring that over time sea level rise of many 
meters will occur—tens of meters if most of the fossil fuels are burned 
[53]. That order of sea level rise would result in the loss of hundreds of his-
torical coastal cities worldwide with incalculable economic consequences, 
create hundreds of millions of global warming refugees from highly-pop-
ulated low-lying areas, and thus likely cause major international conflicts.

11.3.2 SHIFTING CLIMATE ZONES

Theory and climate models indicate that the tropical overturning (Had-
ley) atmospheric circulation expands poleward with global warming [33]. 
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There is evidence in satellite and radiosonde data and in observational 
data for poleward expansion of the tropical circulation by as much as a 
few degrees of latitude since the 1970s [34]–[35], but natural variability 
may have contributed to that expansion [36]. Change in the overturning 
circulation likely contributes to expansion of subtropical conditions and 
increased aridity in the southern United States [30], [100], the Mediter-
ranean region, South America, southern Africa, Madagascar, and southern 
Australia. Increased aridity and temperature contribute to increased forest 
fires that burn hotter and are more destructive [38].

Despite large year-to-year variability of temperature, decadal averages 
reveal isotherms (lines of a given average temperature) moving poleward 
at a typical rate of the order of 100 km/decade in the past three decades 
[101], although the range shifts for specific species follow more complex 
patterns [102]. This rapid shifting of climate zones far exceeds natural 
rates of change. Movement has been in the same direction (poleward, and 
upward in elevation) since about 1975. Wild species have responded to 
climate change, with three-quarters of marine species shifting their ranges 
poleward as much as 1000 km [44], [103] and more than half of terrestrial 
species shifting ranges poleward as much as 600 km and upward as much 
as 400 m [104].

Humans may adapt to shifting climate zones better than many species. 
However, political borders can interfere with human migration, and indig-
enous ways of life already have been adversely affected [26]. Impacts are 
apparent in the Arctic, with melting tundra, reduced sea ice, and increased 
shoreline erosion. Effects of shifting climate zones also may be important 
for indigenous Americans who possess specific designated land areas, as 
well as other cultures with long-standing traditions in South America, Af-
rica, Asia and Australia.

11.3.3 HUMAN EXTERMINATION OF SPECIES

Biodiversity is affected by many agents including overharvesting, in-
troduction of exotic species, land use changes, nitrogen fertilization, 
and direct effects of increased atmospheric CO2 on plant ecophysiology 
[43]. However, an overriding role of climate change is exposed by di-
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verse effects of rapid warming on animals, plants, and insects in the past  
three decades.

A sudden widespread decline of frogs, with extinction of entire moun-
tain-restricted species attributed to global warming [105]–[106], provided 
a dramatic awakening. There are multiple causes of the detailed processes 
involved in global amphibian declines and extinctions [107]–[108], but 
global warming is a key contributor and portends a planetary-scale mass 
extinction in the making unless action is taken to stabilize climate while 
also fighting biodiversity’s other threats [109].

Mountain-restricted and polar-restricted species are particularly vul-
nerable. As isotherms move up the mountainside and poleward, so does 
the climate zone in which a given species can survive. If global warming 
continues unabated, many of these species will be effectively pushed off 
the planet. There are already reductions in the population and health of 
Arctic species in the southern parts of the Arctic, Antarctic species in the 
northern parts of the Antarctic, and alpine species worldwide [43].

A critical factor for survival of some Arctic species is retention of all-
year sea ice. Continued growth of fossil fuel emissions will cause loss of 
all Arctic summer sea ice within several decades. In contrast, the scenario 
in Fig. 5A, with global warming peaking just over 1°C and then declin-
ing slowly, should allow summer sea ice to survive and then gradually 
increase to levels representative of recent decades.

The threat to species survival is not limited to mountain and polar spe-
cies. Plant and animal distributions reflect the regional climates to which 
they are adapted. Although species attempt to migrate in response to cli-
mate change, their paths may be blocked by human-constructed obstacles 
or natural barriers such as coast lines and mountain ranges. As the shift 
of climate zones [110] becomes comparable to the range of some species, 
less mobile species can be driven to extinction. Because of extensive spe-
cies interdependencies, this can lead to mass extinctions.

Rising sea level poses a threat to a large number of uniquely evolved 
endemic fauna living on islands in marine-dominated ecosystems, with 
those living on low lying islands being especially vulnerable. Evolution-
ary history on Bermuda offers numerous examples of the direct and indi-
rect impact of changing sea level on evolutionary processes [111]–[112], 
with a number of taxa being extirpated due to habitat changes, greater 
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competition, and island inundation [113]. Similarly, on Aldahabra Island 
in the Indian Ocean, land tortoises were exterminated during sea level high 
stands [114]. Vulnerabilities would be magnified by the speed of human-
made climate change and the potentially large sea level rise [115].

IPCC [26] reviewed studies relevant to estimating eventual extinc-
tions. They estimate that if global warming exceeds 1.6°C above preindus-
trial, 9–31 percent of species will be committed to extinction. With global 
warming of 2.9°C, an estimated 21–52 percent of species will be commit-
ted to extinction. A comprehensive study of biodiversity indicators over 
the past decade [116] reveals that, despite some local success in increasing 
extent of protected areas, overall indicators of pressures on biodiversity 
including that due to climate change are continuing to increase and indica-
tors of the state of biodiversity are continuing to decline.

Mass extinctions occurred several times in Earth’s history [117]–[118], 
often in conjunction with rapid climate change. New species evolved over 
millions of years, but those time scales are almost beyond human compre-
hension. If we drive many species to extinction we will leave a more deso-
late, monotonous planet for our children, grandchildren, and more genera-
tions than we can imagine. We will also undermine ecosystem functions 
(e.g., pollination which is critical for food production) and ecosystem re-
silience (when losing keystone species in food chains), as well as reduce 
functional diversity (critical for the ability of ecosystems to respond to 
shocks and stress) and genetic diversity that plays an important role for 
development of new medicines, materials, and sources of energy.

11.3.4 CORAL REEF ECOSYSTEMS

Coral reefs are the most biologically diverse marine ecosystem, often de-
scribed as the rainforests of the ocean. Over a million species, most not yet 
described [119], are estimated to populate coral reef ecosystems generat-
ing crucial ecosystem services for at least 500 million people in tropical 
coastal areas. These ecosystems are highly vulnerable to the combined 
effects of ocean acidification and warming.
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FIGURE 5: Atmospheric CO2 if fossil fuel emissions reduced. (A) 6% or 2% annual cut begins in 2013 and 100 GtC reforestation drawdown 
occurs in 2031–2080, (B) effect of delaying onset of emission reduction.
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Acidification arises as the ocean absorbs CO2, producing carbonic acid 
[120], thus making the ocean more corrosive to the calcium carbonate 
shells (exoskeletons) of many marine organisms. Geochemical records 
show that ocean pH is already outside its range of the past several million 
years [121]–[122]. Warming causes coral bleaching, as overheated coral 
expel symbiotic algae and become vulnerable to disease and mortality 
[123]. Coral bleaching and slowing of coral calcification already are caus-
ing mass mortalities, increased coral disease, and reduced reef carbonate 
accretion, thus disrupting coral reef ecosystem health [40], [124].

Local human-made stresses add to the global warming and acidifica-
tion effects, all of these driving a contraction of 1–2% per year in the abun-
dance of reef-building corals [39]. Loss of the three-dimensional coral reef 
frameworks has consequences for all the species that depend on them. 
Loss of these frameworks also has consequences for the important roles 
that coral reefs play in supporting fisheries and protecting coastlines from 
wave stress. Consequences of lost coral reefs can be economically devas-
tating for many nations, especially in combination with other impacts such 
as sea level rise and intensification of storms.

11.3.5 CLIMATE EXTREMES

Changes in the frequency and magnitude of climate extremes, of both 
moisture and temperature, are affected by climate trends as well as chang-
ing variability. Extremes of the hydrologic cycle are expected to intensify 
in a warmer world. A warmer atmosphere holds more moisture, so precipi-
tation can be heavier and cause more extreme flooding. Higher tempera-
tures, on the other hand, increase evaporation and can intensify droughts 
when they occur, as can expansion of the subtropics, as discussed above. 
Global models for the 21st century find an increased variability of precipi-
tation minus evaporation [P-E] in most of the world, especially near the 
equator and at high latitudes [125]. Some models also show an intensifica-
tion of droughts in the Sahel, driven by increasing greenhouse gases [126].

Observations of ocean salinity patterns for the past 50 years reveal an 
intensification of [P-E] patterns as predicted by models, but at an even 
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faster rate. Precipitation observations over land show the expected gen-
eral increase of precipitation poleward of the subtropics and decrease at 
lower latitudes [1], [26]. An increase of intense precipitation events has 
been found on much of the world’s land area [127]–[129]. Evidence for 
widespread drought intensification is less clear and inherently difficult 
to confirm with available data because of the increase of time-integrated 
precipitation at most locations other than the subtropics. Data analyses 
have found an increase of drought intensity at many locations [130]–
[131] The magnitude of change depends on the drought index employed 
[132], but soil moisture provides a good means to separate the effect of 
shifting seasonal precipitation and confirms an overall drought intensi-
fication [37].

Global warming of ~0.6°C since the 1970s (Fig. 3) has already caused 
a notable increase in the occurrence of extreme summer heat [46]. The 
likelihood of occurrence or the fractional area covered by 3-standard-de-
viation hot anomalies, relative to a base period (1951–1980) that was still 
within the range of Holocene climate, has increased by more than a factor 
of ten. Large areas around Moscow, the Mediterranean region, the United 
States and Australia have experienced such extreme anomalies in the past 
three years. Heat waves lasting for weeks have a devastating impact on hu-
man health: the European heat wave of summer 2003 caused over 70,000 
excess deaths [133]. This heat record for Europe was surpassed already in 
2010 [134]. The number of extreme heat waves has increased several-fold 
due to global warming [45]–[46], [135] and will increase further if tem-
peratures continue to rise.

11.3.6 HUMAN HEALTH

Impacts of climate change cause widespread harm to human health, with 
children often suffering the most. Food shortages, polluted air, contami-
nated or scarce supplies of water, an expanding area of vectors causing 
infectious diseases, and more intensely allergenic plants are among the 
harmful impacts [26]. More extreme weather events cause physical and 
psychological harm. World health experts have concluded with “very high 
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confidence” that climate change already contributes to the global burden 
of disease and premature death [26].

IPCC [26] projects the following trends, if global warming continue to 
increase, where only trends assigned very high confidence or high confi-
dence are included: (i) increased malnutrition and consequent disorders, 
including those related to child growth and development, (ii) increased 
death, disease and injuries from heat waves, floods, storms, fires and 
droughts, (iii) increased cardio-respiratory morbidity and mortality associ-
ated with ground-level ozone. While IPCC also projects fewer deaths from 
cold, this positive effect is far outweighed by the negative ones.

Growing awareness of the consequences of human-caused climate 
change triggers anxiety and feelings of helplessness [136]–[137]. Chil-
dren, already susceptible to age-related insecurities, face additional desta-
bilizing insecurities from questions about how they will cope with future 
climate change [138]–[139]. Exposure to media ensures that children can-
not escape hearing that their future and that of other species is at stake, 
and that the window of opportunity to avoid dramatic climate impacts is 
closing. The psychological health of our children is a priority, but denial 
of the truth exposes our children to even greater risk.

Health impacts of climate change are in addition to direct effects of air 
and water pollution. A clear illustration of direct effects of fossil fuels on 
human health was provided by an inadvertent experiment in China during 
the 1950–1980 period of central planning, when free coal for winter heat-
ing was provided to North China but not to the rest of the country. Analy-
sis of the impact was made [140] using the most comprehensive data file 
ever compiled on mortality and air pollution in any developing country. A 
principal conclusion was that the 500 million residents of North China ex-
perienced during the 1990s a loss of more than 2.5 billion life years owing 
to the added air pollution, and an average reduction in life expectancy of 
5.5 years. The degree of air pollution in China exceeded that in most of the 
world, yet assessments of total health effects must also include other fossil 
fuel caused air and water pollutants, as discussed in the following section 
on ecology and the environment. 

The Text S1 has further discussion of health impacts of climate change.
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11.3.7 ECOLOGY AND THE ENVIRONMENT

The ecological impact of fossil fuel mining increases as the largest, easiest 
to access, resources are depleted [141]. A constant fossil fuel production 
rate requires increasing energy input, but also use of more land, water, and 
diluents, with the production of more waste [142]. The increasing ecologi-
cal and environmental impact of a given amount of useful fossil fuel en-
ergy is a relevant consideration in assessing alternative energy strategies.

Coal mining has progressively changed from predominantly under-
ground mining to surface mining [143], including mountaintop removal 
with valley fill, which is now widespread in the Appalachian ecoregion 
in the United States. Forest cover and topsoil are removed, explosives are 
used to break up rocks to access coal, and the excess rock is pushed into 
adjacent valleys, where it buries existing streams. Burial of headwater 
streams causes loss of ecosystems that are important for nutrient cycling 
and production of organic matter for downstream food webs [144]. The 
surface alterations lead to greater storm runoff [145] with likely impact 
on downstream flooding. Water emerging from valley fills contain toxic 
solutes that have been linked to declines in watershed biodiversity [146]. 
Even with mine-site reclamation intended to restore pre-mined surface 
conditions, mine-derived chemical constituents are found in domestic well 
water [147]. Reclaimed areas, compared with unmined areas, are found to 
have increased soil density with decreased organic and nutrient content, 
and with reduced water infiltration rates [148]. Reclaimed areas have been 
found to produce little if any regrowth of woody vegetation even after 15 
years [149], and, although this deficiency might be addressed via more 
effective reclamation methods, there remains a likely significant loss of 
carbon storage [149].

Oil mining has an increasing ecological footprint per unit delivered 
energy because of the decreasing size of new fields and their increased 
geographical dispersion; transit distances are greater and wells are deeper, 
thus requiring more energy input [145]. Useful quantitative measures of 
the increasing ecological impacts are provided by the history of oil devel-
opment in Alberta, Canada for production of both conventional oil and 
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tar sands development. The area of land required per barrel of produced 
oil increased by a factor of 12 between 1955 and 2006 [150] leading to 
ecosystem fragmentation by roads and pipelines needed to support the 
wells [151]. Additional escalation of the mining impact occurs as conven-
tional oil mining is supplanted by tar sands development, with mining and 
land disturbance from the latter producing land use-related greenhouse 
gas emissions as much as 23 times greater than conventional oil produc-
tion per unit area [152], but with substantial variability and uncertainty 
[152]–[153]. Much of the tar sands bitumen is extracted through surface 
mining that removes the “overburden” (i.e., boreal forest ecosystems) and 
tar sand from large areas to a depth up to 100 m, with ecological impacts 
downstream and in the mined area [154]. Although mined areas are sup-
posed to be reclaimed, as in the case of mountaintop removal, there is no 
expectation that the ecological value of reclaimed areas will be equivalent 
to predevelopment condition [141], [155]. Landscape changes due to tar 
sands mining and reclamation cause a large loss of peatland and stored 
carbon, while also significantly reducing carbon sequestration potential 
[156]. Lake sediment cores document increased chemical pollution of eco-
systems during the past several decades traceable to tar sands development 
[157] and snow and water samples indicate that recent levels of numerous 
pollutants exceeded local and national criteria for protection of aquatic 
organisms [158].

Gas mining by unconventional means has rapidly expanded in re-
cent years, without commensurate understanding of the ecological, en-
vironmental and human health consequences [159]. The predominant 
approach is hydraulic fracturing (“fracking”) of deep shale formations 
via injection of millions of gallons of water, sand and toxic chemicals 
under pressure, thus liberating methane [155], [160]. A large fraction of 
the injected water returns to the surface as wastewater containing high 
concentrations of heavy metals, oils, greases and soluble organic com-
pounds [161]. Management of this wastewater is a major technical chal-
lenge, especially because the polluted waters can continue to backflow 
from the wells for many years [161]. Numerous instances of groundwa-
ter and river contamination have been cited [162]. High levels of meth-
ane leakage from fracking have been found [163], as well as nitrogen 
oxides and volatile organic compounds [159]. Methane leaks increase 
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the climate impact of shale gas, but whether the leaks are sufficient to 
significantly alter the climate forcing by total natural gas development 
is uncertain [164]. Overall, environmental and ecologic threats posed by 
unconventional gas extraction are uncertain because of limited research, 
however evidence for groundwater pollution on both local and river ba-
sin scales is a major concern [165].

Today, with cumulative carbon emissions ~370 GtC from all fossil 
fuels, we are at a point of severely escalating ecological and environ-
mental impacts from fossil fuel use and fossil fuel mining, as is apparent 
from the mountaintop removal for coal, tar sands extraction of oil, and 
fracking for gas. The ecological and environmental implications of sce-
narios with carbon emissions of 1000 GtC or greater, as discussed below, 
would be profound and should influence considerations of appropriate 
energy strategies.

11.3.8 SUMMARY: CLIMATE IMPACTS

Climate impacts accompanying global warming of 2°C or more would be 
highly deleterious. Already there are numerous indications of substantial 
effects in response to warming of the past few decades. That warming has 
brought global temperature close to if not slightly above the prior range 
of the Holocene. We conclude that an appropriate target would be to keep 
global temperature at a level within or close to the Holocene range. Global 
warming of 2°C would be well outside the Holocene range and far into the 
dangerous range.

11.4 TRANSIENT CLIMATE CHANGE

We must quantitatively relate fossil fuel emissions to global temperature 
in order to assess how rapidly fossil fuel emissions must be phased down 
to stay under a given temperature limit. Thus we must deal with both a 
transient carbon cycle and transient global climate change.

Global climate fluctuates stochastically and also responds to natural 
and human-made climate forcings [1], [166]. Forcings, measured in W/
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m2 averaged over the globe, are imposed perturbations of Earth’s energy 
balance caused by changing forcing agents such as solar irradiance and 
human-made greenhouse gases (GHGs). CO2 accounts for more than 80% 
of the added GHG forcing in the past 15 years [64], [167] and, if fossil 
fuel emissions continue at a high level, CO2 will be the dominant driver of 
future global temperature change.

We first define our method of calculating atmospheric CO2 as a func-
tion of fossil fuel emissions. We then define our assumptions about the 
potential for drawing down atmospheric CO2 via reforestation and in-
crease of soil carbon, and we define fossil fuel emission reduction sce-
narios that we employ in our study. Finally we describe all forcings em-
ployed in our calculations of global temperature and the method used to 
simulate global temperature.

11.4.1 CARBON CYCLE AND ATMOSPHERIC CO2

The carbon cycle defines the fate of CO2 injected into the air by fossil fuel 
burning [1], [168] as the additional CO2 distributes itself over time among 
surface carbon reservoirs: the atmosphere, ocean, soil, and biosphere. We 
use the dynamic-sink pulse-response function version of the well-tested 
Bern carbon cycle model [169], as described elsewhere [54], [170].

Specifically, we solve equations 3–6, 16–17, A.2.2, and A.3 of Joos 
et al. [169] using the same parameters and assumptions therein, ex-
cept that initial (1850) atmospheric CO2 is assumed to be 285.2 ppm 
[167]. Historical fossil fuel CO2 emissions are from Boden et al. [5]. 
This Bern model incorporates non-linear ocean chemistry feedbacks and 
CO2 fertilization of the terrestrial biosphere, but it omits climate-carbon 
feedbacks, e.g., assuming static global climate and ocean circulation. 
Therefore our results should be regarded as conservative, especially for 
scenarios with large emissions.

A pulse of CO2 injected into the air decays by half in about 25 years 
as CO2 is taken up by the ocean, biosphere and soil, but nearly one-fifth is 
still in the atmosphere after 500 years (Fig. 4A). Eventually, over hundreds 
of millennia, weathering of rocks will deposit all of this initial CO2 pulse 
on the ocean floor as carbonate sediments [168].
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Under equilibrium conditions a negative CO2 pulse, i.e., artificial ex-
traction and storage of some CO2 amount, decays at about the same rate as 
a positive pulse (Fig. 4A). Thus if it is decided in the future that CO2 must 
be extracted from the air and removed from the carbon cycle (e.g., by stor-
ing it underground or in carbonate bricks), the impact on atmospheric CO2 
amount will diminish in time. This occurs because carbon is exchanged 
among the surface carbon reservoirs as they move toward an equilibrium 
distribution, and thus, e.g., CO2 out-gassing by the ocean can offset some 
of the artificial drawdown. The CO2 extraction required to reach a given 
target atmospheric CO2 level therefore depends on the prior emission his-
tory and target timeframe, but the amount that must be extracted substan-
tially exceeds the net reduction of the atmospheric CO2 level that will be 
achieved. We clarify this matter below by means of specific scenarios for 
capture of CO2.

It is instructive to see how fast atmospheric CO2 declines if fossil fuel 
emissions are instantly terminated (Fig. 4B). Halting emissions in 2015 
causes CO2 to decline to 350 ppm at century’s end (Fig. 4B). A 20 year 
delay in halting emissions has CO2 returning to 350 ppm at about 2300. 
With a 40 year delay, CO2 does not return to 350 ppm until after 3000. 
These results show how difficult it is to get back to 350 ppm if emissions 
continue to grow for even a few decades.

These results emphasize the urgency of initiating emissions reduction 
[171]. As discussed above, keeping global climate close to the Holocene 
range requires a long-term atmospheric CO2 level of about 350 ppm or less, 
with other climate forcings similar to today’s levels. If emissions reduc-
tion had begun in 2005, reduction at 3.5%/year would have achieved 350 
ppm at 2100. Now the requirement is at least 6%/year. Delay of emissions 
reductions until 2020 requires a reduction rate of 15%/year to achieve 350 
ppm in 2100. If we assume only 50 GtC reforestation, and begin emissions 
reduction in 2013, the required reduction rate becomes about 9%/year.

11.4.2 REFORESTATION AND SOIL CARBON

Of course fossil fuel emissions will not suddenly terminate. Nevertheless, 
it is not impossible to return CO2 to 350 ppm this century. Reforestation 
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and increase of soil carbon can help draw down atmospheric CO2. Fossil 
fuels account for ~80% of the CO2 increase from preindustrial time, with 
land use/deforestation accounting for 20% [1], [170], [172]–[173]. Net 
deforestation to date is estimated to be 100 GtC (gigatons of carbon) with 
±50% uncertainty [172].

Complete restoration of deforested areas is unrealistic, yet 100 GtC 
carbon drawdown is conceivable because: (1) the human-enhanced atmo-
spheric CO2 level increases carbon uptake by some vegetation and soils, 
(2) improved agricultural practices can convert agriculture from a CO2 
ource into a CO2 sink [174], (3) biomass-burning power plants with CO2 
capture and storage can contribute to CO2 drawdown.

Forest and soil storage of 100 GtC is challenging, but has other bene-
fits. Reforestation has been successful in diverse places [175]. Minimum 
tillage with biological nutrient recycling, as opposed to plowing and 
chemical fertilizers, could sequester 0.4–1.2 GtC/year [176] while con-
serving water in soils, building agricultural resilience to climate change, 
and increasing productivity especially in smallholder rain-fed agricul-
ture, thereby reducing expansion of agriculture into forested ecosystems 
[177]–[178]. Net tropical deforestation may have decreased in the past 
decade [179], but because of extensive deforestation in earlier decades 
[170], [172]–[173], [180]–[181] there is a large amount of land suitable 
for reforestation [182].

Use of bioenergy to draw down CO2 should employ feedstocks from 
residues, wastes, and dedicated energy crops that do not compete with 
food crops, thus avoiding loss of natural ecosystems and cropland [183]–
[185]. Reforestation competes with agricultural land use; land needs could 
decline by reducing use of animal products, as livestock now consume 
more than half of all crops [186].

Our reforestation scenarios assume that today’s net deforestation rate 
(~1 GtC/year; see [54]) will stay constant until 2020, then linearly de-
crease to zero by 2030, followed by sinusoidal 100 GtC biospheric car-
bon storage over 2031–2080. Alternative timings do not alter conclusions 
about the potential to achieve a given CO2 level such as 350 ppm.
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FIGURE 6: Annual increase of CO2 based on data from the NOAA Earth System Research 
Laboratory [188]. Prior to 1981 the CO2 change is based on only Mauna Loa, Hawaii. 
Temperature changes in lower diagram are 12-month running means for the globe and 
Niño3.4 area [16].
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11.4.3 EMISSION REDUCTION SCENARIOS

A 6%/year decrease of fossil fuel emissions beginning in 2013, with 100 
GtC reforestation, achieves a CO2 decline to 350 ppm near the end of this 
century (Fig. 5A). Cumulative fossil fuel emissions in this scenario are 
~129 GtC from 2013 to 2050, with an additional 14 GtC by 2100. If our 
assumed land use changes occur a decade earlier, CO2 returns to 350 ppm 
several years earlier; however that has negligible effect on the maximum 
global temperature calculated below.

Delaying fossil fuel emission cuts until 2020 (with 2%/year emissions 
growth in 2012–2020) causes CO2 to remain above 350 ppm (with associ-
ated impacts on climate) until 2300 (Fig. 5B). If reductions are delayed 
until 2030 or 2050, CO2 remains above 350 ppm or 400 ppm, respectively, 
until well after 2500.

We conclude that it is urgent that large, long-term emission reduc-
tions begin soon. Even if a 6%/year reduction rate and 500 GtC are not 
achieved, it makes a huge difference when reductions begin. There is no 
practical justification for why emissions necessarily must even approach 
1000 GtC.

11.4.4 CLIMATE FORCINGS

Atmospheric CO2 and other GHGs have been well-measured for the past 
half century, allowing accurate calculation of their climate forcing. The 
growth rate of the GHG forcing has declined moderately since its peak 
values in the 1980s, as the growth rate of CH4 and chlorofluorocarbons 
has slowed [187]. Annual changes of CO2 are highly correlated with the 
El Niño cycle (Fig. 6). Two strong La Niñas in the past five years have 
depressed CO2 growth as well as the global warming rate (Fig. 3). The 
CO2 growth rate and warming rate can be expected to increase as we move 
into the next El Niño, with the CO2 growth already reaching 3 ppm/year 
in mid-2013 [188]. The CO2 climate forcing does not increase as rapidly 
as the CO2 amount because of partial saturation of CO2 absorption bands 
[75]. The GHG forcing is now increasing at a rate of almost 0.4 W/m2 per 
decade [187].
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FIGURE 7: Solar irradiance and sunspot number in the era of satellite data (see text). Left scale is the energy passing through an area 
perpendicular to Sun-Earth line. Averaged over Earth’s surface the absorbed solar energy is ~240 W/m2, so the full amplitude of measured 
solar variability is ~0.25 W/m2.
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FIGURE 8: Climate forcings employed in our six main scenarios. Forcings through 2010 are as in [64].
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Solar irradiance variations are sometimes assumed to be the most like-
ly natural driver of climate change. Solar irradiance has been measured 
from satellites since the late 1970s (Fig. 7). These data are from a com-
posite of several satellite-measured time series. Data through 28 February 
2003 are from [189] and Physikalisch Meteorologisches Observatorium 
Davos, World Radiation Center. Subsequent update is from University of 
Colorado Solar Radiation & Climate Experiment (SORCE). Data sets are 
concatenated by matching the means over the first 12 months of SORCE 
data. Monthly sunspot numbers (Fig. 7) support the conclusion that the 
solar irradiance in the current solar cycle is significantly lower than in the 
three preceding solar cycles. Amplification of the direct solar forcing is 
conceivable, e.g., through effects on ozone or atmospheric condensation 
nuclei, but empirical data place a factor of two upper limit on the amplifi-
cation, with the most likely forcing in the range 100–120% of the directly 
measured solar irradiance change [64].

Recent reduced solar irradiance (Fig. 7) may have decreased the forc-
ing over the past decade by about half of the full amplitude of measured 
irradiance variability, thus yielding a negative forcing of, say, − 0.12 
W/m2. This compares with a decadal increase of the GHG forcing that 
is positive and about three times larger in magnitude. Thus the solar 
forcing is not negligible and might partially account for the slowdown 
in global warming in the past decade [17]. However, we must (1) com-
pare the solar forcing with the net of other forcings, which enhances the 
importance of solar change, because the net forcing is smaller than the 
GHG forcing, and (2) consider forcing changes on longer time scales, 
which greatly diminishes the importance of solar change, because solar 
variability is mainly oscillatory.

Human-made tropospheric aerosols, which arise largely from fossil 
fuel use, cause a substantial negative forcing. As noted above, two inde-
pendent analyses [64], [72] yield a total (direct plus indirect) aerosol forc-
ing in the past decade of about −1.5 W/m2, half the magnitude of the GHG 
forcing and opposite in sign. That empirical aerosol forcing assessment 
for the past decade is consistent with the climate forcings scenario (Fig. 
8) that we use for the past century in the present and prior studies [64], 
[190]. Supplementary Table S1 specifies the historical forcings and Table 
S2 gives several scenarios for future forcings.
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FIGURE 9: Simulated global temperature relative to 1880–1920 mean for CO2 scenarios of Figure 5.
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11.4.5 FUTURE CLIMATE FORCINGS

Future global temperature change should depend mainly on atmospher-
ic CO2, at least if fossil fuel emissions remain high. Thus to provide the 
clearest picture of the CO2 effect, we approximate the net future change 
of human-made non-CO2 forcings as zero and we exclude future changes 
of natural climate forcings, such as solar irradiance and volcanic aerosols. 
Here we discuss possible effects of these approximations.

Uncertainties in non-CO2 forcings concern principally solar, aerosol 
and other GHG forcings. Judging from the sunspot numbers (Fig. 7B and 
[191]) for the past four centuries, the current solar cycle is almost as weak 
as the Dalton Minimum of the late 18th century. Conceivably irradiance 
could decline further to the level of the Maunder Minimum of the late 17th 
century [192]–[193]. For our simulation we choose an intermediate path 
between recovery to the level before the current solar cycle and decline 
to a still lower level. Specifically, we keep solar irradiance fixed at the 
reduced level of 2010, which is probably not too far off in either direc-
tion. Irradiance in 2010 is about 0.1 W/m2 less than the mean of the prior 
three solar cycles, a decrease of forcing that would be restored by the CO2 
increase within 3–4 years at its current growth rate. Extensive simulations 
[17], [194] confirm that the effect of solar variability is small compared 
with GHGs if CO2 emissions continue at a high level. However, solar forc-
ing can affect the magnitude and detection of near-term warming. Also, if 
rapidly declining GHG emissions are achieved, changes of solar forcing 
will become relatively more important.

Aerosols present a larger uncertainty. Expectations of decreases in 
large source regions such as China [195] may be counteracted by aerosol 
increases other places as global population continues to increase. Our as-
sumption of unchanging human-made aerosols could be substantially off 
in either direction. For the sake of interpreting on-going and future climate 
change it is highly desirable to obtain precise monitoring of the global 
aerosol forcing [73].

Non-CO2 GHG forcing has continued to increase at a slow rate since 
1995 (Fig. 6 in [64]). A desire to constrain climate change may help re-
duce emissions of these gases in the future. However, it will be difficult to 
prevent or fully offset positive forcing from increasing N2O, as its largest 
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source is associated with food production and the world’s population is 
continuing to rise.

On the other hand, we are also probably underestimating a nega-
tive aerosol forcing, e.g., because we have not included future volcanic 
aerosols. Given the absence of large volcanic eruptions in the past two 
decades (the last one being Mount Pinatubo in 1991), multiple volcanic 
eruptions would cause a cooling tendency [196] and reduce heat storage 
in the ocean [197].

Overall, we expect the errors due to our simple approximation of non-
C22 forcings to be partially off-setting. Specifically, we have likely under-
estimated a positive forcing by non-CO2 GHGs, while also likely underes-
timating a negative aerosol forcing.

Note that uncertainty in forcings is partly obviated via the focus on 
Earth’s energy imbalance in our analysis. The planet’s energy imbalance is 
an integrative quantity that is especially useful for a case in which some of 
the forcings are uncertain or unmeasured. Earth’s measured energy imbal-
ance includes the effects of all forcings, whether they are measured or not.

11.4.6 SIMULATIONS OF FUTURE GLOBAL TEMPERATURE

We calculate global temperature change for a given CO2 scenario using 
a climate response function (Table S3) that accurately replicates results 
from a global climate model with sensitivity 3°C for doubled CO2 [64]. A 
best estimate of climate sensitivity close to 3°C for doubled CO2 has been 
inferred from paleoclimate data [51]–[52]. This empirical climate sensitiv-
ity is generally consistent with that of global climate models [1], but the 
empirical approach makes the inferred high sensitivity more certain and 
the quantitative evaluation more precise. Because this climate sensitivity 
is derived from empirical data on how Earth responded to past changes of 
boundary conditions, including atmospheric composition, our conclusions 
about limits on fossil fuel emissions can be regarded as largely indepen-
dent of climate models. The detailed temporal and geographical response 
of the climate system to the rapid human-made change of climate forcings 
is not well-constrained by empirical data, because there is no faithful pa-
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leoclimate analog. Thus climate models necessarily play an important role 
in assessing practical implications of climate change. Nevertheless, it is 
possible to draw important conclusions with transparent computations. A 
simple response function (Green’s function) calculation [64] yields an es-
timate of global mean temperature change in response to a specified time 
series for global climate forcing. This approach accounts for the delayed 
response of the climate system caused by the large thermal inertia of the 
ocean, yielding a global mean temporal response in close accord with that 
obtained from global climate models.

Tables S1 and S2 in Supporting Information give the forcings we em-
ploy and Table S3 gives the climate response function for our Green’s 
function calculation, defined by equation 2 of [64]. The Green’s function 
is driven by the net forcing, which, with the response function, is sufficient 
information for our results to be reproduced. However, we also include the 
individual forcings in Table S1, in case researchers wish to replace specific 
forcings or use them for other purposes.

Simulated global temperature (Fig. 9) is for CO2 scenarios of Fig. 5. 
Peak global warming is ~1.1°C, declining to less than 1°C by mid-centu-
ry, if CO2 emissions are reduced 6%/year beginning in 2013. In contrast, 
warming reaches 1.5°C and stays above 1°C until after 2400 if emissions 
continue to increase until 2030, even though fossil fuel emissions are 
phased out rapidly (5%/year) after 2030 and 100 GtC reforestation occurs 
during 2030–2080. If emissions continue to increase until 2050, simulated 
warming exceeds 2°C well into the 22nd century.

Increased global temperature persists for many centuries after the cli-
mate forcing declines, because of the thermal inertia of the ocean [198]. 
Some temperature reduction is possible if the climate forcing is reduced 
rapidly, before heat has penetrated into the deeper ocean. Cooling by a few 
tenths of a degree in Fig. 9 is a result mainly of the 100 GtC biospheric 
uptake of CO2 during 2030–2080. Note the longevity of the warming, es-
pecially if emissions reduction is as slow as 2%/year, which might be con-
sidered to be a rapid rate of reduction.

The temporal response of the real world to the human-made climate 
forcing could be more complex than suggested by a simple response func-
tion calculation, especially if rapid emissions growth continues, yielding 
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an unprecedented climate forcing scenario. For example, if ice sheet mass 
loss becomes rapid, it is conceivable that the cold fresh water added to the 
ocean could cause regional surface cooling [199], perhaps even at a point 
when sea level rise has only reached a level of the order of a meter [200]. 
However, any uncertainty in the surface thermal response this century due 
to such phenomena has little effect on our estimate of the dangerous level 
of emissions. The long lifetime of the fossil fuel carbon in the climate 
system and the persistence of ocean warming for millennia [201] provide 
sufficient time for the climate system to achieve full response to the fast 
feedback processes included in the 3°C climate sensitivity.

Indeed, the long lifetime of fossil fuel carbon in the climate system 
and persistence of the ocean warming ensure that “slow” feedbacks, such 
as ice sheet disintegration, changes of the global vegetation distribution, 
melting of permafrost, and possible release of methane from methane hy-
drates on continental shelves, would also have time to come into play. 
Given the unprecedented rapidity of the human-made climate forcing, it is 
difficult to establish how soon slow feedbacks will become important, but 
clearly slow feedbacks should be considered in assessing the “dangerous” 
level of global warming, as discussed in the next section.

11.5 DANGER OF INITIATING  
UNCONTROLLABLE CLIMATE CHANGE

Our calculated global warming as a function of CO2 amount is based on 
equilibrium climate sensitivity 3°C for doubled CO2. That is the central 
climate sensitivity estimate from climate models [1], and it is consistent 
with climate sensitivity inferred from Earth’s climate history [51]–[52]. 
However, this climate sensitivity includes only the effects of fast feed-
backs of the climate system, such as water vapor, clouds, aerosols, and sea 
ice. Slow feedbacks, such as change of ice sheet area and climate-driven 
changes of greenhouse gases, are not included.
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FIGURE 10: Annual Greenland and West Antarctic ice mass changes as estimated via alternative methods. Data were read from Figure 4 of 
Shepherd et al. [23] and averaged over the available records.
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11.5.1 SLOW CLIMATE FEEDBACKS  
AND IRREVERSIBLE CLIMATE CHANGE

Excluding slow feedbacks was appropriate for simulations of the past cen-
tury, because we know the ice sheets were stable then and our climate 
simulations used observed greenhouse gas amounts that included any con-
tribution from slow feedbacks. However, we must include slow feedbacks 
in projections of warming for the 21st century and beyond. Slow feed-
backs are important because they affect climate sensitivity and because 
their instigation is related to the danger of passing “points of no return”, 
beyond which irreversible consequences become inevitable, out of hu-
manity’s control.

Antarctic and Greenland ice sheets present the danger of change with 
consequences that are irreversible on time scales important to society [1]. 
These ice sheets required millennia to grow to their present sizes. If ice 
sheet disintegration reaches a point such that the dynamics and momentum 
of the process take over, at that point reducing greenhouse gases may be 
unable to prevent major ice sheet mass loss, sea level rise of many me-
ters, and worldwide loss of coastal cities – a consequence that is irrevers-
ible for practical purposes. Interactions between the ocean and ice sheets 
are particularly important in determining ice sheet changes, as a warming 
ocean can melt the ice shelves, the tongues of ice that extend from the 
ice sheets into the ocean and buttress the large land-based ice sheets [92], 
[202]–[203]. Paleoclimate data for sea level change indicate that sea level 
changed at rates of the order of a meter per century [81]–[83], even at 
times when the forcings driving climate change were far weaker than the 
human-made forcing. Thus, because ocean warming is persistent for cen-
turies, there is a danger that large irreversible change could be initiated by 
excessive ocean warming.

Paleoclimate data are not as helpful for defining the likely rate of sea 
level rise in coming decades, because there is no known case of growth of 
a positive (warming) climate forcing as rapid as the anthropogenic change. 
The potential for unstable ice sheet disintegration is controversial, with 
opinion varying from likely stability of even the (marine) West Antarctic 
ice sheet [94] to likely rapid non-linear response extending up to multi-
meter sea level rise [97]–[98]. Data for the modern rate of annual ice sheet 
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mass changes indicate an accelerating rate of mass loss consistent with a 
mass loss doubling time of a decade or less (Fig. 10). However, we do not 
know the functional form of ice sheet response to a large persistent climate 
forcing. Longer records are needed for empirical assessment of this osten-
sibly nonlinear behavior.

Greenhouse gas amounts in the atmosphere, most importantly CO2 and 
CH4, change in response to climate change, i.e., as a feedback, in addition 
to the immediate gas changes from human-caused emissions. As the ocean 
warms, for example, it releases CO2 to the atmosphere, with one principal 
mechanism being the simple fact that the solubility of CO2 decreases as 
the water temperature rises [204]. We also include in the category of slow 
feedbacks the global warming spikes, or “hyperthermals”, that have oc-
curred a number of times in Earth’s history during the course of slower 
global warming trends. The mechanisms behind these hyperthermals are 
poorly understood, as discussed below, but they are characterized by the 
injection into the surface climate system of a large amount of carbon in the 
form of CH4 and/or CO2 on the time scale of a millennium [205]–[207]. 
The average rate of injection of carbon into the climate system during 
these hyperthermals was slower than the present human-made injection 
of fossil fuel carbon, yet it was faster than the time scale for removal of 
carbon from the surface reservoirs via the weathering process [3], [208], 
which is tens to hundreds of thousands of years.

Methane hydrates—methane molecules trapped in frozen water mol-
ecule cages in tundra and on continental shelves—and organic matter such 
as peat locked in frozen soils (permafrost) are likely mechanisms in the 
past hyperthermals, and they provide another climate feedback with the 
potential to amplify global warming if large scale thawing occurs [209]–
[210]. Paleoclimate data reveal instances of rapid global warming, as much 
as 5–6°C, as a sudden additional warming spike during a longer period of 
gradual warming [see Text S1]. The candidates for the carbon injected into 
the climate system during those warmings are methane hydrates on conti-
nental shelves destabilized by sea floor warming [211] and carbon released 
from frozen soils [212]. As for the present, there are reports of methane 
release from thawing permafrost on land [213] and from sea-bed methane 
hydrate deposits [214], but amounts so far are small and the data are snap-
shots that do not prove that there is as yet a temporal increase of emissions.
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There is a possibility of rapid methane hydrate or permafrost emis-
sions in response to warming, but that risk is largely unquantified [215]. 
The time needed to destabilize large methane hydrate deposits in deep 
sediments is likely millennia [215]. Smaller but still large methane hy-
drate amounts below shallow waters as in the Arctic Ocean are more 
vulnerable; the methane may oxidize to CO2 in the water, but it will 
still add to the long-term burden of CO2 in the carbon cycle. Terrestrial 
permafrost emissions of CH4 and CO2 likely can occur on a time scale 
of a few decades to several centuries if global warming continues [215]. 
These time scales are within the lifetime of anthropogenic CO2, and thus 
these feedbacks must be considered in estimating the dangerous level 
of global warming. Because human-made warming is more rapid than 
natural long-term warmings in the past, there is concern that methane 
hydrate or peat feedbacks could be more rapid than the feedbacks that 
exist in the paleoclimate record.

Climate model studies and empirical analyses of paleoclimate data 
can provide estimates of the amplification of climate sensitivity caused by 
slow feedbacks, excluding the singular mechanisms that caused the hyper-
thermal events. Model studies for climate change between the Holocene 
and the Pliocene, when Earth was about 3°C warmer, find that slow feed-
backs due to changes of ice sheets and vegetation cover amplified the fast 
feedback climate response by 30–50% [216]. These same slow feedbacks 
are estimated to amplify climate sensitivity by almost a factor of two for 
the climate change between the Holocene and the nearly ice-free climate 
state that existed 35 million years ago [54].

11.5.2 IMPLICATION FOR CARBON EMISSIONS TARGET

Evidence presented under Climate Impacts above makes clear that 2°C 
global warming would have consequences that can be described as disas-
trous. Multiple studies [12], [198], [201] show that the warming would be 
very long lasting. The paleoclimate record and changes underway in the 
Arctic and on the Greenland and Antarctic ice sheets with only today’s 
warming imply that sea level rise of several meters could be expected. In-
creased climate extremes, already apparent at 0.8°C warming [46], would 
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be more severe. Coral reefs and associated species, already stressed with 
current conditions [40], would be decimated by increased acidification, tem-
perature and sea level rise. More generally, humanity and nature, the modern 
world as we know it, is adapted to the Holocene climate that has existed 
more than 10,000 years. Warming of 1°C relative to 1880–1920 keeps glob-
al temperature close to the Holocene range, but warming of 2°C, to at least 
the Eemian level, could cause major dislocations for civilization.

However, distinctions between pathways aimed at ~1°C and 2°C warm-
ing are much greater and more fundamental than the numbers 1°C and 2°C 
themselves might suggest. These fundamental distinctions make scenarios 
with 2°C or more global warming far more dangerous; so dangerous, we 
suggest, that aiming for the 2°C pathway would be foolhardy.

First, most climate simulations, including ours above and those of 
IPCC [1], do not include slow feedbacks such as reduction of ice sheet size 
with global warming or release of greenhouse gases from thawing tundra. 
These exclusions are reasonable for a ~1°C scenario, because global tem-
perature barely rises out of the Holocene range and then begins to subside. 
In contrast, global warming of 2°C or more is likely to bring slow feed-
backs into play. Indeed, it is slow feedbacks that cause long-term climate 
sensitivity to be high in the empirical paleoclimate record [51]–[52]. The 
lifetime of fossil fuel CO2 in the climate system is so long that it must be 
assumed that these slow feedbacks will occur if temperature rises well 
above the Holocene range.

Second, scenarios with 2°C or more warming necessarily imply expan-
sion of fossil fuels into sources that are harder to get at, requiring greater 
energy using extraction techniques that are increasingly invasive, destruc-
tive and polluting. Fossil fuel emissions through 2012 total ~370 GtC (Fig. 
2). If subsequent emissions decrease 6%/year, additional emissions are 
~130 GtC, for a total ~500 GtC fossil fuel emissions. This 130 GtC can 
be obtained mainly from the easily extracted conventional oil and gas re-
serves (Fig. 2), with coal use rapidly phased out and unconventional fossil 
fuels left in the ground. In contrast, 2°C scenarios have total emissions of 
the order of 1000 GtC. The required additional fossil fuels will involve 
exploitation of tar sands, tar shale, hydrofracking for oil and gas, coal min-
ing, drilling in the Arctic, Amazon, deep ocean, and other remote regions, 
and possibly exploitation of methane hydrates. Thus 2°C scenarios result 
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in more CO2 per unit useable energy, release of substantial CH4 via the 
mining process and gas transportation, and release of CO2 and other gases 
via destruction of forest “overburden” to extract subterranean fossil fuels.

Third, with our ~1°C scenario it is more likely that the biosphere and 
soil will be able to sequester a substantial portion of the anthropogenic 
fossil fuel CO2 carbon than in the case of 2°C or more global warming. 
Empirical data for the CO2 “airborne fraction”, the ratio of observed at-
mospheric CO2 increase divided by fossil fuel CO2 emissions, show that 
almost half of the emissions is being taken up by surface (terrestrial and 
ocean) carbon reservoirs [187], despite a substantial but poorly measured 
contribution of anthropogenic land use (deforestation and agriculture) to 
airborne CO2 [179], [216]. Indeed, uptake of CO2 by surface reservoirs 
has at least kept pace with the rapid growth of emissions [187]. Increased 
uptake in the past decade may be a consequence of a reduced rate of defor-
estation [217] and fertilization of the biosphere by atmospheric CO2 and 
nitrogen deposition [187]. With the stable climate of the ~1°C scenario it 
is plausible that major efforts in reforestation and improved agricultural 
practices [15], [173], [175]–[177], with appropriate support provided to 
developing countries, could take up an amount of carbon comparable to 
the 100 GtC in our ~1°C scenario. On the other hand, with warming of 2°C 
or more, carbon cycle feedbacks are expected to lead to substantial ad-
ditional atmospheric CO2 [218]–[219], perhaps even making the Amazon 
rainforest a source of CO2 [219]–[220].

Fourth, a scenario that slows and then reverses global warming makes 
it possible to reduce other greenhouse gases by reducing their sources 
[75], [221]. The most important of these gases is CH4, whose reduction in 
turn reduces tropospheric O3 and stratospheric H2O. In contrast, chemistry 
modeling and paleoclimate records [222] show that trace gases increase 
with global warming, making it unlikely that overall atmospheric CH4 will 
decrease even if a decrease is achieved in anthropogenic CH4 sources. 
Reduction of the amount of atmospheric CH4 and related gases is needed 
to counterbalance expected forcing from increasing N2O and decreasing 
sulfate aerosols.

Now let us compare the 1°C (500 GtC fossil fuel emissions) and the 
2°C (1000 GtC fossil fuel emissions) scenarios. Global temperature in 
2100 would be close to 1°C in the 500 GtC scenario, and it is less than 
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1°C if 100 GtC uptake of carbon by the biosphere and soil is achieved 
via improved agricultural and forestry practices (Fig. 9). In contrast, the 
1000 GtC scenario, although nominally designed to yield a fast-feedback 
climate response of ~ 2°C, would yield a larger eventual warming because 
of slow feedbacks, probably at least 3°C.

11.5.3 DANGER OF UNCONTROLLABLE CONSEQUENCES

Inertia of the climate system reduces the near-term impact of human-made 
climate forcings, but that inertia is not necessarily our friend. One im-
plication of the inertia is that climate impacts “in the pipeline” may be 
much greater than the impacts that we presently observe. Slow climate 
feedbacks add further danger of climate change running out of humanity’s 
control. The response time of these slow feedbacks is uncertain, but there 
is evidence that some of these feedbacks already are underway, at least to a 
minor degree. Paleoclimate data show that on century and millennial time 
scales the slow feedbacks are predominately amplifying feedbacks.

The inertia of energy system infrastructure, i.e., the time required to re-
place fossil fuel energy systems, will make it exceedingly difficult to avoid 
a level of atmospheric CO2 that would eventually have highly undesirable 
consequences. The danger of uncontrollable and irreversible consequenc-
es necessarily raises the question of whether it is feasible to extract CO2 
from the atmosphere on a large enough scale to affect climate change.

11.6 CARBON EXTRACTION

We have shown that extraordinarily rapid emission reductions are needed to 
stay close to the 1°C scenario. In absence of extraordinary actions, it is likely 
that growing climate disruptions will lead to a surge of interest in “geo-en-
gineering” designed to minimize human-made climate change [223]. Such 
efforts must remove atmospheric CO2, if they are to address direct CO2 ef-
fects such as ocean acidification as well as climate change. Schemes such 
as adding sulfuric acid aerosols to the stratosphere to reflect sunlight [224], 
an attempt to mask one pollutant with another, is a temporary band-aid for a 
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problem that will last for millennia; besides it fails to address ocean acidifi-
cation and may have other unintended consequences [225].

11.6.1 POTENTIAL FOR CARBON EXTRACTION

At present there are no proven technologies capable of large-scale air cap-
ture of CO2. It has been suggested that, with strong research and develop-
ment support and industrial scale pilot projects sustained over decades, 
costs as low as ~$500/tC may be achievable [226]. Thermodynamic con-
straints [227] suggest that this cost estimate may be low. An assessment 
by the American Physical Society [228] argues that the lowest currently 
achievable cost, using existing approaches, is much greater ($600/tCO2 or 
$2200/tC).

The cost of capturing 50 ppm of CO2, at $500/tC (~$135/tCO2), is 
~$50 trillion (1 ppm CO2 is ~2.12 GtC), but more than $200 trillion for 
the price estimate of the American Physical Society study. Moreover, 
the resulting atmospheric CO2 reduction will ultimately be less than 50 
ppm for the reasons discussed above. For example, let us consider the 
scenario of Fig. 5B in which emissions continue to increase until 2030 
before decreasing at 5%/year – this scenario yields atmospheric CO2 of 
410 ppm in 2100. Using our carbon cycle model we calculate that if we 
extract 100 ppm of CO2 from the air over the period 2030–2100 (10/7 
ppm per year), say storing that CO2 in carbonate bricks, the atmospher-
ic CO2 amount in 2100 will be reduced 52 ppm to 358 ppm, i.e., the 
reduction of airborne CO2 is about half of the amount extracted from 
the air and stored. The estimated cost of this 52 ppm CO2 reduction is  
$100–400 trillion.

The cost of CO2 capture and storage conceivably may decline in the 
future. Yet the practicality of carrying out such a program with alacrity 
in response to a climate emergency is dubious. Thus it may be appro-
priate to add a CO2 removal cost to the current price of fossil fuels, 
which would both reduce ongoing emissions and provide resources for  
future cleanup.
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FIGURE 11: Fossil fuel CO2 emissions. (A) 2012 emissions by source region, and (B) cumulative 1751–2012 emissions. Results are an update 
of Fig. 10 of [190] using data from [5].
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FIGURE 12: Per capita fossil fuel CO2 emissions. Countries, regions and data sources are the same as in Fig. 11. Horizontal lines are the 
global mean and multiples of the global mean.
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11.6.2 RESPONSIBILITY FOR CARBON EXTRACTION

We focus on fossil fuel carbon, because of its long lifetime in the carbon 
cycle. Reversing the effects of deforestation is also important and there 
will need to be incentives to achieve increased carbon storage in the bio-
sphere and soil, but the crucial requirement now is to limit the amount of 
fossil fuel carbon in the air.

The high cost of carbon extraction naturally raises the question of re-
sponsibility for excess fossil fuel CO2 in the air. China has the largest CO2 
emissions today (Fig. 11A), but the global warming effect is closely pro-
portional to cumulative emissions [190]. The United States is responsible 
for about one-quarter of cumulative emissions, with China next at about 
10% (Fig. 11B). Cumulative responsibilities change rather slowly (com-
pare Fig. 10 of 190). Estimated per capita emissions (Fig. 12) are based on 
population estimates for 2009–2011.

Various formulae might be devised to assign costs of CO2 air capture, 
should removal prove essential for maintaining acceptable climate. For the 
sake of estimating the potential cost, let us assume that it proves neces-
sary to extract 100 ppm of CO2 (yielding a reduction of airborne CO2 of 
about 50 ppm) and let us assign each country the responsibility to clean up 
its fraction of cumulative emissions. Assuming a cost of $500/tC (~$135/
tCO2) yields a cost of $28 trillion for the United States, about $90,000 per 
individual. Costs would be slightly higher for a UK citizen, but less for 
other nations (Fig. 12B).

Cost of CO2 capture might decline, but the cost estimate used is more 
than a factor of four smaller than estimated by the American Physical So-
ciety [228] and 50 ppm is only a moderate reduction. The cost should 
also include safe permanent disposal of the captured CO2, which is a sub-
stantial mass. For the sake of scaling the task, note that one GtC, made 
into carbonate bricks, would produce the volume of ~3000 Empire State 
buildings or ~1200 Great Pyramids of Giza. Thus the 26 ppm assigned 
to the United States, if made into carbonate bricks, would be equivalent 
to the stone in 165,000 Empire State buildings or 66,000 Great Pyramids 
of Giza. This is not intended as a practical suggestion: carbonate bricks 
are not a good building material, and the transport and construction costs 
would be additional.
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The point of this graphic detail is to make clear the magnitude of the 
cleanup task and potential costs, if fossil fuel emissions continue unabat-
ed. More useful and economic ways of removing CO2 may be devised 
with the incentive of a sufficient carbon price. For example, a stream of 
pure CO2 becomes available for capture and storage if biomass is used as 
the fuel for power plants or as feedstock for production of liquid hydro-
carbon fuels. Such clean energy schemes and improved agricultural and 
forestry practices are likely to be more economic than direct air capture 
of CO2, but they must be carefully designed to minimize undesirable 
impacts and the amount of CO2 that can be extracted on the time scale 
of decades will be limited, thus emphasizing the need to limit the mag-
nitude of the cleanup task.

11.7 POLICY IMPLICATIONS

Human-made climate change concerns physical sciences, but leads to im-
plications for policy and politics. Conclusions from the physical sciences, 
such as the rapidity with which emissions must be reduced to avoid ob-
viously unacceptable consequences and the long lag between emissions 
and consequences, lead to implications in social sciences, including eco-
nomics, law and ethics. Intergovernmental climate assessments [1], [14] 
purposely are not policy prescriptive. Yet there is also merit in analysis 
and discussion of the full topic through the objective lens of science, i.e., 
“connecting the dots” all the way to policy implications.

11.7.1 ENERGY AND CARBON PATHWAYS:  
A FORK IN THE ROAD

The industrial revolution began with wood being replaced by coal as the 
primary energy source. Coal provided more concentrated energy, and thus 
was more mobile and effective. We show data for the United States (Fig. 
13) because of the availability of a long data record that includes wood 
[229]. More limited global records yield a similar picture [Fig. 14], the 
largest difference being global coal now at ~30% compared with ~20% in 
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the United States. Economic progress and wealth generation were further 
spurred in the twentieth century by expansion into liquid and gaseous fos-
sil fuels, oil and gas being transported and burned more readily than coal. 
Only in the latter part of the twentieth century did it become clear that 
long-lived combustion products from fossil fuels posed a global climate 
threat, as formally acknowledged in the 1992 Framework Convention on 
Climate Change [6]. However, efforts to slow emissions of the principal 
atmospheric gas driving climate change, CO2, have been ineffectual so far 
(Fig. 1).

Consequently, at present, as the most easily extracted oil and gas re-
serves are being depleted, we stand at a fork in the road to our energy and 
carbon future. Will we now feed our energy needs by pursuing difficult to 
extract fossil fuels, or will we pursue energy policies that phase out carbon 
emissions, moving on to the post fossil fuel era as rapidly as practical?

This is not the first fork encountered. Most nations agreed to the Frame-
work Convention on Climate Change in 1992 [6]. Imagine if a bloc of coun-
tries favoring action had agreed on a common gradually rising carbon fee 
collected within each of country at domestic mines and ports of entry. Such 
nations might place equivalent border duties on products from nations not 
having a carbon fee and they could rebate fees to their domestic industry for 
export products to nations without an equivalent carbon fee. The legality of 
such a border tax adjustment under international trade law is untested, but 
is considered to be plausibly consistent with trade principles [230]. As the 
carbon fee gradually rose and as additional nations, for their own benefit, 
joined this bloc of nations, development of carbon-free energies and energy 
efficiency would have been spurred. If the carbon fee had begun in 1995, we 
calculate that global emissions would have needed to decline 2.1%/year to 
limit cumulative fossil fuel emissions to 500 GtC. A start date of 2005 would 
have required a reduction of 3.5%/year for the same result.

The task faced today is more difficult. Emissions reduction of 6%/year 
and 100 GtC storage in the biosphere and soils are needed to get CO2 back 
to 350 ppm, the approximate requirement for restoring the planet’s energy 
balance and stabilizing climate this century. Such a pathway is exceed-
ingly difficult to achieve, given the current widespread absence of policies 
to drive rapid movement to carbon-free energies and the lifetime of energy 
infrastructure in place.
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FIGURE 13: United States energy consumption [229].

FIGURE 14: World energy consumption for indicated fuels, which excludes wood [4].
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FIGURE 14: World energy consumption for indicated fuels, which excludes wood [4].
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Yet we suggest that a pathway is still conceivable that could restore 
planetary energy balance on the century time scale. That path requires pol-
icies that spur technology development and provide economic incentives 
for consumers and businesses such that social tipping points are reached 
where consumers move rapidly to energy conservation and low carbon 
energies. Moderate overshoot of required atmospheric CO2 levels can pos-
sibly be counteracted via incentives for actions that more-or-less naturally 
sequester carbon. Developed countries, responsible for most of the excess 
CO2 in the air, might finance extensive efforts in developing countries to 
sequester carbon in the soil and in forest regrowth on marginal lands as 
described above. Burning sustainably designed biofuels in power plants, 
with the CO2 captured and sequestered, would also help draw down atmo-
spheric CO2. This pathway would need to be taken soon, as the magnitude 
of such carbon extractions is likely limited and thus not a solution to unfet-
tered fossil fuel use.

The alternative pathway, which the world seems to be on now, is con-
tinued extraction of all fossil fuels, including development of unconven-
tional fossil fuels such as tar sands, tar shale, hydrofracking to extract oil 
and gas, and exploitation of methane hydrates. If that path (with 2%/year 
growth) continues for 20 years and is then followed by 3%/year emission 
reduction from 2033 to 2150, we find that fossil fuel emissions in 2150 
would total 1022 GtC. Extraction of the excess CO2 from the air in this 
case would be very expensive and perhaps implausible, and warming of 
the ocean and resulting climate impacts would be practically irreversible.

11.7.2 ECONOMIC IMPLICATIONS: NEED FOR A CARBON 
FEE

The implication is that the world must move rapidly to carbon-free en-
ergies and energy efficiency, leaving most remaining fossil fuels in the 
ground, if climate is to be kept close to the Holocene range and climate 
disasters averted. Is rapid change possible?

The potential for rapid change can be shown by examples. A basic re-
quirement for phasing down fossil fuel emissions is abundant carbon-free 
electricity, which is the most rapidly growing form of energy and also has 
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the potential to provide energy for transportation and heating of buildings. 
In one decade (1977–1987), France increased its nuclear power produc-
tion 15-fold, with the nuclear portion of its electricity increasing from 8% 
to 70% [231]. In one decade (2001–2011) Germany increased the non-
hydroelectric renewable energy portion of its electricity from 4% to 19%, 
with fossil fuels decreasing from 63% to 61% (hydroelectric decreased 
from 4% to 3% and nuclear power decreased from 29% to 18%) [231].

Given the huge task of replacing fossil fuels, contributions are surely 
required from energy efficiency, renewable energies, and nuclear power, 
with the mix depending on local preferences. Renewable energy and nu-
clear power have been limited in part by technical challenges. Nuclear 
power faces persistent concerns about safety, nuclear waste, and potential 
weapons proliferation, despite past contributions to mortality prevention 
and climate change mitigation [232]. Most renewable energies tap diffuse 
intermittent sources often at a distance from the user population, thus re-
quiring large-scale energy storage and transport. Developing technologies 
can ameliorate these issues, as discussed below. However, apparent cost 
is the constraint that prevents nuclear and renewable energies from fully 
supplanting fossil fuel electricity generation.

Transition to a post-fossil fuel world of clean energies will not oc-
cur as long as fossil fuels appear to the investor and consumer to be the 
cheapest energy. Fossil fuels are cheap only because they do not pay their 
costs to society and receive large direct and indirect subsidies [233]. Air 
and water pollution from fossil fuel extraction and use have high costs in 
human health, food production, and natural ecosystems, killing more than 
1,000,000 people per year and affecting the health of billions of people 
[232], [234], with costs borne by the public. Costs of climate change and 
ocean acidification, already substantial and expected to grow considerably 
[26], [235], also are borne by the public, especially by young people and 
future generations.

Thus the essential underlying policy, albeit not sufficient, is for emis-
sions of CO2 to come with a price that allows these costs to be internal-
ized within the economics of energy use. Because so much energy is used 
through expensive capital stock, the price should rise in a predictable way 
to enable people and businesses to efficiently adjust lifestyles and invest-
ments to minimize costs. Reasons for preference of a carbon fee or tax 
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over cap-and-trade include the former’s simplicity and relative ease of 
becoming global [236]. A near-global carbon tax might be achieved, e.g., 
via a bi-lateral agreement between China and the United States, the great-
est emitters, with a border duty imposed on products from nations without 
a carbon tax, which would provide a strong incentive for other nations to 
impose an equivalent carbon tax. The suggestion of a carbon fee collected 
from fossil fuel companies with all revenues distributed to the public on a 
per capita basis [237] has received at least limited support [238].

Economic analyses indicate that a carbon price fully incorporating en-
vironmental and climate damage would be high [239]. The cost of climate 
change is uncertain to a factor of 10 or more and could be as high as 
~$1000/tCO2 [235], [240]. While the imposition of such a high price on 
carbon emissions is outside the realm of short-term political feasibility, a 
price of that magnitude is not required to engender a large change in emis-
sions trajectory.

An economic analysis indicates that a tax beginning at $15/tCO2 and 
rising $10/tCO2 each year would reduce emissions in the U.S. by 30% 
within 10 years [241]. Such a reduction is more than 10 times as great 
as the carbon content of tar sands oil carried by the proposed Keystone 
XL pipeline (830,000 barrels/day) [242]. Reduced oil demand would be 
nearly six times the pipeline capacity [241], thus the carbon fee is far more 
effective than the proposed pipeline.

A rising carbon fee is the sine qua non for fossil fuel phase out, but 
not enough by itself. Investment is needed in RD&D (research, develop-
ment and demonstration) to help renewable energies and nuclear power 
overcome obstacles limiting their contributions. Intermittency of solar and 
wind power can be alleviated with advances in energy storage, low-loss 
smart electric grids, and electrical vehicles interacting with the grid. Most 
of today’s nuclear power plants have half-century-old technology with 
light-water reactors [243] utilizing less than 1% of the energy in the nu-
clear fuel and leaving unused fuel as long-lived nuclear “waste” requiring 
sequestration for millennia. Modern light-water reactors can employ con-
vective cooling to eliminate the need for external cooling in the event of 
an anomaly such as an earthquake. However, the long-term future of nu-
clear power will employ “fast” reactors, which utilize ~99% of the nuclear 
fuel and can “burn” nuclear waste and excess weapons material [243]. It 
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should be possible to reduce the cost of nuclear power via modular stan-
dard reactor design, but governments need to provide a regulatory envi-
ronment that supports timely construction of approved designs. RD&D on 
carbon capture and storage (CCS) technology is needed, especially given 
our conclusion that the current atmospheric CO2 level is already in the 
dangerous zone, but continuing issues with CCS technology [7], [244] 
make it inappropriate to construct fossil fuel power plants with a promise 
of future retrofit for carbon capture. Governments should support energy 
planning for housing and transportation, energy and carbon efficiency re-
quirements for buildings, vehicles and other manufactured products, and 
climate mitigation and adaptation in undeveloped countries.

Economic efficiency would be improved by a rising carbon fee. Ener-
gy efficiency and alternative low-carbon and no-carbon energies should 
be allowed to compete on an equal footing, without subsidies, and the 
public and business community should be made aware that the fee will 
continually rise. The fee for unconventional fossil fuels, such as oil from 
tar sands and gas from hydrofracking, should include carbon released 
in mining and refining processes, e.g., methane leakage in hydrofrack-
ing [245]–[249]. If the carbon fee rises continually and predictably, the 
resulting energy transformations should generate many jobs, a welcome 
benefit for nations still suffering from long-standing economic reces-
sion. Economic modeling shows that about 60% of the public, especially 
low-income people, would receive more money via a per capita 100% 
dispersal of the collected fee than they would pay because of increased 
prices [241].

11.7.3 FAIRNESS: INTERGENERATIONAL JUSTICE  
AND HUMAN RIGHTS

Relevant fundamentals of climate science are clear. The physical climate 
system has great inertia, which is due especially to the thermal inertia 
of the ocean, the time required for ice sheets to respond to global warm-
ing, and the longevity of fossil fuel CO2 in the surface carbon reservoirs 
(atmosphere, ocean, and biosphere). This inertia implies that there is ad-
ditional climate change “in the pipeline” even without further change of 
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atmospheric composition. Climate system inertia also means that, if large-
scale climate change is allowed to occur, it will be exceedingly long-lived, 
lasting for many centuries.

One implication is the likelihood of intergenerational effects, with 
young people and future generations inheriting a situation in which grave 
consequences are assured, practically out of their control, but not of their 
doing. The possibility of such intergenerational injustice is not remote – it 
is at our doorstep now. We have a planetary climate crisis that requires 
urgent change to our energy and carbon pathway to avoid dangerous con-
sequences for young people and other life on Earth.

Yet governments and industry are rushing into expanded use of fossil 
fuels, including unconventional fossil fuels such as tar sands, tar shale, 
shale gas extracted by hydrofracking, and methane hydrates. How can 
this course be unfolding despite knowledge of climate consequences and 
evidence that a rising carbon price would be economically efficient and 
reduce demand for fossil fuels? A case has been made that the absence of 
effective governmental leadership is related to the effect of special inter-
ests on policy, as well as to public relations efforts by organizations that 
profit from the public’s addiction to fossil fuels [237], [250].

The judicial branch of governments may be less subject to pressures 
from special financial interests than the executive and legislative branches, 
and the courts are expected to protect the rights of all people, including 
the less powerful. The concept that the atmosphere is a public trust [251], 
that today’s adults must deliver to their children and future generations an 
atmosphere as beneficial as the one they received, is the basis for a lawsuit 
[252] in which it is argued that the U.S. government is obligated to protect 
the atmosphere from harmful greenhouse gases.

Independent of this specific lawsuit, we suggest that intergenerational 
justice in this matter derives from fundamental rights of equality and jus-
tice. The Universal Declaration of Human Rights [253] declares “All are 
equal before the law and are entitled without any discrimination to equal 
protection of the law.” Further, to consider a specific example, the United 
States Constitution provides all citizens “equal protection of the laws” and 
states that no person can be deprived of “life, liberty or property without 
due process of law”. These fundamental rights are a basis for young peo-
ple to expect fairness and justice in a matter as essential as the condition 
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of the planet they will inhabit. We do not prescribe the legal arguments by 
which these rights can be achieved, but we maintain that failure of gov-
ernments to effectively address climate change infringes on fundamental 
rights of young people.

Ultimately, however, human-made climate change is more a matter of 
morality than a legal issue. Broad public support is probably needed to 
achieve the changes needed to phase out fossil fuel emissions. As with the 
issue of slavery and civil rights, public recognition of the moral dimen-
sions of human-made climate change may be needed to stir the public’s 
conscience to the point of action.

A scenario is conceivable in which growing evidence of climate change 
and recognition of implications for young people lead to massive public 
support for action. Influential industry leaders, aware of the moral issue, 
may join the campaign to phase out emissions, with more business lead-
ers becoming supportive as they recognize the merits of a rising price on 
carbon. Given the relative ease with which a flat carbon price can be made 
international [236], a rapid global emissions phasedown is feasible. As 
fossil fuels are made to pay their costs to society, energy efficiency and 
clean energies may reach tipping points and begin to be rapidly adopted.

Our analysis shows that a set of actions exists with a good chance of 
averting “dangerous” climate change, if the actions begin now. However, 
we also show that time is running out. Unless a human “tipping point” is 
reached soon, with implementation of effective policy actions, large ir-
reversible climate changes will become unavoidable. Our parent’s gen-
eration did not know that their energy use would harm future generations 
and other life on the planet. If we do not change our course, we can only 
pretend that we did not know.

11.8 DISCUSSION

We conclude that an appropriate target is to keep global temperature within 
or close to the temperature range in the Holocene, the interglacial period in 
which civilization developed. With warming of 0.8°C in the past century, 
Earth is just emerging from that range, implying that we need to restore 
the planet’s energy balance and curb further warming. A limit of approxi-
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mately 500 GtC on cumulative fossil fuel emissions, accompanied by a 
net storage of 100 GtC in the biosphere and soil, could keep global tem-
perature close to the Holocene range, assuming that the net future forcing 
change from other factors is small. The longevity of global warming (Fig. 
9) and the implausibility of removing the warming if it is once allowed to 
penetrate the deep ocean emphasize the urgency of slowing emissions so 
as to stay close to the 500 GtC target.

Fossil fuel emissions of 1000 GtC, sometimes associated with a 2°C 
global warming target, would be expected to cause large climate change 
with disastrous consequences. The eventual warming from 1000 GtC fos-
sil fuel emissions likely would reach well over 2°C, for several reasons. 
With such emissions and temperature tendency, other trace greenhouse 
gases including methane and nitrous oxide would be expected to increase, 
adding to the effect of CO2. The global warming and shifting climate 
zones would make it less likely that a substantial increase in forest and soil 
carbon could be achieved. Paleoclimate data indicate that slow feedbacks 
would substantially amplify the 2°C global warming. It is clear that push-
ing global climate far outside the Holocene range is inherently dangerous 
and foolhardy.

The fifth IPCC assessment Summary for Policymakers [14] concludes 
that to achieve a 50% chance of keeping global warming below 2°C equiv-
alent CO2 emissions should not exceed 1210 GtC, and after accounting 
for non-CO2 climate forcings this limit on CO2 emissions becomes 840 
GtC. The existing drafts of the fifth IPCC assessment are not yet approved 
for comparison and citation, but the IPCC assessment is consistent with 
studies of Meinshausen et al. [254] and Allen et al. [13], hereafter M2009 
and A2009, with which we can make comparisons. We will also compare 
our conclusions with those of McKibben [255]. M2009 and A2009 appear 
together in the same journal with the two lead authors on each paper being 
co-authors on the other paper. McKibben [255], published in a popular 
magazine, uses quantitative results of M2009 to conclude that most re-
maining fossil fuel reserves must be left in the ground, if global warming 
this century is to be kept below 2°C. McKibben [255] has been very suc-
cessful in drawing public attention to the urgency of rapidly phasing down 
fossil fuel emissions.
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M2009 use a simplified carbon cycle and climate model to make a 
large ensemble of simulations in which principal uncertainties in the car-
bon cycle, radiative forcings, and climate response are allowed to vary, 
thus yielding a probability distribution for global warming as a function 
of time throughout the 21st century. M2009 use this distribution to infer 
a limit on total (fossil fuel+net land use) carbon emissions in the period 
2000–2049 if global warming in the 21st century is to be kept below 2°C 
at some specified probability. For example, they conclude that the limit on 
total 2000–2049 carbon emissions is 1440 GtCO2 (393 GtC) to achieve a 
50% chance that 21st century global warming will not exceed 2°C.

A2009 also use a large ensemble of model runs, varying uncertain pa-
rameters, and conclude that total (fossil fuel+net land use) carbon emis-
sions of 1000 GtC would most likely yield a peak CO2-induced warming 
of 2°C, with 90% confidence that the peak warming would be in the range 
1.3–3.9°C. They note that their results are consistent with those of M2009, 
as the A2009 scenarios that yield 2°C warming have 400–500 GtC emis-
sions during 2000–2049; M2009 find 393 GtC emissions for 2°C warm-
ing, but M2009 included a net warming effect of non-CO2 forcings, while 
A2009 neglected non-CO2 forcings.

McKibben [255] uses results of M2009 to infer allowable fossil fuel 
emissions up to 2050 if there is to be an 80% chance that maximum 
warming in the 21st century will not exceed 2°C above the pre-industrial 
level. M2009 conclude that staying under this 2°C limit with 80% prob-
ability requires that 2000–2049 emissions must be limited to 656 GtCO2 
(179 GtC) for 2007–2049. McKibben [255] used this M2009 result to 
determine a remaining carbon budget (at a time not specified exactly) of 
565 GtCO2 (154 GtC) if warming is to stay under 2°C. Let us update this 
analysis to the present: fossil fuel emissions in 2007–2012 were 51 GtC 
[5], so, assuming no net emissions from land use in these few years, the 
M2009 study implies that the remaining budget at the beginning of 2013 
was 128 GtC.

Thus, coincidentally, the McKibben [255] approach via M2009 yields 
almost exactly the same remaining carbon budget (128 GtC) as our analy-
sis (130 GtC). However, our budget is that required to limit warming to 
about 1°C (there is a temporary maximum during this century at about 
1.1–1.2°C, Fig. 9), while McKibben [255] is allowing global warming to 
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reach 2°C, which we have concluded would be a disaster scenario! This 
apparently vast difference arises from three major factors.

First, we assumed that reforestation and improved agricultural and for-
estry practices can suck up the net land use carbon of the past. We estimate 
net land use emissions as 100 GtC, while M2009 have land use emissions 
almost twice that large (~180 GtC). We argue elsewhere (see section 14 in 
Supporting Information of [54]) that the commonly employed net land use 
estimates [256] are about a factor of two larger than the net land use car-
bon that is most consistent with observed CO2 history. However, we need 
not resolve that long-standing controversy here. The point is that, to make 
the M2009 study equivalent to ours, negative land use emissions must be 
included in the 21st century equal to earlier positive land use emissions.

Second, we have assumed that future net change of non-CO2 forcings 
will be zero, while M2009 have included significant non-CO2 forcings. In 
recent years non-CO2 GHGs have provided about 20% of the increase of 
total GHG climate forcing.

Third, our calculations are for a single fast-feedback equilibrium cli-
mate sensitivity, 3°C for doubled CO2, which we infer from paleoclimate 
data. M2009 use a range of climate sensitivities to compute a probability 
distribution function for expected warming, and then McKibben [255] se-
lects the carbon emission limit that keeps 80% of the probability distribu-
tion below 2°C.

The third factor is a matter of methodology, but one to be borne in 
mind. Regarding the first two factors, it may be argued that our scenario 
is optimistic. That is true, but both goals, extracting 100 GtC from the at-
mosphere via improved forestry and agricultural practices (with possibly 
some assistance from CCS technology) and limiting additional net change 
of non-CO2 forcings to zero, are feasible and probably much easier than 
the principal task of limiting additional fossil fuel emissions to 130 GtC.

We noted above that reforestation and improving agricultural and for-
estry practices that store more carbon in the soil make sense for other rea-
sons. Also that task is made easier by the excess CO2 in the air today, which 
causes vegetation to take up CO2 more efficiently. Indeed, this may be the 
reason that net land use emissions seem to be less than is often assumed.

As for the non-CO2 forcings, it is noteworthy that greenhouse gases 
controlled by the Montreal Protocol are now decreasing, and recent agree-
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ment has been achieved to use the Montreal Protocol to phase out produc-
tion of some additional greenhouse gases even though those gases do not 
affect the ozone layer. The most important non-CO2 forcing is methane, 
whose increases in turn cause tropospheric ozone and stratospheric water 
vapor to increase. Fossil fuel use is probably the largest source of methane 
[1], so if fossil fuel use begins to be phased down, there is good basis to 
anticipate that all three of these greenhouse gases could decrease, because 
of the approximate 10-year lifetime of methane.

As for fossil fuel CO2 emissions, considering the large, long-lived fos-
sil fuel infrastructure in place, the science is telling us that policy should 
be set to reduce emissions as rapidly as possible. The most fundamental 
implication is the need for an across-the-board rising fee on fossil fuel 
emissions in order to allow true free market competition from non-fossil 
energy sources. We note that biospheric storage should not be allowed to 
offset further fossil fuel emissions. Most fossil fuel carbon will remain in 
the climate system more than 100,000 years, so it is essential to limit the 
emission of fossil fuel carbon. It will be necessary to have incentives to 
restore biospheric carbon, but these must be accompanied by decreased 
fossil fuel emissions.

A crucial point to note is that the three tasks [limiting fossil fuel CO2 
emissions, limiting (and reversing) land use emissions, limiting (and re-
versing) growth of non-CO2 forcings] are interactive and reinforcing. In 
mathematical terms, the problem is non-linear. As one of these climate 
forcings increases, it increases the others. The good news is that, as one 
of them decreases, it tends to decrease the others. In order to bestow upon 
future generations a planet like the one we received, we need to win on all 
three counts, and by far the most important is rapid phasedown of fossil 
fuel emissions.

It is distressing that, despite the clarity and imminence of the danger of 
continued high fossil fuel emissions, governments continue to allow and 
even encourage pursuit of ever more fossil fuels. Recognition of this real-
ity and perceptions of what is “politically feasible” may partially account 
for acceptance of targets for global warming and carbon emissions that are 
well into the range of “dangerous human-made interference” with climate. 
Although there is merit in simply chronicling what is happening, there is 
still opportunity for humanity to exercise free will. Thus our objective is 
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to define what the science indicates is needed, not to assess political fea-
sibility. Further, it is not obvious to us that there are physical or economic 
limitations that prohibit fossil fuel emission targets far lower than 1000 
GtC, even targets closer to 500 GtC. Indeed, we suggest that rapid transi-
tion off fossil fuels would have numerous near-term and long-term social 
benefits, including improved human health and outstanding potential for 
job creation.

A world summit on climate change will be held at United Nations 
Headquarters in September 2014 as a preliminary to negotiation of a new 
climate treaty in Paris in late 2015. If this treaty is analogous to the 1997 
Kyoto Protocol [257], based on national targets for emission reductions 
and cap-and-trade-with-offsets emissions trading mechanisms, climate 
deterioration and gross intergenerational injustice will be practically 
guaranteed. The palpable danger that such an approach is conceivable is 
suggested by examination of proposed climate policies of even the most 
forward-looking of nations. Norway, which along with the other Scandi-
navian countries has been among the most ambitious and successful of 
all nations in reducing its emissions, nevertheless approves expanded oil 
drilling in the Arctic and development of tar sands as a majority owner 
of Statoil [258]–[259]. Emissions foreseen by the Energy Perspectives of 
Statoil [259], if they occur, would approach or exceed 1000 GtC and cause 
dramatic climate change that would run out of control of future genera-
tions. If, in contrast, leading nations agree in 2015 to have internal rising 
fees on carbon with border duties on products from nations without a car-
bon fee, a foundation would be established for phaseover to carbon free 
energies and stable climate.
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