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Preface

High-speed analog-to-digital converters have become essential components of all
communication systems. While we typically think of information as sequences of
discrete digital symbols, the behavior of the transmission channels in all modern
systems does not conform to this abstraction. Especially when a data link is
pushed toward its limits, the received signals are a complex mix of wanted and
unwanted analog waveforms that must be disentangled by ever more complex
equalization (and channel selection) schemes. In wireless and long-distance wireline
communications, these receive-side signal processing tasks have long been dealt
with in the digital domain. Only recently, however, digital-domain equalization
has also gained momentum in short-distance wired links providing up to several
tens of gigabit/second connectivity between computer servers and their constituent
components. When going digital, the designer of these links can reap the benefits
of improved programmability and increased filter lengths. On the other hand, the
burden is now placed on the analog-to-digital converter, which must now be inserted
to finely digitize the incoming analog waveforms in order to make them fit for digital
interpretation.

This monograph captures the state-of-the-art knowledge on how such high-
performance converters can be realized in modern CMOS technology. Specifically,
it describes how the core concepts of time-interleaving and mismatch calibra-
tion can be leveraged to achieve energy efficient conversion at sample rates
of 10 GSample/second and beyond. In the discussed implementation of a 5-bit,
12-GSample/second analog-to-digital converter, several modern and innovative
enhancement techniques are employed. The first is a novel statistics-based timing
calibration technique that aligns the sampler timing in the ADC’s input path to
within a fraction of 1 ps (the time it takes for light to travel about 0.3 mm!). The
second is a device-offset calibration scheme that leverages the integration density of
nanometer CMOS by employing about 250 auxiliary D/A converters for component
trimming. In combination, these techniques have yielded one of the most efficient
data converters for high-speed links published to date.
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viii Preface

Composed with a well-balanced mix of theoretical analysis and practical design
guidelines, this book will be a valuable resource for any circuit designer active in
the development of high-speed interfaces.

Stanford, CA Boris Murmann
August 2011
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Chapter 1
Introduction

1.1 Overview

In the foreseeable future, as in the past few decades, the integration of
communication systems within our daily lives will continue to exponentially
increase. This is partly fueled by the increasing data rates of serial links. For
example, serial-attached SCSI (SAS), a computer bus used to communicate with
storage devices, originally started at 40 Mb/s, eventually progressed to 3 Gb/s when
it transformed into a serial link, and is now evolving from 6 Gb/s to 12 Gb/s [1].
These communication systems tend to have both the transmitter and receiver placed
on a backplane, as in Fig. 1.1a, which can be represented by the simplified block
diagram in Fig. 1.1b. Ideally, the received signal in communication systems is a
perfect replica of the transmitted signal, such that the receiver can perfectly decode
the transmitted data. However, this is not the case due to the dispersive properties
of the channel, as governed by the channel frequency response. This response is
a function of a number of parameters, such as the board design, trace lengths, and
backplane material, and results in inter-symbol interference.

Ultimately, the effect of inter-symbol interference on the signal depends on the
data rate. For example, with a channel input as in Fig. 1.2a, which has a symbol
width of Ts seconds such that the data rate is 1=Ts, the difference between the
channel output and the channel input increases with the data rate, as shown in
Fig. 1.2b,c. This becomes a more serious problem once several bits are transmitted.
With a channel input as in Fig. 1.3a, the resulting channel output with a slow and fast
data rate is shown in Fig. 1.3b,c respectively. In Fig. 1.3c, inter-symbol interference
can lead to bit-errors.

In order for the receiver to make sense of the channel output and to meet the
communication system’s target bit-error rate, it must implement various equaliza-
tion blocks [2]. The complexity of these equalization blocks increases with data rate,
and results in higher power consumption. It is this increased complexity that has lead

M. El-Chammas and B. Murmann, Background Calibration of Time-Interleaved Data
Converters, Analog Circuits and Signal Processing, DOI 10.1007/978-1-4614-1511-4 1,
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symbol with fast data rate
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Fig. 1.3 (a) Series of transmitted symbols. (b) Received symbols with slow data rate. (c) Received
symbols with fast data rate

to a trend in various wireline communication systems to use a digitally-equalized
serial link, in which some of the equalization blocks are moved to the digital
domain [3].

Pushing some of the equalization blocks into the digital domain increases the
available design space and potentially allows for a more power-efficient partitioning
of tasks in the overall system design. However, this necessitates the use of an
ADC. Although the design specifications of the ADC depend on the communication
system as well as on the implementation of the various equalization blocks, many
wireline systems require a conversion rate of over 10 GS/s and a resolution of over
4 bits [3].

The realization of such an ADC is the motivation behind this research, as there
are two main points of concern. The first is that of ADC feasibility. Currently, the
fastest single channel ADC can sample at 7.5 GS/s [4], which does not meet the
required specifications. The second is that of power consumption. With hundreds
of transceivers located on a single board or server, a small increase in power per
transceiver results in a large overhead. As a result, wireline communication systems
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have tight power budgets. One difficulty in creating a power-constrained digitally-
equalized serial link is the poor energy efficiency of high-speed ADCs.

Both of these issues are addressed in this research. A flash ADC is used because
of the low resolution requirements, and its energy efficiency is improved with
the addition of hundreds of trim circuits that enable the flash ADC to meet its
performance specifications while reducing its total power consumption. An ADC
with a high data rate is commonly built using the technique of time-interleaving
a number of sub-ADCs [5]. However, time-interleaved ADCs suffer from time-
varying errors. This research proposes a statistics-based calibration algorithm that
mitigates the effects of timing skew and improves the ADC’s dynamic performance.

1.2 Chapter Organization

This book is divided into six chapters. Chapter 2 focuses on a theoretical overview
of time-interleaved ADCs. After developing a model for time-interleaved ADCs,
quantitative bounds on several time-varying errors are analyzed. Chapter 3 discusses
the statistics-based calibration algorithm proposed to compensate for timing skew.
Various aspects of the calibration algorithm, including convergence speed and
limitations, are presented. Chapter 4 introduces a high-level optimization framework
for the design of time-interleaved flash ADCs. Chapter 5 discusses the prototype
ADC designed and used to evaluate the calibration algorithm, and presents the
circuit techniques used to realize the ADC. The measurement results and test setup
are presented in Chap. 6, while Chap. 7 draws conclusions from this work.



Chapter 2
Time-Interleaved ADCs

The time-interleaved ADC is an architecture that cycles through a set of N

sub-ADCs, such that the aggregate throughput is N times the sample rate of the
individual sub-ADCs [5]. Therefore, such an architecture enables the sample rate
to be pushed further than that achievable with single channel ADCs. This chapter
discusses the operation of time-interleaved ADCs and analyzes how the sub-ADCs
interact. It also analyzes the drawbacks of the architecture and presents closed-form
equations relating performance degradation to mismatch.

2.1 Modeling the Time-Interleaved ADC

This section discusses the operation of the time-interleaved ADC. The model
presented serves as a foundation that allows the inclusion of time-varying errors
due to differences between the sub-ADCs, as discussed in Sect. 2.2.

The time-interleaved ADC, as shown in Fig. 2.1a, has an input x.t/ and an output
yŒn�. The sampling period of the time-interleaved ADC and the N sub-ADCs are Ts

and OTs D N � Ts , respectively. The i th sub-ADC, where i D 0; :::; N � 1, is strobed
with clock �i .t/, which ideally has sampling edges at

ti Œn� D n OTs C iTs

D .nN C i/ � Ts (2.1)

Thus, the sampling edges of two consecutive clocks are offset by Ts, as in
Fig. 2.1b, and the input signal is uniformly sampled. The output of the i th sub-ADC
is Oyi Œn�, where

Oyi Œn� D x
�
ti Œn�

�

D x
�
ŒnN C i � � Ts

�
(2.2)
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© Springer Science+Business Media, LLC 2012

5



6 2 Time-Interleaved ADCs
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Fig. 2.1 (a) Time-interleaved ADC. (b) Sampling edges of sub-ADC clocks

The sub-ADC outputs Oyi Œn� are multiplexed to create yŒn�, such that

yŒn� D Oyi

�
n � i

N

�
where i D n mod N (2.3)

Setting yi Œn� as the sub-ADC output Oyi Œn� upsampled by N results in

yi Œn� D
(

Oyi

�
n�i
N

�
if n�i

N
is an integer

0 else
(2.4)

This is simplified by defining

ıi Œn� D
1X

kD�1
ıŒn � kN � i � (2.5)
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such that

yi Œn� D x.nTs/ � ıi Œn� (2.6)

Thus, the time-interleaved ADC output yŒn� in (2.3) becomes

yŒn� D
N �1X
iD0

yi Œn� (2.7)

As expected, the output of the ideal time-interleaved ADC reduces to yŒn� D
x.nTs/.

2.1.1 Frequency Domain Analysis

The discrete-time Fourier transform (DTFT) is used to represent the time-interleaved
ADC discrete-time output yŒn� and the sub-ADC output yi Œn� in the frequency
domain [6]. In general, the DTFT of a discrete-time input xŒn� [7] is

X.f / D
1X

nD�1
xŒn� � e�j.2�f /n (2.8)

where X.f / is periodic with period 1. The inverse transform is

xŒn� D
Z 1=2

�1=2

X.f / � ej.2�f /ndf (2.9)

2.1.1.1 Sub-ADC Output

The DTFT of the upsampled sub-ADC output yi Œn� in (2.6) is

Yi .f / D
1X

nD�1
.xŒn�ıi Œn�/ � e�j.2�f /n (2.10)

where xŒn� D x.nTs/. By property of the DTFT [7], Yi .f / is equal to the
convolution of the DTFTs of xŒn� and ıi Œn�. The DTFT of the sampled input xŒn� is
X.f /, whereas the DTFT of ıi Œn� [8] is

Di .f / D 1

N

1X
kD�1

ı

�
f � k

N

	
� ej. 2�k

N /i (2.11)
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such that

Yi.f / D X.f / � Di .f /

D 1

N

1X
kD�1

ej. 2�k
N /i � X

�
f � k

N

	
(2.12)

This results in replicas at spacings of 2�k
N

because of the subsampling behavior of
the sub-ADCs. A phase-shift exists as a function of i , due to the exponential, such
that, even though the magnitude of Yi.f / is the same for all the sub-ADCs, the
phases are different.

2.1.1.2 Time-Interleaved ADC Output

The DTFT of the time-interleaved ADC output yŒn� in (2.7) is

Y.f / D
N �1X
iD0

Yi .f / (2.13)

and, using (2.12), can be written as

Y.f / D
1X

kD�1
M Œk� � X

�
f � k

N

	
(2.14)

where M Œk� is defined as

M Œk� D 1

N

N �1X
iD0

ej . 2�k
N /i

D



1 if k
N

is an integer
0 else

(2.15)

Thus,

Y.f / D
1X

kD�1
X .f � k/ (2.16)

and the inverse DTFT of Y.f / is xŒn�, as expected.

2.1.1.3 Interpretation

The sub-ADC outputs in (2.12) have frequency domain replicas with spacings of
2�k
N

. Due to the phase differences between the sub-ADC outputs, which are a
function of i , all replicas except those at 2�k cancel when the sub-ADC outputs
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Fig. 2.3 Plotted DTFT of (a) a sub-ADC output and (b) the time-interleaved ADC output

are summed in (2.13). To illustrate this, assume that a 4-way time-interleaved ADC
samples an input signal with a DTFT as in Fig. 2.2. As shown in Fig. 2.3a, the
DTFT of the sub-ADC output consists of scaled replicas, whereas the resulting
time-interleaved ADC output spectrum in Fig. 2.3b is identical to the input signal
DTFT.
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2.2 The Effect of Time-Varying Errors

As previously mentioned, and as in Fig. 2.1a, the inputs and outputs of the time-
interleaved ADC are x.t/ and yŒn�, respectively, where ideally yŒn� D x.nTs/, Ts

being the sampling period of the time-interleaved ADC. Each of the N sub-ADCs is
controlled by a clock with period OTs D N � Ts; the ideal phase offset of the clock for
the i th sub-ADC with respect to the first sub-ADC is iTs , where i D 0; :::; N � 1.
However, as illustrated in Fig. 2.4, there are several sources of mismatch in the signal
data path which degrade the ADC performance. Each sub-ADC has its own gain Gi ,
offset oi , and timing skew �i [5], which modify (2.6) into

yi Œn� D
�
Gi � x.nTs � �i / C oi

�
� ıi Œn� (2.17)

for i D 0; : : : ; N � 1. The effect of these errors can be viewed in the time domain,
as in Fig. 2.5.

This section uses the frequency domain to develop a more intuitive understanding
of how the outputs of the mismatched sub-ADCs interact and the time-domain to
quantify the relationship between mismatch and ADC performance.

2.2.1 Frequency Domain Analysis

The i th sub-ADC output in (2.17) can be rewritten as

yi Œn� D
�
hi .nTs/ � x.nTs/ C oi

�
� ıi (2.18)

where oi is the sub-ADC offset and hi .t/ is a linear time-invariant function that
is used to model both the sub-ADC gain and timing skew. It can also be used to

x(t) y[n]

ADC0

ADC1

ADCN-1

o0

o1

oN-1

G0

G1

GN-1

..
..

φ0(t-τ0)

φ1(t-τ1)

φN-1(t-τN-1)

Fig. 2.4 Gain, offset, and timing skew in an N -channel time-interleaved ADC
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Fig. 2.5 Effect of mismatch on sampled signal with N D 2. (a) With no mismatch. (b) With
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model other effects, such as bandwidth mismatch [9], although this is not discussed
here. For example, gain is modeled with hi .t/ D Gi � ı.t/ and timing skew with
hi .t/ D ı.t � �i /. When these effects are included, the DTFT of yi Œn� in (2.12)
becomes

Yi .f / D
1X

nD�1

�
.hi .nTs/ � x.nTs/ C oi/ � ıi Œn�

�
� e�j.2�f /n (2.19)

Defining Oi .f / as

Oi .f / D oi � Di .f / (2.20)
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where Di .f / is as in (2.11), and OXi.f / as the DTFT of hi .nTs/ � x.nTs/ such that

OXi .f / D Hi .f / � X.f / (2.21)

simplifies Yi.f / into

Yi.f / D 1

N

1X
kD�1

ej. 2�k
N /i � OXi

�
f � k

N

	
C Oi .f / (2.22)

Therefore, the time-interleaved ADC output yŒn� has a DTFT of

Y.f / D
N �1X
iD0

Yi .f /

D
1X

kD�1
MhŒk� � X

�
f � k

N

	
C

N �1X
iD0

Oi.f / (2.23)

where

MhŒk� D 1

N

N �1X
iD0

Hi

�
f � k

N

	
� ej. 2�k

N /i (2.24)

This is a generic setup for the errors in time-interleaved ADCs. As is seen in (2.24),
the phases of the different sub-ADCs do not necessarily cancel out as they did in the
ideal time-interleaved ADC because of Hi .f /, which is no longer unity. The three
cases of offset, gain and timing skew will individually be expanded on.

2.2.1.1 Effect of Offset Mismatch

With offset mismatch, hi .t/ D ı.t/ such that Hi .f / D 1, and oi ¤ 0. Therefore,
MhŒk� in (2.24) simplifies to (2.15), and

Y.f / D
1X

kD�1
X .f � k/ C

N �1X
iD0

Oi .f / (2.25)

The resulting spectrum has tones spaced at 2�k
N

, due to Oi.f /. These tones are
not a function of the input signal, and only depend on the size of the offsets and
the number of sub-ADCs. For example, using the input spectrum of Fig. 2.2, the
resulting output with an interleaving factor of four and with offset mismatch is as
shown in Fig. 2.6.
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Fig. 2.6 Time-interleaved ADC output with offset mismatch
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Fig. 2.7 Time-interleaved ADC output with gain mismatch

2.2.1.2 Effect of Gain Mismatch

With gain mismatch, hi .t/ D Gi ı.t/ such that Hi .f / D Gi , and oi D 0. Therefore,

Y.f / D
1X

kD�1
MhŒk� � X

�
f � k

N

	
(2.26)

where

MhŒk� D 1

N

N �1X
iD0

Gi � ej. 2�k
N /i (2.27)

If Gi D 1 for all the sub-ADCs, then MhŒk� becomes M Œk�, as previously defined.
However, when the gains are not all identical, the replicas in the sub-ADC outputs
do not necessarily cancel out. The magnitude of these residual replicas is a function
of the sub-ADC gains, such that the gain errors effectively amplitude modulate the
input signal. For example, Fig. 2.7 plots the resulting output DTFT for an ADC with
gain mismatch and an interleaving factor of four, using the input signal of Fig. 2.2.
As is expected non-zero replicas exist because of gain errors.
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Fig. 2.8 Time-interleaved ADC output with timing skew

2.2.1.3 Effect of Timing Skew

With timing skew, hi .t/ D ı.t � �i / such that Hi .f / D e�j.2�f /�i , and oi D 0.
Therefore,

Y.f / D
1X

kD�1
MhŒk� � X

�
f � k

N

	
(2.28)

where

MhŒk� D 1

N

N �1X
iD0

e�j 2�.f � k
N /�i � ej. 2�k

N /i (2.29)

If �i D 0 for all the sub-ADCs, then MhŒk� becomes M Œk�, as previously defined.
However, when the timing skews are not all identical, the replicas in the sub-ADC
outputs do not cancel. The phases of these replicas are a function of the timing
skews, effectively phase modulating the input signal. For example, Fig. 2.8 plots the
resulting output DTFT for an ADC with timing skew and an interleaving factor of
four, using the input signal of Fig. 2.2. In addition to having non-zero replicas, the
baseband signal is slightly distorted, which is a result of the frequency dependent
phase shifts caused by timing skew.

2.3 Quantitative Error Analysis

Analytic expressions quantifying the effect of the aforementioned time-varying
errors on ADC performance are important when analyzing the design space of
the time-interleaved ADC. This section relates the ADC SNR to these errors, and
provides statistical bounds on the acceptable mismatch.



2.3 Quantitative Error Analysis 15

Skew (τ) Skew (τ)

a b

G
ai

n 
(G

)

G
ai

n 
(G

)

Fig. 2.9 (a) Vector
representation for sub-ADC
mismatch assuming N D 4.
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solid arrow, and is obtained
by minimizing the
mean-square error with
all the sub-ADC vectors

2.3.1 Error Analysis Method

Analyzing the effect of time-varying errors consists of writing the output yŒn� of the
time-interleaved ADC in terms of two components [10] as

yŒn� D xoŒn� C eŒn� (2.30)

where xoŒn� is a uniformly sampled version of the incoming signal x.t/ and is the
“best fit” to the time-interleaved ADC output yŒn� such that

xoŒn� D OG � x.nT � O�/ (2.31)

and where eŒn� is the resulting error signal. In other words, this “best fit” is a scaled
and shifted version of the original input signal. For example, if the input x.t/ is a
sinusoidal function, then the “best fit” xoŒn� in (2.31) is also a sinusoidal function
and suffers from no distortion harmonics. OG and O� are derived by maximizing
the output SNR; which is equivalent to minimizing the mean-square error, and
result in xoŒn� and eŒn� being orthogonal [11]. This method is used for all relevant
mismatches, and the results obtained subsume the approach in which only a sinusoid
is used as an input.

Graphically, this can be viewed with a vector space representation. Each of the N

sub-ADCs is represented by a two-dimensional vector .Gi ; �i /, as in Fig. 2.9a. The
“best fit” is then the vector that minimizes the mean-square error, as in Fig. 2.9b. It
is interesting to note that if Gi D G and �i D � , regardless of what G and � actually
are, then OG D G and O� D � , as is depicted by the vectors in Fig. 2.9b.

The input signal in this analysis is assumed to be WSS with signal power P and
autocorrelation R.�/. Without loss of generality, the mean of the input signal is set
to zero and mean of the sub-ADC gains is set to one, such that

EŒx.t/� D 0 (2.32)
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and

1

N
�

N �1X
iD0

Gi D 1 (2.33)

Therefore, the mean of the error signal is

E
�
eŒn�

� D E
�
yŒn� � xoŒn�

�

D 1

N

N �1X
iD0

oi (2.34)

The mean-square error is defined as

f . OG; O�/ D E
h
eŒn�2

i
� E

h
eŒn�

i2

(2.35)

such that

f . OG; O�/ D
 

OG2P C P

N

N �1X
iD0

G2
i � 2

OG
N

N �1X
iD0

GiR.�i � O�/ C 1

N

N �1X
iD0

o2
i

!
� 1

N 2

 
N �1X
iD0

oi

!2

(2.36)

The mean-square error in (2.36) is minimized with respect to both OG and O� by first
setting the partial derivative of (2.36)

@f . OG; O�/

@ OG D 2 OGP � 2

N

N �1X
iD0

Gi R.�i � �/ (2.37)

to zero. Therefore,

OG D 1

NP

N �1X
iD0

Gi R.�i � O�/ (2.38)

This is optimal because (2.36) is convex in OG. The optimal “best fit” gain is thus
a function of the individual sub-ADC gains and the autocorrelation of the input
function.

O� is then found by replacing (2.38) in (2.36) such that

f . OG; O�/ D P

N

N �1X
iD0

G2
i � 1

N 2P

 
N �1X
iD0

Gi R.�i � O�/

!2

C 1

N

N �1X
iD0

o2
i � 1

N 2

 
N �1X
iD0

oi

!2

(2.39)
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and (2.39) is minimized by finding the value of O� that maximizes
P

i Gi R.�i � O�/

such that

O� D arg max
�

N �1X
iD0

Gi R.�i � �/ (2.40)

For input signals with a first-order differentiable autocorrelation function, this is
equivalent to the value of O� that satisfies

N �1X
iD0

Gi

dR.�i � �/

d�

ˇ̌
ˇ̌
ˇ
�DO�

D 0 (2.41)

Solutions obtained with (2.41) must be checked to see if they satisfy concavity
constraints for maximization.

Using the values obtained for OG and O� , we can directly solve for SNRf D
PS =PN , where PS D P and where PN D f . OG; O�/. In the context of ADCs, it
is meaningful to quantify the effect of mismatches by comparing the resulting SNR
to that due to quantization. In an ADC with a resolution of B bits, the SNR due to
quantization is

SNRQ D 3

2
� �22B

�
(2.42)

This is used to provide a bound on all three of the aforementioned mismatches by
setting

SNRf � SNRQ (2.43)

When equality exists in (2.43), the actual SNR (which includes the effect of
quantization) is SNR D SNRf � 3dB. The time-interleaved ADC is “quantization-
noise limited” when strict inequality exists and is “mismatch limited” when SNRf <

SNRQ. This presents a deterministic bound on the relevant mismatch, and can be
used to validate a given converter. In other words, given a time-interleaved ADC
with a set of gain, offset, or timing skew mismatch, and given the input signal
autocorrelation function it is possible to state whether the converter is quantization-
noise limited or mismatch limited.

However, it is also useful to know beforehand what the acceptable mismatch is
for a time-interleaved ADC with a target resolution of B bits. This can be done by
bounding the variance of the time-varying error with

E
h
f . OG; O�/

i
�
�

2

3

	
�
�

P

22B

	
(2.44)

and by assuming that these errors are independent and identically distributed random
variables. This is done for each of the time-varying errors in the sections below.
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2.3.2 Impact of Offset

With the assumptions that the gain and timing skew for all N sub-ADCs are identical
such that, without loss of generality, Gi D 1 and �i D 0, the mean-square error in
(2.39) reduces to

f . OG; O�/ D 1

N

N �1X
iD0

o2
i � 1

N 2

 
N �1X
iD0

oi

!2

(2.45)

Therefore, the SNR due to offset is

SNRO D P

1
N

PN �1
iD0 o2

i � 1
N 2

�PN �1
iD0 oi

�2
(2.46)

and the statistical bound on the variance of offset, using (2.44), is

�2
o �

�
N

N � 1

	
�
�

2 � P

3 � 22B

	
(2.47)

Thus, the bound on offset is a function of the number of sub-ADCs N , the input
signal power P , and the ADC resolution B . The bound on offset is unique when
compared to that of both gain mismatch and timing skew since it is directly
proportional to P . It is intuitive that ADCs with higher power input signals can cope
with larger sub-ADC offsets. Furthermore, as shown in (2.47), higher resolution
ADCs result in smaller bounds on offset mismatch, as does a higher interleaving
factor, although the ADC resolution has a much larger effect on the bound. For
example, if P D 0:5 V 2, B D 10, and N D 2, then �o � 0:8 mV.

2.3.3 Impact of Gain

With the assumptions that the offset and timing skew for all N sub-ADCs are
identical such that, without loss of generality, oi D 0 and �i D 0, the mean-square
error in (2.39) reduces to

f . OG; O�/ D P

N

N �1X
iD0

G2
i � P

N 2

 
N �1X
iD0

Gi

!2

(2.48)

Therefore, the SNR due to gain is

SNRG D 1

1
N

PN �1
iD0 G2

i � 1
N 2

�PN �1
iD0 Gi

�2
(2.49)
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Note that the SNR due to gain mismatch is independent of the signal power, and
only depends on the magnitude of the individual gains. The statistical bound on the
variance of gain, using (2.44), is

�2
G �

�
N

N � 1

	
�
�

2

3 � 22B

	
(2.50)

This is almost identical to (2.47) in that it is inversely proportional to both the ADC
resolution B and the interleaving factor N . However, it does not depend on the
signal power P or on any other signal information. For example, if N D 2 and
B D 10, then �G � 1:1%.

2.3.4 Impact of Timing Skew

The results from analyzing timing skew are more interesting than those of both gain
and offset, as they depend on the “speed” of the input signal. With the gain and
offset of all N sub-ADCs set to Gi D 1 and offset oi D 0, the mean-square error is

f . OG; O�/ D P � 1

N 2P

 
N �1X
iD0

R.�i � O�/

!2

(2.51)

where

O� D arg max
�

N �1X
iD0

R.�i � �/ (2.52)

and thus the SNR is

SNR� D 1

1 � 1
N 2

�PN �1
iD0

R.�i �O�/

P

�2
(2.53)

The relationship between SNR� and the autocorrelation R.�/ in (2.53) is intuitive
because the autocorrelation function reflects the “speed” of the signal. This is
important since the speed, or the rate of change, of the input signal is directly
proportional to the sampling error a given skew will create. For example, Fig. 2.10a
shows a signal that does not change much for a certain value of � , which leads to a
small sampling error. This is captured by the autocorrelation R.�/, as in Fig. 2.10b,
since R.�/ is close to 1. The signal in Fig. 2.10c changes significantly for a skew of
� . This is also captured by the autocorrelation R.�/, which, as in Fig. 2.10d, is not
as close to 1.

A deterministic bound on timing skew is derived with

1

P
�

N �1X
iD0

R.�i � O�/ � N

s
SNRQ � 1

SNRQ

(2.54)
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Fig. 2.10 (a) Slow signal.
(b) Wide autocorrelation for
slow signal. (c) Fast signal.
(d) Narrow autocorrelation
for fast signal

To calculate a statistical bound, it is useful to assume the autocorrelation is second-
order differentiable, such that it can be expressed as a Taylor series centered around
� D 0. Thus, when � is small, we have

R.�/ � R.0/ C R0.0/� C R00.0/

2
�2 (2.55)

where R.0/ D P . Without loss of generality, P D 1. Since R.�/ is an even function
and has a maximum at � D 0, R0.0/ D 0 and R00.0/ � 0. Therefore,

dR.�/

d�
� R00.0/� (2.56)

where R00.0/ is the curvature of the autocorrelation function.
Combining this with (2.41) allows us to solve for O� , such that

N �1X
iD0

R00.0/.�i � O�/ � 0

O� � 1

N

N �1X
iD0

�i (2.57)

Using (2.54) with (2.55) results in

N �1X
iD0

�
1 C R00.0/

2
.�i � O�/2

	
� N

s
SNRQ � 1

SNRQ

(2.58)
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and R00.0/.�i � O�/2 can be expanded using (2.57) as

R00.0/.�i � O�/2 DR00.0/.�2
i C O�2 � 2�i O�/

DR00.0/

0
@�2

i C 1

N 2

 
N �1X
iD0

�i

!2

� 2
�i

N

 
N �1X
iD0

�i

!1
A (2.59)

Assuming the skews �i are independent and identically distributed random variables,
with mean zero and variance �2

� , the expected value of (2.58) is

E

"
N �1X
iD0

R.�i � O�/

#
� N C 1

2
R00.0/.N � 1/�2

� (2.60)

and thus

N C 1

2
R00.0/.N � 1/�2

� � N

s
SNRQ � 1

SNRQ

(2.61)

Since s
SNRQ � 1

SNRQ

�
�

1 � 1

2SNRQ

	
(2.62)

for large SNRQ, the variance �2
� is bounded by

�2
� �

�
N

N � 1

	
�
�

2

3 � 22B

	
�
�

1

jR00.0/j
	

(2.63)

This presents a closed-form bound on the acceptable variance of timing skew as a
function of the number of sub-ADCs, the ADC resolution, and the curvature of the
autocorrelation function, which is a property of the input signal statistics. Slower
signals have smaller curvatures R00.0/, and thus have larger bounds.

Note that for a sinusoidal input with frequency f Hz, R00.0/ D �.2�f /2, and
the bound on the variance O�2

� using (2.63) is

O�2
� �

�
N

N � 1

	�
2

3 � 22B.2�f /2

	
(2.64)

which matches that obtained in [12].

2.3.4.1 Wide-Sense Cyclostationary Signals

The above results for timing skew were obtained for WSS signals, but it is also
possible to extend them to wide-sense cyclostationary (WSCS) signals. This is a
more realistic model for some communication signals, such as those present in serial
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link receivers. A signal is WSCS if both its mean m.t/ and autocorrelation R.t1; t2/

are periodic in T [11], such that

m.t C T / D m.t/ (2.65)

R.t1 C T; t2 C T / D R.t1; t2/ (2.66)

For example, assume the autocorrelation of a zero-mean WSCS signal is periodic
with the time-interleaved ADC sampling period Ts such that R.t1 C Ts; t2 C Ts/ D
R.t1; t2/. The ideal sampling phase of the first sub-ADC, which has previously been
ignored because the input was WSS, is denoted by T0, where 0 � T0 < Ts , such
that the autocorrelation changes depends on what T0 is. Minimizing the mean-square
error as done in previous sections and as elaborated on in Appendix A, respectively
modifies (2.38) and (2.52) into

OG D
P

i R.T0 � O�; T0 � �i /

NR.T0 � O�; T0 � O�/
(2.67)

and

O� D arg max
�

�PN �1
iD0 R.T0 � O� ; T0 � �i /

�2

NR.T0 � O�; T0 � O�/
(2.68)

The SNR in (2.53) and the variance in (2.63) then become a function of T0.

2.3.4.2 Jitter

It is also possible to use (2.63) in bounding the tolerable random clock jitter for a
single ADC or time-interleaved array by taking the limit of N ! 1. This follows
by noting that jitter causes the ADC to sample the signal with a different random
phase �i for its i th sample, which is equivalent to having a time-interleaved ADC
with an infinite number of sub-ADCs, such that each sub-ADC has timing skew �i

and samples the input signal once. Thus, the bound on jitter is

�2 �
�

2

3 � 22B jR00.0/j
	

(2.69)

This matches the result obtained by the authors of [13], who also show that using
a sine wave in providing bounds on jitter overconstrains the variance bound by a
factor of three when the input signal has a brick wall spectral density, as in (2.75).
Equation (2.69) reduces to the known case of an input sine wave where R00.0/ D
�.2�f /2 such that

�2 �
�

2

3 � 22B.2�f /2

	
(2.70)



2.3 Quantitative Error Analysis 23

y[n]h(t)
R(τ)Rs(τ) = δ(τ)

s(t) x(t)

ADC0

ADC1

φ1

φ0Fig. 2.11 Setup for
simulation examples

2.3.5 Simulation Examples

This section illustrates the preceding analysis on the effect of timing skew with ex-
amples of WSS wideband input signals, which are applied to both the deterministic
and the statistical bounds. These signals are formed by coloring white noise with
linear time-invariant filters, as in Fig. 2.11. The time-interleaved ADC used in these
examples has N D 2 sub-ADCs. An example with a WSCS signal is also shown.

2.3.5.1 Examples for Deterministic Bounds

Both an ideal filter and a first-order low pass filter are used in this section, which
allows us to compare the SNR obtained with (2.53) to that obtained with Monte
Carlo simulations.

2.3.5.2 Ideal Filter

In this example, white noise is passed through an ideal low pass filter with cutoff
frequency fc Hz; the resulting signal has an autocorrelation function of

R.�/ D sinc.2fc�/ (2.71)

Without loss of generality, we set �0 D 0, which is the timing skew of the first
sub-ADC. This allows us to vary the timing skew �1 of the second sub-ADC and
plot the theoretical value of (2.53) as a function of �1 for different values of fc .
This theoretical SNR is compared to that obtained with Monte Carlo simulations in
Fig. 2.12 for different values of fc . As is expected, the SNR increases for a given �1

as fc decreases.
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Fig. 2.12 Comparison of theoretical and simulation based SNR� with an input signal autocorrela-
tion function of R.�/ D sinc.2fc�/, for fc D 0:1fs , 0:25fs , and 0:5fs

2.3.5.3 First-Order Low Pass Filter

In this example, white noise is passed through a first-order low pass filter with a
3 dB frequency of f3dB Hz. The autocorrelation of such an input signal is

R.�/ D e�.2�f3dB/j� j (2.72)

The theoretical SNR obtained by replacing this in (2.53) is compared to the SNR
obtained through Monte Carlo simulations in Fig. 2.13 for different values of f3dB.
Again, the achievable SNR depends on both the timing skew and f3dB.

2.3.5.4 Examples for Statistical Bounds

This section demonstrates the applicability of (2.63) for WSS signals that have
a second-order differentiable autocorrelation function. The examples used are the
ideal filter and the second-order low pass filter.

2.3.5.5 Ideal Filter

Because R.�/ in this example [as in (2.71)] is second-order differentiable, we have

R00.0/ D �1

3
.2�fc/

2 (2.73)
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Fig. 2.13 Comparison of theoretical and simulation based SNR� with an input signal autocorrela-
tion function of R.�/ D e�2�f3dB j�j, for f3dB D 0:02fs , 0:05fs , and 0:2fs

Replacing this in (2.63) results in a statistical bound of

�2
� �

�
N

N � 1

	
�
�

2

22B � .2�fc/2

	
(2.74)

Figure 2.14 shows how the ADC SNR is bounded by the sigma of the skew for
different values of fc as a function of fs , the sampling frequency. It is worth looking
at how the variance �2

� in (2.74) compares to that obtained with standard sinusoidal
analysis. Since the input signal is bandlimited to fc , standard analysis would use a
sine wave of frequency fc . The ratio of (2.74) to (2.64) is

�
��

O��

	2

D 3 (2.75)

Thus, using standard sinusoidal analysis in this example leads to over-constraining
the acceptable bound on timing skew variance by a factor of three, which also
matches the result obtained in [13].

2.3.5.6 Second-Order Low Pass Filter

The impulse response for a second-order low pass filter is

h.t/ D te�.!3dBt /u.t/ (2.76)
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Fig. 2.14 ADC SNR as a function of the standard deviation of timing skew, which is calculated
using equality in (2.74). Input signal is bandlimited white noise and has an autocorrelation function
of R.�/ D sinc.2fc�/

where !3dB D 2�f3dB. The autocorrelation function for a second-order low pass
filter, normalized such that R(0) = 1, is derived to be

R.�/ D e�.j� j!3dB/ � .1 C j� j!3dB/ (2.77)

This is second-order differentiable, which allows us to calculate R00.0/ as

R00.0/ D �.2�f3dB/2 (2.78)

Replacing this in (2.63) results in a statistical bound of

�2
� �

�
N

N � 1

	
�
�

2

3 � 22B � .2�f3dB/2

	
(2.79)

A comparison to a sine wave is not as simple in this example as it is in the previ-
ous one, because the spectrum is nonzero for all frequencies. Therefore, assume that
in the standard analysis, a sine wave with frequency Of is used to calculate the bound
on timing skew. This enables us to compare the bound on timing skew using (2.79)
to that provided using (2.64) by setting f3dB D ˛ Of . An interesting observation is
that when ˛ D 1, or f3dB D Of , the bound on skew is the same for both the second-
order low pass filter and the sine wave input signal, even though the spectrum for
the second-order low pass filter is still non-zero for frequencies larger than Of .

A more complete comparison is possible by looking at the ratio ˇ D �� = O�� as
a function of ˛, as in Fig. 2.15, where �� is defined in (2.79) and O�� is defined in
(2.64), such that

ˇ D ��

O��

D 1

˛
(2.80)
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For example, when f3dB D 0:5 Of , ˇ D 2, which implies that standard analysis
results in over-constraining the acceptable bound on the timing skew standard
deviation by a factor of 2. In a more extreme example, when f3dB D 0:1 Of , ˇ D 10.

This again demonstrates the importance of knowing the input signal statistics
when deriving bounds on the acceptable timing skew. It is worth noting that even
when f3dB is not exactly known, as may be the case with certain signals, the range
in which f3dB falls can still be used. For example, if 0:1 Of < f3dB < 0:2 Of , then
10 > ˇ > 5.

2.3.5.7 Example of Deterministic Bound for WSCS Signals

In this example, an infinite series of bits cn 2 f�1; C1g, where Rc.n; m/ D
EŒcncm� D ın�m and mc D EŒcn� D 0, are sent such that the transmitted signal is

s.t/ D
bt=T cX

mD�1
cmp.t � mT / (2.81)

where p.t/ is a rectangular pulse with length T and is defined by

p.t/ D u.t/ � u.t � T / (2.82)

The transmitted signal s(t) passes through a linear time-invariant channel h.t/, as in
Fig. 2.11, before the time-interleaved ADC can sample the signal x.t/. Thus,
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Fig. 2.16 Autocorrelation function R.T0 C �=2; T0 � �=2/ as a function of the sampling point T0

and skew � . Input signal is WSCS and has an autocorrelation function as in (A.11), with !3dB D
2=T . (a) The actual autocorrelation function. (b) The autocorrelation function normalized such
that R.T0; T0/ D 1

x.t/ D s.t/ � h.t/

D
bt=T cX

mD�1
cmp.t � mT / � h.t/

D
bt=T cX

mD�1
cmf .t � mT / (2.83)

where f .t/ is the pulse response, defined by f .t/ D p.t/ � h.t/.
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Fig. 2.17 Comparison of theoretical and simulation based SNR� . Input signal is WSCS and has
an autocorrelation function as in (A.11). (a) With !3dB D 10=T . (b) With !3dB D 1=T

In this example, the channel h.t/ is a first-order low pass filter such that h.t/ D
e�.t!3dB/u.t/. The autocorrelation function of x.t/ is

R.t1; t2/ D EŒx.t1/x.t2/� (2.84)

and is fully derived in Appendix A, where it is also shown that x.t/ is WSCS.
An example of R.t1; t2/, where t1 D T0 � �=2 and t2 D T0 C �=2, is shown

in Fig. 2.16a as a function of T0 and the skew � for !3dB D 2=T . Figure 2.16b
uses a normalized version of R.t1; t2/ such that R.T0; T0/ D 1, which illustrates the
change in the curvature of the autocorrelation function as a function of T0.
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Without loss of generality, we set �0, the timing skew of the first sub-ADC, to
0. Varying the timing skew of the second sub-ADC �1 allows us to compare the
theoretical results using (A.11) and simulation based results for different values
of !3dB and T0, the ideal sampling point of the sub-ADCs, as in Fig. 2.17. In this
simulation, T0 is varied from 0:1T to 0:7T .

As is expected, the value of T0 affects the value of the resulting SNR� because
of its effect on the shape of the autocorrelation curve. This effect depends on the
“speed” of the channel; for example, when the channel is extremely fast, as in
Fig. 2.17a (where !3dB D 10=T ), the effect is much larger than with an extremely
slow channel, as in Fig. 2.17b (where !3dB D 1=T ). Because of the channel used in
this example, increasing T0 from 0 to T results in an increasing SNR� ; however, this
cannot be generalized to all channels.

2.4 Summary

In this chapter, a model for time-interleaved ADCs was presented. Frequency
domain analysis was used to illustrate how time-varying errors, such as gain, offset,
and timing skew, affect the resulting time-interleaved ADC output. Expressions
relating the different errors to ADC performance and bounds on the magnitude
of these errors were also derived, and simulations were used to demonstrate the
accuracy of these expressions. Thus, for the given set of ADC specifications required
by serial links, these expressions are used to calculate the acceptable timing skew,
such that it does not limit the performance of the time-interleaved ADC.



Chapter 3
Mitigation of Timing Skew

Time-varying errors degrade the performance of time-interleaved ADCs, as
discussed in Chap. 2. Since the effect of timing skew increases with input frequency,
it overshadows the effect of gain and offset when input signals with multi-GHz
frequencies are sampled. As the input signal frequencies increase, the constraint
on timing skew grows more stringent and can reach the sub-picosecond range.
Designing a time-interleaved ADC to meet yield constraints on timing skew without
extra correction circuitry is possible [14] only for limited timing skew bounds,
primarily because the residual timing skew is generally not within the designer’s
control. This chapter discusses timing skew and its sources in more detail, and
describes and analyzes the use of a statistics-based background calibration algorithm
to mitigate the impact of timing skew.

3.1 Bounds on Timing Skew

As derived in Chap. 2, the statistical bound on timing skew is a function of the input
signal statistics. For input sinusoidal signals with a frequency of fin, the bound was
shown to be

�� �
s�

N

N � 1

�
�
�

2

3 � 22B

�
�
�

1

.2�fin/2

�
(3.1)

where N is the interleaving factor and B is the ADC resolution. In Fig. 3.1, the
ADC resolution B is plotted as a function of the standard deviation �� for different
input frequencies, and the horizontal line denotes the maximum acceptable standard
deviation of timing skew to achieve a 5 bit resolution. For signals with a frequency
greater than 4 GHz, sub-picosecond timing skew is required if this resolution is to
be obtained.

M. El-Chammas and B. Murmann, Background Calibration of Time-Interleaved Data
Converters, Analog Circuits and Signal Processing, DOI 10.1007/978-1-4614-1511-4 3,
© Springer Science+Business Media, LLC 2012
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3.2 Sources of Timing Skew

Ideally, the N sub-ADCs consecutively sample the input signal at times nTs , where
Ts is the sampling period of the time-interleaved ADC. This is achieved by having
the sampling points of two consecutive sub-ADCs separated by a timing offset of Ts ,
where each sub-ADC has a clock period of OTs D N � Ts . A phase generator creates
the sub-ADC clocks �i .t/, as in Fig. 3.2a, which ideally have sampling edges spaced
as in Fig. 3.2b. However, two types of circuit mismatch affect both the signal and
clock propagation delay, resulting in non-zero timing skew, and prevent the uniform
sampling of the input signal. The first is due to transistor variations and the second to
trace and load variations; both sources of timing skew are discussed in this section.

3.2.1 Transistor Variations

The outputs of the phase generator are followed by a series of buffers, as shown
in Fig. 3.2a, which then drive the clocking distribution network for each sub-ADC.
Due to random variations, such as those in transistor threshold voltages [15], the
buffer delays vary and timing skew results.

The threshold variations are inversely proportional to the transistor area [15].
Decreasing the variations by sizing up the transistors leads to both improved timing
skew and an increase in power. Computer simulations using TSMC 65 nm GP
models were run to show this relationship.



3.2 Sources of Timing Skew 33

Phase Generator

φ0(t)

φ0(t)

φ2(t)

φ1(t)

φ1(t)

φN-1(t)

φN-1(t)

Input Clocka

b
Sub-ADC Clocks

. . . . . . . .

t

Ts

Ts

Ts

Fig. 3.2 (a) Sub-ADC
clocks created by phase
generator. (b) Sampling
edges of sub-ADC clocks

For example, in Fig. 3.3a, the outputs Vout1 and Vout2 of the FO4-sized inverters
should ideally be identical, since both inverter chains have the same input. However,
due to variations, this is not the case. It is possible to plot the resulting standard
deviation of timing skew between the two outputs Vout1 and Vout2 as a function of
the required power by running Monte Carlo simulations while increasing the size of
the inverters. As is clear from Fig. 3.3b, to reduce the timing skew due to threshold
variations, more and more power must be invested in the inverters, with diminishing
returns. As an approximate rule of thumb, reducing the timing skew by a factor of
two requires four times as much power.

3.2.2 Trace and Load Variations

A second source of timing skew is that of trace and load variations. Trace variations
arise from nonuniformity in interconnect widths and thicknesses, which affect
the trace resistance and capacitance and thus alter the propagation delay. Load
variations are due to changes in the input load of the following stage. These are
problematic as the delay of an inverter is proportional to its load. For example, if a
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two inverter chains, as in Fig. 3.4a, are simulated, such that the load capacitance of
each stage is slightly different, then it is possible to plot the effect on timing skew
as a function of load variations, as in Fig. 3.4b.

3.2.3 Cumulative Effects of Variations

The examples in Figs. 3.3a and 3.4a each deal with the effects of variations
on one inverter delay. In reality, a clock distribution circuit consists of a phase
generator, which could be either a PLL or a DLL, output buffers for each of the
phases, sampling switches, and a mixture of interconnects and vias, as in Fig. 3.5.
Each of these elements suffer from threshold and load variations. These effects
accumulate and can result in more than 10 ps of timing skew [16]. With high-speed
input signals, such timing skew is detrimental, as seen in Fig. 3.1.
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3.3 Timing Skew Mitigation

It is possible to make the time-interleaved ADC insensitive to the effect of timing
skew by using a single track-and-hold in front of all the sub-ADCs [17, 18], as
in Fig. 3.6a. The clock �TH.t/ has the same frequency as the sample rate of the
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time-interleaved ADC. This creates xh.t/, which has a constant value when the
switch is open, as in Fig. 3.6b. Thus, the sub-ADC samples a constant voltage and
can accept some timing skew in its sampling point. Unfortunately, this solution is
not practical in multi-GS/s designs, due to limitations with the track-and-hold.

Another approach to mitigating the effect of timing skew is to correct it. There
are two main techniques for compensating the effects of timing skew, which can
be extended to other time-varying errors. The first operates in the digital domain
by appending a digital processor to the outputs of the sub-ADCs [19], such that
the processor corrects the digital outputs. Figure 3.7a displays the case of two
interleaved sub-ADCs with a digital processor. The outputs of the sub-ADCs y0Œn�

and y1Œn� each pass through an adaptive filter that corrects for the effect of timing
skew such that the combination of the two digitally corrected outputs Qy0Œn� and Qy1Œn�

does not suffer degradation. The adaptive filters are tuned with a detection block that
can run various algorithms on the sub-ADC outputs.

This technique requires the use of fractional delay filters [20], which interpolate
between the sub-ADC samples to overcome the effects of timing skew. However,
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the nature of the fractional delay filter leads to a high complexity in the number of
filter taps required, and the power consumption of the digital correction system is a
limiting barrier when it comes to implementing such an architecture. Although this
approach may be tractable for lower frequency designs, multi-GS/s ADCs suffer a
large power penalty that currently makes this infeasible in serial links.

The second technique for compensating the effects of timing skew operates in
the mixed-signal domain by using a digital backend to detect certain characteristics
of the discrete-time output and to then adjust analog circuits in order to compensate
for the effect of timing skew [21], as in Fig. 3.7b. This approach increases the design
space and can potentially lead to the power-efficient partitioning of tasks between
the analog and digital domain.

Timing skew correction can be accomplished by using either foreground or
background calibration. Foreground calibration, as shown in Fig. 3.8a,b, separates
the parameter calibration process and the operation of the ADC. In order for the
ADC to be calibrated, it must be taken offline, in which case it samples a test signal,
and not the actual input signal. When the ADC is placed back online in normal
operation, it can no longer be calibrated. Foreground calibration has its applications,
and may be used when circuit parameters do not vary much with environmental
changes, such as those of voltage or temperature, or when the application allows the
ADC to be intermittently taken offline for calibration, such as in oscilloscopes [21].

In applications where circuit parameters do vary or where disconnecting the
ADC is not an option, such as in communication links, foreground calibration
is not a practical solution. Background calibration is much more attractive, and,
as in Fig. 3.8c, enables the ADC to be calibrated during normal operation, and
thus allows the ADC to process the input while the calibration algorithm tracks
environmental changes.
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Most background calibration techniques published to date suffer from various
signal constraints [22], which are not always guaranteed in wireline systems. The
method presented in the remainder of this chapter greatly relaxes the input signal
bandwidth constraints, and results in a solution that has only a marginal power
increase.

3.4 Background Timing Skew Calibration

Compensating for timing skew, regardless of whether a digital or mixed-signal
approach is used, improves the performance of the time-interleaved ADC. The
relationship between timing skew and SNR was derived in Chap. 2, as shown in
(2.53). Thus, maximizing the SNR is equivalent to [23]

N �1X
iD1

�
max

�i

R.�i /

�
(3.2)
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where R.�/ is the autocorrelation of the input signal. The maximum of (3.2) occurs
at �i D 0 for all i , which is intuitive as all the timing skews have been minimized.

Unfortunately, calculating the autocorrelation of the input signal using the sub-
ADC outputs is not possible. However, the input autocorrelation can be replaced
by the crosscorrelation between the outputs of each sub-ADC and an additional
sub-ADC, as shown in Fig. 3.9, which also has a maximum at �i D 0. Thus, imple-
menting (3.2) occurs in two steps. The first step is to calculate the crosscorrelation
for each sub-ADC, and the second step is to maximize it by adjusting the value of
�i . This is iteratively implemented for each sub-ADC until �i converges to zero for
all i , which achieves the main goal of maximizing the SNR.

3.4.1 Calculating the Correlation

As in Fig. 3.9, an additional ADC is used to calculate the crosscorrelation for each
sub-ADC output. Thus, if N sub-ADCs are being interleaved, the overall ADC has
a total of N C 1 sub-ADCs. The extra ADC does not contribute to the output of the
time-interleaved ADC; it only feeds information to the digital calibration backend,
which calculates the crosscorrelation between each sub-ADC and the calibration
ADC. This is further elaborated on by focusing on a single sub-ADC and the
calibration ADC and momentarily assuming both the sub-ADC and the calibration
ADC have the same sample rate Ofs . The timing skew between the sampling points
of the two sub-ADCs is � .

Ignoring quantization effects, the digital backend calculates OR.�/, an approximate
version of the crosscorrelation R.�/, by multiplying the outputs of the sub-ADC and
calibration ADC, yŒn� and ycŒn�, respectively, where yŒn� D x.nTs��/ and ycŒn� D
x.nTs/, and averaging this product over M samples, as in Fig. 3.10a. Therefore,
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OR.�/ D 1

M

MX
nD1

yŒn�yc Œn�

D R.�/ C E.M / (3.3)

where E.M / is the error term between the crosscorrelation R.�/ and its approxi-
mation OR.�/. The variance of E.M / is inversely proportional to M [24].

3.4.2 Maximizing the Correlation

The background algorithm maximizes the crosscorrelation by adjusting the value of
� , which is the timing skew between the sampling points of the sub-ADC and the
calibration ADC. This is achieved by adding a variable delay line that closes the
calibration loop, as in Fig. 3.10b, such that the delay line adjusts the sampling edge
of the sub-ADC in a direction that maximizes R.�/.

3.4.3 Simplifying the Algorithm

Two simplifications can be made to the calibration algorithm. The first is to reduce
the resolution of the calibration ADC and the second is to decrease the sampling
rate of the calibration ADC.
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3.4.3.1 Reducing the Resolution of the Calibration ADC

The calibration algorithm does not require the calibration ADC and sub-ADC to
have the same transfer function. Hence, it is possible to reduce the resolution of the
calibration ADC to a single bit, such that the outputs of the calibration ADC and the
sub-ADC are as shown in Fig. 3.11. Reducing the resolution of the calibration ADC
does not change the shape of the correlation function. If R.�/ is the autocorrelation
of a signal x.t/, the correlation between x.t/ and some nonlinear function of x.t/ is
simply a scaled version of R.�/ [25], so that the resolution of the calibration ADC
can indeed be reduced without loss of detail in the correlation function.

This can be taken further by calculating the correlation using only a one-bit
representation of the sub-ADC, similar to that in [26], in addition to a one-bit
representation of the calibration ADC. The resulting correlation is

R1.�/ D 2

�
sin�1.R.�// (3.4)

which is known as the Van Vleck relationship [27]. Unfortunately, larger quantiza-
tion in the sub-ADC renders this approach more susceptible to ADC offsets. This
can be demonstrated by taking an input sinusoidal function with frequency fin and
unit amplitude. Without loss of generality, allowing only the calibration ADC to
have an offset of vo � 0 results in a correlation function of

R.�/ D

8̂
<
:̂

1 � 2
�

sin�1.vo/ if j� j � 1
2�fin

sin�1.vo/

1 � 4fin� if 1
2�fin

sin�1.vo/ < j� j � 1
2fin

� 1
2�fin

sin�1.vo/
2
�

sin�1.vo/ � 1 if 1
2fin

� 1
2�fin

sin�1.vo/ < j� j � 1
2fin

(3.5)

When j� j � 1
2�fin

sin�1.vo/ in (3.5), the autocorrelation is flat, as in Fig. 3.12, and
thus there is not a unique maximum that the calibration algorithm can converge
to. This is not a problem if the flat region is smaller than the bound on skew, as in
(2.64), which leads to a bound on the acceptable offset vo. The bound on the standard
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deviation of vo that reduces the flat region in (3.5) to within the timing skew bound is

�vo � sin.2�fin�� / � 2�fin��

�
s�

N
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�
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�

2

3 � 22B

�
(3.6)

under the assumption that 2�fin�� � 1.
When more than one bit is used from the sub-ADC, more offset is acceptable,

as it translates into a smaller flat region, and thus (3.6) provides a pessimistic upper
bound. However, offset correction for the calibration ADC may still be required to
achieve the necessary time resolution.

3.4.3.2 Decreasing the Sampling Frequency of the Calibration ADC

The second simplification to the algorithm is to reduce the sample rate of the
calibration ADC, as long as, for large K ,

R.�/ � 1

K
�

K�1X
iD0

yc.iT1/ � y.iT1/

� 1

K
�

K�1X
iD0

yc.iT2/ � y.iT2/ (3.7)

where yc.t/ is the output of the calibration ADC, y.t/ the output of the sub-ADC,
and T1 ¤ T2. A sufficient, but not necessary, condition is for the input signal to
be ergodic [24]. This allows the correlation be calculated with a slower calibration
clock frequency, which leads to a decrease in power in both the calibration ADC and
the digital backend. It also has the more important benefit of allowing the calibration
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ADC to cycle through all the sub-ADCs, as discussed in the following section, as it
does not need to sample the signal at the same rate as the sub-ADCs.

3.4.4 Calibrating All the Sub-ADCs

In the previous discussion, the calibration ADC was used with a single sub-ADC.
This is extendable to the time-interleaved ADC by adding a single calibration ADC,
which is implemented with a single comparator, and providing each sub-ADC with
a delay line, as in Fig. 3.13. By using the calibration ADC as a timing reference and
creating a timing grid that matches the ideal sampling points of all the sub-ADCs,
it is possible to minimize the timing differences between all the sub-ADCs and the
calibration ADC.

This is accomplished by controlling the calibration ADC with a clock such
that the sampling edge of the calibration clock cycles through the ideal sampling
points of the sub-ADC clocks. Thus, as seen in Fig. 3.14, the first sampling edge
of the calibration clock coincides with the ideal sampling point of the first sub-
ADC, which allows the digital backend to calculate the crosscorrelation for the
first sub-ADC. The second sampling edge coincides with that of the second sub-
ADC, such that the crosscorrelation of the second sub-ADC is calculated, and
so forth, for all the sub-ADCs. In general, a calibration clock frequency of fs

M
,

where fs is the sample rate of the time-interleaved ADC and where the greatest
common denominator of M and the interleaving factor N is one, is sufficient.
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Figure 3.14 shows two clock timing diagrams for a time-interleaved ADC with eight
sub-ADCs, where Fig. 3.14a,b have a calibration clock frequency of fs=9 and fs=17,
respectively.

3.4.4.1 Clocking the Calibration ADC

In the prototype ADC described in Chap. 5, an external signal generator was used for
the calibration clock. However, depending on the relationship between the reference
clock frequency and the time-interleaved ADC sampling frequency, two alternate
approaches can be used in SoC environments.

For lower frequency ADCs, it is possible to provide a reference clock that has the
same frequency as the sampling rate [14]. In this scenario, the calibration clock can
be created by using a control block to clock-gate the reference clock and to select
the required sampling edges, as in Fig. 3.15a. An important feature to keep in mind
in this approach is that the calibration clock path must always be constant, such
that the calibration clock passes through the same mismatches. Periodic changes
in the clock path create harmonics, which translate into deterministic skew since
the timing reference provided by the calibration ADC no longer matches the ideal
sampling points of all the sub-ADCs.
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Fig. 3.15 (a) Clock-gating to create the calibration clock, with an example control circuit for
divide-by-three. (b) Using an integer-PLL to create the calibration clock

When the reference clock has a frequency of Qf D fs

K
, then the frequency of the

calibration clock can be fcal D K� Qf
M

D fs

M
, where the greatest common denominator

of the interleaving factor N and M is one. This is sufficient for the calibration ADC
to cycle through the sub-ADCs, and such a clock can be created by either using
an integer-PLL or a fractional-PLL. For example, an integer-PLL would initially
divide the reference clock by M , and then multiply it by K by having a divide-by-
K counter in the feedback loop, as in Fig. 3.15b.

3.5 Algorithmic Behavior

Section 3.4 presented a statistics-based background calibration algorithm. The
convergence speed of a calibration algorithm is an important feature and is discussed
in this section. Furthermore, conditions on the input signal ensuring that the
proposed algorithm works, and the effect of quantization, which was previously
ignored, are both discussed.
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3.5.1 Convergence Speed

The convergence speed of the background calibration algorithm described in
Sect. 3.4 depends on the number of samples required to accurately calculate each
value of the correlation R.�/ and on the algorithm used to maximize R.�/. Both of
these are analyzed in the following sections.

3.5.1.1 Required Number of Samples

The number of samples required to accurately estimate the correlation depends
primarily on the correlation curve, since the approximation has a non-zero variance
as a result of the finite number of samples. The approximation OR.�/, as in (3.3), is

OR.�/ D R.�/ C E.N / (3.8)

where E.N / is the approximation noise. Since it is assumed that the correlation
curve has a single maximum, R.�1/ < R.�2/ for two values of � where �1 > �2 > 0.
The difference between OR.�1/ and OR.�2/ is

F.�1; �2/ D OR.�2/ � OR.�1/ D R.�2/ � R.�1/ C E2.N / � E1.N / (3.9)

In (3.9), F.�1; �2/ is not guaranteed to be larger than 0 because of the residual error
terms, even though R.�2/ � R.�1/ > 0. The probability that it is larger than 0 is
a function of the distribution of F.�1; �2/, which has a mean of R.�2/ � R.�1/.
This is a typical problem with such averaging systems and in the specific context
of estimating correlations. A larger change in the correlation for a given �2 and �1,
which corresponds to a “fast” signal, results in a higher probability that F.�1; �2/ >

0 than a smaller change in the correlation.
The usual conclusion to draw from this is that more samples are needed for

slower signals, which can be illustrated with an example. Assume a sinusoidal input
signal with frequency f such that x.f; t/ D 2 sin.2�f t/ and R.f; �/ D cos.2�f t/.
Given � and �� such that j2�f � j � 1 and j�� j � 1, the difference between
R.f; �/ and R.f; � C ��/ is

�R.f; �/ D R.f; � C ��/ � R.f; �/ � dR.f; �/

d�
�� (3.10)

such that with two signals x.f1; t/ and x.f2; t/, where f2 D c � f1 for c > 0,

�R.f1; �/ � �2�f1 sin.2�f1�/�� � �.2�f1/2���

�R.f2; �/ � �2�f2 sin.2�f2�/�� � �.2�f2/2��� (3.11)
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With a finite number of samples, the variance for �R.f1; �/ and �R.f2; �/ is �2
1

and �2
2 , respectively. The number of required samples is set by collecting enough

data such that

�R.f1; �/ D k�1

�R.f2; �/ D k�2 (3.12)

for some value of k. Thus,

�R1

�R2

D �1

�2

D
s

N2

N1

(3.13)

since �1 and �2 are inversely proportional to
p

N1 and
p

N2, respectively. Since
f2 D c � f1 s

N2

N1

� �.2�f1/2���

�.2�c � f1/2���
D 1

c2
(3.14)

and
N1 � c4N2 (3.15)

which implies that the number of samples varies with the 4th power of the frequency
ratio, c. For example, if f2 D 0:5f1, then the calibration will need 16 times as many
samples in order to obtain a similar approximation in terms of accuracy, for the same
step �� .

Fortunately, this argument is overly pessimistic in the context of timing skew for
time-interleaved ADCs, since the bound on timing skew is a function of the input
frequency, as derived in Chap. 2. For a sinusoidal input, the bound on timing skew is

�� �
s�

N

N � 1

�
�
�

2

3 � 22B

�
�
�

1

.2�fin/2

�
(3.16)

The change �� is comparable to �� , and thus is a function of the input frequency.
Equation (3.11) becomes

�R.f1; �/ � �2�f1 sin.2�f1�1/�� � �.2�f1/2�1��1

�R.f2; �/ � �2�f2 sin.2�f2�2/�� � �.2�f2/2�2��2 (3.17)

where both �1 and �2 are chosen such that x.f1; �1/ D x.f2; �2/, as this ensures
similar ADC performance. Thus,

s
N2

N1

D f1��1

f2��2

D 1

c
�

r�
N

N �1

� � � 2
3�22B

� �
�

1
.2�f1/2

�

r�
N

N �1

� � � 2
3�22B

� �
�

1
.2�cf1/2

� D 1 (3.18)
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The number of points required to achieve similar accuracy is the same, because the
timing resolution required for lower frequencies is larger due to the relaxed bounds
on timing skew.

3.5.1.2 Digital Algorithm

The aim of the calibration algorithm is to maximize the correlation. However,
its implementation affects the speed of convergence and the complexity of the
digital backend. Two algorithms are presented below; the first is a simple iterative
maximizer and the second is a gradient based stochastic maximizer.

The calibration algorithm discretely adjusts the timing skew of the sub-ADCs
with a digitally controlled delay line. The algorithm implementation is divided into
calibration cycles, such that each calibration cycle consists of N samples for each
sub-ADC. At the end of the nth calibration cycle, a correlation value of ORŒn� is
estimated using a cumulative adder, which corresponds to a skew correction code of
DŒn�. Based on this correlation value and previous history, the skew correction code
DŒn C 1� is set, and the next calibration cycle begins.

The iterative maximizer adjusts the skew correction code, which is the digital
input to the delay line, by incrementing or decrementing the code by a single
bit. Thus, if the algorithm detects that the delay must be increased in order to
approach the maximum of the correlation, the delay code DŒn� is adjusted such that
DŒn C 1� D DŒn� C 1. This results in a simple algorithm only consisting of a series
of digital adders and comparators.

The change in DŒn C 1�, where

DŒn C 1� D DŒn� ˙ 1 (3.19)

depends on the outputs of the two comparisons

ORŒn� ? ORŒn � 1�

DŒn� ? DŒn � 1� (3.20)

Thus, if

A D sign
� ORŒn� � ORŒn � 1�

�
(3.21)

and
B D sign.DŒn� � DŒn � 1�/ (3.22)

then
DŒn C 1� D DŒn� C A � B (3.23)

which is an easily implemented update formula. The main drawback in this approach
is that the comparisons have binary outputs and dispense with the correlation
differences, which may contain valuable information that can be used to improve
convergence.
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The gradient based stochastic maximizer is an algorithm that makes use of
gradient information to adjust the value of DŒn� and speed up convergence. This
is an LMS-based algorithm that updates DŒn� to converge to R0.�/ D 0. For curves
with a continuous derivative, this is equivalent to � D 0. DŒn� is updated with

DŒn C 1� D DŒn� C � OR0Œn� (3.24)

where � is the step size. The gradient is approximated with

OR0Œn� D
ORŒn� � ORŒn � 1�

DŒn� � DŒn � 1�
(3.25)

which is related to the gradient R0.0/ with

OR0Œn� D R0Œn� C eŒn� (3.26)

Thus,

DŒn C 1� D DŒn� C �.R0Œn� C eŒn�/

D .DŒn� C �R0Œn�/ C �eŒn� (3.27)

The noise in the updated skew correction code DŒnC1� has a variance proportional
to �2=N . Thus, decreasing the value of �, which will result in smaller updates, also
allows the reduction of N , the number of samples in each calibration cycle.

This approach, which works for a smaller set of signals than the first approach,
allows the dynamic throttling of �. In the startup stages, � can be increased while
still maintaining stability, in order to speed up the convergence. Once convergence
has been achieved, � can be decreased to reduce the variance on the update noise.

3.5.2 Conditions on Input Signal

In order for the calibration algorithm to work, the input signal x.t/ must have
signal activity around the calibration ADC trip point, which in this implementation
is x.t/ D 0. Furthermore, some stationarity conditions on the input signal are
required, since the calibration algorithm estimates the correlation over a period of
time and compares it to previous correlation values. Since all that is required for the
algorithm is the value of the correlation, wide-sense stationarity requirements are
sufficient. This can be relaxed if the signal is sample-invariant, such that

lim
N !1

1

N

N Cm1X
nDm1

x.nTs/ � x.nTs � �/ D lim
N !1

1

N

N Cm2X
nDm2

x.nTs/ � x.nTs � �/ (3.28)

where x.t/ is the input signal and where m1 ¤ m2. However, it can still be
acceptable if (3.28) is not true, as long as the autocorrelation changes “slowly,”
where “slowly” means compared to the calibration algorithm convergence speed.
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The other condition on the input signal is that the autocorrelation of the input
signal must have a single maximum within the region of concern. This is defined
as the expected skew the ADC suffers from. For example, if the sub-ADCs suffer
from timing skew of at most ˙ 20 ps, then the region of concern is 20 ps. If there
exists more than one maximum in this region, then there is no guarantee that the
algorithm will converge to the right value of � . A sufficient condition to ensure this
is convexity of the correlation function within this region.

For application specific ADCs in which the signal autocorrelation function is
known, the region of concern can be determined. However, generic bounds are
useful, and can be derived by relating the autocorrelation to the signal power spectral
density [28]. Assuming a differentiable autocorrelation and a real power spectral
density,

R.�/ D
Z 1

�1
G.f /ej.2�f /�df (3.29)

Taking the derivative results in

dR.�/

d�
D 2�j

Z 1

�1
f G.f /ej.2�f /�df D �4�

Z 1

0

f G.f / sin.2�f �/df (3.30)

The region of concern is derived by having

dR .j� j/
�

� 0 (3.31)

for all � in ��max � � � �max . Thus, �max defines the region that guarantees a
single maximum.

For example, if G.f / is bandlimited to B such that G.f / D 0 for f > B , then
�B D 1

2B
< �max , as seen from (3.30). In other words, if the expected timing skew is

˙ 20 ps, then an input signal bandlimited to 25 GHz is guaranteed to have a single
maximum in this region. Although sufficient, such a condition is not necessary. An
input signal with a first-order low pass power spectral density is not bandlimited,
but has an autocorrelation function that is monotonically decreasing for � > 0, and
thus has a single maximum for all � .

3.5.3 Effect of Quantization

A final note in this section is on the effect of quantization, which was ignored in all
the preceding analysis. The correlation was calculated through an approximation,
and in (3.3) the variance of EŒM � only falls off with 1=M when it is uncorrelated
[24]. This is not the case with quantization noise.
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As a trivial example to illustrate this, assume an input signal of
x.t/ D cos.2�fint/, where fin D fs . The output of the calibration ADC is ycŒn� D
sign.cos.2�n// D 1 for all n. If the sub-ADC has single bit resolution, then its
output is yŒn� D sign.cos.2�.n � fin�///, which is equivalent to

yŒn� D
(

1 if 1
4fin

� � � � 1
4fin

0 else
(3.32)

Thus, the value of the correlation does not change as long as 1
4fin

� � � � 1
4fin

,
which means that the timing skew cannot be corrected because of the sub-ADC
quantization. Note that this is not the case if the sub-ADC has infinite resolution
such that yŒn� D cos.2�.n � fin�//.

Therefore, quantization can be problematic. In stochastic signals, if the input
signal x.t/ is stationary, ergodic, continuous, and has a non-zero probability of
crossing x.t/ D 0, then there is a non-zero probability that a zero-crossing exists
between nTs � � and nTs for all � [29]. In other words, if enough samples are
collected, then the number of zero-crossings decreases with � , which is enough
to ensure that the correlation function will increase and not suffer the effects of
quantization.

This is not guaranteed in sinusoidal signals, as already illustrated. If the ratio of
the input frequency to the sampling frequency is irrational, then collecting enough
samples will guarantee that zero-crossings exists between nTs � � and nTs for all � ,
since there will exist samples where the value at nTs and nTs � � do not have the
same sign. If the ratio is rational, such that fin

fs
D N

M
for integers N and M where

the greatest common denominator of N and M is 1, then this is not guaranteed since
the samples are periodic in M . However, if 1

M
� �� , where �� is the delay line

step size, then although the zero-crossings may not monotonically decrease as � is
continuously adjusted, they will decrease as � is discretely adjusted with the delay
line step size. As the resolution of the sub-ADC increases, this becomes less of a
problem, and the number of frequencies in which the calibration algorithm will not
properly work decreases.

3.6 Summary

In this chapter, sources of timing skew were discussed, and it was shown that the
resulting timing skew is detrimental for high-speed input signals. A statistics-based
background calibration algorithm was presented with analysis on the various aspects
of the algorithm. The chapter concluded with some of the requirements on the input
signal such that the algorithm functions properly.



Chapter 4
Architecture Optimization

A prototype ADC has been implemented as a proof-of-concept for the calibration
algorithm presented in Chap. 3. An important phase in the design of ADCs is the
high-level optimization, which allows design specifications to be met while either
minimizing or maximizing an objective. For example, in flash ADCs, a common
approach is to minimize the power dissipation of the comparator for a given sample
rate while still meeting specifications on metastability rates, input-referred offset,
input-referred thermal noise, kickback noise, and input capacitance.

Since a time-interleaved ADC, as discussed in Chap. 2, is used to achieve the
high data rates required by serial links, the interleaving factor is an additional design
parameter. It affects multiple parameters, such as sub-ADC sample rates, total area,
total input capacitance, power, and design complexity, and results in a larger design
space due to this extra degree of freedom.

This chapter presents a first-order optimization framework for time-interleaved
flash ADCs and briefly extends it to real circuits. The results obtained for flash
ADCs suggest an optimal interleaving factor, such that, given the technology
parameters used, each flash ADC should operate in the low GS/s range.

4.1 Power Dissipation

Due to the low resolution requirements of serial links, each sub-ADC in the target
design is a flash ADC. Excluding the track-and-hold and encoder circuitry, the main
components of a flash ADC are the bank of comparators and the resistor ladder.
Since serial links have power bounds, the objective of the optimization problem is to
minimize the total power dissipation of the time-interleaved ADC. Ignoring second-
order effects on power dissipation such as those resulting from clock distribution,
the interleaving factor N directly relates the sub-ADC power Psub�ADC to the total
time-interleaved ADC power PTotal such that

PTotal D N � Psub�ADC (4.1)

M. El-Chammas and B. Murmann, Background Calibration of Time-Interleaved Data
Converters, Analog Circuits and Signal Processing, DOI 10.1007/978-1-4614-1511-4 4,
© Springer Science+Business Media, LLC 2012
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The power of each sub-ADC is a function of the number of comparators M , the
comparator power Pcomp, and the resistor ladder power Pladder, as in

Psub�ADC D M � Pcomp C Pladder (4.2)

In a given flash ADC, M is a function of the ADC resolution B such that M D
2B � 1, unless alternate architectures such as folding or subranging flash sub-ADCs
are used [30, 31]. Furthermore, in the following analysis, the sampling period of
the time-interleaved ADC is Ts , whereas the sampling period of each sub-ADC is
OTs D N � Ts .

4.1.1 Dynamic Comparator First-Order Model

One way to minimize power is to use dynamic comparators, which not only have
better sensitivity than CML latches [32], but are also more power efficient [33].
Dynamic comparators mainly dissipate power during the regeneration and reset
phases, each of which lasts less than half the sub-ADC sampling period, OTs . The
following analysis does not include power due to reset for simplicity.

Assuming the comparator can regenerate within its allotted time of OTs=2, the
regeneration time is denoted by OTr . The comparator power can be written as

Pcomp D Ecomp

OTs

(4.3)

where Ecomp is the comparator energy. The comparator only conducts current during
OTr , such that Ecomp D Er , the energy consumed during regeneration. Substituting

(4.2) and (4.3) in (4.1) results in

PTotal D N � Psub�ADC

D N � �M � Pcomp C Pladder
�

D N �
�

M � Er

OTs

C Pladder

�

D M � fs � Er C N � Pladder (4.4)

since fs D N Ofs D N
OTs

. Thus, the power due to the sub-ADCs is M � fs � Er , which

only depends on the comparator energy, as both M and fs are fixed.
An intuitive feel as to how the energy efficiency of a dynamic comparator

changes can be obtained with a simple first-order model. A model similar to that in
[34] is shown in Fig. 4.1, where the cross-coupled inverters can be linearized into a
Gm circuit. Switches required for the setup and configuration of such a comparator
are ignored, and the only capacitances, CL, are those on the output nodes. This
model is completely symmetric, no mismatches are included, and the latch is already
placed in a region of instability before regeneration. The linearized inverters conduct
current as long as their output nodes are not fully saturated to VDD and ground. A



4.1 Power Dissipation 55
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Fig. 4.1 (a) Cross-coupled inverter based dynamic latch. (b) Linearized cross-coupled inverter
based dynamic latch

detailed derivation of the equations used in the remainder of the chapter is provided
in Appendix B.

In Fig. 4.1, a differential voltage is applied to the nodes V1.t/ and V2.t/, such that

V1.0/ D Vc C vd =2

V2.0/ D Vc � vd =2 (4.5)

where Vc is the common-mode voltage of the output nodes, vd is the differential
input signal, and t D 0 is the start of regeneration. Without loss of generality, it is
assumed that vd > 0.

The node voltages V1.t/ and V2.t/ for t � 0, as derived in Appendix B and
shown in (B.18), are

0 � V1.t/ D vd

2
e.t=�/ C VDD

2
� VDD

0 � V2.t/ D �vd

2
e.t=�/ C VDD

2
� VDD (4.6)

where � D CL

Gm
is the regeneration time constant. The differential output voltage is

Vod .t/ D V1.t/ � V2.t/ (4.7)

such that
� VDD � Vod .t/ D vd � e.t=�/ � VDD (4.8)

Once the comparator is strobed, the input differential voltage vd grows exponentially
with a rate set by � , until it is saturated to VDD.

4.1.1.1 Dynamic Comparator Regeneration Time

The point at which the comparator completely regenerates to VDD is derived with
(4.8), such that

OTr D � ln

�
VDD

vd

�
(4.9)
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The regeneration time OTr is linear in the time constant � and logarithmic in the input
differential voltage vd . In reality, since the comparator does not need to regenerate
to a full-swing output, (4.9) serves as an upper bound on the regeneration time.

4.1.1.2 Comparator Metastability

As shown in (4.9), the regeneration time is inversely proportional to the input
differential voltage vd . Since the sub-ADC has a sample rate of OTs , the comparator
is said to be metastable [35] if OTr > OTs=2 since it would not have completely
regenerated within its allotted time. The minimum acceptable input voltage is vd;m

such that

vd;m D VDD � e� OTs=.2�/ (4.10)

and thus the metastability rate, or probability that a comparator is metastable,
assuming a uniform input signal distribution and a full-scale input signal of VDD, is

MR D P.comparator is metastable/ D vd;m

VDD
D e� OTs =.2�/ (4.11)

which is inversely proportional to the sampling period.

4.1.2 Dynamic Comparator Power

The power dissipated in the dynamic comparator results from the total current drawn
from the power supply. This current equals the sum of the currents the PMOS
transistors in each linearized inverter conduct, which is derived in Appendix B to be

IVDD .t/ D
�

Gm

2
� VDD if 0 � t � OTr

0 else
(4.12)

The power dissipated is

Pcomp D V 2
DD

OTs

�
�

CL

2
� ln

�
VDD

vd

��
(4.13)

Therefore, the comparator energy, as in (4.4), is

Er D Pcomp � OTs

D V 2
DD �

�
CL

2
� ln

�
VDD

vd

��
(4.14)
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which is directly proportional to CL and VDD and inversely proportional to the input
differential voltage vd . Equation (4.4) becomes

PTotal D .M � fs/ �
�

CL

2
� V 2

DD � ln

�
VDD

vd

��
C N � Pladder (4.15)

The design parameters that affect the total power dissipation are the load capaci-
tance, the interleaving factor, and the power in the resistor ladder. The other terms
in (4.15), such as M , fs , VDD, and vd tend to be fixed for a given design.

4.2 First-Order Optimization Framework

The circuit parameters that affect the total time-interleaved ADC power, as in (4.15)
are M , the number of comparators in each flash sub-ADC, CL, the load capacitance,
and Pladder, as set by the resistor ladder impedance. This section completes the
optimization setup and develops a set of constraints such that the minimum power
is realizable.

An assumption used in the derivation of the sub-ADC power was that the
comparator had completely regenerated, resulting in a constraint on OTr , as derived in
(4.9). Since each sub-ADC has a period of OTs , such that there are N D TsOTs

interleaved

sub-ADCs, OTr � OTs=2 is a necessary constraint, assuming the sub-ADC clock has a
50% duty cycle.

OTr is linear in � , as in (4.9), which is a function of CL and Gm, both of
which can be divided into several factors. To a first-order, the Gm of the linearized
inverter linearly increases with width, such that Gm D Gm;0Winv, where Gm;0 is
the transconductance for a width of 1 �m and Winv is the width of the inverter. The
load capacitance can be divided into the inverter’s intrinsic capacitance CI , due to
the transistors within the inverter, and the extrinsic capacitance CE , due to various
loads and traces. Therefore, CL D CI C CE , where CE can be assumed to be fixed.
The intrinsic capacitance is CI D CI;0Winv, since it also increases linearly with the
width of the inverter. Thus, (4.9) is rewritten as

OTr D
�

CI;0Winv C CE

Gm;0Winv

�
� ln

�
VDD

vd

�
(4.16)

and (4.15) becomes

PTotal D .M � fs/ �
�

.CI;0Winv C CE/

2
� V 2

DD � ln

�
VDD

vd

��
C N � Pladder (4.17)

both of which are a function of the inverter width Winv. In a first pass of the analysis,
Pladder is set to zero.
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4.2.1 Performance Limits

Two limits can be derived from (4.16) as a function of Winv, the width of the
inverters. The first limit is derived when Winv tends to 0, which corresponds to
extremely small cross-coupled inverters, and results in CI;0Winv � CE . Therefore,

OTr �
�

CE

Gm;0Winv

�
� ln

�
VDD

vd

�
(4.18)

PTotal � .M � fs/ �
�

CE

2
� V 2

DD � ln

�
VDD

vd

��
(4.19)

OTr is inversely proportional to the inverter width, whereas the total power is constant
and presents a lower bound on the minimum power dissipation. Thus, sizing down
the comparator increases its regeneration time and leads to diminishing returns
in power savings. In the second limit, the inverter width is increased such that
CI;0Winv � CE and

OTr � CI;0

Gm;0

ln

�
VDD

vd

�
(4.20)

PTotal � .M � fs/ �
�

CI;0

2
� Winv � V 2

DD � ln

�
VDD

vd

��
(4.21)

In this case, the regeneration time is constant, whereas the power required is directly
proportional to width. Thus, regardless of how much power is consumed by the
dynamic comparator, a technological wall is reached that prevents the comparator
from regenerating faster.

4.2.2 Optimization Analysis

The objective function and the constraint on the regeneration time can be combined
into

min
Winv

PTotal

s:t: OTr �
OTs

2
(4.22)

The objective function in (4.22) consists only of the power of the comparators, since
Pladder D 0 at this stage of the analysis. Thus,

min
Winv

.Mfs/

�
.CI;0Winv C CE/

2
� V 2

DD � ln

�
VDD

vd

��

s:t:

�
CI;0Winv C CE

Gm;0Winv

�
� ln

�
VDD

vd

�
�

OTs

2
(4.23)
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Due to this being a convex optimization problem in Winv, the constraint will hold
with equality [23], and the optimal objective function becomes

PTotal D
�

Mfs

2

�
� V 2

DD �
0
@CE C 2CI;0

0
@ CE ln

�
VDD
vd

�

OTsGm;0 � 2CI;0 ln
�

VDD
vd

�
1
A
1
A � ln

�
VDD

vd

�

(4.24)

Equation (4.24) is a strictly decreasing function in the sub-ADC sampling period OTs .
Increasing the sampling period, and thus increasing the interleaving factor, reduces
the overall power consumption of the time-interleaved ADC. This converges to the
first performance limit in (4.19).

4.2.2.1 Example

To illustrate the relationship between the time-interleaved ADC power and the
sub-ADC sampling period, we set the technology parameters of the first-order
comparator to be fT D 300 GHz and Gm;0 D 300 �S/�m such that CI;0 D 1 fF/�m.
The design specifications are a sample rate of fs D 10 GS/s, a power supply voltage
of VDD D 1 V, and a metastability rate of MR D 10�9. The external capacitance on
the voltage nodes of the comparators is CE D 5 fF. Furthermore, if a 5 bit ADC is
used, then M D 2B � 1 D 31 comparators.

With these values, it is possible to plot the optimal inverter width and power
as a function of N , the interleaving factor, as in Fig. 4.2a,b. The area above
the curve in both plots is the feasible region. As is expected, the optimal width
and optimal power dissipation monotonically decrease as the interleaving factor
increases. Furthermore, as a result of the parameter values chosen, for the given
metastability rate, at least two sub-ADCs are required. This is shown in Fig. 4.3a,
which plots the minimum acceptable interleaving factor as a function of power such
that the metastability rate is met. With a higher metastability rate, a single channel is
possible, as shown in Fig. 4.3b, which uses a metastability rate of 10�6. Figure 4.4
plots the relationship between the metastability rate and the minimum acceptable
interleaving factor.

Even though the power savings increase with the interleaving factor, as in
Fig. 4.2b, these savings become marginal and result in diminishing returns, es-
pecially when the design complexity is considered. Interleaving several hundred
sub-ADCs is possible [36], but the improvement in power is not necessarily worth
the overhead in both complexity and area.

4.2.2.2 Example with Resistor Ladder

When the power of the resistor ladder is included such that Pladder ¤ 0, there is a
clearly optimal interleaving factor. The resistor ladder dissipates static power and is
set by the impedance of the resistor ladder. Furthermore, the total power consumed
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Fig. 4.2 (a) Optimal width for the first-order comparator model. (b) Optimal time-interleaved
ADC power

by all the resistor ladders in the time-interleaved ADC is directly proportional to N ,
whereas the sub-ADC power is inversely proportional to N . These two competing
factors result in an optimal interleaving factor that minimizes the total power.
Figure 4.5 plots the total power for different values of the resistor ladder, and there
is a minimum in all three cases.

4.2.2.3 Framework Limitations

In a more realistic optimization framework, other constraints, such as those on the
minimum or maximum possible widths, comparator offset, input-referred noise, and
clock distribution power, are included. Just like the resistor ladder, these would
prevent the line in Fig. 4.2a from strictly decreasing.
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4.3 A Circuit-Oriented Optimization Approach

The first-order model presented in the previous section provides an intuitive
understanding of the relationship between the comparator sizing, interleaving factor,
and power. Deriving analytic equations describing the operation of a transistor-
based comparator, as opposed to the first-order model used in this chapter, with an
accuracy comparable to simulation is nontrivial. An alternate approach is to make
use of CPU power and to design a circuit-based optimization framework. With the
current availability of computational power, this approach is attractive, although
knowledge of the underlying circuitry is necessary to keep the problem tractable.
Furthermore, this also enables the designer to compare various architectures, which
will require different analytic equations, and to include manufacturing variations in
the simulations.

The procedure is to parameterize the different components of the comparator that
the designer cares about. This can include transistor widths, as well as setup voltages
such as the input common-mode. A brute-force approach is possible, in which all
possible permutations of parametric values are used, but this becomes exponentially
unwieldy in terms of computation time. For example, if there are five variables to
optimize with ten possible points each, a total of 100,000 simulations are needed.
Other less computationally expensive methods assume some form of convexity in
the optimization problem, which in many cases is a reasonable assumption. For
example, Fig. 4.6 plots the power of a time-interleaved ADC as a function of the
interleaving factor using simulation data for a single comparator. The variables in
the comparator circuit are the widths of the various transistors in Fig. 5.6, and are
explained further in Appendix C. Excluding the power of the resistor ladder, the
optimal curve of Fig. 4.6 resembles that of Fig. 4.2b, and clearly decreases as a
function of the interleaving factor.
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Fig. 4.6 Simulated time-interleaved ADC power with different comparator sizings

4.4 Summary

This chapter presented a framework for the optimization of time-interleaved ADCs.
The results show that for interleaved flash ADCs, there is an optimal value for
the interleaving factor, which is a function of the load capacitance of the dynamic
comparators, the ADC resolution, the sampling rate, and the static power dissipation
of the resistor ladder. An extension to transistor-level circuits was discussed, and the
plotted results have a similar form to those of the high-level framework.



Chapter 5
Circuit Design

The architecture of the prototype ADC designed to evaluate the calibration algorithm
of Chap. 3 is presented in Fig. 5.1. The main components of this ADC are the array
of interleaved sub-ADCs, the eight delay lines, the calibration ADC required by
the background calibration algorithm, the phase generator, and an off-chip digital
calibration block. Additional circuitry required to interface the prototype with test
equipment include the low-voltage differential signaling (LVDS) output drivers.
This chapter details the design of these blocks.

5.1 The Sub-ADC

Each sub-ADC is a 5 bit flash ADC. Based on the architecture optimization
procedure discussed in Chap. 4, an interleaving factor of eight is chosen. Thus, the
sub-ADCs have a sample rate of 1.5 GS/s each, resulting in an aggregate sample
rate of 12 GS/s for the time-interleaved array. As shown in Fig. 5.2, the sub-ADC
consists of a bootstrapped track-and-hold, a bank of comparators, a resistor ladder,
and a Wallace Encoder.

5.1.1 Bootstrapped Track-and-Hold

Due to the inherent sampling nature of dynamic comparators, track-and-holds are
not necessarily required in flash ADCs [37], as long all the comparators in the
ADC sample the input signal at the same time. However, variations in the sampling
times of each comparator exist and result in sampling errors that grow with input
signal frequency, as derived in Appendix D. Since a high frequency input signal is
expected, a track-and-hold is used to remove the effects of comparator skew.

M. El-Chammas and B. Murmann, Background Calibration of Time-Interleaved Data
Converters, Analog Circuits and Signal Processing, DOI 10.1007/978-1-4614-1511-4 5,
© Springer Science+Business Media, LLC 2012
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The track-and-hold subsamples the input signal and requires an acquisition band-
width commensurate with the input signal bandwidth. However, as the sub-ADC
resolution is 5 bits, an active track-and-hold is not necessary, simplifying its design
and reducing its power consumption. Although a single NMOS switch followed by
a sampling capacitor is an attractive candidate for a passive track-and-hold, it does
not provide sufficient linearity at high frequencies. Furthermore, its performance
is also dependent on the input common-mode and on the input signal amplitude
[38]. Figure 5.3 plots the change in the simulated output signal-to-distortion ratio
(SDR) of the NMOS switch as a function of the input signal amplitude for a 6 GHz
signal, optimized for input common-mode voltage and sampling capacitance. As is
expected, the SDR decreases with increasing amplitude [38], and barely reaches the
5 bit performance with 0.3 V input amplitude.

To first-order, bootstrapping the switch [39] separates the linearity performance
of the track-and-hold from the input common-mode and amplitude due to the
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improved resistor linearity, and is a more practical solution with high frequency
input signals. The bootstrapped circuit is implemented as in Fig. 5.4 [40], which
results in a low-power and reliable passive track-and-hold.

A general concern in sampling circuits is thermal noise, which has a variance
of kT=C [11, 41, 42]. A minimum acceptable capacitance Cmin can be derived by
setting the thermal noise variance to be less than a quarter of the quantization noise
variance, such that

Cmin D 48 � kT � 22B

A2
(5.1)
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Table 5.1 Capacitance
sizing

ADC resolution [Bits] Capacitor [fF]

3 0.035
4 0.14
5 0.56
6 2.25
7 8.98
8 35.93

Vin

Cs

Cg

Bootstrap

f

Sampling
capacitor

Input transistor
gate capacitors

Fig. 5.5 Track-and-hold with sampling capacitances

Table 5.1 displays the values of the sampling capacitor as a function of ADC
resolution for an input peak-to-peak voltage of A D 0:6 V and room temperature
of 25ıC. A 5 bit ADC requires a capacitance of less than 1 fF. Given that the
track-and-hold is loaded by the input capacitances of 31 comparators and that thin-
oxide devices in a 65 nm process have a gate capacitance of approximately 1 fF/�m,
kT=C noise does not set the size of the sampling capacitor.

Clock-feedthrough and charge injection can be an issue as they degrade the
sampled signal. Adding an explicit sampling capacitor to the track-and-hold output
node, as in Fig. 5.5, where Cs is the extra sampling capacitor and the parallel
capacitors Cg are those due to the gate capacitance of the comparators, helps reduce
these problems. The extra capacitor Cs has an upper bound due to the increased time
constant of the sampling network. Sizing up the sampling switch is an option but this
increases the resulting clock-feedthrough and also increases the power dissipation
of the track-and-hold. In this design, Cs D 110 fF and Cg D 3 fF.
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5.1.2 Comparator Design

Following the track-and-hold described in Sect. 5.1.1 is a bank of 31 comparators.
Dynamic comparators are used as they have higher input sensitivity, higher energy
efficiency, and a smaller latching time constant than CML latches, thus increasing
their attractiveness when designing for high-speed input signals [32, 33].

The dynamic comparator is sense-amplifier based [43], as in Fig. 5.6. The com-
plete implementation includes a chain of inverters at the output of the comparator
to asynchronously increase the latch gain, thus decreasing the metastability rate
[35,44], and to separate the input load of the next stage from the comparator output
nodes, as this directly affects the comparator speed.

The transistors in the dynamic comparator can be divided into three groups. The
first is the pair of cross-coupled inverters, which results in a positive feedback loop.
The regeneration time constant is a function of the output load capacitance and the
transconductance of the cross-coupled pair, as explained in Chap. 4. The second
group is the series of parallel transistors M1�4, which connect the comparator to
the differential input signal and the comparator reference voltages. The comparator
output swings in the direction set by these voltages, such that

Vout;diff D VDD � sign
h�

Vinp � Vinn
� � �

Vrefn � Vrefp
�i

(5.2)

The third group consists of three clocked transistors, Mclk, MKB1, and MKB2, as
well as the PMOS reset transistors. When the clock � goes high, these first three
transistors turn on and conduct current, allowing the comparator to regenerate. Mclk
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also offers a degree of freedom when designing for input-referred offset, while
MKB1 and MKB2 are inserted to reduce kickback. When the clock goes low, the reset
transistors turn on and pull the nodes up to VDD.

5.1.2.1 Design Considerations

In addition to metastability, which entails sizing the transistors to increase the
overall comparator gain, three additional design considerations are input-referred
noise, input-referred offset, and kickback noise.

Although low-resolution ADCs do not generally suffer from thermal noise issues
due to their large quantization error, noise should still be investigated to ensure that it
does not result in SNDR degradation. Nuzzo et al. [45] present noise analysis based
on stochastic differential equations for a comparator similar to that in Fig. 5.6, and
concludes with several rule of thumb design techniques to reduce noise.

In the comparator optimization of Chap. 4, input-referred noise was added
as a design constraint in the optimization framework. This was included in the
optimization framework as discussed in Chap. 4 with the use of the SpectreRFTM

PNOISE analysis [46]. In the resulting design space, input-referred noise was not a
limiting factor.

On the other hand, input-referred offset was a severe limiting factor, as it
presented a lower bound on the comparator power dissipation. Offset is due to both
static mismatch such as threshold variations as defined by the Pelgrom model [15]
and dynamic mismatch, such as capacitive variations [34]. Analytic relationships
of the transistor variations and the input-referred offset for a given comparator
architecture are possible [47], but lose accuracy as they ignore various circuit
parameters such as input common-mode voltages.

In sizing the transistors to reduce offset, design guidelines from Nuzzo et al.
[45] can be used by modeling input-referred offset as low frequency input-referred
noise [48]. The sources of offset in the comparator can be divided into two groups.
The first is that due to the input pair, and their offset can be reduced by increasing
their size. However, this also increases the input capacitance and dynamic power
consumption. The second group of sources of offset is due to the kickback and
inverter transistors. As shown in [45], the input-referred offset due to this group is
directly proportional to the overdrive voltage of the input pair and to the discharge
current. Thus, given the required full-scale range of the input signal, the minimum
acceptable overdrive voltage is used, and the size of the clock transistor Mclk is
reduced such that the discharge current decreases. Input-referred offset is added to
the optimization framework of Chap. 4 by calculating the offset via simulations, as
in [49].

The final design consideration is kickback noise, which results in disturbances
on the input and reference nodes due to swings on the drain nodes of the transistors
M1�4 [50]. Inserting the pair of clocked transistors MKB1 and MKB2 between the
input and reference transistors and the cross-coupled inverter, as in Fig. 5.6, reduces
kickback by preventing the precharge of the drain nodes [51].
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5.1.2.2 Comparator Offset Correction

Decreasing the widths of the comparator transistors reduces power dissipation
because of the smaller node capacitances. A side benefit of this is a reduction
of the input capacitance. However, it also leads to increased threshold variation
[15]. Although it is possible to size the comparator such that performance yield
constraints are met, such an approach is power-inefficient. An alternate approach
is to provide the comparator with a trim DAC that compensates for input-referred
offset in order to meet yield constraints [52–54].

As shown in Fig. 5.7a, an approach similar to [54] is used in this work. A 5 bit
calibration DAC is placed parallel to the input and reference transistors such that it
compensates for the comparator offset by differentially injecting current in the two
comparator branches. By varying the differential current, the calibration DAC biases
the comparator in a direction that overcomes the effect of offset. The calibration
DAC consists of parallel transistors, as in Fig. 5.7b, and is segmented with three
binary encoded bits and two thermometer encoded bits to improve monotonicity
[55].
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Due to the parallel placement of the calibration DAC to the input and reference
transistors, the large LSB size, and the ratiometric behavior of the comparator
[45, 56], the required calibration code that compensates for the offset is to first-
order temperature independent, ignoring dynamic effects. This allows the use of a
foreground offset calibration technique that is run at the system startup.

As in [53], the calibration code required by the DAC in Fig. 5.7b is incremented
by a single LSB with every update. A calibration engine is designed on-chip for
each sub-ADC, and includes the option of controlling the calibration off-chip.
Each comparator is calibrated by shorting the input and reference transistors, as
in Fig. 5.8a. In the absence of offset, this biases the comparator at its switching
point. The output is averaged over multiple cycles to remove the errors due to
thermal noise. In this work, the on-chip calibration engine averaged four cycles for
each update, and this number can be changed by running the calibration off-chip.
Depending on the output of the averaging block, the control bits for the calibration
DAC are either incremented or decremented, in a direction that decreases the input-
referred offset, which results in the timing diagram of Fig. 5.8b. As the control bits
are adjusted, the input-referred offset converges to zero. Once it crosses zero, the
output of the comparator changes values (e.g. from zero to one) and the adjustment
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direction of the control bits flips. Thus, the input-referred offset hovers around zero
while the comparator output oscillates between zero and one. The residual offset is
a function of the calibration DAC resolution and of second-order mismatch effects.

5.1.3 Resistor Ladder

Although it is possible to intentionally imbalance the comparator such that it
inherently creates different switching points [57], the degraded power supply
sensitivity leads to increased input-referred supply noise. Thus, a resistor ladder is
implemented that differentially creates the reference voltages for all 31 comparators.
As has been discussed, kickback noise affects the reference levels of the resistor
ladder. A power-inefficient solution is to decrease the impedance of the resistor
ladder, as the RC time constant of the reference nodes decreases. This allows each
node to settle fast enough as to not disturb the next sample. In order to avoid this
power penalty, and as discussed in Sect. 5.1.2, a pair of clocked transistors have been
placed between the cross-coupled inverters and the input and reference transistors
[51], as in Fig. 5.6.

5.1.4 Wallace Encoder

An encoder is used to represent the binary outputs of the 31 comparators with a 5
bit word. The prototype ADC implements a Wallace Encoder [58], which is a ones-
adder that sums the outputs of the comparators and which has a lower error-rate than
other commonly used encoders [59]. One drawback of this approach is the power
consumption, which exponentially increases with the ADC resolution, and which is
unwieldy in older technology nodes [60]. However, for a 5 bit ADC implemented in
a 65 nm technology, the use of a Wallace Encoder is acceptable.

The Wallace Encoder follows a straightforward logical scheme that recursively
implements a 3-2 encoder, 7-3 encoder, a 15-4 encoder, and a 31-5 encoder. The
basic unit of this encoder is a full-adder, which takes as inputs three bits A, B , and
Ci , which is the input carry bit, and outputs a sum bit S and a carry bit Co, as in
Table 5.2.

A .2N � 1/-N encoder is recursively built by taking two .2N �1 � 1/-.N � 1/

encoders and independently adding their output sum bits and carry bits [61]. Thus,
a 7-3 encoder is created by taking two 3-2 encoders (each of which is a full-adder)
and combining them with two additional full-adders, as shown in Fig. 5.9.

This is then extended into a 15-4 encoder by again combining two 7-3 encoders,
as in Fig. 5.10. And again, this is recursively extended to a 31-5 Wallace Encoder.
In general, the number of full-adders required for a B bit ADC is 2B � B � 1 [62],
which is responsible for the exponential power increase.
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Table 5.2 Full-adder
operation

Ci B A Co S

0 0 0 0 0
0 0 1 0 1
0 1 0 0 1
0 1 1 1 0
1 0 0 0 1
1 0 1 1 0
1 1 0 1 0
1 1 1 1 1
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5.2 The Delay Line

As discussed in Chap. 3, the delay line provides an adjustable knob that enables
the calibration algorithm to minimize the timing difference between the clocks of
each sub-ADC and the calibration ADC, which in this implementation consists of a
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single comparator. It is designed to have a correction range that covers the expected
delay variations such that yield constraints are met and a correction step size that
reduces the timing skew to less than the design specifications, as derived in Chap. 2.

The 7-bit delay line used in this prototype consists of a series of cascaded
delay cells, as in Fig. 5.11, and the resulting simulated range and step size were
approximately 32 ps and 0.25 ps, respectively.

5.2.1 The Delay Cell

The basic block of each delay cell is an inverter, which has low dynamic power
consumption. The delay of the inverter is adjusted with a variable capacitor, as
in Fig. 5.12. Since these delay cells lie directly in the clock path, performance
requirements, in addition to the calibration range and step size, include thermal [63]
and power-supply noise jitter. Although inverter jitter performance can be improved
through design [64, 65], inverters have poor supply rejection [66] as there is almost
a one-to-one correspondence in the change of voltage supply to the change in delay.
For example, a 10% change in supply will result in a 10% change in delay, which can
easily result in several picoseconds of jitter, given an FO4 delay for a 65 nm process
of approximately 25 ps. A common solution for this is to stabilize the inverter power
supply with a voltage regulator. The approach used in this prototype was to provide
the delay lines with separate power and ground lines from off-chip.

5.2.1.1 Variable Capacitive Load

The delay of an inverter is a function of both the inverter drive strength and its load
capacitance. A first-order model of an inverter has a delay of

tdelay D CL

Vd

Iinv
(5.3)
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where CL is the load capacitance, Vd D VDD=2, and Iinv is the inverter current,
which results in a linear relationship between the load capacitance CL and the delay
tdelay. Thus, changing CL by �CL changes the delay, such that

�tdelay D �CL

VDD

2Iinv
(5.4)

�tdelay is a function of the inverter drive strength, and for a given change in
capacitance �CL, the change in delay �tdelay can be decreased by sizing up
the inverter. Thus, the inverter and capacitive load are codesigned by choosing
the appropriate inverter strength, which results in current Iinv, and the capacitive
change �CL in order to achieve the required minimum step size, given technology
limitations and process variations.

This variable capacitor is built using the gate capacitance of MOS transistors
[21], which is a function of the transistor bias voltages. Shorting the drain and
source node of the transistor and digitally controlling this shorted node changes
the gate capacitance, and in turn, the delay of the inverter. In this work, a fully
controllable load is created with a 7-bit array of digitally controlled MOS transistors,
as in Fig. 5.13, and is segmented with five binary encoded bits and two thermometer
encoded bits. The minimum change in capacitance, �CL, was approximately 0.6 fF.

5.2.2 Cascaded Delay Cells

The delay line is divided into several delay cells, as in Fig. 5.11, in order to
minimize effects of thermal and power-supply jitter by limiting the change in delay
to approximately 30% of the inverter delay. As shown in Fig. 5.14, each delay cell is
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controlled by the same 7-bit control word, such that the delays of each cell always
change in the same direction. This helps improve the delay line monotonicity.

5.3 Phase Generator

The clocks for each sub-ADC are created with a phase generator. Many designs use
a PLL or DLL for this purpose [21]. However, it is also possible to use a shift register
to create the sub-ADC clocks [67]. In this design, cascaded shift registers are used.
Since the resulting sub-ADC clocks need to be spaced with a phase offset of 45ı, it
is helpful to bring in two signals with twice the required frequency and a 90ı phase
offset. These in phase and quadrature phase differential clocks pass through four
series of cascaded shift registers, as in Fig. 5.15. Each group of shift registers has a
divide-by-two block, such that the two outputs of each group both have the required
frequency of 1.5 GHz. Thus, the eight outputs have the required timing offset for an
8-way time-interleaved ADC.

5.4 Output Buffers

The ADC outputs are transmitted off chip using LVDS. Although each output signal
requires two pins, LVDS enables higher speed transmission than regular CMOS
input/output cells, and also dissipates less power since low-voltage signals are
used [68, 69]. LVDS output voltages are specified with a common-mode voltage of
1:125 V � VCM � 1:375 V and a differential voltage of 0:25 V � jVdiff j � 0:45 V.
The LVDS output buffer used in the prototype ADC consists of a level converter
and an LVDS driver.
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2.5 V Supply

Inn Inp

OutnOutp

Fig. 5.16 Level converter

5.4.1 Level Converter

The nominal voltage for the prototype ADC is 1 V. However, the LVDS drivers run
off a voltage supply of 2.5 V, and the architecture used requires input signal swings
between 0 V and 2.5 V. The conversion from 1 V digital signals to 2.5 V signals is
achieved with a latch-based structure, as in Fig. 5.16. This level converter takes as
inputs a digital bit and its complement, such that one of the NMOS transistors is
turned off. The remaining NMOS transistor conducts current and allows the cross-
coupled PMOS transistors to regenerate such that the outputs are pulled to 2.5 V and
0 V. This converts the digital voltage levels for the next stage.

5.4.2 LVDS Driver

The LVDS driver consists of a transmitter and a closed-loop control circuit that
keeps the output common-mode voltage within specifications. The transmitter [69]
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Fig. 5.17 (a) LVDS transmitter. (b) LVDS common-mode feedback control circuit

is shown in Fig. 5.17a. The bias voltage for the PMOS transistors is VCMFB and
comes from the closed-loop control circuitry in Fig. 5.17b, which resistor-averages
the transmitter outputs and compares it to a reference voltage Vcntrl . This ensures
the common-mode voltage is within the required bounds.

5.5 Summary

In this chapter, the design for the prototype ADC was detailed. The different
components of each of the eight sub-ADCs, including foreground offset calibration
for the comparators, and the design of the eight delay lines were discussed in detail.
Furthermore, the phase generator, which creates the sub-ADC clocks, and the output
buffers, were both presented.



Chapter 6
Measurement Results

The prototype ADC discussed in Chap. 5 was fabricated to evaluate the background
calibration algorithm described in Chap. 3. This chapter presents the test setup and
the ADC measurement results.

6.1 Test Setup

The test setup used to gather measurement data for the prototype ADC is shown
in Fig. 6.1, and the test equipment models are listed in Table 6.1. The test setup
consists of the device under test (DUT), the printed circuit board (PCB), several
signal generators for the input signal, sub-ADC clocks, and the calibration ADC
clock, two data capture cards, and a computer which runs the background timing
skew calibration algorithm.

6.1.1 Device Under Test

The prototype ADC was implemented in TSMC 65 nm GP, and has a total and active
area of 1.3 mm2 and 0.44 mm2, respectively. It has a total of 45 pins, and the die
photo of this prototype is shown in Fig. 6.2. Each of the eight drawn rectangles
outlines a single sub-ADC. The die was packaged in a QFN-48 package.

6.1.2 Printed Circuit Board

A four-layer PCB was used in order to include a ground and power distribution
plane. The PCB provided an interface with the data capture cards, the signal

M. El-Chammas and B. Murmann, Background Calibration of Time-Interleaved Data
Converters, Analog Circuits and Signal Processing, DOI 10.1007/978-1-4614-1511-4 6,
© Springer Science+Business Media, LLC 2012
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Fig. 6.1 Test setup

Table 6.1 Test equipment
used in Fig. 6.1

Use Part number

Clock generator HP 83711B
Input signal generator HP 83732B
Calibration clock generator HP 8664A
I/Q splitter QCN-45+
Data capture card TI TSW1200
GPIO card NanoRiver miniboard

generators, and the voltage supplies. Since the DUT requires differential in phase
and quadrature phase clocks, as discussed in Chap. 5, a power divider was included
on the board to create two signals with an approximately 90ı phase shift, each
followed by a transformer that created differential signals. An option was included
to bypass this approach, such that the differential in phase and quadrature phase
clocks could be brought from off-board.

Although a similar option could have been used for the input signal, using a sin-
gle on-board transformer for the large range of input frequencies was problematic,
and an off-board balun and bias tee combination was used to create the differential
input signal.
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Fig. 6.2 Die photo

6.1.3 Data Capture Cards

Two data capture cards were used with the PCB. Both cards communicated with
the computer through a USB interface. The first data capture card was the TSW
1200 [70] that had an LVDS receiver which captured the ADC outputs and sent the
data to the computer. The second data capture card [71] interfaced with the digital
general purpose input/output (GPIO) pins in the DUT, and used CMOS voltage
levels. The transmit and receive data rates for this card were much slower than that
of the TSW 1200 [70], but its ease of use made it a valuable addition to the system.
The computer was able to program the DUT control register and delay line registers
via this data card.

6.1.4 Computer

The background timing skew calibration, as presented in Chap. 3, was implemented
externally via a computer. The algorithm, implemented in MatlabTM, read in data
from the TSW 1200 and updated the skew correction codes required by the
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delay lines such that timing skew is compensated. These updated codes were
then transmitted to the DUT through the GPIO card, which updated the registers
controlling the delay lines.

6.2 ADC Measurement Results

This section presents the ADC measurement results. The DNL and INL results
for a single sub-ADC are shown, before and after foreground offset calibration.
The ADC dynamic performance is shown with and without background timing
skew calibration. The SNDR is shown as a function of time once the background
timing skew calibration is turned on. Furthermore, the ADC’s decimated output
spectrum is plotted for high frequency input signals, with and without timing skew
calibration. The SNDR and SNR performance as a function of input frequency is
shown. Finally, a performance summary and a comparison with other published
works are presented.

6.2.1 Static Performance

The DNL and INL were measured by using a low frequency sinusoidal input signal
of 10 MHz and collecting the output histogram [72]. This is done for a single sub-
ADC, since time-interleaving averages the DNL and INL and results in artificial
results [73].

The comparator offset is a limiting factor in the 5 bit flash ADC static perfor-
mance. However, foreground offset calibration, as discussed in Chap. 5, reduces the
comparator offset and improves the DNL and INL. Figures 6.3a and 6.4a show the
typical DNL and INL, respectively, of a single sub-ADC before foreground offset
calibration. Figures 6.3b and 6.4b show the typical DNL and INL, respectively,
after foreground offset calibration, during which each comparator is calibrated and
its offset reduced. As is seen from the figures, both the DNL and INL have been
reduced to less than ˙0.5 LSB, which demonstrates the functionality of the offset
calibration scheme.

6.2.2 Timing Skew Calibration

The background timing skew calibration is implemented using the test setup
described in Sect. 6.1. The timing skew calibration is turned on, which means that
the MatlabTM program running on the computer reads in the ADC data, calculates
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Fig. 6.3 DNL for single sub-ADC (a) before offset calibration and (b) after offset calibration

the correlation, and updates the delay codes, using algorithms presented in Chap. 3.
These delay codes are sent back to the DUT, which updates the registers controlling
the delay lines.

The delay codes are updated once every calibration cycle. The time this calibra-
tion cycle requires is a function of the calibration clock frequency and the number of
samples in each calibration cycle. Different algorithms will need a different number
of calibration cycles, depending on how the algorithm is implemented.

In the following results, a calibration clock frequency of 480 MHz, an input
signal frequency of approximately 8 GHz, and a sub-ADC clock frequency of
1.5 GHz were used. The ADC output was decimated by a factor of 81, and two
different algorithms were implemented. The first set of results was based on the
gradient based stochastic maximizer, and the second set was based on the iterative
maximizer, both of which are discussed in Chap. 3. As shown in Fig. 6.5a, the
SNDR improved from approximately 12 dB to around 24 dB once the calibration
was turned on, and converged to a stable point within 20 calibration cycles. In
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Fig. 6.4 INL for single sub-ADC (a) before offset calibration and (b) after offset calibration

this example, each calibration cycle consisted of 500,000 samples, which requires
approximately 8 ms. This results in a total start up time of approximately 160 ms.
Figure 6.5b shows the timing skew calibration codes used by the delay lines and
which were updated at the end of each calibration cycle. The change in the delay
code for a single delay line is plotted in Fig. 6.6. As is expected, the changes at the
beginning of the algorithm are much larger than those once the algorithm converges,
as the gradient based stochastic maximizer takes into consideration the gradient of
the correlation.

Figure 6.7 shows the SNDR improvement when the iterative maximizer was
used. In this example, each calibration cycle consisted of only 50,000 samples.
However, over 100 cycles are needed to converge to a stable performance of
approximately 24 dB.
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6.2.3 Dynamic Performance

The decimated output spectrum for an 8 GHz input signal is shown in Fig. 6.8.
A frequency larger than Nyquist, given the sampling rate of 12 GS/s, was used to
demonstrate that the algorithm does not have strict sub-Nyquist bandwidth limita-
tions. Figure 6.8a shows the decimated spectrum before timing skew calibration is
turned on. At this point, the limiting harmonics are the seven spurs due to timing
skew, which are denoted by the circles. The third harmonic, denoted by the square,
has a magnitude less than that of the spurs due to timing skew.

When the timing skew calibration is turned on, the spurs due to timing skew drop
by 10–30 dB, as shown in Fig. 6.8b. The third harmonic is now limiting the SFDR
at a magnitude of �31 dBc.

The measured SNDR is plotted as a function of input frequency in Fig. 6.9 with
and without background timing skew calibration turned on. At low frequencies, the
two curves have similar values. This is due to the low rate of change of the input
signal, which results in negligible sampling error. However, as the input frequency
increases, the SNDR of the ADC without skew calibration decreases due to timing
skew, and results in an approximately 15 dB drop with an input frequency of 8 GHz.

When timing skew calibration is turned on, the SNDR curve flattens and suffers
only approximately 3 dB degradation over the full frequency range. There is a 12 dB
improvement at high frequencies once timing skew calibration is turned on, which
corresponds to a 2 bit performance gain.

The ADC SNR can be calculated by removing the harmonics, and is plotted
in Fig. 6.9b alongside the SNDR of the ADC with timing skew calibration turned
on. It is possible to calculate the residual timing skew and to estimate the thermal
jitter from these performance curves for the time-interleaved ADC, as described in
Appendix E. For this time-interleaved ADC, the residual skew is less than 0.4 ps,
and the jitter is estimated to be approximately 0.6 psrms.
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Fig. 6.8 Decimated output spectrum (a) without timing skew calibration and (b) with timing skew
calibration

6.2.4 Performance Summary

The ADC performance is summarized in Table 6.2. The main characteristics of this
ADC is that it is implemented in a TSMC 65 nm GP process, runs with a 1.1 V
supply, and has a sample rate of 12 GS/s. It has a full scale range of 590 mV. The
SNDR at Nyquist is 25.1 dB. The Walden figure-of-merit (FOM) [74], which is
calculated with

FOM D P

fs � 2ENOB
(6.1)
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is 0.35 pJ/conv-step and 0.46 pJ/conv-step for low and high input frequencies,
respectively. The power consumption of the time-interleaved ADC, excluding the
digital backend, input/output cells, and the input clock buffer, is 81 mW.

6.2.5 Comparisons

The measured data allows a comparison with other published ADCs by plotting
the ADC energy, calculated with P=fs , versus the SNDR. Figure 6.10a plots the
results of ADCs published at the International Solid-State Circuits Conference
(ISSCC) and the VLSI Circuit Symposium since 1997 [80] with a sample rate of
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Table 6.2 Performance summary of prototype ADC

Parameter Value

Process TSMC 65 nm GP
Active area 0.44 mm2

VDD 1.1 V
Full scale range 590 mV
Resolution 5 b
Sample rate 12 GS/s

fin = 10 MHz fin = 6 GHz
SNDR 27.5 dB 25.1 dB
FOM 0.35 pJ/conv-step 0.46 pJ/conv-step

Power 81 mW (excluding digital backend,
I/O cells, and input clock buffer)
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Fig. 6.10 Comparisons between ADCs with a sample rate larger than (a) 1 GS/s and (b) 10 GS/s
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Table 6.3 Published ADCs faster than 10 GS/s

Resolution Sample rate Power SNDR
Reference [Bits] [GS/s] [W] [dB] Technology

[21] 8 20 9 29.5 0.18 �m
[36] 6 40 1.5 25.2 65 nm
[75] 3 40 3.8 18.6 SiGe
[76] 5 22 3 20 SiGe
[77] 6 24 1.2 26.4 90 nm
[78] 6 10.3 1.6 32.4 90 nm
[79] 6 16 0.435 30.8 65 nm
This work 5 12 0.081 25.1 65 nm

more than 1 GS/s. For a given SNDR, ADCs with lower energy are more efficient.
The two lines denote the boundary of ADCs with 1 pJ/conv-step and 0.1 pJ/conv-
step FOMs.

If the sample rate of the ADCs is limited to at least 10 GS/s, the comparison
consists of only a handful of ADCs. These are tabulated in Table 6.3 and are plotted
in Fig. 6.10b. Although the prototype ADC is not the fastest ADC, it is the most
power efficient ADC published to date operating above 10 GS/s.

6.3 Summary

In this section, the test setup used to gather measurement results was described.
The measurement results were then presented, including DNL and INL plots before
and after foreground offset calibration, convergence plots for the background timing
skew calibration, and dynamic performance metrics including the output spectrum
and SNDR curves. When compared to other published ADCs with sample rates
larger than 10 GS/s, the designed ADC is the most power-efficient.



Chapter 7
Conclusion

7.1 Summary

A digitally-equalized serial link uses the digital domain to implement some of
the required equalization blocks, which necessitates the use of an ADC. The
specifications for such an ADC typically require a time-interleaved ADC be
used. This architecture, however, suffers from time-varying errors, which degrade
the performance. The relationships between these errors and the performance
degradation were detailed in Chap. 2.

Of the main errors in time-interleaved ADCs, timing skew is the most prominent
as its effect increases with input frequency. With the high-input signal bandwidth in
communication systems, the resulting sub-picosecond constraint on timing skew is
extremely difficult to achieve due to all the sources of timing errors in the clock
and signal path. Mitigating the effect of timing skew is important such that the
dynamic performance specifications of the time-interleaved ADC are met. Chapter 3
presented a statistics-based calibration algorithm that calculated the correlation
between each sub-ADC and an extra calibration ADC. The obtained information
from this correlation is used to adjust a variable delay line, which changes the delay
of each sub-ADC clock and compensates for timing skew.

Serial links have tight power bounds, and if the ADC is to be a viable component
of the serial link, it must meet these power constraints. Most multi-GS/s ADCs have
high power consumption. The prototype ADC fabricated to evaluate the calibration
algorithm was designed to minimize power. A high-level optimization framework,
which took into consideration the interleaving factor of the ADC, was presented in
Chap. 4, and was followed by Chap. 5, which explained the design of all the circuit
blocks. In the latter chapter, the comparator offset correction, which allows the
transistors be made smaller and thus decreases power consumption, was discussed,
and a foreground offset correction algorithm outlined. Using hundreds of calibration
DACs, one for each comparator, it was possible to reduce the size of the comparators
such that power gains are achieved.

M. El-Chammas and B. Murmann, Background Calibration of Time-Interleaved Data
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94 7 Conclusion

Finally, the prototype ADC was tested, and its static and dynamic performance
were shown in Chap. 6. In addition, the calibration algorithm for timing skew was
proven to improve performance at high-frequencies. The resulting ADC consumed
81 mW, and is the most power efficient ADC with sample rate larger than 10 GS/s,
published to date.

7.2 Future Work

This research can be taken further in several different directions. One avenue is
to investigate the use of alternate sub-ADC architectures as opposed to the flash
architecture used. The optimization framework changes as a function of the sub-
ADC, and thus more optimal corners may be obtained.

Opportunities for future work also exist in adapting the algorithm to comprehen-
sively work for both high- and low-resolution ADCs, and to encompass additional
time-varying errors such as offset, gain and bandwidth mismatch.

In this research, the comparator offset correction was implemented in the fore-
ground. Moving this to the background such that the two calibration algorithms for
timing skew and comparator offset both run concurrently would further enhance this
project, as would providing the calibration ADC with an on-chip clock generator.

In addition, codesigning the ADC along with the rest of the communication
system is another possible direction of research. This would entail optimizing the
ADC resolution as a function of the equalization algorithms used, which will further
reduce the overall power.

The final direction is that of timing. The timing resolution required for time-
interleaved ADC can be sub-picosecond, and in some applications, must be less
than 100 fs. However, this is past the usual clock jitter created by clock circuitry and
delay lines, which currently poses a final barrier on the ADC dynamic performance.
Dealing with jitter is imperative if performance limits are to be pushed any further.



Appendix A
Wide-Sense Cyclostationary Signals

For a zero-mean WSCS signal (WSCS), the autocorrelation, denoted by R.t1; t2/,
is periodic with period Ts such that R.t1 C Ts; t2 C Ts/ D R.t1; t2/. The ideal
sampling phase of the first sub-ADC is denoted by T0 such that 0 � T0 < Ts and

yi Œn� D x.nTs � �i C T0/; (A.1)

where yi Œn� is the output of the i th sub-ADC. Following the derivation for WSS
signals in Chap. 2, we write

eŒn� D yŒn� � xoŒn�

D
 

N �1X
iD0

x.nTs � �i C T0/ıi

!
�
� OGx.nTs � O� C T0/

�
(A.2)

which results in a mean-square error of

f
� OG; O�

�
D 1

N

NX
iD0

R.T0 � �i ; T0 � �i / C OG2R.T0 � O�; T0 � O�/

�2 OG
N

N �1X
iD0

R.T0 � O�; T0 � �i /: (A.3)

Setting the partial derivative of (A.3) with respect to OG to 0 results in

OG D
P

i R.T0 � O�; T0 � �i /

NR.T0 � O� ; T0 � O�/
: (A.4)
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Replacing (A.4) into (A.3) results in

f
� OG; O�

�
D 1

N

N �1X
iD0

R.T0 � �i ; T0 � �i / �
�PN �1

iD0 R.T0 � O�; T0 � �i /
�2

NR.T0 � O� ; T0 � O�/
(A.5)

and minimizing (A.5) over O� results in

O� D arg max
�

�PN �1
iD0 R.T0 � �; T0 � �i /

�2

NR.T0 � �; T0 � �/
(A.6)

When applied to WSS input signals, (A.4) and (A.6) reduce to (2.38) and (2.40),
respectively.

A.1 WSCS Example

The autocorrelation function for the WSCS example in Chap. 2 is derived in this
section. Let the transmitted signal be

s.t/ D
bt=T cX
iD�1

ci p.t � iT /; (A.7)

where p.t/ D u.t/�u.t �T / and ci 2 f�1; C1g. Thus, s.t/ is a sum of rectangular
waveforms. Furthermore, Rc.n; m/ D ın�m and EŒcn� D 0. If the channel is a
first-order low pass filter such that

h.t/ D e�t!3 dB ; (A.8)

then the received signal at the ADC input is

x.t/ D s.t/ � h.t/ D
bt=T cX
iD�1

ci p.t � iT / � h.t/ D
bt=T cX
iD�1

ci f .t � iT /; (A.9)

where

f .t/ D p.t/ � h.t/ D
(

1 � e�t!3 dB ; if 0 � t � T ;

K2e�t!3 dB ; else
(A.10)

with K D eT!3 dB � 1.
When t1 2 ŒnT; .n C 1/T / and t2 2 Œ.m/T; .m C 1/T /, define r D min.n; m/,

Ot1 D t1 � rT , and Ot2 D t2 � rT . Then
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R.t1; t2/ D
nX

iD�1

mX
j D�1

EŒci cj f .t1 � iT /f .t2 � jT /�

D
nX

iD�1

mX
j D�1

EŒci cj �f .t1 � iT /f .t2 � jT /

D
rX

iD�1
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�
(A.11)

Replacing f .t/ from (A.10) in the above results in

R.t1; t2/ D

8
ˆ̂̂
<
ˆ̂̂
:

�
1 � e�.Ot1/!3 dB

��
1 � e�.Ot2/!3 dB

�
; if m D n

�
1 � e�.Ot1/!3 dB

�
Ke�.Ot2/!3 dB ; if m > n

�
1 � e�.Ot2/!3 dB

�
Ke�.Ot1/!3 dB ; if m < n

C
�1X

iD�1
K2e�.Ot1�iT /!3 dBe�.Ot2�iT /!3 dB : (A.12)

Finally, since

�1X
iD�1

e�.Ot1�iT /!3 dBe�.Ot2�iT /!3 dB D e�.Ot1COt2/!3 dB
e�2T!3 dB

1 � e�2T!3 dB
(A.13)

we have

R.t1; t2/ D

8
ˆ̂̂
<
ˆ̂̂
:

�
1 � e�.Ot1/!3 dB

��
1 � e�.Ot2/!3 dB

�
; if m D n

�
1 � e�.Ot1/!3 dB

�
Ke�.Ot2/!3 dB ; if m > n

�
1 � e�.Ot2/!3 dB

�
Ke�.Ot1/!3 dB ; if m < n

CK2e�.Ot1COt2/!3 dB
e�2T!3 dB

1 � e�2T!3 dB

D R.t1 C T; t2 C T / (A.14)
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which is periodic in T . The mean of the signal x.t/ is

m.t/ D EŒx.t/� D E

"
nX

iD�1
ci f .t � iT /

#

D
nX

iD�1
EŒci �f .t � iT /

D 0

D m.t C T /: (A.15)

Thus, this signal is WSCS.



Appendix B
Comparator Power Model

Chapter 4 presents a high-level optimization framework for time-interleaved ADCs
and uses a simplified first-order model for a dynamic comparator. The full derivation
of the model is presented in this appendix.

Each inverter in the cross-coupled inverter latch in Fig. B.1a consists of a PMOS
and NMOS transistor as in Fig. B.1b, each of which has a threshold voltage of
Vtp and Vtn, respectively. The current in each linearized transistor is modeled as a
function of the gate and source voltages, such that the current through the PMOS
transistor is

Ip.t/ D
(

gmp
�
VDD � Vin.t/ � Vtp

�
if VDD � Vin.t/ � Vtp and Vout.t/ � VDD

0 else
(B.1)

and the current through the NMOS transistor is

In.t/ D
(

gmn .Vin.t/ � Vtn/ if Vin.t/ � Vtn and Vout.t/ � 0

0 else
; (B.2)

where gmp and gmn are the transconductance of the NMOS and PMOS transis-
tors, respectively. Thus, once the comparator is strobed and starts regenerating,
I1.t/ D Ip;1.t/�In;1.t/ and I2.t/ D Ip;2.t/�In;2.t/. For simplicity, Vt D Vtp D Vtn

and gm D gmp D gmn, such that the currents flowing into the capacitors are

I1.t/ D

8
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂:

gm .VDD � 2V2.t// if VDD � Vt � V2.t/ � Vt and VDD � V1.t/ � 0

gm .VDD � V2.t/ � Vt/ if Vt � V2.t/ and VDD � V1.t/

gm .V2.t/ � Vt/ if V2.t/ � VDD � Vt and V1.t/ � 0

0 else
(B.3)

M. El-Chammas and B. Murmann, Background Calibration of Time-Interleaved Data
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Fig. B.1 Currents in cross-coupled inverter based dynamic latch

and

I2.t/ D

8
ˆ̂̂<
ˆ̂̂:

gm .VDD � 2V1.t// if VDD � Vt � V1.t/ � Vt and VDD � V2.t/ � 0

gm .VDD � V1.t/ � Vt/ if Vt � V1.t/ and VDD � V2.t/

gm .V1.t/ � Vt/ if V1.t/ � VDD � Vt and V2.t/ � 0

0 else

:

(B.4)

Both output currents have four regions of operation. The first region is when both
the NMOS and PMOS transistors conduct current. Some of this current charges
the output capacitor and some is short-circuit current. The second and third region
consist of only one of the transistors conducting current such that there is no short-
circuit current. In the final region, both transistors are off, since the voltages V1.t/

and V2.t/ have saturated to VDD and ground.
The output voltages V1.t/ and V2.t/ are related to the currents I1.t/ and I2.t/

through the differential equations

I1.t/ D CL
dV1.t/

dt
;

I2.t/ D CL
dV2.t/

dt
; (B.5)

and have initial conditions of

V1.0/ D Vc C vd=2;

V2.0/ D Vc � vd=2; (B.6)

where Vc is the common-mode voltage and vd the differential voltage. To simplify
the analysis, symmetry is assumed such that Vc D VDD

2
. Furthermore, VDD

2
� Vt >

vd
2

> 0 such that both transistors in the inverters are on when the comparator is
strobed at t D 0. Thus, for t � 0,

gm .VDD � 2V2.t// D CL
dV1.t/

dt
;

gm .VDD � 2V1.t// D CL
dV2.t/

dt
(B.7)
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A pair of second-order differential equations can be derived as:

�2
1

d2V1.t/

dt2
� V1.t/ C VDD

2
D 0;

�2
1

d2V2.t/

dt2
� V2.t/ C VDD

2
D 0; (B.8)

where �1 D CL
2gm

D CL
Gm

. This pair of differential equations has the general solution of

V1.t/ D a1e
.�t=�/ C b1e

.t=�/ C VDD

2
;

V2.t/ D a2e
.�t=�/ C b2e

.t=�/ C VDD

2
: (B.9)

As a result of the circuit’s initial condition on V1.0/ and V2.0/ as in (B.6), and the
additional conditions of

Gm

2
� .VDD � 2V2.0// D CL

dV1.0/

dt

Gm

2
� .VDD � 2V1.0// D CL

dV2.0/

dt
(B.10)

the parameters in (B.9) are derived to be a1 D a2 D 0 and b1 D �b2 D vd =2. Thus,

Vt � V1.t/ D vd

2
e.t=�1/ C VDD

2
� VDD � Vt;

Vt � V2.t/ D �vd

2
e.t=�1/ C VDD

2
� VDD � Vt: (B.11)

Since vd > 0, V1.t/ increases to VDD � Vt and V2.t/ decreases to Vt. Due to the
imposed symmetry, both outputs reach these values at the same time. This phase
ends at time

t1 D �1 � ln

�
VDD � 2Vt

vd

	
: (B.12)

In the second phase of the comparator operation, the PMOS in the first inverter
and the NMOS in the second inverter both turn off. Therefore, I1.t/ D Ip.t/ and
I2.t/ D �In.t/. Solving the differential equation as before results in

V1.t/ D .VDD � 2Vt/ e
t�t1

�2 C Vt � VDD

0 � V2.t/ D � .VDD � 2Vt/ e
t�t1

�2 C .VDD � Vt/ (B.13)
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for t > t1 and where �2 D 2�1. The required regeneration time for the comparator
is the time needed for the outputs to reach VDD and 0, and is

Tr D t1 C �2 � ln

�
VDD � Vt

VDD � 2Vt

	
D �1 � ln

�
.VDD � Vt/

2

vd � .VDD � 2Vt/

	
: (B.14)

The total current going through VDD is

IVDD.t/ D

8
ˆ̂<
ˆ̂:

Gm
2

� .VDD � 2Vt/ if 0 � t � t1

Gm
2

�
�
.VDD � 2Vt/ e

t�t1
�2

�
if t1 < t � Tr

0 else

: (B.15)

The power dissipation results from the current drawn through the power supply,
and is

Pcomp D 1

Ts

Z Ts

0

VDDIVDD.t/dt: (B.16)

Using (B.15) results in

Pcomp D 1

Ts

Z t1

0

VDDIVDD .t/dt C 1

Ts

Z Tr

t1

VDDIVDD .t/dt

D Gm

2
� VDD � .VDD � 2Vt/

Ts
�
�
.t1/ C �2

�
e

Tr�t1
�2 � 1

	�

D �1Gm

2
� VDD � .VDD � 2Vt/

Ts

�
ln

�
VDD � 2Vt

vd

	
C 2

Vt

VDD � 2Vt

�
(B.17)

D CL

2
� VDD � .VDD � 2Vt/

Ts
� ln

�
VDD � 2Vt

vd

	
C CL � VDD � Vt

Ts
:

The power dissipated is divided into two parts. The first coincides with the power
in the first phase of the comparator operation, and is a function of vd. The smaller
vd is, the more short-circuit current is conducted. The second part coincides to the
scenario in which one of the transistors is turned off, in which case all the current
drawn from the power supply is used to charge the capacitor, which results in the
standard dynamic power consumption equation.

In Chap. 4 these equations are used to present a high-level optimization
framework. For simplicity, the threshold voltage is set to 0, in which case both
transistors in the inverters always conduct current, and the second part of the power
equation disappears. Therefore, the output voltages becomes

0 � V1.t/ D vd

2
e.t=�1/ C VDD

2
� VDD

0 � V2.t/ D �vd

2
e.t=�1/ C VDD

2
� VDD (B.18)
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and the current through the power supply is

IVDD .t/ D
(

Gm
2

� .VDD/ if 0 � t � Tr

0 else
: (B.19)

The dissipated power becomes

Pcomp D V 2
DD

Ts
� CL

2
� ln

�
VDD

vd

	
: (B.20)

The comparator power in (B.20) is proportional to both VDD and CL, and inversely
proportional to the sampling period Ts and the differential input voltage vd.



Appendix C
Optimizing a Transistor-Level Comparator

In Sect. 4.3, the high-level optimization framework presented in Chap. 4 was
extended to a transistor-level circuit. This appendix chapter elaborates on the plotted
results and explains the simulation setup.

The data presented in Sect. 4.3 was based on the comparator explained in
Sect. 5.1.2 and shown in Fig. C.1. The input voltages Vinp and Vinn have a common-
mode voltage of Vc and a differential input voltage of vd. The following parameters
are used in the comprehensive search: the width of the input transistors M1�4, the
width of the clock transistor Mclk, the widths of the kickback transistors MKB1 and
MKB2, the widths of the inverter transistors, and the common-mode voltage Vc.
A supply voltage of 1 V is used.

A Perl script was written to create a large number of OCEAN files, each of which
has a different set of parameters. The script took in the following parameters:

for i1=1:8
for i2=1:5

for i3=1:3
for i4=1:5

for i5=1:5
for i6 = 1:3

Winvn = 1e-6*(1+0.5*i1)
Win = Winvn*(0.5*i2+1)
Winvp = Winvn*(0.5*i3+1)
Wclk = Winvn*(0.5*i4+0.5)
Wkb= Winvn*(0.5*i5+1)
Vc = 0.55+0.05*i6

end
end

end
end

end
end

M. El-Chammas and B. Murmann, Background Calibration of Time-Interleaved Data
Converters, Analog Circuits and Signal Processing, DOI 10.1007/978-1-4614-1511-4,
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Fig. C.2 Simulated time-interleaved ADC power with different transistor sizings. The optimal
boundary is outlined in black

A total of 9,000 OCEAN scripts were then consecutively run. With more
computing power available, these scripts could be run simultaneously to speed
up the data collection. At the end of each simulation, the power dissipation was
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calculated, as well as the time delay from the rising edge of the clock, at which
point the comparator starts regenerating, to the point at which the output differential
voltage reaches 0:95VDD. This delay td is used to calculate the minimum possible
sub-ADC sampling period, which is equal to 2td, from which the interleaving
factor, for a given time-interleaved ADC sample rate, can be calculated. The data
is then aggregated in Fig. C.2, as discussed in Sect. 4.3. Although this plot shows
all feasible combinations, the optimal curve, which is outlined in black, consists
of the comparator realizations that have minimum power dissipation for a given
interleaving factor.



Appendix D
Comparator Skew

The comparators in a flash ADC ideally sample the input signal at the same instance.
If there is skew between the latching points of the comparator, which can result from
the clock distribution network and from the comparator transistor variations, then
each comparator samples the input signal at a slightly different time, as shown with
the clock timing diagrams in Fig. D.1.

The digital output of this bank of M comparators is written as a sum of the
comparator outputs, assuming a ones-adder (also referred to as a Wallace Encoder.)
Without skew, the output at time nTs is

DoutŒn� D
MX

iD1

sign.vin .nTs/ � vr;i /; (D.1)

where vin.t/ is the input signal, vr;i is the reference voltage for the i th comparator,
and Ts is the sampling period. With skew, this output becomes

DoutŒn� D
MX

iD1

sign.vin .nTs C ˛i / � vr;i /; (D.2)

where ˛i is the skew for the i th comparator.
For small values of ˛i , the input signal can be approximated with its Taylor series

expansion as:

vin .nTs C ˛i / � vin.nTs/ C ˛i � v0
in.nTs/ (D.3)

with the assumption that ˛i � 1 for all i .
Thus,

DoutŒn� �
MP

iD1

sign.Ovin.nTs/ � vr;i /; (D.4)
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© Springer Science+Business Media, LLC 2012

109



110 D Comparator Skew

t

a b

Ideal sampling
point

t

Real sampling
points

11

22

M-1
M-1

MM

Fig. D.1 Comparator clock sampling edges (a) without skew and (b) with skew

where

Ovin.nTs/ D vin.nTs/ C ˛i � v0
in.nTs/: (D.5)

The signal Ovin.nTs/ can be viewed as a noisy version of the input signal. The noise
in this signal is represented by vnoŒn� D ˛i � v0

in.nTs/, which was the second term
of the Taylor expansion in (D.3). Assuming that ˛i is independent and identically
distributed, this can be represented by its mean and variance at the nth time sample
such that

mnoŒn� D E ŒvnoŒn�� D v0
in.nTs/ �

�
1

M

MP
iD1

˛i

	
(D.6)

and

�2
noŒn� D EŒ.vnoŒn� � mnoŒn�/2�

D 1

M

MX
iD1

�
v0

in.nTs/
�2

˛2
i �

�
v0

in.nTs/
�2 1

M 2

 
MX

iD1

˛i

!2

D
�

v0
in.nTs/

�2

M
�
0
@

MX
iD1

˛2
i � 1

M

 
MX

iD1

˛i

!2
1
A

D
�

v0
in.nTs/

�2

M
�

MX
iD1

�
M � 1

M

	
˛2

i : (D.7)

Both the variance and mean at time sample n are a function of the derivative of the
input signal at that time sample. Taking the average of (D.7) over n results in
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Fig. D.2 ADC ENOB as a function of the comparator skew

N�2
no D E

�
�2

noŒn�
�

D EŒ.v0
in.nTs//

2�

M
�

MX
iD1

�
M � 1

M

	
EŒ˛2

i �

D EŒ.v0
in.nTs//

2� �
�

M � 1

M

	
� �2

˛ ; (D.8)

where �˛ is the variance of the comparator skew. Thus, for slow signals, which have
smaller signal derivative, the variance in (D.8) is smaller than for fast signals. This
is intuitive due to the slower rate of change in the signal, which results in a smaller
voltage error for a given time difference.

For an input signal with power P and an ADC quantization noise variance of �2
q ,

the resulting SNR including the effect of comparator skew is

SNR D P

�2
q C N�2

no

: (D.9)

As an example, assume the input signal is a sinusoidal function with frequency fin,
such that, vin.nTs/ D A sin.2�fin.nTs// and v0

in.nTs/ D 2�finA cos.2�fin.nTs//.
This results in

EŒ.v0
in.nTs//

2� D .2�fin/2 � A2

2
: (D.10)

To simplify the calculation of (D.8), and without much loss of generality, assume
an infinite resolution ADC is used such that M D 1 and �q D 0. Thus, the SNR is

SNR D 1

.2�fin�˛/2
(D.11)
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which decreases both as a function of input frequency and as a function of the skew
variance. For a 10 GHz input signal, the resulting resolution of the ADC is shown
in Fig. D.2. With only 2 ps of comparator skew, the ADC effective number of bits,
calculated with SNR�1:76

6:02
, has dropped below 3 bits. Therefore, using a track-and-

hold with high-speed input signals is important, as it holds the input signal, such
that comparator skew has negligible effect.



Appendix E
Calculating Residual Timing Errors

This appendix details the method used in Chap. 6 to calculate the residual timing
skew and the estimated jitter of the prototype ADC.

E.1 Residual Timing Skew

Given the decimated output spectrum obtained with an input sinusoidal signal, the
positions of the timing skew spurs are known, as derived in Chap. 2 and in [6]. With
an interleaving factor of N , there are N � 1 spurs to account for. The magnitude of
these spurs is AŒk�, for k D 1; : : :; N � 1. Theoretically, the value of AŒk� is

AŒk� D 1

N

N �1X
iD0

e�j 2��i fin � e�j 2ki�
N : (E.1)

This can be simplified into A D BC , where B is a matrix such that

BŒi; k� D 1

N
� e�j 2ki�

N (E.2)

and C is a vector such that
C Œi� D e�j 2��i fin : (E.3)

Thus,

AŒk� D
N �1X
iD0

BŒi; k� � C Œi�: (E.4)

The vector A is known from the measured data, and the matrix B is a function of N .
Thus, C D B�1A, where B�1 is the pseudoinverse of B . The vector of timing skews
is then calculated by:
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� D ln .C /

�j2�fin
: (E.5)

Finally, the residual timing skew is

�� D
sPN �1

iD0 �2
i

N
: (E.6)

This provides a simple approach to calculate the residual timing skew from
measured data.

E.2 Estimated Jitter

The systematic timing errors of timing skew was presented in the previous section.
A second timing error is that due to random jitter. To estimate the random jitter from
the measured output spectrum, higher-order harmonics are removed from the ADC
output spectrum, which is possible since their position is a function of the position
of the input signal fundamental tone. The remaining performance limitations come
from quantization and thermal noise, jitter, and timing skew. The degradation due to
quantization and thermal noise can be calculated from low frequency input signals,
since jitter and timing skew have a negligible effect at those frequencies. Assuming
that quantization and thermal noise do not increase as a function of input frequency,
any degradation in SNR with increase in frequency is due only to jitter and timing
skew.

The effect of timing skew can either be calculated using the approach outlined
in the preceding section, or it can be removed by simply deleting the spurs due to
timing skew. A problem with the second approach is that spurs due to timing skew
arise as a function of both the fundamental input tone and of higher-order harmonics,
so care has to be taken to ensure that all tones are removed.

If the residual skew is estimated as in Sect. E.1, then the degradation due to both
jitter and timing skew with an input sinusoidal signal is approximately

�2
T � P � .2�fin/2 �

�
�2

� C �2
j

�
; (E.7)

where �� is as calculated in (E.6). Thus,

SNR D P

�2
q C �2

T

; (E.8)

where �2
q is the combined variance of quantization and thermal noise. The value of

�j that equates the SNR in (E.8) to the measured SNR with high-frequency inputs is
the estimated jitter.
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