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Foreword

In this book, the best chapters that explore the combination of machine learning
techniques with image processing methods are selected. Nowadays, these topics are
important not only in the scientific community, but also for other areas such as
engineering and medicine. The problems described in each chapter are relevant for
the area of image processing and computer vision. Moreover, the use of soft
computing and machine learning techniques is also demonstrated.

This book brings together and explores possibilities for combining image pro-
cessing and artificial intelligence, both focused on machine learning and soft
computing that are two relevant areas and fields in Computer Science. The selected
chapters include topics from different areas and implementations. The editor clas-
sifies them accordingly with the importance and usefulness. In Part I, chapters
related with image segmentation are included. This problem is very important
because it is considered as a preprocessing step in most of the image processing
systems. For example, one of the chapters presents a survey of the advantages and
disadvantages of using different colors spaces in segmentation using clustering.
Another work is focused in the use of multi-objective optimization for thresholding.
Moreover, other interesting chapters provide an overview of the use of evolutionary
approaches for the segmentation of thermal images. On the other hand, Part II
addressed the implementation of both soft computing and machine learning in
medical applications of image processing. Chapters for liver tumor recognition
based on different classifiers, a method for the detection of lesions of coronary
disease, glaucoma monitoring to mention some are included.

Images and videos are extensively used in security, Part III is dedicated to the
use of machine learning and soft computing algorithm for security and biometric
applications. The chapters contained in this part consider biometric problems as a
signature recognition based on neural networks or finger print identification using
different topological structures. Meanwhile for security methods such as the use of
support vector machines for detecting violent activities of humans in videos is
presented.



vi Foreword

The aim of image processing and computer vision is detection, recognition, and
analysis of the objects contained in the scenes. Part IV of this book is dedicated to
new approaches for this task. To mention some interesting approaches, chapters
such as object recognition for robots, distance measurements for geometric figures,
and image reconstruction using Fourier transform are included.

The book was designed for graduate and postgraduate education, where students
can find support for reinforcing or as the basis for their consolidation or deepening
of knowledge, researchers. Also teachers can find support for the teaching process
in areas involving machine vision or as examples related to the main techniques
addressed. Additionally, professionals who want to learn and explore the advances
on concepts and implementation of optimization and learning-based algorithms
applied in image processing can be found in this book, which is an excellent guide
for such purpose.

The book which is concise and comprehensive on the topics addressed makes
this work an important reference in image processing, which is an important area
where a significant number of technologies are continuously emerging and some-
times untenable and scattered along the literature. Therefore, congratulations to the
authors for their diligence, oversight, and dedication for assembling the topics
addressed in the book. The computer vision community will be very grateful for
this well-done work.

May 2017 Marco Pérez-Cisneros
Universidad de Guadalajara
Guadalajara, Mexico



Preface

Several automatic systems require cameras to analyze the scenes and perform the
desired task. Images and videos are taken from the environment, and after that,
some processing algorithms should be used to analyze the object contained in the
frames. On the other hand, in the past two decades, the amount of users of cameras
has been increased exponentially. Cameras are present in smartphones, computers,
cars, gadgets, and many other apparatuses used every day. Based on such facts, it is
necessary to generate robust algorithms that permit the analysis of all this
information. These algorithms are used to extract the features that permit the
identification of the objects contained in the image. To achieve this task, it is
necessary to introduce computational tools from artificial intelligence. The tendency
is to have automatic applications that can analyze the images obtained with the
cameras. Such applications involve the use of image processing algorithms
combined with soft computing and machine learning methods. This book presents a
study of the use new methods in image and video processing. The selected chapters
explore areas from the theory of image segmentation until the detection of complex
objects in medical images. The implementation concepts from machine learning,
soft computing, and optimization are analyzed to provide an overview of the
application of this tools in image processing.

The aim of this book is to present a study of the use of new tendencies to solve
image processing problems. We decide to edit this book based on the fact that
researchers from different parts of the world are working in this field. However,
such investigations are published in different journals, and it is hard to find a
compendium of them. The reader could see that our goal is to show the link that
exists between intelligent systems and image processing. Moreover, we include
some interesting applications in areas like medicine or security that are very
important nowadays.

The content is divided into four parts; Part I includes the methods involved with
theory and applications of image segmentation. For example, the use of
multiobjective approaches or different color spaces. Part II includes the applications
of machine learning and soft computing algorithms for medical purposes, for
example, glaucoma or coronary diseases. Meanwhile, in Part III approaches for

vii



viii Preface

security and biometry are included . Some of them are related to finger print
identification or the analysis of videos for activity recognition. Finally, Part IV
contains 11 chapters about object recognition and analysis in the scenes.

Editing this book was a very rewarding experience, where many people
were involved. We acknowledge to all the authors for their contributions. We
express our gratitude to Prof. Janusz Kacprzyk, who warmly sustained this project.
We also acknowledge to Dr. Thomas Ditzinger, who kindly agreed to its
appearance.

Finally, it necessary to mention that this book is just a small piece in the puzzles
of image processing and intelligence. We would like to encourage the reader to
explore and expand the knowledge in order to create their implementations
according to their necessities.

Cairo, Egypt Aboul Ella Hassanien
Guadalajara, Mexico Diego Alberto Oliva
May 2017
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Image Segmentation



Color Spaces Advantages
and Disadvantages in Image Color
Clustering Segmentation

Edgar Chavolla, Daniel Zaldivar, Erik Cuevas and Marco A. Perez

Abstract Machine learning has been widely used in image analysis and processing
for the purpose of letting the computer recognize specifics aspects like color, shape,
textures, size, and position. Such procedures allow to have algorithms capable of
identifying objects, find relationships, and perform tracking. The present chapter
executes an analysis of the one image attribute that is listed among the basic aspects
of an image and the color. The color is chosen due to the importance given by
humans to this attribute. Also the color is used main filter criteria in object
recognition and tracking. In this section the effect of the color is studied from the
point of view of the most popular color spaces available in image processing. It will
be tested the effect of the selection of a given color space one of the most common
clustering machine learning algorithms. The chosen algorithm is K-means ++, a
variation of the popular K-means, which allows a more fair evaluation since it
mitigates some of the randomness in the final cluster configuration. Every advan-
tage or weakness will be exposed, so it can be known what color spaces are the
right choice depending on the desired objective in the image processing.
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Universidad de Guadalajara, CUCEI, Guadalajara, Jalisco, Mexico
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1 Colors Models and Spaces

Color is one of the most important aspects in vision, since it is used generally to
discriminate and recognize information. From the Physics view, the color is caused
by the reflection of a portion of light in an object. Basically, it is just an electro-
magnetic wave in a range of frequencies. The longest wavelength produces the red
and the shortest blue-violet (Fig. 1).

The part of the electromagnetic spectrum analyzed is the one called the visible
spectrum, which contains all the possible colors. Other colors existing outside the
visible spectrum range are not contemplated in this section (Infrared and ultraviolet)
[15].

Since representing the colors as a specific wave frequency with a certain
amplitude and longitude is not trivial or natural to human beings, it created systems
that help to describe the colors in a more natural and ordered way. The descriptions
systems are known as color models.

A color model is actually a set of equations and/or rules used to calculate a given
color and are capable of describing a wide range of tones from the visible spectrum
of light.

A color space is defined as all the possible tones generated by a color model; in
this work the colors are managed from the color space perspective.

1.1 Additive Color Spaces

Additive color spaces are those set of colors that are created by mixing primary
colors. The most used primary colors are the red, blue, and green. Originally, these
colors were formed by adding two or more rays of light into an obscure surface. The
created color space using this technique is named RGB [23].

1x10E-14 m  1x10E-12 m 1x10E-8 m 1x10E-1 m 1x10E0 m 1x10E5 m
Gamma Rays X Rays Ultraviolet Infrared Microwave Radio
e
| Visible ligh |
4x10E-7 m isible fignt 7x10E-7 m

Fig. 1 Visible light spectrum. Wavelengths are in meters
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A variant of the additive color spaces is the subtractive color space, which
instead of adding rays of light, it blocks or subtracts certain frequencies from a ray
of light containing the complete frequency range from the visible light spectrum.

This section will use only the additive color space in form of the RGB model,
since it is the most frequent color space used in computer images.

RGB This model is most widely used in computer graphics. Many works use this
model as a base for color filtering, segmentation, and analysis in image processing.
The ease of use and intuitive model for color creation and manipulation makes it an
ideal choice for drawing and coloring (Fig. 2).

Unfortunately, it has some disadvantages when it is used in image processing.
The model produces a nonlinear and discontinues space, which makes the changes
in color hue hard to follow due to discontinuities. Another issue found in RGB
model is the fact that the color hue is easily affected by illumination changes,
making the color tracking and analysis a nontrivial task.

Despite the issues described for the RGB model, the produced space is preferred
in most of the computational tasks. One of the reasons is that most of the computer
hardware and software is developed under this model, so it can be used directly
without additional work.

Normalized RGB This model is a variation from the RGB, and basically is
created under the premise of protecting the color model from the illumination
changes. The main idea behind this variation is that the colors are formed using a
certain proportion of three primary colors from the model, not a defined amount of
each one. So the sum of all the colors proportions must equal a 100%. The process
of normalization is straightforward and can be easily computed (Eqs. 1-3). Basi-
cally, each of the equations used to transform RGB to normalized RGB obtains the
proportion of each color. Another advantage of this model is that any color can be
described just using two colors instead of three. This is possible due to the fact that
the third color will always be the difference between one and the addition of the
other two colors:

Fig. 2 RGB color space ——
(Wikimedia commons RGB) ..
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K (1)
r=—
R+G+B
G
__ 6 2
8= R+G+B (2)
B
b= —— . 3
R+G+B (3)

This variant certainly reduces the negative effect of the illumination changes like
shadows or shines, but in exchange it reduces object detection capability. This is
due to the loss of contrast that the same illumination provides [5].

This model is used in machine learning with some degree of success, and it will
part of the comparison performed in this work

1.2 Perceptual Color Spaces

Perceptual color spaces are created from those models that treat the color in a more
human intuitive form. In order to achieve this objective, any color is represented by
a specific tone or hue, a level of saturation for the hue, and the amount of light
available or illumination.

Inside this category, it can be found Hue Saturation Value model (HSV), Hue
Saturation Lightness (HSL), and Hue Saturation Intensity (HSI). All of these color
models have a similar description about the color hue but differ in the saturation and
illumination definition.

HSL This color model can be computed from the RGB standard model by using a
set of equations (Eqs. 4—6). The major advantage of using this model is the fact that
it presents immunity to illumination changes, since the illumination is enclosed in
the lightness component of the model. The other feature of this model can be found
in the color hue changes; they are continuous and linear. The hue component is
usually expressed in angle terms, from 0 to 359°, since every tone has a previous
and next tone that follows a cyclic pattern and can be visualized in a circular
diagram. The last feature of the HSL model is the geometric representation which
can be expressed as a bi-conic figure or a cylinder (Fig. 3), which allows to
manipulate easily each color hue by changing its illumination and saturation [7]:

60 * (max(R, G,BG):Zm(R, G, B)) R=max(R,G,B)
_ 2+ (B=R) _
H=q60% (max(R, G.B)—min(R. G, B)) G =max(R, G, B) “)
60*‘( 4+

R-G) _
max(R. G, B) — min(R. G, B)) B=max(R,G,B)
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max(R, G, B) — min(R, G, B)

S=
1 —|(max(R, G, B) + min(R, G, B) — 1

I max(R, G, B) + min(R, G, B)
a 2

. (6)

Even though the HSL model could seem ideal, it has some issues; the first occurs
when the maximum and minimum values for RGB are the same, which corresponds
to the gray tones. In this scenario there is an undefined value for hue, which usually
the existing software libraries set to zero (Red color). This causes some incorrect
color interpretations. The other visible issues occur when the maximum and min-
imum sum two; in this scenario the saturation is undefined.

HSYV This model is similar to HSL, and share the same definition for the hue
component (Eq. 4), but differs in the way it interprets the color saturation (Eq. 7)
and the illumination (Value component) (Eq. 8):

g max(R, G, B) —min(R, G, B)

max(R, G, B) 0

V =max(R, G, B). (8)

The issues found in HSL can be found as well in HSV; there is the same
undefined scenario for hue and regarding saturation, the issue arises when the
maximum value for RGB is zero (black color).

Sometimes, HSV is preferred due to the geometric representation, which is
usually more natural than HSL, which allows a better color hue manipulation
(Fig. 4).

Some works use variations from the HSV and HSL models, which does not
involve extra computer work. This variation is just to ignore the illumination
component, which theoretically would eliminate the effect produced by shadow or
shines [3, 10, 24]. Other works go beyond and also ignore the saturation compo-
nent, leaving only the hue component as the only criteria for color manipulation and
analysis [11, 8].

Fig. 3 HSL color space
(Wikimedia commons HSL)

ssaujy ;—;_'
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Fig. 4 HSV color space
(Wikimedia commons HSV)

A common problem found in the perceptual color spaces is the hue represen-
tation. Usually, it is represented as the angle of a circle. It means that one hue is at
the restarting point of the circle (where the angle changes from 359° to 0°). This
causes a discontinuity in the color hue. It is usually fixed by using two ranges for
the hue at this position. In this case the affected hue corresponds to the red color.

1.3 CIE Color Space

The international Commission on Illumination (CIE) is worldwide nonprofit
organization, created with the purpose to gather and share information related to the
science and art of light, color, vision, photobiology, and image technology (CIE,
[4].

The CIE created the first color models based primarily on the physic aspect of
the light. Among the most notable models, the CIE RGB, CIE XYZ, and CIELab
can be found. All of them describe how all the colors can be formed on a plane with
a given illumination level.

The CIE XYZ and CIE RGB are calculated by using the light wavelength from
the physic representation of the color, while CIELab is indirectly obtained from the
CIE XYZ.

Lab (also known as L * a * b*) This is one of the most used models from the CIE
family. The lab model is formed by a Lightness component and two chromatic or
color components (a and b). This color model can express a wider color range or
gamut than the RGB, and usually, is used to enhance color images. The lab model
can be obtained from the primary CIE XYZ model by using Eqs. 9-11, where
X, =95.047, Y, = 100.0, and Z,, = 108.883 are the tristimulus reference value for
white for the CIE XYZ model; basically, the values are pseudo-normalized:
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L*=116f<Y1) —16 9)

n

e (2) 1)
e (7))

The CIELab model can represent colors that are not handled by other models;
theoretically, it could represent an infinite number of chromatic combinations.
Unfortunately, its creation is a complex process, and the color space produced is not
natural to humans as in RGB or perceptual color spaces (Fig. 5).

1.4 Other Color Spaces

Additional color spaces and models exist, but those are beyond the scope of this
work, since in this chapter it will be covered only the most commonly used color
spaces in computer image processing.

Fig. 5 RGB space
represented using lab color
model. (Wikimedia commons
CIELab)
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2  Clustering Algorithms and Machine Learning

Clustering algorithms refer to those algorithms capable of separate and classify a
group of observations. Inside machine learning there are some specialized algo-
rithms dedicated to perform clustering and classification tasks. The most interesting
algorithms are those referred as unsupervised learning algorithms.

2.1 Unsupervised Learning Algorithms

Most of the algorithms in machine learning are required to go through a training
phase in order to calibrate inner values. As a result of the training the algorithm is
able to perform classification or to respond in a specific manner to certain entry
data.

But in unsupervised learning, algorithms never require a training phase; instead,
these algorithms are capable of discovering by themselves some interesting struc-
tures found in the input data [16].

The most common algorithms are clustering methods. Among them, it can be
found K-means, Gaussian mixture, Hidden Markov models, and Hierarchical or
Tree models. Those algorithms are capable to segment data into confined spaces, so
existing and new data can be classified.

2.2 K-Means

The K-means algorithm is a very popular method for clustering. The term comes
from 1967 [14], but the idea was previously stated in 1957, but disclosed until 1982
[12]. K-means is basically an iterative method that starts with k clusters centroids
set randomly. At every iteration the centroids are adjusted, so that the distance from
the existing data to the closest centroid is the minimum possible. The algorithm
stops when a predefined number of iterations have passed or a desired data-centroid
distance has been reached. Due to this behavior, usually the K-means is referred as
an expectation maximization method variant.
The algorithm for K-means is depicted as follows:

Set randomly K possible centroids in the data space;
Calculate the distance between each data point and each centroid,;
Clusters will be formed around the centroids using those data points which
distance to the centroid is the shortest;

e The cluster centroid will be adjusted using the data points inside the previously
created cluster;

e If the distance or the iteration criteria are reached, the algorithm stops, otherwise
go back to the second step.
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Based on the K-means method some other algorithms have been proposed,
among the most popular are the Fuzzy C-means, K-means ++, etc.

2.2.1 K-Means ++

K-means usually generates acceptable results, but there is a couple of known issues
that affect its performance.

e If two centroids are too close to each other, they could be trying to classify the
same cluster. In this case, the real cluster would be split among two K-means
clusters.

e The time required to reach the optimum centroid for the existing clusters could
vary depending on the initial centroids setup. If the initial random centroid is set
close to the real centroid of the real clusters, the algorithm will take little time or
iteration to find the optimums centroids. On the other hand, if the initial random
centroids are set far from the real centroids, they could take significantly more
time.

e Even more, the resulting clustering could be made using the wrong data points.
This last one is caused due to the fact the K-means method only looks for
minimizing the distance between the centroid and data point. At some point of
the iterations, some data points could be changing clusters, and if the algorithm
reaches the iteration number criteria, the data points stay in the current cluster.
No validation is made to corroborate if each data point is assigned to the right
cluster. Sometimes, this issues could create quite different clusters every time
the K-means algorithm is executed.

Using the previous statements, it can be concluded that K-means algorithm
performance depends on the initial centroids setting. The K-means ++ algorithm is
created as a response to the initialization problem. The main idea behind the
K-means ++ algorithm is to create a method to optimize the initial setup for the
centroids in the K-means algorithm. Actually, K-means +4 algorithm is identical to
K-means algorithm, but differs in the first step (The initial centroids setup). Instead
of choosing arbitrary random values for all the centroids, K-means ++ uses an
algorithm to select those centroids that can speed up and optimize the cluster search
[1]. K-means ++ uses a simple probabilistic approach to generate the initial cluster
setup, calculating the probability of how well a given point is doing acting as a
possible centroid.

The K-means algorithm gets the K centroids (c) using a set X of data points as
follows:

o Sample the first centroid c¢(/) using a uniform random distribution over X.
o Iterate from k = 2 until K.
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e Sample the k, center c[k] from a multinomial over X where a point x has
probability 6,, defined by Eq. 12, where D(x) is defined as the distance to the
closest existing centroid:

D(x)’
ZX' ex D(x/)z

K-means ++ allows a better cluster initialization, but it has a high computa-
tional cost. The method uses an iterative procedure to calculate the centroids with
the best probability to be the centroids. The amount of iteration and calculations
involves all the points in the data space, causing a significant work overhead.

The previous drawback can be alleviated by the fact that the rest of the
K-mean ++ algorithm will find the cluster configuration faster and the cluster
configuration will usually be the most convenient for the given problem.

As a result of the previously stated, it can be expected that K-means ++ would
achieve to get the best clustering on each of the color spaces that will be tested.

0, = aD(x)*. (12)

2.2.2 K-Nearest Neighbor

A usual application for K-means is the nearest neighbors * selection. This can be
achieved by considering the data points from a given resulting cluster to be the
closest neighbors from the resulting centroid. This process is used to categorize
information by the closeness of a given known point.

3 Image Segmentation by Machine Learning

The idea of performing image segmentation and image analysis by using some of
the algorithms covered by machine learning is widely spread across several works
and literature. Among some recent examples of segmentation using machine
learning algorithm are neural networks [2, 17-19], Gaussian mixture model [21,
22], support vector machine [9, 13, 6], and support vector machine with K-means
family-based training [20, 25].

From the selection, recent works can be found that there is no standard color
space regarding color feature extraction for the segmentation or classification. The
most used models are RGB, nRGB, HSI, HSV, CIELab, Gray scales, and YCbCer.
This scenario is the motivation for the present chapter. It exposes and explains
valuable information about the most used color spaces regarding its properties. The
properties should be considered in the election of a given color space. Just a few
works expose the reason behind a specific color selection but never explain the
possible issues that can arise from the mentioned selection.
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4 Testing and Experimentation

The main purpose of the present tests is to demonstrate the benefits and issue
coming from selecting a given color space. For the testing scenario, it was selected
some of the most popular color spaces used in the image processing field:

RGB
nRGB
HIS
HSV
HS

H
CIELab

The HS and H are not properly color spaces themselves, but variations from the
HSV color space. It was decided to be included in the testing since these variations
are attractive for the exclusion of the illumination component. A small explanation
about the mentioned color spaces was already stated in the color section in this
chapter.

For the targeted machine learning algorithm, it was selected the K-means
algorithm. Even though it is an old algorithm, it is still widely used and still
performs in an acceptable level against some more recent algorithms. The K-means
++ variant was selected, since it is helpful alleviating the randomness in the
resulting classification clusters.

A set of three images presenting a solid background and the three primary colors
(red, green, and blue) is selected:

e A synthetic image (made up image with solid colors);

e An image with defines colors, but some noise is present;

e A natural image with shades and color not so well defines (boundaries are
close).

The second and third images are taken from the freeimages database (http:/
www.freeimages.co.uk).

4.1 Synthetic Image Testing

The first image is a synthetic image consisting of four solid pure colors (Red, Blue,
Green, and White) (Fig. 6). The image is composed by four rectangles: upper left is
red, upper right is white, lower left is blue, and lower right is green.

The K-means algorithm is expected to generate four clusters, one for each color
available in the figure. One consideration made for the testing regarding the test for
H only component is that using this model is impossible to distinguish red from
white. The previous is one of the present issues coming from most of the perceptual
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Fig. 6 Base synthetic image
with red, blue, green, and
white colors

color models, where white and gray tones are undefined for the hue (H) component
(Eq. 4). Usually in the case of undefined value for the H component, a zero is used
instead. For the H component, zero value corresponds to red hue.

The test for the synthetic image shows no major problem for the selected color
spaces, just the already mentioned issue for the H component color space. In Fig. 7f
it could be noted how the white and red are merged together, since there is no way
to differentiate between both hues. For the white color the hue is zero, while for the
pure red the hue is also zero.

4.2 Testing Image with Some Noise

The following image to be tested is an image containing the alphabet letters
alternating the hues red, blue, and green. The background for the image is set to
yellow; it is expected that for the perceptual color spaces the effect of issue for
having white or gray tones is diminished, since the only gray source is coming from
the noise (Fig. 8).

The present noise found in the image in Fig. 8 is expected to confuse the
clustering algorithm, by producing some pixels that are located close to the
boundaries of other colors. Depending on the properties in each of the testing color
spaces, the clustering algorithm will be able to overcome the noise.

From the result clusters in Fig. 9, it can be stated some interesting aspects:

RGB (Fig. 9a) mixed the red and green letters, this mostly due to the noise getting
the boundaries close and adding additional gray tones.
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(a) (b) ()
(d) (e) (f)

(g)

Fig. 7 a Clusters resulting from RGB. b Clusters resulting from HSV. ¢ clusters coming from
HSL. d Clusters coming from CIELab. e Cluster coming from nRGB. f Clusters coming from H.
g Clusters coming from HS

Fig. 8 Colored image with

some noise. First-row
sequence red—blue—green,
second-row sequence blue— a C e
red—green, third-row
sequence blue—red—green.

[ 1]
Edited image from http://
www.freeimages.co.uk/ ' l m h O %

I"S’ru\/uuxSZ
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Fig. 9 a Clusters resulting from RGB. b Clusters resulting from HSV. ¢ clusters coming from
HSL. d Clusters coming from CIELab. e Cluster coming from nRGB. f Clusters coming from H.
g Clusters coming from a fixed H component. h Cluster coming from HS
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HSYV (Fig. 9b) was capable to select green and blue in an acceptable level; it creates
another cluster for the background part of the noise and gray tones were classified
as one cluster, but in the red letters, the clustering was a mixture of all other
clusters.

HSL (Fig. 9¢) in this case the background and blue letters were acceptable, but the
red and green letters were incorrectly classified, using a combination of other
clusters.

CIELab (Fig. 9d) for this color space all the letters and background presented an
acceptable classification. Just a few pixels erroneous sorted inside the letters and
surrounding most of the letters.

nRGB (Fig. 9e) the normalized RGB presents the best performance, even showing
better results than CIELab. The previous can be stated from the fact that erroneous
pixels inside each letter are less than CIELab.

H (Fig. 9f) using just the hue from the perceptual color spaces performs an
acceptable clustering for the background, blue letters, and green letters. It can be
noted that the noise inside these letters is not present in the final segmentation. It
exhibits little noise around some letters. Regarding the red letters, it was able to
create a cluster for the color, but the cluster is heavily affected by the discontinuity
in the hue definition. This issue is evident while classifying the red hue, since it is
defined in two ranges at the low values of hue and the highest values of hue in the H
component.

H-Fixed (Fig. 9g) in an effort to demonstrate how the red hues are affected by the
discontinuity in the H component, a special scenario, is created. In this scenario the
two red hue ranges in the H component are merged. This can be done by appending
the first values (0-20) at the end of the scale, then performing subtraction of 20
units on each value. This procedure is similar to circular shift. After performing the
join of the two ranges, it can be seen an almost perfect clustering, just a few
misclassified pixels.

HS (Fig. 9h) selecting the hue and saturation produces a really noisy clustering for
the red and green letters, while regarding the blue letters, the clustering shows a
better result, but still with some noise.

From the result over the tested image, normalized RGB presented the best results
regarding clustering. But using just the H component from the perceptual color
spaces resulted in having a more noise immune classification. This was notable
when the discontinuity in the red hue was solved. Unfortunately, the shift procedure
is not always a possibility in real scenarios. The colors that will be in the processing
images are not usually known, so performing the shift could move the discontinuity
to another color. So the shift procedure is only worthy when can assure that the red
color is the image and it should be included in a cluster. Also it is needed to assure
that pure white and gray tones are not in the image, so they will not be misclassified
as red hues (white and gray tones are undefined and usually given an H value of
Zero).
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4.3 Natural Image

The next scenario is a photograph of three colored cubes. This will test the capa-
bility from each color space to add significant information when shades and lights
are present in the image (Fig. 10). An additional error source observed from the
target image is the fact that the hues from the colors are not well defined, especially
regarding the blue cube (upper cube), which seems to have a close boundary with
the green hue.

This scenario is set to reveal some of the common issues that each color space
brings while trying to segment an image using its color as the main feature. The
shades and lights produce a wide distribution in the range of possible values for
each of the selected primary colors. As the background of the image is white it is
expected some confusion between the background and the lighter parts of the cubes.
Also from the shades is expected to create some possible misclassification issues.

A detailed analysis of the resulting clusters exhibits the benefits and issues
coming from each color space:

RGB (Fig. 11a) Errors in all the clusters can be noticed. The red cube is grouped
along with the shadow, while the part of the blue cube is erroneously classified with
the back ground (the lighter section) and finally part of the green cube is classified
in the blue cluster. This is caused by the illumination issue present in the RGB color
space.

HSV (Fig. 11b) In this case the background cluster is acceptable, just presenting
some noise. Regarding the cubes, the clusters are mixed. A point in favor for the
model is the fact that it was not affected by the shadow below the blue (upper) cube.

Fig. 10 Colored cubes.
Upper cube is Blue, left lower
is red and right lower is green.
Image from http://www.
freeimages.co.uk/
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(a) (b)

Fig. 11 a Clusters resulting from RGB. b Clusters resulting from HSV. ¢ clusters coming from
HSL. d Clusters coming from CIELab. e.Cluster coming from nRGB. f Clusters coming from H.
g Clusters coming from HS
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This last behavior comes from the ability to decouple the illumination component
from the chromatic component.

HSL (Fig. 11c) This color space performs in a similar way to HSV, but with noisier
clustering.

CIELab (Fig. 11d) The resulting clustering using this color space present solid
acceptable clusters for the red and green cubes. But for the blue cube loses part of
the cube (the lighter sides). Also, another issue is the detection of the shadow below
the blue cube as part of the red cube.

nRGB (Fig. 11e) The normalized RGB presents a similar behavior as the CIELab,
but loses part of the green cube. On the other hand demonstrate its property of
immunity to shadows by avoiding the selection of the shadow below the blue cube.

H (Fig. 9f) In this scenario this approach performs an acceptable clustering in the
blue and green cubes, and a really noisy in the red cube. Also, it presents some
errors in the back ground cluster. The misclassified pixels inside the red cube comes
from the discontinuity in the red hue for the H component, and also from the fact
the background is white (hue value is set to zero). The previous causes that the red
cube is classified in the red cluster and in of the white cluster. In this case, the shift
procedure used in the previous image is not applicable due to the existence of white
color.

HS (Fig. 9g) This selection behaves in a similar way as the HSV, just presenting
slightly more noise.

From the previous exercise, there was not a clear winner, since ever color space
presented noticeable issues.

5 Conclusions

From all the performed scenarios it is demonstrated that every color space presents
its own issues that could affect the segmentation done by clustering. But an
important result observed from the behavior from each color space is regarding to
the aspect of failure in different areas. It means that some color spaces were better
performing the segmentation of a given color, or a given illumination condition.

The most promising approach was the usage of the H component from the
perceptual color spaces, as long as the discontinuity issue (jump from 360 to 0) is
fixed and the white and gray values are avoided. There is some technique that could
help to improve the robustness for the H component, like using other distance
method based on the angle distance (cosine distance). It should be noted that despite
fixing the discontinuity issue in the perceptual models, it is also necessary to fix the
white and gray tones issue. This last issue is sometimes not possible or not a trivial
task.
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An approach to follow it is to use a given color space depending on the con-
ditions of the scenario where it should be implementing. So the features of a given
color space can really help to solve the required clustering. Unfortunately, this
approach is not possible in most of the scenarios, where the machine learning
algorithm must be prepared for unknown scenarios.

From the previous can be stated one of the most common issues in machine
learning algorithms, that most of the classifiers are weak classifiers. In the case
scenarios presented in this chapter, it can also use the same solution as in any
machine learning procedure; it is the boosting approach. Boosting can be coupled
weak classifiers in order to create a stronger classifier. Each configuration presented
in the chapter is really a weak classifier. Mixing some of them can improve the final
clustering result. The boosting using different color spaces is out of the scope of the
chapter, but a given path for further development.

The chapter does not go deep in searching for techniques to correct each possible
failure in the color spaces, since its main purpose is to remark the possible benefits
and issues coming from each color space.
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Multi-objective Whale Optimization
Algorithm for Multilevel Thresholding
Segmentation

Mohamed Abd El Aziz, Ahmed A. Ewees, Aboul Ella Hassanien,
Mohammed Mudhsh and Shengwu Xiong

Abstract This chapter proposes a new method for determining the multilevel thresh-
olding values for image segmentation. The proposed method considers the multilevel
threshold as multi-objective function problem and used the whale optimization algo-
rithm (WOA) to solve this problem. The fitness functions which used are the maxi-
mum between class variance criterion (Otsu) and the Kapur’s Entropy. The proposed
method uses the whale algorithm to optimize threshold, and then uses this threshold-
ing value to split the image. The experimental results showed the better performance
of the proposed method to solving the multilevel thresholding problem for image seg-
mentation and provided faster convergence with a relatively lower processing time.

Keywords Multi-objective +  Swarms  optimization <+  Whale
optimization algorithm - Multilevel thresholding * Image segmentation
1 Introduction

In recent years, the intelligent systems that depend on machine learning and pat-
tern recognition are widely used in numerous fields. These include the application
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of face and voice recognition, objects identification, computer vision, and so on.
Nevertheless, the researchers are still working to improve the accuracy of these sys-
tems, especially when they are used in real-time environments. When these systems
acquire their data from images, they should use image processing techniques to pre-
pare and process the images to be able to identify and recognize the objects on them.
Image segmentation is an essential phase in this stage. It works for splitting an image
into segments with similar features (i.e., color, contrast, brightness, texture, and gray
level) based on a predefined criterion [1]. Image segmentation has been applied in
several applications such as medical diagnosis [2], satellite image [3], and optical
character recognition [4]. However, it could be a complex process if the images are
corrupted by noises from environments or equipment. There are many methods for
applying image segmentation, such as edge detection [5], region extraction [6], his-
togram thresholding, and clustering algorithms [7]; as well as, threshold segmen-
tation [8], it is one of the popular methods for performing this task to locate the
best threshold value [9, 10]; it can be divided into two types: bi-level which can be
used to produce two groups of objects and multilevel that used to segment complex
images and separate pixels into multiple homogeneous classes (regions) based on
intensity [1, 11]. Bi-level thresholding method can produce adequate outcomes in
cases where the image includes two levels only, however, if it has been used with
multilevel the computational time will be often high [12]. On the other hand, the
results of bi-level thresholding are not suitable to real application images; so, there
is a wide requirement to use multilevel thresholding [11]. There are two methods to
determine the thresholds, namely, a global and local level. In a local level, thresh-
olds are determined for each portion of the image; on the other hand, at a global
level, one threshold is taken to the whole image [13]. So, by using the image his-
togram, the global thresholding can be determined. Several thresholding methods
explore for the thresholds by optimizing some fitness functions that are defined from
images and they handle the determined thresholds as parameters. So, the determi-
nation of optimal thresholds in multilevel thresholding is an NP-hard problem [14].
Many methods analyze the image histogram to determine the optimal thresholds, by
either minimizing or maximizing a fitness function with consideration of the values
of threshold.

When the number of thresholds is small, classical methods are acceptable; but if
there are several threshold numbers, it is a best practice to perform a swarm intelli-
gence (SI) technique to optimize this task, such as, genetic algorithm (GA), particle
swarm optimization (PSO), firefly optimization (FFO), and bat algorithm.

Jie et al. (2013) [15] introduced a multi-threshold segmentation method that uti-
lized k-means and firefly optimization algorithm (FA). The results showed that the
proposed method obtained a low run-time and higher performance than the classi-
cal fast FCM and PSO-FFCM models. In the same effort, Chaojie et al. (2013) [16]
proposed a method based on FA that outperformed GA algorithm.

Vishwakarma et al. (2014) [17] compared their proposed model that based on
FA with the classical K-means clustering algorithm and the model achieved the best
results. Sarkar (2011) [18] presented a technique based on differential evolution for
multilevel thresholding using minimum cross entropy thresholding (MCET). It was
applied to some of the real images and the results showed high efficiency than PSO
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and GA. Moreover, Fayad et al. [19] proposed a segmentation model based on ACO
algorithm. It achieved good results and small errors in comparison to the ground
truth. On the other hand, Abd ElAziz et al. [20] introduced a hybrid model that com-
bined SSO and FA (FASSO) for image segmentation. It showed faster convergence
and lower preprocessing time. The PSO and its edition [21-26] are implemented
in image segmentation to locate the multilevel thresholding. Moreover, there are
several swarm techniques that applied for segmentation including honey bee mat-
ing optimization (HBMO) [27], harmony search (HS) algorithm [28], cuckoo search
(CS) [29], and artificial bee colony (ABC) [30, 31]. However, most of these tech-
niques are either trapped on local optima or predefined control parameters such as
GA, PSO, CS, and HS algorithms.

In this chapter, we present a new multilevel thresholding method for image seg-
mentation method. The multilevel thresholding is considered as multi-objective opti-
mization problem, in which the popular two image segmentation functions namely,
Otsu’s and entropy are used as the fitness function which optimized by the whale
optimization algorithm. The properties of these two functions are used to improve
the accuracy of image segmentation via multilevel thresholding. The characteristics
of the WOA are the ability of fast convergence. The rest of this chapter is organized
as follows: Sect. 2 presents the materials and methods. Section 3 introduces the pro-
posed method. Section 4 illustrates the experiments and discussions. The conclusion
and future work are given in Sect. 5.

2 Materials and Methods

2.1 Problem Formulation

In this section, the multilevel thresholding problem definition is introduced, by con-
sidering an gray level image I contains K + 1 groups. Therefore, the t,,k =1,... ,K
thresholds are needed to split / to subgroups C, as in the following equation:

Co=UGpell0<1G) <t -1}
Cl = {I(l’])e Iltl Sl(i’j)stZ_l}’

6]
Cx={Gpe Iy <IG)j)<L-1}

where I(i,j) is (i, j)th pixel value and L is the gray levels of I € [0, L — 1].
The aim of the multilevel thresholding is to find the threshold values construct
these groups C;, which can be determined by maximizing the following equation:

(it sty = max F(ty, ... tg), 2)

ety

where F(¢, ..., ) may be Kapur’s entropy or the Otsu’s function.
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e Otsu’s function:

This function is defined mathematically as

K
Foi = zAi("l[ - ”11)2, 3
i=0
fip1~1
A=) P, )
J=t
tig—1 .
L
.= i—, where P;=h;/N, 5
, ; A / 5)

where #, is the mean intensity of / with 7, = 0 and #x; = L. The h; and P; are the
frequency and the probability of the ith gray level, respectively.

» Kapur’s Entropy:

The Kapur’s entropy function determines the optimal threshold values through max-
imizing the overall entropy [32] that is defined as:

lip1~1

K pP. P
Fyop = §<— > X’;l”(zj.”' ©6)

2.2 Whale Optimization Algorithm (WOA)

The whale optimization algorithm (WOA) is a new meta-heuristic technique that
mimics the Humpback whales [33]. In this technique, the optimization begins by
producing a random population of whales. These whales search for the prey’s (opti-
mum) location, then attach (optimize) them by one of these methods encircling or
bubble-net.

In the encircling method [33] the Humpback whales improve their location based
on the best location as follows:

D= |Co X" - X()] @)

Xt+1)=|X*6)-AoD|, )

where D describes the distance between the position vector of both the prey X(t)*
and a whale X(t), and ¢ denotes the current iteration number. A and C are coefficient

vectors, and defined as follows:

A=2a0r-a &)
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C=2r, (10)

where r is a random vector € [0, 1], and the value of a is linearly decreased from 2
to O as iterations proceed.

Whereas the bubble-net method can be performed by two approaches. The first is
the shrinking encircling that given by reducing the value of a in equation (9), also, A
is reduced. The last is the spiral updating position. This method is applied to mimic
the helix-shaped movement of Humpback whales around prey:

X+ 1) =D 0" 0 cos@rl) + X*(1), (11)

where D' = |X*(¢) — X(#)| is the distance between the whale and prey, b is a constant
for determining the shape of the logarithmic spiral, ® is an element-by-element mul-
tiplication, and / is a random value in [—1, 1].

The whales can swim around the victim through a shrinking circle and along a
spiral-shaped path concurrently:

XH-AoD if p>05

X@+1) = { D' 0 " © cos2xl) + X*(t) if p <0.5 a2)

where p € [0, 1] is arandom value which describes the probability of choosing either

the shrinking encircling method or the spiral model to adjust the position of whales.

In exploration phase, the Humpback whales search randomly for prey. The posi-

tion of a whale is adjusted by determining a random search agent rather than the best
search agent as follows:

D=|CoX X(1)]| (13)

rand ~

X(r+1) = |X,,0 —AOD, (14)

rand

where X,,, is a random position determined from the current population.
Algorithm 1 illustrates the whole structure of the WOA.

3 The Proposed Method

In this section the proposed method for determining the multilevel thresholding val-
ues is introduced. In the first the fitness function is defined, based on the combination
of the Otsu’s and Kapur entropy functions, as

Fit = aF g, + fFyqps (15)

where a and f are random values in the range [0, 1] and the parameters represent the
balance between the two fitness functions.
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The input to the proposed method is the image histogram, the number of whales
N and the dimension of each whale position is the threshold level dim. The WOA
starting by generating a random population of N solutions in the search domain [0, L]
(here L = 265), for each position the fitness function Fit; is computed using equation
(15). Then the fitness function F, ., and its corresponding best whale position x;,,,, are
determined. Based on each value of decrease the parameter a from 2 to 0, the values
of two parameters A and C are computed, then the position of each whale is updated
based on the value of the parameter p as illustrated in Sect. 2.2. The previous steps
are repeated until the stop criteria are satisfied, and the proposed method is shown
in Algorithm 1.

Algorithm 1 Whale Optimization Algorithm (WOA)

1: Input: dim dimension of each whale, N: number of whales, 7,,,.: maximum number of iterations.

max*

2: Output: x,est Threshold values.
3: Generate a population of N whales x;,i=1,2,... N
4: =1
5: for all x; do // parallel techniques do
6:  Calculate the fitness function Fit; for x;.
7: end for
8: Determine the best fitness function F,,, and its position whale x,,,,.
9: repeat
10:  for For Each value of a decrease from 2 to 0 do
11: fori=1:Ndo
12: Calculate C and A using (10) and (9) respectively.
13: p = rand
14: if p > 0.5 then
15: Update the solution using (11)
16: else
17: if | A [> 0.5 then
18: Update the solution using (14)
19: else
20: Update the solution using (7)
21: end if
22: end if
23: end for
24 end for
25: t=t+1

26: until G < ¢

max

4 Experiments and Discussion

In this section, the experimental environment for the proposed method is introduced.
The image description is illustrated in the first, then the setting of the parameters for
each algorithm and the measurements used to evaluate the quality of segmentation
image is discussed.
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Fig. 1 Samples of the tested images, from left TestE1, TestE2, TestE3, and TestE7

4.1 Benchmark Images

The proposed methods used in this chapter are tested on four common grayscale
images from the database of Berkeley University [34]. These images are called
TestE1, TestE2, TestE3, and TestE7 as illustrated in Fig. 1.

4.2 Experimental Settings

The proposed method results are compared with four algorithms, namely, WOA,
SSO, FA, and FASSO; these algorithms are previously proposed for multilevel image
segmentation and introduced good results. To make the comparison process fair, the
population size is 25, the dimension of each agent is the number of thresholds (m)
and the same stopping criteria (maximum number of iterations is 100, with a total
of 35 runs per algorithm). The parameters of each algorithm used in this paper are
illustrated in Table 1.

The experiments were computed on using the following threshold numbers: 2, 3,
4, and 5. All of the methods are programmed in “Matlab 2014” and implemented on
“Windows 64bit” environment on a computer having “Intel Core2Duo (1.66 GHz)”
processor and 2 GB memory.
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Table 1 The parameters setting of each algorithm

Algorithm Parameters Value
WOA a [0, 2]
b 1
l [-1,1]
SSO Probabilities of attraction or repulsion (pm) 0.7
Lower female percent 65
Upper female percent 90
FASSO YEA 0.7
B L0
Ay 0.8
Probabilities of attraction or repulsion (pm) 0.7
Lower female percent 65
Upper female percent 90
FA YA 0.7
B L0
Ay 0.8

4.3 Segmented Image Quality Metrics

The accuracy of the segmented image is evaluated based on fitness function, time,
peak signal-to-noise ratio (PSNR), and the structural similarity index (SSIM), where
PSNR is defined as

> UG j) = 1G,))
N.M

N
PSNR = 20lo (ﬂ) RMSE = \/ i (16)
= SO0 R ISE” = :

where I and ] are original and segmented images of size M x N, respectively. The
high value of PSNR refers to the high performance of segmentation algorithm.
The SSIM is defined as

Cupp; + cl)(20',j +c,)

SSIM(1,1) = .
(u12 + ,uiz + cl)(crl1 + 622 +cy)

A7)

where y; (y;) and o; (0;) are the mean intensity and the standard deviation of the
image I (I), respectively. The o, is the covariance of I and T and ¢, = 6.5025 and
¢, = 58.52252 are two constants [35]. The highest value of SSIM and PSNR indi-
cates better performance (Figs. 2, 3, 4 and 5).
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Fig. 2 The average of results of measures overall the testing images
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Fig. 3 The result of segmentation TestE1 image using (from left to right) SSO, FASSO, FA,
WOAMOP, and WOA
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Fig. 4 The result of segmentation TestE2 image using (from left to right) SSO, FASSO, FA,
WOAMOP, and WOA

. (d) K=5

Fig. 5 The result of segmentation TestE3 image using (from left to right) SSO, FASSO, FA,
WOAMOP, and WOA
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(d) K=5

Fig. 6 The result of segmentation TestE7 image using (from left to right) SSO, FASSO, FA,
WOAMOP, and WOA

4.4 The Results and Discussions

The results of comparison between the proposed algorithm and other algorithms are
illustrated in Tables 2, 3, 4 and Fig. 6.

In Table 2, the average results of fitness values and time(s) are computed at thresh-
olds 2, 3, and 4. From this table and Fig. 6d we can conclude that, based on the fit-
ness function (as a measure), in general the WOAMOP is the better algorithm than
the SSO is in the second rank followed by the FASSO, FA, and WOA. However,
at threshold level equal to the FA and SSO give results better than that obtained
by WOAMOP, also at level three of segmentation, the FASSO is outperformed
WOAMOP (very small difference). At the high-level thresholding (4 and 5) the
WOAMOP is better than all other algorithms followed by SSO in the second rank.
Also from this table and Fig. 6¢ the best algorithm based on the time elapsed is the
proposed algorithm followed by FA (however, this very small difference).

Table 4 and Fig. 6a—b show the SSIM and PSNR values. From this table and 6b
we can observe that, at K = 2,3,4, and 5 the WOAMOP is better than all other
algorithms (however, at k = 2 the difference between the algorithm is small). Also,
the FA is in the second rank followed by SSO, FASSO, and WOA.

From all previous discussion we can conclude that the proposed method gives
better performance based on the quality measures that used (PSNR, SSIM, time,
and fitness function).
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5 Conclusion and Future Work

Image recognition applications use image processing methods to prepare and process
the images to be able to identify and recognize the objects on them. So, image seg-
mentation techniques is an essential preprocessing step in several applications; it
divides an image into segments with similar features based on a predefined criterion.
In this chapter, a new multi-objective whale optimization algorithm (WOAMOP)
was proposed for multi-thresholding image segmentation. The proposed method
used the hybrid between the Kapur’s entropy and the Otsu’s function as a fitness
function. The WOAMOP applied to determine the best solution (threshold values)
and then used this thresholding values to divide the image. The experiment results of
the proposed method were compared with four algorithms, namely, original WOA,
FA, SSO, and FASSO. The WOAMOP achieved better results than all algorithms,
and also it provides a faster convergence with relatively lower processing time. In
future, the WOAMOP can be applied to other complex image segmentation prob-
lems such as color images.
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Abstract There is a remarkable increase in the popularity of swarms inspired
algorithms in the last decade. It offers a kind of flexibility and efficiency in their
applications in different fields. These algorithms are inspired by the behaviour of
various swarms as birds, fish and animals. This chapter presents an overview of some
algorithms as grey wolf optimization (GWO), artificial bee colony (ABC) and antlion
optimization (ALO). It proposed swarm optimization approaches for liver segmen-
tation based on these algorithms in CT and MRI images. The experimental results
of these algorithms show that they are powerful and can get remarkable results when
applied to segment liver medical images. It is evidently proved from the experimen-
tal results that ALO, GWO and ABC have obtained 94.49%, 94.08% and 93.73%,
respectively, in terms of overall accuracy using similarity index measure.
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1 Introduction

There is a kind of complexity in handling liver segmentation in different modal-
ities of abdominal imaging. This complexity motivated many researchers to find
out new efficient methods for better segmentation. Nature and swarm observation
inspired them to create different meta-heuristic algorithms. Even though any swarm
has a simple individual behaviour, but its coordination presents an amazing social
organization. Swarm algorithms focus on the collective behaviour and coordina-
tion between members in hunting, finding food sources, travelling, and mating.
Researchers try to mimic the steps of swarms to develop new methods to solve the
different sophisticated optimization problems. In this chapter, some swarm algo-
rithms are discussed to manipulate liver segmentation images using two imaging
modalities represented in CT and MRI images.

There are different medical imaging modalities, depending on the usage of radi-
ology of X-ray gamma rays, radio frequencies pulses and ultrasound. It is used in a
wide range of medical diagnosis in different branches as hepatology, oncology, car-
diology, etc. The most common modalities are computed tomography (CT) and mag-
netic resonance imaging (MRI) which are used in this discussion. Liver segmentation
is the backbone of the discussed usage of the swarms optimization algorithms. At
the time being, many researchers mimic the behaviour of different kinds of swarms,
aiming to create new algorithms to solve the complex optimization problems in dif-
ferent fields. These algorithms include particle swarm optimization (PSO), firefly
optimization algorithm (FOA), glowworm swarm optimization (GSO), artificial bee
colony (ABC), fish swarm optimization (FSO), ant colony optimization (ACO) and
bacterial foraging optimization algorithm (BFOA).

Sathya et al. [4] used particle swarm optimization (PSO) to divide the image
into multilevel thresholds for the purpose of segmentation. The objective func-
tions of Kapur and Otsu methods are maximized using Particle swarm optimization.
Jagadeesan [5] combined Fuzzy C-means with firefly algorithm to separate brain
tumour in MRI images. The membership function of Fuzzy C-means is optimized
using firefly algorithm to guarantee a better brain tumour segmentation. Liang et al.
[8] combined the non-parametric ant colony optimization (ACO) algorithm and Otsu
with the parametric expectation and maximization (EM) algorithm. Since Em is sen-
sitive to the initial solution, ACO is used to get this one, then EM selects multilevel
threshold for objects segmentation. The artificial bee colony (ABC) optimization
algorithm is used by Cuevas et al. [3], to compute image thresholds for image seg-
mentation. A. Mostafa et al. [11] clustered the image of liver using ABC algorithm
to get the initial segmented liver. Then, simple region growing method is used to seg-
ment the whole liver. Sankari [18] could manage the local maxima in expectation—
maximization (EM) algorithm by combining glowworm swarm optimization (GSO)
algorithm with EM algorithm. GSO clusters the image to find the initial seed points.
These seed points are passed to EM algorithm for segmentation. Jindal [6] tried to
solve the problem of computational complexity and time. This paper presented an
algorithm called bacterial foraging optimization algorithm (BFOA). It is inspired
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by Escherichia coli bacteria. Needing no thresholding in image segmentation is its
main advantage. Sivaramakrishnan et al. [19] used ABC optimization algorithm,
combined with Fish swarm algorithm, to diagnose breast tumors in mammogram
images. Alomoush et al. [1] built a system that detects the spots of brain tumors in
MRI images using a hybrid firefly and Fuzzy C-means.

This chapter focuses on three bio-inspired optimization algorithms: Grey Wollf,
Artificial Bee Colony, and Antlion optimization algorithms.

The remainder of this chapter is ordered as follows. Section 2 gives an overview
of the nature-inspired optimization algorithms, including Grey Wolf Algorithm in
Sect. 2.1, artificial bee colony algorithm (ABC) in Sect. 2.2 and antlion optimization
(ALO) in Sect. 2.3. Section 3 presents the implementation of the approaches using
GWO, ABC and ALO. This section describes the phases of preprocessing, swarm
algorithms followed by the experimental results of the three approaches. Finally,
conclusions and future work are discussed in Sect. 4.

2 Swarm Optimization Algorithms

The social behaviour of the animals, birds, fish and insects is the main base for all
swarm or nature-inspired algorithms. It tries to mimic this behaviour and organiza-
tion in hunting, food searching and mating. The following subsections present three
swarm algorithms as follows.

2.1 Grey Wolf Optimization

Grey wolf optimizer (GWO) is considered a population-based meta-heuristic algo-
rithm. It mimics the hierarchy of leadership and mechanism of hunting performed
by grey wolves in nature. This algorithm was proposed by Mirjalili et al. in 2014
[10]. The following subsections will present an overview of the main concepts of
the algorithm and its structure as follows.

Main Concepts and Inspiration

Grey wolves always live in groups, consists of 5—12 members. Each member in the
group has their own job in the strict social dominant hierarchy. This hierarchy defines
the leadership and coordination. The hierarchy also defines the way of gathering
information about the prey for hunting and finding the place to stay in. Figure 1 shows
the hierarchy of grey wolves group.

The social hierarchy of grey wolves group consists of four levels as follows.

1. Alpha wolves («)
The alpha wolves are the leaders of the pack. They are a male and a female,
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Fig. 1 Social hierarchy of !

grey wolves’ pack

w

responsible for making the major decisions about hunting, moving, direction and
stay. The pack members have to obey their orders and show their acceptance by
holding their tails down. They are the brain and the ruler of the pack and their
orders should be followed by all other levels in the pack.

2. Beta wolves (/)
The betas are subordinate wolves, that aid the alpha in making decisions, trans-
ferring the commands of the alpha through the pack and giving feedback. It could
be male or female and it is the best candidate to be alpha when the current alpha
passes away or gets old.

3. Delta wolves (5)
The delta wolves are not alpha nor beta wolves and have to submit to them and
follow their orders. But they dominate the omega (the lowest level in wolves social
hierarchy). There are different categories of delta wolves as follows.

» Scouts
The scout wolves’ responsibility is to watch the boundaries of the pack against
enemies and warn the pack for danger. Also, they are responsible for telling
about the candidate prey.

« Sentinels
They are the pack’s guards. The sentinel wolves protect the packs from any
danger.

« Elders
The elder wolves are the wise and experienced ex alpha or beta who left their
position because of age.

» Hunters
The hunters help the alpha and beta wolves in the process of hunting to provide
food for the pack.

» Caretakers
The caretakers take care of the weak, ill, young and wounded wolves in the
pack.

4. Omega (w) (lowest level)
The omega wolves are all other members in the pack that have to submit to all
the other up levels of the dominant wolves. They are not important members and
they are the last to eat.

The following subsection presents the mathematical models of the packs’ social
hierarchy and other operations of tracking, encircling and attacking prey.
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Social Hierarchy

In grey wolf optimizer algorithm, the alpha a are considered the fittest solution, while
beta f and delta 6 are the second and the third fittest solutions. Any other solutions
are considered omega w. The «, f and 6 solutions guide the hunting operation, and
the o solutions follow these three wolves.

Encircling Prey

When the grey wolves start hunting, they encircle prey. The encircling behaviour is
presented as a mathematical model in the following equations:

D=|C-X,(0—A X()| (1)

Xt+1)=X,(—A-D, 2)

where ¢ is the current iteration, A and C are coefficient vectors, Xp represents the
prey’s position vector, and X indicates the a grey wolf’s position vector.
The coefficient vectors A and C are calculated as follows:

A=2a-rj—a 3)

C=2-r, @)

where components of a are linearly reduced from 2 to O through the running iterations
and ry, r, are random vectors in the range [0, 1].

Hunting

The alpha a guides the hunting operation, and both beta f and delta 6 might partic-
ipate hunting. The mathematical model of hunting behaviour assumes that alpha «,
beta f and delta 6 know the potential location of prey better than the others. They
represent the first three best solutions. These solutions, forcing the other agents to
update their positions according to the best solution, are shown in the following
equations:

Da = |C1'th _XI’
D, =1C,.X, — XI, 5)
Dy =|C;.X5 - X|

X, =X, -A,-(D,),
X, =X;—A,- (D), (6)
Xy =X5—As - (D),
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\ o3 w or any other hunters

Fig. 2 Position updating in GWO

X, +X, +X;

Xt+1)= 3 ,

)

Figure 2 shows the search agent position updating process.
Searching for Prey (Exploration)

GWO algorithm presents the exploration process in the change of positions of a,
and ¢6. They diverge from each other when they search for prey and converge to attack
the targeted prey. The exploration process is mathematically modelled by using A
with random values less than —1 or greater than 1. This random value forces the
search agent to diverge from the prey. When |A| > 1, the wolves moves away from
the prey to search for a fitter prey.

Attacking Prey (Exploitation)

GWO algorithm finishes hunting when the prey stops moving and is attacked. The
vector A is a random value in interval [—2a, 2a], where a is reduced from 2 to 0
during the algorithm iterations. When |A| < 1, the wolves move towards the prey to
attack. This represents the exploitation process.

In the following subsection, the GWO algorithm is described as follows.

GWO Algorithm
Algorithm 1 describes the steps of GWO algorithm in detail.
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Algorithm 1 Grey wolf optimizer algorithm

1: Set the initial values of different parameters including the population size n, the maximum
number of iterations, Max;,.,parameter a and coefficient vectors A, C.

2: Sett :=0.

{Initialize counter. }
3:for(i=1:i<n)do
4:  Generate random values of the initial population X;(#).

5: Calculate the value the fitness function for each search agent (solution) f(X;) in the popula-
tion.

6: end for

7: Assign the values of the best three solutions to X, X4 and X5, respectively.

8: repeat

9: for(i=1:i<n)do

10: Update the value of each search agent in the population as shown in Eq. 7.

11: Decrease the value of parameter a from 2 to 0.

12: Update the coefficients A and C according to Egs. 3, 4, respectively.

13: Evaluate the fitness function value for each search agent (vector) f(X;).

14: end for

15: Update the vectors X, Xz and X;.
16: Increase the iteration number, t = ¢ + 1.
17: until (+ < Max;,,).
{Termination criteria satisfied }.
18: Produce the best solution X, .

2.2 Artificial Bee Colony Algorithm

This section highlights the main concepts and structure of the artificial bee colony
algorithm as follows.

Main Concepts

While searching for food, there is a kind of communication and cooperation between
the bees in the swarm. They communicate using dancing to share information about
the food source. They also share, store and memorize the information they obtained
according to the changes in the surrounding environment. Each bee can update its
position using the shared information. The different bees behaviour can be summa-
rized as follows.

Food Sources

For every bee, a flower is considered a food source. The bee collects the information
of the amount of nectar in the flower, its distance and direction from the beehive.
The bee memorizes and shares this information with other bees in the swarm.
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Employed
bees

ees

Unemployed
bees

Fig. 3 Bee colony types

Employed and Unemployed Bees

There are two kinds of working bees inside the beehive, employed and unemployed
bees as shown in Fig. 3.

The employed bees are responsible for the exploitation of the food source and for
watching the amount of the remaining nectar in the associated food source. The other
kind in the bee colony is the unemployed. They share information with the employed
bees to select a food source. They are divided into two categories, the onlooker and
the scout bees. The onlooker bees are responsible for collecting the information from
the employed bees to be able to select a proper food source for themselves. The scout
bees have a different job. They search for new food sources when the current food
sources are exhausted and the nectar amount is dramatically decreased. Usually in
the colony, the employed bees represent half of the swarm, while the unemployed
bees represent the other half. The scout bees normally represent 10% of the total
number of bees.

Foraging Behaviour

In foraging process, a bee starts to search for the food to get the nectar from it. The
amount of nectar that it can extract depends on the richness of the food source and
its distance from the hive. The enzymes in the bee stomach are used to transfer the
nectar into honey.

Dancing

The communication between the bee to share information with others is done by
dancing in different forms. The bee shares the food source information using three
dancing forms. Two dances are used to express the distance from the hive, and the
third is for expressing the profitability of the food source.

» Round dance. The bee uses this dances when the food source is close to hive.

o Waggle dance. The employed bees dance the waggle dance to show that the food
source is far from the hive. The speed of the waggle dance performed by the bee
is proportional to the distance from the hive towards the food source.
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o Tremble dance. This type of dance means that the bee does not know about the
amount of nectar and the profitability of its food source.

ABC Algorithm

The artificial bee colony (ABC) algorithm was proposed by Dervis Karaboga in 2005
[2, 7]. It is a population-based meta-heuristics algorithm using the foraging behav-
iour of honey bee colonies. The algorithm has four phases, described as follows.

The Initial Population Phase

The initial population in ABC algorithm is generated randomly. The population con-
tains a number of solutions (NS), where each solution x; is a D dimensional vector.
The x; represents the i’ food source. Each solution is generated as in Eq. 8:

xU=ij+r(ij—ij), j=12,...,D, (8)

where L and U are bounds of x; in jth direction and r is a random number and r €
[0, 1]. The ABC algorithm has three main phases, presented in details in Algorithm 2.

The Employed Bees Phase

The employed bees define the nectar amount and modify the value of the current
solution according to the fitness values of each solution. The position of the bee is
updated towards the better food source if the fitness value of the old food source is
less than the new one. The bee position is updated according to Eq. 9:

Vi =X;+ d)ij(xij - xkj), 9
where ¢;(x; — x;;) is the step size, k and j are randomly selected indices, k €
1,2,....,NS,je 1,2,...,Dand d),-j are random numbers and qb,-j(x,-j - xkj) e[-1,1].
Onlooker Bees Phase

The employed bees share the information of the nectar amount with the onlooker
bees. This information represents the fitness values of the food source. The onlooker
calculates the probability of the values compared to the total fitness values for other
search agents. The onlooker selects the highest probability p; as the best solution.
The probability is calculated as follows in Eq. 10:

f;
P/

where f; represents the fitness value of the ith solution.

pi= (10)

Scout Bees Phase

When the food source is not updated for a number of iterations. This means that the
bee cannot determine the amount of nectar and abandon food source with tremble
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dance. This bee becomes a scout bee and generates a new solution (food source).
The new solution is randomly generated according to Eq. 11:

Xjj

=xp+rlgy —x.), j=12,...,D, an
where L and U are lower and upper bounds of x; in jth direction and r is a random
number, r € [0, 1].

Algorithm (2) describes the implementation of ABC algorithm.

Algorithm 2 ABC algorithm
1: Set the parameters of population size, number of iterations and the dimension (clusters) of the
values for search agents.
2: Randomly, generate the initial population values x;, where i = {1, ..., NS}.

{Initialization}
: Calculate the fitness function f(x;) of all search agents (solutions) in the population.
4: Keep the value of the best solution as x;,,.

(98

{Memorize the best solution}
5: Set iteration=1

6: repeat
7:  Generate a new solution v; from the old solution x; using the next equation.
v =X+ q&ij(xl-j - xkj)
where
¢; € -1 1L ke {1,2,... NS},
je{1,2,...,D}andi#k

{Employed bees}
8:  Evaluate the value of fitness function f(v;) for all solutions in the population.
9:  Compare between the best current solution and candidate solutions, and keep the best one

as new best solution.
{Greedy selection}
10:  Calculate the probability p;, for the solutions x;, where p; = &

ThS
11:  Generate the new solution v; from the selected solutions depending on its p;.
{Onlooker bees}
12:  Calculate the fitness function f; for all solutions in the population.
13:  Keep the best solution between current and candidate solutions.
{ Greedy selection}
14:  Find out the abandoned solution and replace it with a newly random generated solution x;.
{Scout bee}
15: Keep the best solution (x,,,,) found so far in the population
16: iteration = iteration + 1

17: wuntil iteration < MCN

2.3 Antlion Optimization Algorithm

Antlion optimization (ALO) algorithm is a new nature-inspired optimization algo-
rithm proposed by Mirjalili. It simulates the hunting mechanism of antlion insect.
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The antlion digs a conic hole in the sands and hides at the bottom, waiting for trap-
ping and hunting insects, especially ants [9]. In the ALO algorithm, the prey moves
with random walks inside the search space. Its movement is affected by the closest
trap. The traps are built according to the fitness function and the antlion ability to
build larger holes. The larger hole increases the probability of catching ants. The
ant is considered caught when it is fitter than the antlion [9]. The main parameters
in the algorithm include the size of search space (antlions and ants), the number of
iterations and the number of clusters.

Operators of ALO Algorithm

The ALO algorithm simulates the ants’ actual movement in its real environment and
mimics its way of building traps for hunting [9]. This subsection will clear the main
concepts of the antlion behaviour.

¢ Building trap
A roulette wheel selection is used to model the antlion capabilities for insects
hunting. The roulette wheel is originally a genetic operator used in genetic algo-
rithms to select the potential useful solutions. Each ant is supposed to be trapped by
only one antlion. So, the roulette wheel operator can select the candidate antlion
according to its proper fitness value. If the antlion has a higher fitness, it has a
higher chance to catch ants.

« Random walks of the ants
ALO algorithm assumes that every ant is walking randomly within the search
space. The following equation rules the random movement of the ant:

t t
X = X; alz X (d; = C) ‘. (12)
(di - a;)

where C; represents the least value of i variable at tzh iteration, a; is the least
value of random walk of i”* variable, and df is the maximum of i variable at tth
iteration. The ant’s move must be kept inside the search space. If it walks outside
the space, its random walk is normalized to minimum or maximum value of the
search space.

» Trapping in antlions pits
The ant’s random walk is affected by the existing traps close to its position. The
following equations show that the ant’s random walks are controlled by a range of
values (c, d), representing the minimum of all variables for itk ant and the maxi-
mum of all variables for ith ant, respectively.

¢ = Antlion}’. +C' (13)

d! = Antlion! + d'. (14)
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Sliding ants towards antlion

When an ant enters the conic hole, the antlion starts to shoot sands to force it to
move towards the bottom or centre of the trap, where it resides. The following
equation is used to decreases the radius of the ants random walks:

p_c
== 15
c=7 (15)
d'
d = —, 16
7 (16)

where ¢’ represents the minimum value of all variables at ¢k iteration, and d is the
vector including the maximum of all variables at #¢h iteration. Also, / is calculated
as follows:

t
I=10"—, 17
T A7

where T is the maximum number of iterations and t is the current iteration.

Prey catching and trap re-building

At the point that the ant becomes fitter than the antlion, the antlion starts to catch
and eat the captured ant. Then it updates its position to the prey’s position, to
increase its opportunity for catching a new hunt. The following equation is used
for changing position:

Antliont; =Ant, if f(Ant) >f(Antli0th.). (18)

Elit-Antlion:

Through the iterations of the algorithm, it keeps best found values according to
the fitness function’ value. The elit-antlion is the best solution of all antlions in all
iterations. The best fitness value of antlions is compared to the supreme solution
(Elit-antlion) in every iteration. It should be noticed that the elit-antlion solution
affects the random walks through the following equation. The equation uses the
roulette random walk of ants around the elit-antlion (RZ) with their random walk
around the antlion as follows:

Ant = 2 £ (19)

ALO Algorithm

Algorithm (3) describes the implementation of ABC algorithm.



Evaluating Swarm Optimization Algorithms for Segmentation of Liver Images 53

Algorithm 3 ALO algorithm

1: Randomly, initialize the ants and antlions population.
2: Evaluate the fitness value of ants and antlions.

3: Set the best antlions fitness value as the elite.

4: for Iteration number do

5 for Every ant do

6: Select an antlion using Roulette wheel.

7

8

Update ¢ and d using equations Eqs. 2.3 and 2.3.
Create a random walk for ant and normalize it inside the search space.

9: Update the position of ant using Egs. 15 and 16.
10:  end for
11:  Calculate the fitness of all ants.

12: Replace an antlion with its corresponding ant it if becomes fitter (Eq. 18).
13:  Update elite if an antlion becomes fitter than the elite.

14: end for

15: Return elite.

3 Proposed Approaches Using Swarm Optimization

The swarm optimization based segmentation approaches for liver segmentation
consist of three main phases, including preprocessing, swarm clustering and post-
processing. These phases are described in detail in the following section, along with
the involved steps and the characteristics of each phase.

3.1 Preprocessing Phase

The usage of swarm-inspired based algorithms makes the phase of preprocessing
simpler. It depends on image cleaning and ribs connection. The main purpose of
using filters as mean, median and gabor is to deepen the boundaries between the
organs and clean the noise. There is no need for implementing any filters or morpho-
logical operations for deepening the boundaries or smoothing the image. Because
clustering the image results in some holes inside the liver which is filled easily in the
last phase. But the only used filter is contrast stretching. It is used to stress white ribs
to make it easier to connect ribs. The morphological operations are used to remove
patients’ information and machine bed [20]. There is an advantage of using swarms
algorithms in liver segmentation regarding the noise. Segmentation is not affected
by noise at all. Since noise is normally small pixels, which is filled by morphological
operations step, a statistical image can be used to define all the possible occurrence
of liver in the abdominal image. The statistical image is created by summing all
binary manual segmented liver. The dataset of available manual segmented images
is converted into binary images. Every binary image is summed in one binary image
that represents all possible occurrences of liver for any patient. The resulting binary
image is the statistical image.
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3.2 Swarm Algorithms Phase

In the second phase, the swarm algorithms are used to cluster the image. The swarm
algorithms extract a predefined number of clusters that represent the centroids of the
intensity values in the image. Handling clusters can be in different ways. (1) The first
way is to separate every cluster in a binary image and use morphological operations
for everyone to remove small objects and keep the large objects that which repre-
sents organs. Then the binary clustered images are gathered in one binary image and
multiplied with the original image. This results in an initial segmented liver. (2) The
second way of handling clusters is to remove the lowest and highest clusters which
represent the black background and the white bones and apply the morphological
operations on other clustered binary images. Then the resulting binary images are
gathered in one binary image multiplied by the original image to get the initial seg-
mented liver. (3) The third way is to pick up some points by the user that represents
the clusters inside the liver. These clustered images are picked up in one binary image
and multiplied by the original image to get the initial segmented liver.

In the next subsections, different swarm-based algorithms are used to get the
initial segmented liver. The different algorithms have to set up some values for its
parameters. The proposed approaches are described in detail for the three main algo-
rithms, including grey wolf, artificial bee colony and antlion optimization.

Grey Wolf Phase

Algorithm (4) shows the steps of using GWO to get the initial segmented liver.

Algorithm 4 Grey Wolf based approach for liver segmentation

1: Set the different values for the parameters that includes number of search agents, clusters and
iterations.

: Apply GWO algorithm on the image to obtain the clusters’ centroids.

3: Calculate the distance between each pixel’s intensity value and the different clusters. Find the
least distance and assign the cluster number to the pixel.

: Give different colours to each cluster and display the clustered image.

: Let the user to pick up some points that represents the liver clusters.

: Get the picked up clusters in one binary image and fill the holes inside the liver.

: Finally, multiply the original image by the resulting binary image to get the initial segmented
liver.

[\

N ON A

Artificial Bee Colony Phase

Algorithm (5) shows the steps of using ABC as a clustering technique to get the
initial segmented liver.
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Algorithm 5 The Artificial bee colony based liver segmentation approach

1: Set a value for the parameters of the number of colony bees, clusters and the iterations to start
ABC algorithm.

: Apply ABC algorithm on the CT image.

: Get the global values, which is the centroids of the clusters.

: Sort the obtained clusters.

: Get the different clusters in binary images.

: Use the morphological operations to fill the holes remove small objects in the clustered
images.

: Exclude two clustered images representing the lowest and highest clusters values.

: Sum all remaining clustered images together in one binary image.

9: Multiply the original image by the resulting binary image to get the initial segmented liver.

AN AW

[ceBN]

3.2.1 Antlion Optimization Phase

Algorithm (6) describes the steps of the ALO approach to segment the initial liver.

Algorithm 6 The Antlion based liver segmentation approach

: Prepare the statistical image as mentioned before.

: Use the morphological operations to clean the image annotations and connect ribs.

Use ALO to get the clusters of the abdominal image.

: Multiply the resulting clustered image by the prepared binary statistical image.

Pick up manually the required clusters to get the initial segmented liver.

: Use the morphological operations to enhance the segmented image by removing small objects.

3.3 Postprocessing Phase

In the third phase, the resulting initial liver is enhanced using one of two methods.
The first is to use region growing technique to get the final segmented liver. The
second is to use the morphological operations to remove small objects and enhance
the boundaries of the segmented liver. The final segmented liver image is validated
using similarity index measure to calculate the accuracy.

3.4 Experimental Results and Discussion

3.4.1 Datasets

The datasets of CT or MRI images, used to test the approaches, are described as fol-
lows. Every dataset includes a number of original abdominal images and the ground
truth of these images. The ground truth is approved by a radiological specialist.
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o Grey Wolf: A set of 38 CT images, taken in pre-contrast phase, was used for liver
segmentation and testing the proposed approach.

« Artificial bee colony: A set of 38 CT images were used to experiment the pro-
posed approach. The used images were taken in the first phase of CT scan before
the patient is injected with contrast materials.

« Antlion optimizer: A set of 70 MRI images were used to experiment the proposed
approach in pre-contrast phase and dual phase.

Parameter Settings

All swarm-based algorithms have their predefined parameters. These parameters
affect the efficiency of the result of the algorithm. To test the best parameter setting,
a number of five images, taken randomly from the tested dataset, are tested using 10
different values for each parameter. Hence, each parameter is tested 50 times to get
the best average setting.

Table 1 describes the successful parameter settings when applying the GWO pro-
posed algorithm (Tables 1 and 2).

Table 2 describes the successful parameter settings when applying the ABC pro-
posed algorithm.

Table 3 describes the successful parameter settings when applying the ALO pro-
posed algorithm.

Experimental Results

Evaluation of the approaches is performed using similarity index (SI), defined using
the following equation:

Table 1 Parameters of GWO Ser. Parameter Setting
approach —
Population size 10
Maximum iterations 20
3 Number of clusters 7
Table 2 Parameters of ABC Ser. Parameter Setting
approach —
1 Population size 50
2 Food 25
3 Number of solutions 50
4 Maximum iterations 30
5 Number of clusters 6
Table 3 Parameters of ALO Ser. Parameter Setting
approach ;
Search Agents size 10
Maximum iterations 10
3 Number of clusters 7




Evaluating Swarm Optimization Algorithms for Segmentation of Liver Images 57

Fig. 4 The effect of applying GWO on different CT images

LN
SI I ,I — auto man , 20
( e man) Iauto U Iman ( )

where SI is the similarity index, I, is the binary automated segmented image,
resulting from the phase of final segmentation of the whole liver in the used approach
and [, is the binary manual segmented image by a radiology specialist.

GWO experimental results

Figure 4 shows the results of using Grey Wolf Optimization algorithm on different
CT images.

Figure 5 shows the resulting image when the required clusters are picked up to
represent the liver. The picked up clusters are multiplied by the original image. Obvi-
ously, there is no need to pick up the cluster of the small regions of lesions inside
the liver. They might be holes, which can be filled in the extracted liver.

Finally, the region growing technique is used to improve the image resulting from
applying GWO and statistical image. Figure 6 shows the difference when comparing
the segmented image through the proposed approach with the manual image.
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. _ (b) (c)

Fig.5 Picking up the required clusters from the image resulting from applying the statistical image:
a Original image b GWO image multiplied by statistical image, ¢ The picked up clusters multiplied
by the original image

L (b)

(c) (d)

Fig. 6 Enhanced RG segmented image: a Original image b Picked up clusters image, ¢ Enhanced
image by region growing, d Difference image

(a) (b) (c)

Fig. 7 ABC liver segmentation, a original image b ABC binary image, ¢ ABC segmented image

ABC experimental results

Figure 7 shows the binary image of ABC and the liver segmented images.

Finally, the ABC segmented image is enhanced using simple region growing tech-
nique. Figure 8 shows the difference between the segmented image and annotated
one.
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(a) (c)

(b)
| .\.\. /' .

Fig. 8 Final liver segmented image using ABC, compared to the annotated image: a Original
image, b Segmented image, ¢ Difference image

Fig. 9 Statistical occurrence image

(b)

Fig.10 Picking up the required clusters: a ALO image b Statistical occurrence image, ¢ The picked
up clusters multiplied by the original image

It shows that the average performance of liver images segmentation is improved
using the proposed approach. Segmentation using region growing has an average
result of SI = 84.82%. This result is improved using the proposed approach with SI
=93.73.

Antlion experimental results

Figure 9 shows the statistical image, which is a result of collecting all liver occur-
rence in different images of the used MRI dataset.

Figure 10 shows ALO image and the resulting image from applying the removal
of the right part close to the liver, and the multiplication of all possible statistical
occurrence on the abdominal image. This process excludes a great part of the un-
required organs from the image, especially the organs of stomach and spleen. It also
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Fig. 11 Enhancing segmented image: a Original image b Picked up clusters image, ¢ Enhanced
image by morphological operations

Table 4 Comparison of swarm-based approaches with other traditional approaches

Ser. Approach Result
1 Region growing (RG) [20] 84.82
2 Wolf local thresholding + RG [12] 91.17
3 Morphological operations + RG [13] 91.20
4 Level set [20] 92.10
5 K-means + RG [14] 92.38
6 Proposed Artificial Bee Colony (ABC) [15] 93.73
7 Proposed Grey Wolf (GWO) [16] 94.08
8 Proposed Antlion (ALO) [17] 94.49

shows the resulting image from picking up the required clusters that represent the
liver. The chosen clusters are multiplied by the original image. The user does not
have to choose the cluster of the small regions of lesions inside the liver. The small
fragments representing the un-chosen clusters of lesion might be holes inside the
liver. When the liver is extracted, these holes can be filled easily.

The last process of segmentation enhances the picked up clustered image using
morphological operations. It erodes and removes the small objects in the image.
Figure 11 shows the result of the enhanced image and segmented ROIs.

Table 4 compares the results (using similarity index) of proposed approaches with
other approaches applied on the same dataset. The compared approaches are region
growing, wolf local thresholding, morphological operations, artificial bee colony and
K-means.

4 Conclusion and Future Work

In this chapter, the main concepts of some of nature-inspired algorithms were
presented such as grey wolf, artificial bee colony and antlion optimization. The
liver segmentation problem was highlighted and solved using the nature-inspired
algorithms. Also, we described the use of grey wolf, ABC and ALO optimization
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algorithms to solve the CT and MRI liver segmentation problems with different tech-
niques. The experimental results showed the efficiency of the three algorithms. In the
future work, we will apply more nature-inspired algorithms with different medical
imaging applications.
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Thermal Image Segmentation Using
Evolutionary Computation Techniques

Salvador Hinojosa, Gonzalo Pajares, Erik Cuevas
and Noé Ortega-Sanchez

Abstract This chapter analyzes the performance of selected evolutionary com-
putation techniques (ECT) applied to the segmentation of forward looking infrared
(FLIR) images. FLIR images arise challenges for classical image processing
techniques since the capture devices usually generate low-resolution images prone
to noise and blurry outlines. Traditional ECTs such as artificial bee colony (ABC),
differential evolution (DE), harmony search (HS), and the recently published flower
pollination algorithm (FPA) are implemented and evaluated using as objective
function the between-class variance (Otsu’s method) and the Kapur’s entropy. The
comparison pays particular attention to the quality of the segmented image by
evaluating three specific metrics named peak-to-signal noise ratio (PSNR), struc-
tural similarity index (SSIM), and feature similarity index (FSIM).

1 Introduction

The image processing community has focused its attention on the development of
automatic vision systems considering the visible light spectrum. Nevertheless, there
are some disadvantages when using this kind of images. The visibilities of the scene
and colors are dependent on a light source. With every change of the light source,
the collected image differs from the original scene leading to challenging compu-

S. Hinojosa (=) - G. Pajares

Dpto. Ingenieria del Software e Inteligencia Artificial, Facultad Informatica,
Universidad Complutense de Madrid, Madrid, Spain

e-mail: salvahin@ucm.es

G. Pajares
e-mail: pajares@ucm.es

E. Cuevas - N. Ortega-Sanchez
Departamento de Electronica, Universidad de Guadalajara, CUCEI, Jalisco, Mexico
e-mail: erik.cuevas@cucei.udg.mx

N. Ortega-Sanchez
e-mail: noe.ortega@academicos.udg.mx

© Springer International Publishing AG 2018 63
A.E. Hassanien and D.A. Oliva (eds.), Advances in Soft Computing and Machine

Learning in Image Processing, Studies in Computational Intelligence 730,
https://doi.org/10.1007/978-3-319-63754-9_4



64 S. Hinojosa et al.

tational scenarios where the image processing might become arduous. In the worst
case, the absence of a light source makes impossible to capture an image. A wider
range of the electromagnetic spectrum can be exploited to overcome this issue.
Specifically, infrared images are processed with classical computer vision tech-
niques providing good results on applications of many fields such as agriculture [1],
building inspection [2], detection and tracking of pedestrians [3], security [4],
electronic system validation [5, 6], and health care [7, 8].

All objects with a temperature above absolute zero emit infrared radiation. This
thermal radiation can be captured with specialized photon or thermal detectors.
Objects emit radiation in the long wavelength and mid-wavelength of the infrared
spectrum [9]. This radiation variates on the dominating wavelength and intensity
according to the temperature. Thermal cameras take advantage of this property by
generating images even with the lack of an illumination source [10]. A grayscale
representation of the thermal image encodes high temperatures as bright pixels
while objects with low temperature are represented as dark pixels.

Forward looking infrared (FLIR) images show bright objects where the thermal
radiation is higher. From the computational point of view, FLIR images are iden-
tical to grayscale pictures. However, FLIR images present additional challenges
since the resolution of the capturing sensors is usually lower than common cameras.
Moreover, FLIR images typically present blurry edges as the heat radiates. The
hazy contours difficult simple task like segmentation. Particular attention must be
paid to the segmentation as it is a fairly common preprocessing technique.

The objective of image segmentation is to partition the image into homogeneous
classes. Each class contains shared properties such as intensity or texture. The
simplest case of image segmentation is the image thresholding (TH), where the
intensity values of the histogram of the image are analyzed to determinate the limits
of each class. On bi-level thresholding, a threshold value is calculated in order to
partition the histogram into two classes. This technique was developed to extract an
object from its background. For a more complex approach, multilevel thresholding
(MTH) can identify a finite number of classes from the image. Segmentation
methods based on threshold can be divided into parametric and nonparametric [11].
Parametric approaches estimate parameters of a probability density function to
describe each class, but this approach is computationally expensive. By contrast,
nonparametric approaches use criteria such as between-class variance, entropy, and
error rate [12—14]. These criteria are optimized to find the optimal threshold value
providing robust and accurate methods [15].

To reduce the computational time required by nonparametric techniques, mul-
tilevel thresholding is computed with evolutionary computation techniques (ECT).
ECT comprises algorithms based on the interaction of collective behaviors, usually
depending on a population of particles interchanging information to reach the
global optima. These mechanisms provide excellent properties such as a
gradient-free search and can avoid stagnation on local suboptimal.

The methodology analyzed in this chapter works through the utilization of
several evolutionary computation techniques intended to optimize a particular cri-
terion. Many approaches have been utilized such as [16, 17]. Every ECT is



Thermal Image Segmentation Using Evolutionary ... 65

designed to work with a particular problem under certain circumstances. Thus, no
single algorithm can solve all problems competitively [18]. Due to this fact, a
proper performance comparison of ECT applied to FLIR image thresholding
becomes relevant.

This paper is devoted to analyze the performance of image thresholding per-
formed by ECTs applied to FLIR images. For this purpose, two segmentation
criteria are selected: Otsu’s [14] and Kapur’s [12] methods. These methodologies
are used as objective functions on selected ECTs. The comparison pays special
attention to classic approaches such as artificial bee colony (ABC) [19], differential
evolution (DE) [20], harmony search (HS) [21], and the recently proposed flower
pollination algorithm (FPA) [22].

The remaining part of this chapter consists of the following: Sect. 2 describes the
two thresholding techniques considered in this study; Sect. 3 briefly discusses the
evolutionary computation techniques used for the implementation; Sect. 4 describes
the experimental process and details implementation characteristics; Sect. 5 pre-
sents the results and provides information about the comparison. Finally, Sect. 6
summarizes and concludes the chapter.

2 Thresholding Techniques

In this work, several MTH algorithms are analyzed to determinate which technique
is more suitable for segmenting FLIR images. The most common approaches will
be shortly discussed in this section.

2.1 Oftsu

The most popular thresholding technique was proposed by Otsu [14]. This unsu-
pervised technique segments the image by maximizing the difference between
various classes. The intensity value of each pixel of the FLIR image generates a
probability distribution according to the following equation:

h. NP
Phj= —, Ph,=1, 1
NP El i (1)

where i represents the intensity of such pixel (0<i<L—1), NP is the total amount
of pixels present in the image, & is the histogram, and #; denotes the number of
occurrences of the intensity i. The histogram is associated with a probability
distribution Ph;. On the simplest scenario, the bi-level segmentation can be
expressed as
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. Phy o cyn P Ph, 2
T w,(th) " w,(th)’

where wg(th) and w, (th) are probabilities distributions for C; and C;:

th L

wo(ih)= X Py ()= 3 Ph, (3)

i=th+1
The following classes denoted by y, and u, are calculated in Eq. (4):

iPh, i iPh,
SNTRES .
wo(th) : i=th+1 w1(th)

(4)
Next, the variances ¢, and o, of C; and C,, respectively, are calculated via

Ulsz(ﬂO—}_”T)Z’ ‘72:“’1(/‘1+P‘T)2’ (5)

where p; = wgpy+ o, and wy+ o, = 1. Finally, the Otsu’s variance operator ¢*
can be calculated using Eq. (6). It must be noted that the number two is part of the
operator and it is not an exponent:

o’ =0, +0,. (6)

From the optimization’s perspective an objective function fp,(th) can be gen-
erated to maximize the Otsu’s variance, where ¢2(th) is the Otsu’s variance for a
given th value:

fousu(th) =max (6% (th)), 0<th<L-1. (7)

For the multilevel approach, nt thresholds are necessary to divide the original
image into nt + I classes. This scenario involves the calculation of nt variances and
the necessary elements. Thus, the objective function fo,s,(th) is rewritten consid-
ering various thresholds as

fossu(th) =max(c*(th)), 0<th;<L-1, i=1,2,...,nt (8)

where th={th;,th,, ...,th,| is a vector with the thresholds values. The variance
equation is updated to work with several threshold values as follows:

~—

nt nt 2
o’= 2 0= X wj(Hz‘_”T) ’ ©
-

j=1
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where j is the index of each of the classes to be thresholded, w; and y; are,
respectively, the probability of occurrence and the mean of a class. The values w,
can be computed for multilevel thresholding as follows:

thy

a)()(l‘h) = Z P/’li
i=1
thy
[ (th) = Ph.
" (10)
L
()] (ﬂ’l) = E Pl’li,
i=thy +1
while the mean equations are also updated to
th
iPh;
Ho= Zl PR ad
i=
thy .
iPh;
Hy = Y o
S (1)
P u iPh,
=l i=thy +1 @, (thu)

2.2 Kapur

An entropy-based method used to find optimal threshold values is the one presented
by Kapur [12]. The method is based on the probability distribution of the image
histogram and the entropy. Kapur’s method searches for the optimal i that max-
imizes the overall entropy. In this case, when the optimal #: value separates the
classes, the entropy has the maximum value. For a bi-level example, an objective
function can be defined as

Sxapur(th) = H + H,, (12)

where the entropies H; and H, are calculated as

th ) Ph. L Ph, Ph.
Hl=2Phlln<—’>, H,= Y —’1n< ’>. (13)

i=1 Wy () i=th+1 @ 2]
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The probability distribution Ph; of the intensity levels is computed using

h. NP
Ph.= —L, Ph.=1. 14
1 NP [Z:] 1 ( )

Also, the probability distribution of each class is determined by

th th
wo(th)= Y, Ph; w(th)= Y, Ph. (15)
i=1 i=th+1

The ECT determines the optimal threshold 4" by maximizing the Kapur’s
entropy,

th’ = arg max ficapur (th). (16)
1l

Similarly to the Otsu’s method, Kapur’s approach can be extended to multiple
threshold values. In such case, the image is divided into nz classes. With such
conditions, the objective function is defined as th

nt

fKapur(th) = z Hi’ (17)

i=1

where th={th,th,, ...,th,] is a vector containing multiple thresholds. Each
entropy value is computed separately with its respective th value. Thus, Eq. 9 is
rewritten for nt entropies:

thy
_ Ph; Ph;
H = '21 wo ln(w())
i=

Ho= 3 (P
2= [0]] [0]] (18)

i=th +1

& o Ph;
Hk: Z (I)Vl/—l 1n<wlll—]>'

i=th+1

3 Evolutionary Computation Techniques

3.1 Artificial Bee Colony (ABC)

Proposed by Karaboga [19], the artificial bee colony (ABC) has become one of
the most known ECT on the community. ABC is inspired by the intelligent
foraging behavior of the honeybee swarm. In this technique, a population
Lk({lk ,l’l‘, l’,ﬁ,}) of N food locations (particles) evolves from an initial point
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(k = 0) to a total number of generations (k = gen). Every location lf encodes design
variables of the optimization problem as a d-dimensional vector {I |, PV .}
The population is first initialized and then an objective function is evaluated to
determine the fitness of each location. The optimization process continues fol-
lowing the movement rules (operators) of the honeybee types. The first operator

generates a new food source t; from the neighborhood of a food location lf as
t=F+pl-1), ire(1,2,...,N), (19)

where I is selected randomly (r # i), and a scaling factor ¢ is drawn from a uniform
distribution between [—1, 1]. After the generation of t;, it is evaluated to determine
its fitness value fit (I¥). The fitness value of a minimization problem is expressed as

1 +_fl'(1f) it f (lf{) 20

fit(I') = .

(20)

where the objective function to be minimized is f( - ). Following the calculation of
the fitness values, the greedy selection operator determinates whether or not fit (tf‘ )
is better than fit (lf) If so, the food location lf.‘ is discarded and replaced with the
new food source t;.

3.2 Differential Evolution (DE)

Storn and Price [20] developed a stochastic vector-based ECT called differential
evolution (DE). In this technique, a population is initialized containing vectors with
feasible solutions. Each particle is defined as

Xi=() ), i=1,2, .. N (21)

i i e

where x* is the i-th vector at the generation ¢. The algorithm involves three main
steps: mutation, crossover, and selection.

The mutation process occurs to a given vector Xf at the k generation. For this
purpose, three vectors are randomly selected from the population named x,,, x,, and
x,. The xf vector is mutated using the following equation, leading to the creation of
a new vector:

r

vitl=x\ + F(x} —x]), (22)

where F € [0, 1] is a parameter called differential weight. The second operator called
crossover is used over the population according to the crossover rate C, € [0, 1].
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This crossover starts with a uniformly distributed random number r; € [0, 1] and the
Jj-th component of v; is manipulated as

k+l_{vji if l’iSCr

X otherwise

W

, j=12,...,d, i=12,...,n. (23)
Finally, the selection step is performed by comparing the fitness value of the
candidate vector against the original:

gt :{uf“ if f(ui*!) </ (x) (24)

t x! otherwise ’

1

3.3 Harmony Search (HS)

The harmony search algorithm (HS) was introduced by Geem [21]. This particular
ECT is inspired by the improvisation process of Jazz players. The population is
called harmony memory HM* ({Hk R H’;, ... ,Hj‘v}) of N particles (harmonies). The
optimization process evolves the memory HM* from a starting point of (k = 0) to
the total of iterations (k = gen). Each harmony H’l‘ represents a d-dimensional
vector of decision variables of the problem to be optimized {Hl" WHE S, o HE v}

HS works by generating new harmonies considering the harmony memory HMF,
First, the initial memory is randomly generated. Then, a new candidate solution is
generated using memory consideration with a pitch adjustment or a random
re-initialization. The generation of a new harmony is called improvisation, and it
relays on predefined parameters such as the harmony memory consideration rate
(HMCR). Such parameter if is set too low only a few members of the memory will
be considered in the exploration phase. In this step, the value of the first decision
variable for the new harmony H,,, | is selected randomly from the values of any
harmony for the same decision variable present on the harmony memory. This
process continues for all decision variables:
. {Hje{xl,j,xz,j, ....Xums,;}  with probability HMCR (25)
new randomly generated with probability (1 —PAR) "

All the considered values of H,,, | are perturbed with an operation called pitch
adjustment. In this phase, pitch adjustment rate (PAR) is the frequency of the
adjustment, and also a bandwidth factor (BW) controls how strong the perturbation
is applied:
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5 = { Huy£rand(0,1)-BW  with probability PAR
H, with probability (1 — PAR)"

new

(26)

new —

Finally, the HM is updated if the new candidate solution outperforms the worst
harmony stored in the memory.

3.4 Flower Pollination Algorithm (FPA)

The flower pollination algorithm (FPA) proposed by Yang [22] is an ECT inspired
by the pollination process of flowers. In FPA, individuals emulate a set of flowers or
pollen gametes which behave based on biological laws of the pollination process.
From a computational point of view, in the FPA operation, the population

F* ({fk, fg, e, f],i,}) of N individuals (flower positions) is evolved from the initial
point (k=0) to a total gen number of iterations (k = gen). Each flower
ff(ie [1, ..., N]) represents a d-dimensional vector {fipftz’ .. .,ftN} where each

dimension corresponds to a decision variable of the optimization problem to be
solved. In FPA, a new population F**! is produced by considering two operators:
local and global pollination. A probabilistic global pollination factor p is associated
with such operators. To select which operator will be applied to each current flower
position f}‘, a uniform random number r,, is generated within the range [0, 1]. If 7, is

greater than p, the local pollination operator is applied to ff. Otherwise, the global
pollination operator is considered.

Global Pollination Operator. Under this operator, the original position fi.‘ is
fi( +1

displaced to a new position according to the following model:

R ] (27)

where g is the global best position seen so far, whereas s; controls the length of the
displacement. A symmetric Lévy distribution generates the value s; according to
Mantegna’s algorithm [23]

u
Si= |V|—1/ﬁ’ (28)
where w({uy, ...,uq}) and v({vy, ...,v,}) are n-dimensional vectors and f=3/2.

Each element of u and v is calculated by considering the following normal
distributions:

u~N(0,0.),v~N(0,07) (29)
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u=( I'(1+p)- sin(z-B/2) >1/ﬁ’ o,=1 (30)

L((1+p)/2)-p-20-172

where I'( - ) represents the Gamma distribution.
Local Pollination Operator. In the local pollination operator, the current position
fi.‘ is perturbed to a new position ff“ as follows:

f§+1=f§+g-(f_jf—f§); ijhe(1,2, ...,N) (31)

where f]'f and f'; are two randomly chosen flower positions, satisfying the condition
i#j# h. The scale factor ¢ is a random number between [—1, 1].

4 Implementation

4.1 Multilevel Thresholding

This chapter analyzes the performance of several ECT applied to the image
thresholding problem, specifically to the segmentation of FLIR images. The fol-
lowing experiments are designed to maximize the objective function either of
Otsu’s method (Eq. 8)

arg maxtthtsu(th) (32)
subjecttothe X
or Kapur’s entropy (Eq. 18)
arg maxen fiapur (th) (33)
subjecttotheX  ~’
where X={theR"|0<th; <255,i=1,2, ...,nt} stands for the restrictions that

bound the feasible region. Such restrictions are originated due to the characteristics
of the problem since the intensity of the pixels lies in the interval 0-255.

The candidate thresholds & at each generation are encoded as decision variables
on every element of the population as follows:

Spt = [th], thz, ey thN], th, = [ﬂ’ll, tl’l2’ ceey thnt}Tv (34)

where ¢ is the iteration number, N is the size of the population, T refers to the
transpose operator, and nt is the number of thresholds applied to the image.
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After the conclusion of the optimization process, the best threshold values found
by the ECT are used to segment the image pixels. This chapter follows the tradi-
tional rule for segmenting:

IGr(I’, C) if IGr(I’, C) Sﬂ’l]
Is(r, C)= thy if  th <IGr(F,C)<ﬂ’l2. (35)
I (r,c) if I (r,c) > thy

4.2 Experimental Setup

Since the objective of this chapter is to analyze the performance of MTH with ECT
on FLIR images, a diverse benchmark set is assembled with images of different
scenes and fields of study. All images are 480 X 480 JPEG and their specific
properties are described in Table 1. The experiments were performed using Matlab
8.3 on an i5-4210 CPU @ 2.3Ghz with 6 GB of RAM.

For every evaluation of the algorithm, a 3000 generation stop criteria is established.
The quality of the segmentation is evaluated using standard statistical methods and
signal quality metrics. The specific parameters of each ECT are described on Table 2.

Table 1 Properties of benchmark image set

Image Capture device Source Image
Cars FLIR One Captured on site

Circuit FLIR SC660 Multispectral image database [24]

Crop FLIR One Captured on site

(continued)
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Table 1 (continued)

S. Hinojosa et al.

Image Capture device Source Image
Medical FLIR SC-620 Database for mastology
research [25]
Office FLIR One Captured on site
Tools FLIR One Captured on site
Pedestrian | Raytheon 300 D | OTCBVS Benchmark

Dataset 01 [26]

Table 2 Implementation parameters

Algorithm | Parameters

ABC The algorithm has been implemented using the guidelines provided by its
reference [19]

DE The variant implemented is DE/rand/bin where c¢r=0.5 and differential
weight = 0.2 [20]

HS The algorithm was implemented using the guidelines provided by its reference
[21] with HMCR=0.95 and PAR=0.3

FPA The algorithm remains as described in its proposal [22]
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The first metric considered is the standard deviation (STD). This metric focuses
on the stability of the algorithm; if the STD value decreases the algorithm becomes
stable [27]:

1[€§ux (Gi —'u)

STD =
Ru

(36)

The peak-to-signal ratio (PSNR) compares the similarity of the original image
against the segmented. This metric is based on the mean square error (RMSE) of
each pixel. Both PSNR and RMSE are defined as

255
PSNR=201 37
0g10< MSE) (37)
(I6r(i,)) = In(i,j
RMSE = \/Z 1 Gr(i7) = I ( J))’ (38)
ro X co

where I, is the original image and I, is the segmented image; the total number of
rows is ro, and the total number of columns is co.

The structure similarity index (SSIM) is used to compare the structures of the
original image against the thresholded result [28], and it is defined in Eq. 39.
A better segmentation performance produces a higher SSIM:

(Zﬂl(}rﬂlrh + Cl) (2610»11;. + CQ’)

SSIM (Ig,, 1) =
Uorln)= 0222 TC1) (o +07 +.C1)

(39)

N
Olols: = 37 1 z (IGVz +/,¢1( )(Ifhi +ﬂ1fh)’ (40)

where y; . and y,; are the mean value of the original and the thresholded image,
respectively; for each image the values of o, and o, correspond to the standard
deviation. C1 and C2 are constants used to avoid the instability when y7 +u; ~0;
experimentally in [29] both values are C1 = C2 = 0.065.

One last method used to quantify the quality of the thresholded image is the
feature similarity index (FSIM) [30]. FSIM establishes the similarity between two
images; in this case, the original gray scale image and the segmented image
(Eq. 41). As on PSNR and SSIM, a higher value indicates a better performance of
the evaluated methodology.

2wea SLw)PCu(w)
EWEQPC'"(W) ,

FSIM = (41)
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where Q represents the entire domain of the image:

SL(w)=Spc(w)Sc(w) (42)

_ 2PC1 (W)PCQ(W) + T]
Sec(w) = PC2(w) + PC2(w) + T (43)
SG(W) _ 2G, (W)Gz(w) +T, (44)

T GwW)+GI(w)+ Ty

G is the gradient magnitude (GM) of an image and is defined as

G=,/G:+G? (45)

PC is the phase congruence:

Ew)
(e+ X, An(w))

The magnitude of the response vector in w on n is E(w) and A,(w) is the

local amplitude of scale n. e is a small positive number and
PC,,(w) =max(PCi(w), PC2(w)).

PC(w) = (46)

5 Results

The values reported on each experiment from Tables 3, 4, 5, 6, 7, and 8 are the
averaged results of 35 evaluations of each objective function with its respective
ECT at every image and number of thresholds nz. Tables 3 and 6 report statistical
data of the Otsu’s method and Kapur’s entropy, respectively. Tables 4 and 5 are
partitioned for readability purposes. The same occurs to Tables 7 and 8. The best
value of each experiment on every table is bolded.

5.1 Otsu’s Results

Since the Otsu’s method is a maximization process, the objective function is
expected to be as high as possible. Table 3 shows the mean value and STD of the
Otsu’s objective function for all the analyzed algorithms. FPA outperforms ABC,
DE, and HS in both metrics.
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Table 4 Quality results of the segmented image for ABC and DE using Otsu’s method
Image nt ABC DE
PSNR SSIM FSIM PSNR SSIM FSIM
Cars 2 10.2954 0.2538 0.6705 9.4639 0.1638 0.6662
3 13.9399 0.4901 0.7046 14.6155 0.4963 0.7144
4 15.2883 0.5149 0.7401 15.5772 0.5254 0.7493
5 16.9750 0.5824 0.7495 17.3467 0.5761 0.7662
Circuit 2 13.6374 0.4528 0.7370 14.6589 0.4956 0.7367
3 17.1852 0.5556 0.7701 18.0840 0.5839 0.7769
4 18.8839 0.6250 0.7919 20.7318 0.6653 0.8036
5 20.5025 0.6627 0.8051 20.8779 0.6671 0.8087
Crop 2 12.0396 0.2526 0.5341 11.6380 0.2201 0.5291
3 14.2759 0.3547 0.6136 14.4982 0.3498 0.6286
4 15.6913 0.4288 0.6673 16.7028 0.4539 0.7026
5 17.9979 0.5247 0.7306 18.9015 0.5538 0.7669
Medical 2 13.3951 0.7284 0.8128 13.5220 0.7489 0.8186
3 15.3872 0.7514 0.8157 16.2999 0.7680 0.8214
4 16.2494 0.7524 0.8212 17.7156 0.7697 0.8211
5 18.5999 0.7773 0.8211 19.8676 0.7771 0.8167
Office 2 10.7762 0.2864 0.7355 10.8032 0.2626 0.7332
3 13.8166 0.4906 0.7400 15.5397 0.5631 0.7348
4 159192 0.6302 0.7559 16.4900 0.5975 0.7466
5 19.0038 0.7143 0.7791 20.2068 0.7352 0.7819
Tool 2 9.9161 0.4581 0.6241 9.4845 0.4369 0.6090
3 15.0970 0.6379 0.6890 16.3156 0.6705 0.6899
4 17.6627 0.6601 0.7173 18.5422 0.6669 0.7237
5 20.4009 0.7310 0.7827 21.7611 0.7301 0.7953
Pedestrian 2 13.5776 0.2426 0.5700 13.2081 0.2350 0.5772
3 14.0902 0.2733 0.5933 14.2089 0.2862 0.6031
4 18.1878 0.4948 0.6706 17.4529 0.4682 0.6699
5 21.0671 0.6264 0.7408 21.7515 0.6710 0.7406

Even though FPA surpasses other algorithms maximizing the objective function
and providing consistent results, the quality indicators of the segmented image do
not reflect this behavior. Tables 4 and 5 show the PSNR FSIM and SSIM quality
metrics. These metrics show a disperse behavior; HS is the algorithm with the
higher amount of best experiment values and it is closely followed by FPA.
The ECT which accumulated less best experiment values is DE.
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Table 5 Quality results of the segmented image for HS and FPA using Otsu’s method

Image nt HS FPA
PSNR SSIM FSIM PSNR SSIM FSIM
Cars 2 9.5091 0.1663 0.6705 9.4615 0.1648 0.6673
3 14.6123 0.4951 0.7130 14.6126 0.4949 0.7126
4 15.6444 0.5252 0.7502 15.6022 0.5253 0.7511
5 17.8162 0.5930 0.7631 17.3501 0.5765 0.7667
Circuit 2 14.9888 0.5036 0.7464 15.0464 0.5097 0.7507
3 18.1943 0.5848 0.7782 18.1592 0.5825 0.7761
4 20.7454 0.6671 0.8049 20.6473 0.6636 0.8016
5 20.9371 0.6672 0.8103 20.8335 0.6661 0.8065
Crop 2 11.7740 0.2242 0.5403 11.6126 0.2191 0.5266
3 14.4809 0.3491 0.6259 14.5093 0.3516 0.6296
4 16.7014 0.4547 0.7024 16.7147 0.4559 0.7034
5 19.0409 0.5598 0.7695 18.9596 0.5569 0.7690
Medical 2 14.3094 0.7585 0.8188 14.4381 0.7582 0.8189
3 16.6016 0.7645 0.8197 16.3592 0.7688 0.8216
4 17.7807 0.7685 0.8215 17.7072 0.7704 0.8215
5 20.1848 0.7818 0.8202 19.7926 0.7773 0.8171
Office 2 10.7984 0.2623 0.7327 10.7272 0.2631 0.7329
3 15.5333 0.5630 0.7339 15.4713 0.5634 0.7347
4 16.4959 0.5971 0.7463 16.4532 0.5975 0.7452
5 20.3213 0.7387 0.7836 20.1876 0.7382 0.7820
Tool 2 9.5028 0.4400 0.6114 9.4829 0.4384 0.6095
3 16.3974 0.6691 0.6916 16.3915 0.6698 0.6916
4 18.5818 0.6650 0.7253 18.5346 0.6680 0.7229
5 21.7453 0.7307 0.7959 21.7444 0.7307 0.7936
Pedestrian 2 13.2043 0.2339 0.5761 13.2042 0.2341 0.5766
3 14.2107 0.2864 0.6038 14.2103 0.2863 0.6037
4 17.4041 0.4660 0.6702 17.4016 0.4658 0.6694
5 21.8061 0.6727 0.7442 21.6591 0.6675 0.7385

5.2 Kapur’s Entropy Results

Table 6 presents statistical data of the Kapur’s method applied to the selected ECT.
The objective function also maximizes the Kapur’s entropy of each image for every
experiment. As a result, a higher value of the mean of the objective function
indicates a better segmentation. Contrary to Otsu’s method, ABC outperforms at
most of the experiments.
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Table 7 Quality results of the segmented image for ABC and DE using Kapur’s entropy
Image nt ABC DE
PSNR SSIM FSIM PSNR SSIM FSIM
Cars 2 13.2778 0.4617 0.6900 14.1686 0.4736 0.7007
3 14.6202 0.5192 0.7156 15.1789 0.5082 0.7323
4 15.9592 0.5863 0.7220 17.6729 0.5936 0.7527
5 17.7815 0.6542 0.7437 18.6284 0.6230 0.7658
Circuit 2 14.8876 0.5145 0.7488 14.6412 0.4987 0.7505
3 15.0393 0.5502 0.7581 15.5329 0.5251 0.7627
4 17.5823 0.6173 0.7825 17.8950 0.5958 0.7859
5 19.0199 0.6498 0.7942 20.8381 0.6563 0.8144
Crop 2 12.6244 0.2927 0.5547 13.1440 0.2785 0.5822
3 15.8271 0.4413 0.6381 15.3553 0.3836 0.6638
4 15.7842 0.4608 0.6398 17.9957 0.5012 0.7209
5 18.2075 0.5553 0.7090 20.0144 0.5871 0.7646
Medical 2 11.2497 0.6328 0.8083 14.4628 0.7255 0.7849
3 14.8435 0.7613 0.8220 15.4723 0.7694 0.8175
4 17.2505 0.7833 0.8285 19.2433 0.7979 0.8458
5 17.8286 0.7910 0.8352 20.7799 0.8104 0.8513
Office 2 12.3584 0.4383 0.7375 12.3439 0.3739 0.7204
3 15.6265 0.6365 0.7568 17.8563 0.7161 0.7620
4 16.8774 0.6918 0.7681 18.3948 0.7223 0.7677
5 17.6706 0.7116 0.7756 19.6462 0.7351 0.7774
Tool 2 14.1762 0.6414 0.6905 16.5409 0.6671 0.6814
3 15.8012 0.6834 0.7086 17.9838 0.6990 0.7114
4 17.6140 0.7002 0.7299 18.7458 0.7173 0.7433
5 16.4082 0.6975 0.7340 20.0630 0.7224 0.7641
Pedestrian 2 14.7716 0.2837 0.5838 10.1687 0.0149 0.5534
3 17.3160 0.4410 0.6171 17.5064 0.4588 0.6222
4 18.3683 0.5001 0.6617 17.5323 0.4609 0.6271
5 18.1330 0.4842 0.6761 19.9934 0.5994 0.7582

Besides, Tables 7 and 8 report quality metrics with no clear winner. The algo-
rithm that tops most of the experiments is HS. ABC and DE show a similar amount

of best values and FPA has the least number of best values.

Table 9 shows a qualitative comparison of the proposed approaches with three
threshold values (nt = 3) as an example. The difference on the presented images is
not easily spotted by the naked eye. All four approaches present similar results that
can only be quantified by the corresponding metrics.
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Table 8 Quality results of the segmented image for HS and FPA using Kapur’s entropy

Image nt HS FPA
PSNR SSIM FSIM PSNR SSIM FSIM
Cars 2 14.1711 0.4738 0.7008 14.1686 0.4736 0.7007
3 15.1759 0.5080 0.7322 15.1772 0.5080 0.7323
4 16.3196 0.5408 0.7385 15.6756 0.5284 0.7321
5 18.0457 0.6088 0.7602 17.5270 0.5848 0.7559
Circuit 2 14.6538 0.4981 0.7501 14.6429 0.4988 0.7505
3 16.2929 0.5359 0.7651 14.6147 0.4998 0.7562
4 17.8598 0.5978 0.7850 17.9018 0.5976 0.7854
5 20.6348 0.6642 0.8163 20.6868 0.6635 0.8154
Crop 2 13.1881 0.2808 0.5819 13.1440 0.2785 0.5822
3 15.8010 0.4031 0.6625 15.3606 0.3839 0.6638
4 18.5330 0.5258 0.7276 17.3676 0.4727 0.7061
5 18.0291 0.5098 0.7422 18.5830 0.5293 0.7338
Medical 2 14.4628 0.7255 0.7849 14.4628 0.7255 0.7849
3 15.3062 0.7702 0.8183 15.2861 0.7701 0.8184
4 19.2404 0.7979 0.8458 19.2474 0.7982 0.8457
5 20.5062 0.8150 0.8518 20.6473 0.8114 0.8518
Office 2 12.3439 0.3739 0.7204 12.3439 0.3739 0.7204
3 17.8720 0.7230 0.7638 17.8736 0.7178 0.7624
4 18.1053 0.7312 0.7678 17.9242 0.7171 0.7652
5 19.6923 0.7717 0.7830 18.9943 0.7316 0.7722
Tool 2 16.5230 0.6875 0.6958 16.5409 0.6671 0.6814
3 18.0815 0.7011 0.7162 17.9719 0.6992 0.7114
4 18.7427 0.7132 0.7371 18.6826 0.7083 0.7313
5 19.8386 0.7241 0.7627 19.8999 0.7196 0.7553
Pedestrian 2 10.1686 0.0149 0.5534 10.1687 0.0149 0.5534
3 17.5060 0.4587 0.6222 17.2622 0.4440 0.6202
4 17.5389 0.4609 0.6268 17.5639 0.4618 0.6273
5 19.8776 0.5932 0.7526 19.9250 0.5950 0.7540
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Table 9 Qualitative using Kapur’s entropy

ABC DE HS FPA
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6 Summary

This chapter analyzes the thresholding problem on FLIR images. For this purpose,
two classical thresholding techniques named Otsu’s method and Kapur’s entropy
are implemented. Both methodologies are used as objective functions on selected
ECTs. ABC, DE, HS, and FPA are used to maximize each of the objective func-
tions to partition the image into various classes. The performance comparison
includes two approaches; the first compares the fitness values to determine which
algorithm is best fitted to optimize the analyzed objective function by comparing
average fitness and average stability, while the second approach focuses on the
segmented image quality.

Considering only the fitness values obtained for Otsu’s method, FPA proves to
be the best-suited option from the algorithms considered in this evaluation. For
Kapur’s entropy, ABC outperforms the other algorithms. Nevertheless, the results
indicate that a good fitness function value does not necessarily reflect on a high
quality of the segmented image according to the PSNR FSIM and SSIM metrics.
This gap between both results might be a consequence of the noisy nature of FLIR
images and the smooth transition between the intensity values of the classes. Such
conditions make FLIR image processing a challenging task.

According to the quality metrics of the segmented images, HS showed better
performance in the majority of experiments for both Otsu and Kapur. The HS
algorithm provided excellent results regarding quality and required less computa-
tional time to perform the optimization than ABC and FPA making it an attractive
alternative for FLIR image thresholding.

Despite that the results did not show an absolute winner for all tests and images,
this chapter provides useful information about the behavior of the analyzed ECT
applied to Otsu and Kapur for the MTH problem with the challenging character-
istics of FLIR images.
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News Videos Segmentation Using
Dominant Colors Representation

Ibrahim A. Zedan, Khaled M. Elsayed and Eid Emary

Abstract In this chapter, we propose a new representation of images. We called
that representation as “Dominant Colors”. We defined the dissimilarity of two
images as a vector contains the difference in order of each dominant color between
the two image representations. Our new image representation and dissimilarity
measure are utilized to segment the news videos by detecting the abrupt cuts.
A neural network trained with our new dissimilarity measure to classify between
two classes of news videos frames: cut frames and non-cut frames. Our proposed
system tested in real news videos from different TV channels. Experimental results
show the effectiveness of our new image representation and dissimilarity measure to
describe the images and segment the news videos.

Keywords News videos + Video segmentation « Abrupt cut - Dominant colors

1 Introduction

The amazing increase in video data on the internet leads to an urgent need of research
work to develop efficient procedures for summarization, indexing, and retrieval of
this video data. Earlier video indexing methodologies utilize people to manually
annotate videos with textual keywords. This methodology is tedious, impeded by a
lot of human subjectivity [1]. As shown in Fig. 1, content-based video indexing
methodologies are categorized into two approaches: the query by example approach
and the query by keywords approach. In the query by example approach, the video is
segmented into shots and key frames are extracted for each shot. The user input is a
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query image and the retrieval system searches for similar key frames. In the query by
keywords approach, the video is segmented into shots and each shot is assigned to
some keywords. The user presents a semantic query and the retrieval system returns
the shots that match the query keywords [2]. From this point of view, we can see that
video segmentation and key frame extraction are essential steps for the organization
of huge video data. Video segmentation segments a video to shots by identifying the
boundaries between camera shots. Key frame extraction has been perceived as an
important research issue in video information retrieval [1].

Among all video data the news videos have gained a special importance as many
individuals are concerned about news video. News videos are closely related to us
as it gives us the main news in the world recently. News video is a special type of
video that contains a set of semantically independent stories. News story is defined
as an arrangement of shots with a coherent focus which contain no less than two
independent declarative clauses. The appearance of the anchor person is an example
of the declarative clauses that surround and define the news story. Also, the news
separator is another example of the declarative clauses. Story segmentation in news
videos is usually based on video shot segmentation that followed by a shots
clustering process. It is highly needed to extract key frames of news video in order
to know the main content of news and avoid spending a lot of time to watch every
detail of the video. News video should be segmented into shots in order to extract
the key frames [3].

News video has relatively fixed structure. As shown in Fig. 2, the shots of news
video are categorized into several classes [2, 3]. The introduction and the ending
sequences are usually contain graphics. Separator is a sequence of frames inserted
to separate between different news stories and its pattern is similar to the beginning
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Fig. 2 News videos structure

and the ending sequences. The appearance of the anchor person shots is similar
among a large portion of the TV channels. Interview shots are a special type of
studio shots where an interview between the anchor person and the interviewed
person is taking place. Weather forecast shots are studio shots showing a weather
map that generally contains animated symbols that represent the weather condi-
tions. Sports shots contain a lot of motion-like football matches. Report shots are
recorded outside the studio.

In this chapter we introduce a new image representation and dissimilarity
measure. To prove the effectiveness of our new image descriptor, we applied it to
the segmentation problem in news videos as video segmentation is normally the
first and essential step for content-based video summarization and retrieval. We
focused on the detection of abrupt cuts as it is the most common shot boundaries.

The rest of the chapter is organized as follows; an overview of the video seg-
mentation foundation, challenges, and methods is given in Sect. 2. A detailed
description of the proposed system is given in Sect. 3. Experimental results are
shown in Sect. 4. Section 5 presents our conclusion and future work.

2 Video Segmentation

Video segmentation is the initial step of video content analysis, indexing, and
retrieval. Video segmentation is the method of automatically identifying the shots
transitions inside a video [4]. Video segmentation is a vital step for video annotation
[5] as the common procedure of the video annotation is to temporally segment the
video into shots, extracting the key frames from the segmented video shots, and the
textual annotations are formed by analyzing these key frames. Video shot is a series
of consecutive interrelated frames representing continuous activities in time and
space and recorded contiguously by a single camera [6, 7]. As shown in Fig. 3, video
is segmented into scenes and each scene can be segmented into shots [8].
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Scene is a logical group of temporally adjacent shots with a common location, a
common object of interest, or a common thematic concept. Video scenes are
independent in nature but we cannot say that video shots are independent. Some-
times, a transition from one video shot to another video shot is just a change in
camera angle or switch from different cameras that photo the same scene [5] as
shown in Fig. 4. Scene segmentation is usually based on video shot segmentation
that followed by a shots clustering process.

2.1 Types of Shot Transitions

As shown in Fig. 5, two shots can be combined with a gradual transition or an
abrupt cut. The abrupt cut is the simplest transition between the shots and is defined
as an instantaneous transition from one shot to the next shot [6]. Figure 6 shows an
example of abrupt cut. Detection of cuts is very useful as it is significantly more
common than gradual transitions. In [9] detection of cuts over ranges of frames is
utilized to select key frames for the summarization purpose.

The gradual transition is a more complex transition that artificially combines two
shots by using special effects like fade-in/out, dissolve, and wipe [10, 11]. Fade-in

LiTaTo [ETHTR RTITTTIRN 6 (1] e spon) g e

Fig. 4 Video scene
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Fig. 5 Types of shot transitions

Fig. 6 Abrupt cut

is a progressive transition in which shot begins with a single color frame and
develops slowly till it illuminates to its full force [6, 7] as shown in Fig. 7a.
Fade-out is the converse of a fade-in [6, 7]. Figure 7b shows an example of
fade-out.

Dissolve is the interfering of two shots where both shots are slightly apparent
[6, 7]. Figure 8 shows an example of short dissolve that happened in a single frame.
Also, dissolved effect can be spread over many frames as shown in Fig. 9. In the
transition begin, the previous shot share is high. During the transition the previous
shot share gradually decreases while the next shot share increases. In the transition
end, the previous shot completely disappeared [4].

Wipe transition occurs as a pattern moves across the screen, progressively
replacing the previous shot with the next shot [1]. Figure 10 shows a wipe example
where a horizontal line moves from the left of the screen to its right progressively
replacing the previous shot with the next shot.
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2.2 Video Segmentation Foundation and Challenges

The foundation of video segmentation is detecting the frames discontinuities. As
shown in Fig. 11, the dissimilarity (distance) between adjacent frames is measured
and compared with a threshold to detect the significant changes that correspond to
shot boundaries. The video segmentation performance relies on the suitable choice
of the similarity/dissimilarity measure that used to detect shot boundaries. In video
segmentation algorithms, threshold selection is an important issue. The utilization
of a dynamic adaptive threshold is more favored than global thresholding as the
threshold used to detect a shot boundary changes from one shot to another and
should be based on the distribution of the video inter-frames differences [4, 11].
Video segmentation faces many challenges such as detection of gradual transi-
tions, flash lights, and object/camera motion. Many examples of camera motion
exist such as panning, tilting, and zooming [11]. Detection of gradual transitions is
the most challenging problem in video segmentation as the editing effects used to
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Fig. 9 Long dissolve
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create a gradual transition are very comparable to the patterns of object/camera
motion. It is hard to distinguish between shot boundaries, and object/camera motion
as quick motion causes content change similar to cuts, and slow motion causes
content change similar to gradual transitions. The vast majority of the video content
representations utilize color features. Color is the essential component of video
content. [llumination changes and especially the abrupt illumination changes such
as flashlights might be recognized as a shot boundary by a large portion of the video
segmentation tools [1]. Another example of illumination changes that happen
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naturally in the video is the smoke or the fire. In addition, screen split or video in
the video is a challenging issue in news videos segmentation.

2.3 Video Segmentation Methods

As shown in Fig. 12, diverse methodologies have been proposed to segment video
into shots such as the compressed domain methods and the uncompressed domain
methods [10]. The video segmentation methods are categorized according to the
utilized features to image-based methods, motion-based methods, and the methods
that utilize audio-based features.

Video Segmentation ‘

Methods
|
- S s
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f——» Edge-Based
|
| Entropy & Mutual
| Information
, Scale & Retation Invariant
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Threshold Based
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Fig. 12 Video segmentation methods
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Image-Based Methods In the uncompressed domain, video segmentation
methods are mainly based on computing image-based features. Image features can
be based on pixel differences, statistical-based methods, edge differences, or their
combination [4]. Methods based on pixel differences are easy to implement, but it is
very sensitive to motion and noise [3].

Statistical-based methods include histogram differences which can be calculated
on the entire frame level or at a block level [12]. In [1] each video frame is
partitioned into blocks. For each successive frame pair, the histogram matching
difference between the corresponding blocks is computed. Video frame is assumed
as a shot boundary if it has histogram matching difference greater than a threshold.
Threshold is computed as a function of the mean and standard variance of all
histogram differences over the entire video. In [4], R, G, and B pixels are quantized
and only one color index is computed. JND histogram is computed at the entire
frame level. In JND histograms, each bin contains visually similar colors and
visually different from other bins. For every two consecutive frames, histogram
intersection is computed. For each video frame, a sliding window is centered.
A frame is considered as a cut if its similarity degree is the window minimum and
much less than the window mean and the second minimum. A frame is considered a
part of gradual transition if it is less than a threshold related to the window simi-
larity mean. In [13] histogram intersection in HSI color space is used as a similarity
measure between frames. A placement algorithm up to eight frames is applied to
convert gradual transition to abrupt cut. Shot boundaries are extracted by thresh-
olding. Generally, spatial information is missed in the statistical-based methods. As
a result, two images with comparable histograms may have totally different contents
and away to enhance results is to work on a block level rather than the entire image
level. In [14] histogram of gradient is combined with HSV color histogram to
enhance results. In [15] fuzzy logic and genetic algorithm are utilized for shot
boundary detection. For each consecutive frame, the difference of the normalized
color histogram is calculated. Genetic algorithm is utilized to calculate the mem-
bership values of the fuzzy system. The fuzzy system classifies the types of shot
boundaries into gradual transitions and abrupt cuts.

Edge-based video segmentation methods identified two sorts of edge pixels
which are the entering and exiting edges. Entering edges are new edges showed up
far from the locations of the previous shot edges. Exiting edges are the old shot
edges that vanish. The main disadvantage of the edge-based methods is its exe-
cution time [1].

Several video segmentation algorithms that depend on the scale and rotation
invariant local descriptors were proposed as in [3, 12]. In [12] each video frame is
modeled by its HSV histogram and the SURF descriptors. For every pair of frames,
a similarity score is calculated as a function of the normalized histogram correla-
tion, and the ratio of the matched SURF descriptors. Cut is detected if the similarity
score is less than a threshold. For all video frames, the moving similarity average is
calculated. A frame that corresponds to a local minimum of the moving similarity
average is considered a part of gradual transition. The detected shot boundary is
considered as false alarm and removed if the similarity between it and the two
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surrounding local maxima is higher than a threshold. In [3] only abrupt cuts are
detected in news video. Frames are converted to HSV color space and divided into
uneven blocks with different weighting coefficients. A sliding window is utilized.
Window is divided into right and left sub-windows. The difference between
sub-windows is calculated as weighted frame difference. If the difference is large,
an adaptive binary search process is continued on the sub-window whose larger
discontinuity until obtaining a window size of 2 frames represents the candidate cut.
Final cuts are assumed if the SURF points matching ratio are below a threshold. In
[16] a combination of local and global descriptors is integrated to represent the
video frames. Dissimilarity scores between the frames are calculated and shot
boundaries are extracted utilizing adaptive thresholding.

Many works utilizing high-level features such as the entropy and the mutual
information as in [17]. In [17] a temporal window is centered in each frame index
and the cumulative mutual information is calculated. The cumulative mutual
information combines the mutual information between multiple pairs inside the
window. Shot boundaries are detected by identifying the local minimums of the
cumulative mutual information curve. False shot boundaries caused by motion are
eliminated by identifying local minimums that are below a threshold, crosses zero,
and have positive value of the second derivative. Flashes effect is minimized as the
cumulative mutual information combines multiple pairs of frames.

Motion-based Methods Motion-based algorithms are not favored in the uncom-
pressed domain as the estimation of motion vectors expends huge computational
power [1]. In [10] a method for abrupt cut detection based on motion estimation is
introduced. Video frame is divided into blocks. Block matching algorithm is
applied to calculate the blocks motion vectors. Average magnitude of the motion
vectors is extracted to reflect the motion intensity. The quantitative angle histogram
entropy of the motion vectors in each frame is extracted to reflect the motion
irregularity degree. Candidate abrupt cut is identified when both the average motion
magnitude and the quantitative angle histogram entropy are greater than specified
thresholds as the camera motion cannot destroy the motion regularity. False cuts
caused by gradual transitions and flashes are eliminated using a temporal window.

Utilizing Audio Features Audio features have been utilized to enhance the video
segmentation results as in [2, 11]. In [2] a scene boundary detection and scene
classification for news video are combined in one process using HMM. For each
video frame, a feature vector that combines several features is derived. Average
color components and the luminance histogram difference are used as image fea-
tures. For adjacent video frames, some features derived from the difference image
are computed as motion indicators. The logarithmic energy and the cepstral vector
of the audio samples of each video frame are used as audio features. In [11] a
technique to segment video into shots is presented. Multiple independent features
are combined within an HMM framework. The absolute grayscale histogram dif-
ference between adjacent frames is used as an image feature. The acoustic differ-
ence in long intervals before and after the adjacent frames is used as an audio
feature to reflect the audio types. Video frames are divided into blocks. A block
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matching algorithm is applied between adjacent frames to extract the blocks motion
vectors. For the blocks motion vectors, the magnitude of the average and the
average of the magnitude are used as motion features to detect camera movements.

Several machine learning techniques such as Support Vector Machines
(SVM) are used for video segmentation by classifying the video frames into
boundary frames and non-boundary frames [12].

3 Proposed System

In our previous works [18, 19] we introduced a method for caption detection and
localization in news videos. We showed the patterns of caption insertion and
removal. Actually, the process of caption insertion or removal takes a range of
frames. Caption insertion and removal introduce many changes and can happen
during the same video shot. Figure 13 shows sample frames associated with its
frame index to illustrate the caption insertion pattern. By observing Fig. 13, it is
clear that the caption background appears smoothly and text inserted to that
background in steps. Also, caption may be static and shared in several consecutive
shots. For all these reasons it is clear that captions in news videos disrupt the video
segmentation process.

Our idea for detecting shots boundaries is based on the elimination of the
candidate caption area and a new feature for describing an image we called it as
“dominant colors”. The proposed system is shown in Fig. 14.

1290

Fig. 13 Caption insertion pattern

Dominant Colors o |Dissimilarity Feature | Feed Forward Neural
Representation Vector calculation Network Simulation

[

Abrupt Cut
Frames

Fig. 14 The block diagram of the proposed system
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3.1 Dominant Colors Representation

We represent the image by the order of its colors sorted from the highest frequency
to the lowest frequency. As described in Algorithm 1 for each video frame, we
extract the R, G, and B components. At first we truncate the bottom 25% of the
three color components as it is the candidate caption area and actually the most
important part of image is always at the frame center. Then we generate the
dominant colors of each color component as described in Algorithm 2. The RGB
representation of the video frame is the concatenation of the dominant colors of the
three components.

Algorithm 1. RGB Frame Representation Extraction

: Extract R, G, and B color components.

: Truncate the bottom 25% from the color components.

: Get the dominant colors of the R component as Domg,.

: Get the dominant colors of the G component as Dom;.

: Get the dominant colors of the B component as Domg.

: Output the frame representation as the concatenation of Domg, Domg, and
Domg.

AN B W=

Colors quantization is involved in the process of dominant colors extraction. The
main purpose of the colors quantization is to absorb the lighting conditions that
result in variation of the pixels color intensities of the same object. We carried out
several experiments with different quantization steps and traced the accuracy results
to conclude the colors quantization impact and select the best model. Also we
carried out several experiments based on the gray representation of video frames.
Algorithm 3 explains the gray representation extraction of a video frame. For each
video frame, we transform it from RGB to HSI. We work only on the intensity
component. Dominant gray intensities are extracted with several quantization steps.

Algorithm 2. Dominant Colors Extraction
1: Get the frame histogram.
2: Get the quantization step (s).
3: Sum the frequencies of each (s) consecutive color indexes to merge them into
single color.
4: Sort descending the uniformly quantized histogram.
5: Output the indexes of the sorted histogram as the dominant colors.
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Algorithm 3. Gray Representation Extraction of a Video Frame
1: Convert the RGB colored image to gray scale luminance/intensity image.
2: Truncate the bottom 25% of the luminance image.
3: Output the frame representation as the dominant colors of the luminance
image.

3.2 Dissimilarity Feature Vector Calculation

We defined the dissimilarity between two video frames as a vector contains the
difference in order for each color. If two images are similar so its order of dominant
colors representations will be similar. Our idea for detecting the shots boundaries is
based on the fact that if a shot boundary exists so a large difference of the dominant
colors order will occur. To calculate the dissimilarity vector (dist) between frame i
(F;) and frame j (F;), first we get its dominant colors representation Rep; and Rep;.
The algorithm of calculating the dissimilarity vector is described in Algorithm 4.
An example to calculate the dissimilarity of two frames represented by its eight
levels dominant colors is shown in Fig. 15.

0 3 1 0
1 2 2 3
2 & 3 0
3 1 4 2
4 5 5 1
5 6 6 0
6 0 0 0
7 7 7 0
index Frame i Frame j dist
Rep. Rep.

Fig. 15 An example of the dissimilarity vector calculation
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Algorithm 4. Dissimilarity Feature Vector Calculation
1: Get Rep;, Rep;
2: For k =0 to Rep Length -1 do
3: indl = the index of k in Rep;
4: ind2 = the index of k in Rep;
5: dist(k) = abs (indl - ind2 )
6: End For

3.3 Feed-Forward Neural Network Training

We trained a feed-forward neural network to classify the video frames to abrupt cut
frames or non-cut frames. The neural network is trained by the feature vectors of the
consecutive frames dissimilarity after excluding the frames of gradual transitions. Also
the frames of beginning, ending, and separators are excluded as it represents graphics.
The samples of similar frames are selected as consecutive frames belong to the same
video shot. The samples of different frames are selected as consecutive frames belong
to different shots or in other words consecutive frames that correspond to abrupt cut
frames. We carried out several experiments considering the grayscale dominant colors
representation with different quantization steps and also the RGB representation with
different quantization steps. In all our experiments we follow the suggested network
structure in [20]. In [20] it is proved that two hidden layers of feed-forward neural
network with the below structure depicted in Fig. 16 significantly decrease the required
number of hidden neurons while preserving the learning capability with any small
error. The number of neurons in the two hidden layers is as follows:

L1 =sqrt((M +2)*N) + 2*sqrt(N /(M + 2)) (1)
L2 =M*sqrt(N /(M +2)), (2)

where

L1 Number of neurons in the first hidden layer.

L2 Number of neurons in the second hidden layer.

M Number of output classes = 2.

N The length of dissimilarity feature vector that varied according to the used
representation (gray or RGB) and the used quantization step.

Hidden Layer 1 Hidden Layer 2 Output Layer

Fig. 16 The feed-forward neural network structure
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|Generate the frames RGB Representation with step 4|

v

| Create new shot & Add the first frame to it}

+=
| Calc the dissimilarity vector between frame |, I-1 as dist ‘

| Simulate the neural network with dist |

Match detected NO*
Yes
¥

l Candidate cut detected l

¥

| Calc the dissimilarity vector between frame I-1, 1+2 as verify ‘

‘ Simulate the neural network with verify |

—I Mark frame | as flash light ]‘—NO

Yes

Cut verified

l Add frame | to the last created shot |

Y

| <= # frames Yes

NO

Fig. 17 Abrupt cut detection process
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3.4 Abrupt Cut Detection Process

The process of the abrupt cut detection is carried out by simulating the neural
network with the dissimilarity vectors between two consecutive video frames. Each
candidate detected cut between frame i and i — 1 will be verified by checking the
neural network with the dissimilarity vector between frame i — 1 and i + 2. This
verification step aims to eliminate the false alarms come from flashes as flashes
effects are introduced in maximum in two successive frames. Figure 17 illustrates
the abrupt cut detection process.

4 Experimental Results

We build our data set as RGB colored videos collected from YouTube from dif-
ferent news TV channels as the Egyptian first channel, AlArabiya, and Al Jazeera.
Shot boundaries are marked manually. Statistics about our data set is shown in
Table 1. We developed a MATLAB tool to help us to manually mark the shot
boundaries as shown in Fig. 18. The tool enables us to navigate through the video
frames with different steps of 1, 6 and jump to specific frame index. Ability to select
a shot type from specific frame index to other frame index is available. Tool enables
us to select the shot transition type. Figure 19 shows a sample file from our shot
boundary detection data set. We used the following measures for assessing the
system results:

Precision (P) =#Correctly Detected Cuts/#Detected Cuts (3)
Recall (R) =#Correctly Detected Cuts/#Ground Truth Cuts (4)
F Measure = 2*Precision*Recall /(Precision + Recall). (5)

We carried out several experiments with the dominant colors gray representation
and RGB representation with several quantization steps as shown in Table 2. We
used the F measure alone for evaluation as it combines the precision and recall
together with equal weight. From the results, it is clear that increasing the quan-
tization step will result in enhancement in the results up to limit and after that will
result in negative feedback that is logical as loss of information will occur. RGB
representation results are slightly better than the gray representation and the best
accuracy is reached when using RGB representation with quantization step = 4 so
we will use this network. The test data results when using RGB representation with
quantization step = 4 are detailed in Table 3 without flash light elimination.
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Table 1 Data set statistics

1040

# of abrupt cuts 53 # of videos

268

Fig. 18 Our manual shot boundary marker tool

Segment No 1 from 1 to 82 Introduction Sure
from 82 to 83 Transition Cut Sure

Segment No 2 from B3 to 124 Shot Sport Sure
from 124 to 125 Transition Cut Sure

Segment No 3 from 125 to 267 Shot Sport Sure
from 267 to 268 Transition Cut Sure

Segment No 4 from 268 to 338 Shot Sport Sure
from 338 to 339 Transition Cut Sure

Segment No S from 339 to 372 Shot Separator Sure
from 372 to 373 Transition Cut Sure

Segment No 6 from 373 to 539 Shot Sport Sure

Fig. 19 Sample file from our shot boundary detection data set

# of gradual transitions 85 Total duration in minutes
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Table 2 Gray and RGB Quantization Gray RGB
representations results on test ey representation representation
gﬁtrii:;g;onm flash light F measure (%) F measure (%)

2 91.00 91.56

91.08 93.40

8 92.50 93.30

16 91.36 91.40

32 86.83 89.49

64 63.00 82.05

By observing the reasons of false alarms that are generated from the proposed
system, we will found mainly four reasons for false alarms: flash light, rapid
motion, natural challenges, and dissolves especially short dissolves. As shown in
Fig. 20a, the reason for the false alarm at frame 495 is flashlight. As shown in
Fig. 20b, the reason for false alarm at frame 4370 is the rapid zoom on the money
paper. In Fig. 20c false alarm is generated at frame 1499 because the video frame is
changed suddenly due to firing a bomb. In Fig. 21 the trained neural network
generates two successive cuts at the frames 257 and 258 as this is a case of short
dissolve. After handling flash lights, cut detection results are enhanced by about
1.6% as detailed in Table 4.

Also by observing the miss cases as shown in Fig. 22, the system fails to detect
its cuts. In Fig. 22a the system misses a cut at frame 1851, in (b) misses a cut at
frame 4512, in (c) misses a cut at frame 1151, and in (d) misses a cut at frame 2362.
We found the main reason is the very similar background or in other words the two
shots involved in the cut are recorded in the same place and corresponds to the same
scene.

Table 3 Test data results using RGB dominate colors representation with quantization step = 4
without flash light elimination

Video Ground Correct Miss False P (%) R (%) F (%)
truth alarms
Vidl 68 63 5 9 87.50 92.65 90.00
Vid2 27 26 1 2 92.86 96.30 94.55
Vid22 23 23 0 0 100.00 100.0 100.0
Vid30 26 25 1 5 83.33 96.15 89.29
Vid43 25 25 0 4 86.21 100.0 92.60
Vid9 29 29 0 0 100.00 100.0 100.0
Overall 198 191 7 20 90.52 96.46 93.40
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(a)

Fig. 21 Short dissolve

Table 4 Test data results using RGB dominate colors representation with quantization step = 4
utilizing flash light elimination

Video Ground Correct Miss False P (%) R (%) F (%)
truth alarms
Vidl 68 62 6 8 88.57 91.17 89.86
Vid2 27 26 1 2 92.86 96.30 94.55
Vid22 23 23 0 0 100.00 100.0 100.0
Vid30 26 25 1 2 92.59 96.15 94.34
Vid43 25 25 0 0 100.00 100.0 100.0
Vid9 29 29 0 0 100.00 100.0 100.0
Overall 198 190 8 12 94.06 95.96 95.00

Fig. 22 Misses observation
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5 Conclusion and Future Work

There are several highlights in our work. Although the training data is not big
enough and the proposed system is tested on challenging data, the new image
representation and our image dissimilarity measure succeeded to segment the news
videos and detect the abrupt cuts in news videos with promising accuracy. Also the
reasons of false alarms and misses caused by the proposed system are logical and
justified. The quantization step is important in the dominant colors extraction
process as it absorbs the variation in video frame pixels values due to lighting
condition but this is valid up to limit, after that loss of information will occur.
The RGB dominant color representations have slightly better results than the
grayscale representation. We are planning to extend our data set, publish it, and
retrain our models to enhance results. Also we are planning to add gradual tran-
sition detector to our system.
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Normalized Multiple Features Fusion Based
on PCA and Multiple Classifiers Voting
in CT Liver Tumor Recognition

Ahmed M. Anter and Aboul Ella Hassenian

Abstract Liver cancer is a serious disease and is the third commonest cancer
followed by stomach and lung cancer. The most effective way to reduce deaths due
to liver cancer is to detect and diagnosis in the early stages. In this paper, a fast
and accurate automatic Computer-Aided Diagnosis (CAD) system to diagnose liver
tumors is proposed. First, texture features are extracted from liver tumors using mul-
tiple texture analysis methods and fused feature is applied to overcome the limita-
tion of feature extraction in single scale and to increase the efficiency and stability
of liver tumor diagnosis. Classification-based texture features is applied to discrimi-
nate between benign and malignant liver tumors using multiple classifier voting. We
review different methods for liver tumors characterization. An attempt was made to
combine the individual scores from different techniques in order to compensate their
individual weaknesses and to preserve their strength. The experimental results show
that the overall accuracy obtained is 100% of automatic agreement classification.
The proposed system is robust and can help doctor for further treatment.
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1 Introduction

Medical image analysis becomes more and more popular in recent years due to the
advances of the imaging techniques, including Magnetic Resonance Imaging (MRI),
Computer Tomography (CT), Mammography, Positron emission tomography (PET),
X-ray, and Ultrasound or Doppler Ultrasound. Computed tomography has been iden-
tified as an accurate and robust imaging modality in the diagnosis of the liver cancer.
Liver cancer is one of the most common internal malignancies worldwide and also
one of the leading death causes. Early detection and diagnosis of liver cancer is an
important issue in practical radiology. Liver cancer in men is the fifth most frequently
diagnosed cancer worldwide but the second most frequent cause of cancer death
based on global cancer statistics. In women, it is the seventh most commonly diag-
nosed cancer and the sixth leading cause of cancer death. According to global cancer
statistics in 2008 [1], there were estimated to be 748 300 new liver cancer cases in the
world, and 695 900 people died from liver cancer. The incidence and mortality rate
of primary liver cancers were increasing across many parts of the world. In this con-
text, the earliest possible detection of such a disease becomes critical to successful
treatment [2].

The most effective way to reduce deaths due to liver cancer is to detect and diag-
nosis in the early stages. One of the most common and robust imaging techniques
for the diagnosis of liver cancer is Computed Tomography (CT). Visual analysis of
liver CT scans, performed by an experienced radiologist, often is not sufficient to
correctly recognize the type of pathology. Due to the fact that those performing the
analysis are able to identify only a small part of information stored in images, inva-
sive techniques (such as a needle biopsy) still remain a gold standard for a definitive
diagnosis of hepatic disorders. The use of invasive procedures could be avoided, if
doctors had the appropriate tools to interpret the image content. The solution could
be the image-based Computer-Aided Diagnosis (CAD) systems, which have recently
and rapidly become growing interest [3].

Due to the semantic gap problem, which corresponds to the difference between
the human image perception and what automatically extracted features convey, an
important aspect of the feature extraction task is to obtain a set of features that is
able to succinctly and efficiently present Region of Interest (ROI) [4, 5].

The feature extraction stage is one of the important components in any pattern
recognition system. The performance of a classifier depends directly on the choice
of feature extraction. The feature extraction stage is designed to represent and analy-
sis tumors. These features are used by the classifier to classify tumors into normal,
benign, and malignant [6, 7].

The main goal is to develop an efficient system to assist radiologists in catego-
rizing liver into normal and abnormal such as benign and malignant. Normal liver
usually have a regular structure, but due to the presence of the abnormal tissues the
complexity of abnormal liver increases. Thus, naturally they will have higher fractal
dimension. Malignant masses are generally rough and have more irregularity struc-
ture, whereas benign masses commonly have smooth, round, oval contours.
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In this paper, texture features are extracted from liver tumors using multiple
texture analysis: Gray-Level Co-occurrence Matrix (GLCM), Local Binary Pattern
(LBP), Segmentation-based Fractal Texture Analysis (SFTA) and First-Order Sta-
tistics (FOS). Also, the fused features (FF) is applied to increase the performance of
classification rate. Principle component analysis (PCA) is used to reduce the feature
dimensionality. Texture feature-based classification system is then applied to dis-
criminate between liver tumor, benign and malignant. The classification system is
developed based on multiple classifier voting: K-nearest neighbor (KNN), Artificial
Neural Network (ANN), Support Vector Machine (SVM), and Random Forest (RF).
The classifiers performances are evaluated using measures: Precision, Recall, and
accuracy.

The rest of this paper is ordered as Sect. 2, discusses and demonstrate the previ-
ous and related work on liver tumor characterization. Section 3, details of the pro-
posed feature extraction methods are given. The proposed classification methods
are presented in details in Sect. 4. The proposed CAD system is presented in Sect. 5.
Section 6, shows the experimental results and analysis. Finally, conclusion and future
work are discussed in Sect. 7.

2 Related Work

CAD system is used to distinguish between benign and malignant tumors. The fea-
tures are automatically extracted from each Region of Interest (ROI). The features
are normalized, reduced, and merged with linear classifiers or artificial intelligence
techniques to further refine the detection and diagnosis (benign vs. malignant) of
potential abnormalities. Several researchers have focused their attention on the use
of texture features to describe liver tumor.

Gletsos et al. [8], proposed gray-level difference method, FOS, SGLDM, Laws’
texture energy features, and fractal dimension (FD) methods to extract features from
liver tumors. Neural Network is used to classify between normal and abnormal tis-
sue. The classification accuracy obtained differs from 91 to 100%. Cavouras et al.
[9], extracted 20 features from CT density matrix. Twenty cases of benign tumor
and thirty-six cases of malignant tumor were used to train a multi-layer perceptron
classifier. The performance accuracy obtained is 83%.

Chen et al. [10], proposed a modified probabilistic neural network (MPNN) and
feature descriptors to discriminate tumors generated by FD and GLCM. The sys-
tem was applied on 20 malignant and 10 benign tumors. The classification accuracy
achieved is 83%.

Mougiakakou et al. [11], proposed five distinct sets of texture features are extracted
from FOS, SGLDM, GLD, Laws’ texture energy measures, and FD methods. Two
different approaches were constructed and compared. The first one consists of five
multi-layer perceptron. The second one comprised from five different primary clas-
sifiers: multilayer perceptron, probabilistic NN, and three KNN classifiers. The final
decision was extracted using appropriate voting schemes. The fused feature set was
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obtained. Data set contains 38 normal cases and 59 abnormal cases. The best perfor-
mance achieved is 84%.

Guozhi et al. [12], proposed Gaussian Mixture model (GMM), and expectation
maximization (EM) are used to classify Metastases and Normal cases. The accuracy
achieved by similarity index 95.8%. Wang et al. [13], applied texture features meth-
ods: FOS, SGLDM, GLRLM, and GLDM and applied SVM Classifier to distinguish
between HCC, Hemangioma, and Normal tissue. The accuracy achieved is 97.78%.

Mala et al. [14], applied texture features methods: Wavelet transform and extract
Angular Second moment, Energy, Contrast, Homogenity, and Entropy and used
Learning vector quantization (LVQ) classifier to distinguish between Hemangioma,
Adenoma, HCC, Cholangiocarcinoma.

Kumar et al. [15], proposed Wavelet, and Fast Discrete Curvelet Transform
(FDHCC) methods and Feed Forward NN classifier to distinguish between HCC and
Hemangioma. The accuracy obtained using Curvelet transform is 93.3%, and wavelet
is 88.9%. Gunasundari et al. [16], applied texture features methods: Co-occurance
matrix and Fast discrete Curvelet transform and used BPN, PNN, Cascade feed for-
ward BPN (CFBPN) for Classification phase to distinguish between Hemangioma,
and HCC. The accuracy achieved by classifier BPN is 96%, PPN is 96%, and CFBPN
is 96%.

Mougiakakou et al. [17], proposed CAD system based on texture features and a
multiple classification scheme for the characterization of four types of hepatic tissue
from CT images: normal liver, cyst, hemangioma, and hepatocellular carcinoma. For
each RO, five distinct sets of texture features are extracted using the following meth-
ods: first-order statistics, spatial gray-level dependence matrix, gray-level difference
method, Laws texture energy measures, and fractal dimension measurements. Clas-
sification of the ROI is then carried out by a system of five neural networks (NNs).
The proposed system has achieved a total classification performance of the order
of 97%.

Vijayalakshmi et al. [18], proposed CAD system based on extracted texture
feature using local binary pattern and statistical features are extracted by Legen-
dre moments. This communication presents a comparative analysis between these
Legendre moments, local binary pattern, and combined features. The classification
accuracy obtained is 96.17%.

Chien et al. [19], proposed CAD system for three kinds of liver diseases includ-
ing cyst, hepatoma, and cavernous hemangioma. The diagnosis scheme includes two
steps: features extraction and classification. The features, derived from gray levels,
co-occurrence matrix, and shape descriptors, are obtained from the region of inter-
ests (ROIs) among the normal and abnormal CT images. Finally, the receiver operat-
ing characteristic (ROC) curve is used to evaluate the performance of the diagnosis
system. The average accuracy obtained using SVM is 78%.

Pavlopoulos et al. [20], also characterized diffused liver diseases automatically
using Fuzzy Neural Network (FNN). Twelve texture features for classification were
extracted using FDTA, SGLDM, GLDS, RUNL, and FOP. These features were fur-
ther reduced to 6 using different feature combinations. Then voronoi diagram of
training patterns was constructed, which was used by FNN to generate fuzzy sets
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and built class boundaries in a statistical manner. For validation, the authors used
150 liver images and showed 82.67% classification accuracy.

Ritu et al. [21], optimal features are extracted and used as input for neural network
classifier. Texture features are utilized and extracted from histogram-based features
and wavelet transform- based features. This feature set is very large and it may con-
tain redundant features. So, for reducing this feature set, feature selection algorithm
is used and optimal features are selected. For optimal feature selection, genetic algo-
rithm is used. Finally, these features are given as input to neural network which is a
pixel-based classifier and it classifies pixels into liver and non-liver area. The Aver-
age Accuracy obtained from NN and GA is 96.02%.

Kumar and Moni [22], designed a CAD system consisting of liver and tumor
segmentation, feature extraction, and classification module is presented characteriz-
ing the CT liver tumor as hemangioma and hepatoma. The experiment results show
that the classification accuracy of Fast Discrete Curvelet Transform (FDCT)-based
feature extraction and classification is higher than the wavelet-based method. FDCT-
achieved accuracy is 93.3% and Wavelet-achieved accuracy 88.88%.

Hussein and Amr [23], proposed an automated CAD system consists of three
stages; first, automatic liver segmentation and lesions detection. Second, extracting
features. Finally, classifying liver lesions into benign and malignant by using con-
trasting feature difference approach. Several types of intensity, texture features are
extracted from both; the lesion area and its surrounding normal liver tissue. Machine
learning classifiers are then trained on the new descriptors to automatically classify
liver lesions into benign or malignant. With accuracy reached 98.3%.

The proposed research work addresses these limitations and designed CAD sys-
tem that can automatically diagnose liver tumors in large scale of dataset. To over-
come the limitation of feature extraction in a single scale, we used multiple methods
and fused features to increase the efficiency and stability of liver tumor diagnosis.
Also multiple classifier are used to increase the efficiency of classification rate with
high accuracy.

3 ROI Feature Extraction Methods

In this paper, different kinds of features extraction are tested and evaluated, LBP,
GLCM, SFTA, FOS, and fused feature (FF) between them.

3.1 Gray-Level Co-occurrence Matrix (GLCM)

GLCM is widely used to discriminate texture images, it is second-order statistical
approach that measures the relationship and dependency between intensities and take
in consideration distance and angle between intensity. The method involves statis-
tically sampling the way certain gray levels occur in relation to other gray levels.
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This method obtains the GLCM of specified texture, which further gives various
descriptors by measuring texture properties. A set of features derived from GLCM
were used as texture features. In this paper, we used four angles 0°, 459, 90°, and
135°, and one displacement. The following statistics were used to describe texture:
Energy, Entropy, homogeneity, Contrast, Dissimilarity, Angular Second Moment
(ASM), Correlation, Variance, Maximum Probability (MP), Cluster Tendency, Clus-
ter Shade, Cluster prominence, Sum Entropy, Sum Average, Entropy Difference,
Sum variance, and Difference Variance. Each vector consists of 68 values. [24, 25].

3.2 First-Order Statistics (FOS)

FOS is a first-order statistical approach used to describe texture and various moments
based on gray level histogram computed from a digital image can be used to describe
statistical properties such as mean, variance, skewness and Kurtosis. The first four
moments are easier to describe intuitively. The first moment is the mean intensity;
the second central moment is the variance, describing how similar the intensities are
within the region. The third central moment skewness, describes how symmetric the
intensity distribution is about the mean and fourth central moment kurtosis, describes
how flat the distribution is. Let random variable I represents the gray levels of image
region. The first-order histogram P(1) is defined as

number of pixels with gray level I
P = f p gray 0

total number of pixels in the region

3.3 Local Binary Pattern (LBP)

LBP was first introduced by Ojala as a shift invariant complementary measure for
local image contrast. LBP works with the 4-neighbors of the pixels and using value
of the center pixel as a threshold. The LBP code computation for a 33 neighborhood
is produced by first thresholding the neighbor values with the center pixel; such that
the pixel greater than or equal to the center pixel will be set to 1, otherwise it will be
set to 0. After thresholding the resulted 3 X 3 window will be multiplied by weighted
window. Then, the central pixel will be replaced by the summation of the window
thresholded. Then describtors are extracted from GLCM (Mean, Variance, Standard
Division, Skewness, and Kurtosis) [25].

3.4 Segmentation-Based Fractal Texture Analysis (SFTA)

Geometric primitives that are self-similar and irregular in nature are termed as frac-
tals. Fractal Geometry was introduced to the world of research in 1982 by Mandelbrot
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[25]. FD measurements can be used to estimate and quantify the complexity of the
shape or texture of objects. Liver tumor texture is a combination of repeated pat-
terns with regular/irregular frequency. Tumor structure exhibit similar behavior, it
has maximum disparity in intensity texture inside and along boundary which serves
as a major problem in its segmentation and classification. Fractal dimension reflects
the measure of complexity of a surface and the scaling properties of the fractal, i.e.,
how its structure changes when it is magnified. Thus, fractal dimension gives a mea-
sure of the irregularity of a structure. In fact, the concept of fractal dimension can be
used in a large number of applications, such as shape analysis and image segmenta-
tion.

Segmentation-based Fractal Texture Analysis (SFTA) algorithm introduced by
Costa et al. [26] consists of decomposing the input image into a set of binary images
from which the fractal dimensions of the resulting regions are computed in order to
describe segmented texture patterns. In order to decompose the input image, a new
algorithm, named two-threshold binary decomposition (TTBD) is used. Then SFTA
feature vector is constructed as the resulting binary images size, mean gray level and
boundary represent fractal dimension. The fractal measurements are employed to
describe the boundary complexity of objects and structures segmented in the input
image using box counting algorithm.

3.5 Shape Feature Analysis

It is important to classify masses whether it is malignant or benign based on shape
morphology. Several shape morphologies are used as follows:

3.5.1 Circularity

Circularity feature is used to measure the degree of tumor. The roundness tumor is
one of the criteria of benign; the probability of masses as being benign is higher
when circularity is higher. The circularity values is between O and 1. If it is equal
to 1, this means that the tumor is circular and matches benign tumor. On the other
hand, if the circularity is much smaller than 1, this implies the tumor is far from a
circle and it is malignant.
. . 4rA

Circularity = 3

where A is the area of the tumor and P is the tumor perimeter.

Area: is the actual number of pixels in the tumor region.

Perimeter: is the distance around the boundary of the regular/irregular tumor
region.
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3.5.2  Solidity

Solidity feature used to measure the density of the objects. If the solidity approxi-
mately is equal to 1, which means the object is completely solid. If solidity <1, the
object is irregular.

Solidity = Area/Convex hull

3.5.3 Compactness

Area = |0l
Perimeter = length (E)

where O is a set of pixel that belongs to the abnormality segmented and E edge
pixels (subset of O).

Perimeter?

Compactness =
Area

3.5.4 Radial Angle

The speculation is an indicator of the malignant masses. The Radial Angle is used to
differentiate the shape of edges of the tumor as speculated or as round and smooth.
When tumors tend to be more round, its Radial Angles tend to be near 180 and the
average of the Radial Angles tends to be larger. On the other hand, if the tumor with
a speculated edge will have a smaller averaged Radial Angle.

3.5.5 Circular Equivalent Diameter

Equivalent diameter is the scalar value that specifies the diameter of a circle with the

same area as the region.
L [4A
EquivDiameter =4/ —
b2

4 Liver Tumors Diagnosis-Based Classification System

The classification stage is one of the characterization techniques that is used to pre-
dict and describe data classes into benign and malignant.
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4.1 Random Forests (RF)

RF algorithm is considering one of the best known classification algorithms, which is
able to classify big data in short time with high accuracy. RF starts with a standard
decision tree machine learning technique. The input is entered at the top and as it
traverses down the tree, the data gets bucketed into smaller and smaller sets. The
ensemble of simple trees vote for the most popular class. The main principle behind
ensemble methods is that a group of weak learners can come together to form a
strong learner [27].

4.2 Artificial Neural Network (ANN)

ANN has been developed as generalizations of mathematical models of biological
nervous systems. Simple cells called neurons form the brain, and each neuron is a
specialized cell that processes the incoming information and conducts it to the next
neuron. The learning capability of an artificial neuron is achieved by adjusting the
weights in accordance to the chosen learning algorithm. ANN is composed of an
input layer, an output layer and one or more hidden layers. Each layer is composed
of neurons. Several ANN classifiers are used for medical image analysis [28, 29]. In
this paper, backpropagation neural network is constructed with 7 hidden, 3 output
Layers, and and number of training epochs 1000.

4.3 K-Nearest Neighbor (KNN)

KNN is a very simple and nonparametric classifier based on the nearest neighbor. A
new sample is classified based on majority of k nearest neighbor. In this classifier,
the Euclidean distance is used. It simply works based on a minimum distance from
the searching query to the training one to determine the k-nearest neighbors. KNN
is simple, high variance, and nonlinear and the disadvantage is it is expensive at
test time. After specifying the k-nearest neighbor classes, the new sample follows
(predicts) the major class of KNN [30].

4.4 Support Vector Machine (SVM)

SVM s first introduced by Vapnik (1995) and widely used in machine learning. SVM
modeling algorithm computes the optimal separating hyperplane with the maximum
margin by separating a positive class from a negative class. It is directly motivated
by Kernels. Kernel functions are used to map the input data into a higher dimension
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space, where the data are supposed to have a better distribution and then an optimal
separating hyperplane in the high-dimensional feature space is chosen. In this paper,
the linear kernal function is used for simplicity [31].

5 Proposed Liver Tumor Classification System

The proposed CAD system consists of four main phases to classify liver CT abnor-
mality into benign, malignant, and normal as shown in Fig. 1.

Feature extraction phase: In this phase, we used feature extraction methods such
as GLCM, FOS, LBP, SFTA, Shape features, and Feature Fusion to discriminate
between benign and malignant tissues.

Normalization phase: We applied data normalization technique to decrease the
gap between features and to reach all features near to others. All values exclusive
between [0, 1] are used to increase the classification rate especially in the features
with high values.

Feature reduction phase: The main purpose of feature reduction is to determine
a small set of features from whole features in the problem. The features extracted
have irrelevant, redundant, misleading, and noisy features. Remove these data that
affects the prediction and classifiers accuracy can be useful. Principle Component
Analysis (PCA) is used to reduce dimensionality between the extracted features.

Classification phase: The classifiers KNN, ANN, SVM and RF are used to clas-
sify abnormality into three classes (normal, benign, and malignant). We used voting
system to vote for high accuracy selected from these classifiers to increase the effi-
ciency of the proposed system.

Analysis and evaluation: Evaluation criteria for classifiers performance using
confusion matrix, ROC and these parameters “TP, FP, TN, FN, Precision, Recall,
Accuracy, and Over-all accuracy.”

Zz
Q Classes
" kNN
Original Image E = | Normal
=: > = ANN Voting
- — - - = System =% Benign
»] - —+  S5VM »
al s @ !
- = 1 Malignant |
-~ - -+ RF
' e
z -
=
z

Fig.1 The proposed CAD system for liver tumor diagnosis
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6 Experimental Results and Discussion

In this section, the performance of the proposed diagnosis system is presented. The
used programming tool is MATLAB V. 7.9 and the perfromance was measured using
DELL with Intel, Core i7, CPU 2.2 GHz, memory 8GB, and operating system MS
Windows 7.

6.1 CT Data Set Description

CT scanning is a diagnostic imaging procedure that uses X-rays. The proposed sys-
tem will work on a difficult dataset with different tumors. The dataset is divided into
three categories depending on the tumor type and abnormality: Normal, Benign,
and Malignant. 62 image in normal cases, 392 in benign cases, and 308 in malig-
nant cases. All these ground truth tumor images were croped by two expertise. Each
image has resolution dimensions 64 X 64 pixel [3].

6.2 Performance Analysis

The performance of liver tumor classification is analyzed with the following parame-
ters: Accuracy is a statistical measure used to measure the proportion of true cases
among the total number of cases examined, can be calculated using the equation:

Accuracy = ap + TN 2)
Y =(TP + TN + FP + FN)

Recall is the proportion of positive cases that were correctly identified, calculated
using the following equation:

Recall =L
(TP + FN)

3)
Precision is the proportion of the predicted positive cases that were correct, as
calculated using the equation:
TP

Precision =——— 4)
(TP + FP)

where TP, FP, TN, FN being the number of true positives, false positives, true neg-
atives, and false negatives, respectively.
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Fig. 2 Samples of shape features results for different tumors

6.3 Feature Extraction and Classification Accuracy

The proposed CAD system consists of four main phases, in the feature extraction
phase five sets of texture features are calculated for each ROI. These features are
obtained from Gray-Level co-occurrence matrices, which are constructed to extract
feature vector with 68 values to represent each ROI. Seventeen features were used to
represent ROI: Energy, Entropy, homogeneity, Contrast, Dissimilarity, Angular Sec-
ond Moment (ASM), Correlation, Variance, Maximum Probability (MP), Cluster
Tendency, Cluster Shade, Cluster prominence, Sum Entropy, Sum Average, Entropy
Difference, Sum variance, and Difference Variance with four directions (0°, 45°,
90°, 135°) and one displacement equal to 1 is used. LBP is constructed to extract
feature vector using mean, variance, skewness, and kurtosis to represent each ROL.
FOS is used to construct feature vector for each ROI composed from (mean, vari-
ance, skewness, and kurtosis). SFTA is constructed to obtain feature vector for each
ROI with 36 values. The SFTA features correspond to the number of binary images
obtained by TTBD multiplied by 3. Then these measures are calculated from each
binary image: fractal dimension, mean gray level and size. Five shape features are
extracted to represent each ROI: Circularity, Solidity, Compactness, Radial Angle,
and Circular Equivalent Diameter as shown in Fig. 2.

Finally, fused features were adopted to address some of the limitations of the fea-
ture extraction methods utilities. It is a process of combining feature vectors from dif-
ferent sources with the aim of maximizing the useful information content. It improves
the reliability or discrimination capability and offers the opportunity to minimize the
data retained. The fact of combining multiple features derived from multiple meth-
ods does improve the correct classification rate. The features extracted from GLCM,
LBP, FOS, SFTA, and shape features are combined in one feature vector (V) with
117 values to improve the performance of correct classification rate.

Normalization function is applied to decrease gap between features and normal-
izing all features between [0, 1]. Also, features dimensionality are reduced using
PCA to increase the classifier performance with high prediction and decrease time
computation.
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Table1 Precision, Recall, and Accuracy for three classes Normal (N.), Benign (B.), and Malignant
(M.) using four feature methods (GLCM, LBP, FOS, SFTA, Feature Fusion) and four classifiers
(KNN, RF, ANN, SVM)

Meth | Class. | Precision Recall Accuracy Time/S
B. M. N. B. M. N. B. M. N.

GLCM | KNN | 100 100 100 100 100 100 100 100 100 119
(68)

RF 100 100 100 100 100 100 100 100 100 3.07
ANN | 100 100 100 100 100 100 100 100 100 7.17
SVM | 100 100 100 100 100 100 100 100 100 0.87

LBP

LBP KNN |88.3 76.98 |83.33 |80.94 |87.17 |71.11 |84.44 |81.72 |76.67 |0.78
(C))

RF 97.39 |91 80 90.32 |97.57 |87.78 |93.18 |93.63 |83.68 |3.90
ANN [98.65 |9563 |97.12 |97.02 |98.65 |92.89 |97.83 |97.12 |9543 |7.23
SVM |79.55 |76.8 84 9359 |77.17 |7222 |81.86 |86.76 |84.78 |0.84

FOS

FOS KNN |92 88.44 |80 94.02 | 82.6 83.33 909 83.52 |80 0.8
(C))

RF 88.28 |83.7 75.43 |96.58 |83.7 7778 |92.24 |83.7 80 4.37
ANN [89.26 |80 100 9231 |86.96 |83.33 |90.76 |83.33 |90 2.48
SVM |77.33 |84 100 99.15 | 7848 |71.11 |86.89 |7545 |70 0.94

SFTA

SFTA |KNN 9646 |91.66 |100 93.16 |95.65 | 100 9478 |93.62 | 100 0.98
(36)

RF 95.73 | 92.55 | 100 95.73 | 94.57 |88.89 |9573 |93.55 |94.12 |4.36
ANN | 100 100 100 100 100 100 100 100 100 5.63
SVM |99.15 |96.81 |100 100 9891 |[83.33 |99.57 |97.85 [9091 |1.13

Fusion

Fusion |KNN |92.6 |90.74 |87.33 |905 |98 85 9254 | 9423 |8857 |1.78
117

RF 100 100 100 100 100 100 100 100 100 2.66
ANN |90.16 |88.57 |88.57 |89.94 |96 90 92 93.73 |89.27 | 19.7
SVM | 8846 |87.39 |100 89.84 |97 100 89.15 |91.94 | 100 1.30

Finally, for the classification experiment and evaluations, we used four different
classifiers to classify feature vectors which represent abnormality ROI. These four
classification methods are KNN, ANN, RF, and SVM. Each classifier has pros and
cons in terms of time execution and accuracy as seen in Table 1. Cross validation is
used for training and testing cases. 70% used for training cases and 30% for testing.

Table 1 shows the precision, recall, and accuracy for the three classes Normal,
Benign, and Malignant using four feature extraction and fused future (GLCM, LBP,
FOS, SFTA) and four classifiers (KNN, RF, ANN, SVM). The final decision is
dependent on multiple classifier voting system based on weighted or a majority of
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voting system. From the results, the GLCM feature extraction method with all clas-
sifier has high accuracy with 100% for precision, recall, and accuracy Followed by
SFTA method, the artificial neural network with SFTA feature extraction has high
accuracy 100%. As we can see SVM classifier has very small time consumption in all
feature extraction methods in comparison with ANN and RF classifiers. Figures 3,
4, and 5 showing the over-all precision, recall and accuracy for normal, benign, and
malignant classes. As seen the high accuracy is obtained from GLCM.

7 Conclusion and Future Work

A CAD system is proposed to distinguish between benign and malignant tumors
using normalized texture and shape features which extracted from multiple feature
extraction methods (GLCM, LBP, SFTA, and FOS) to overcome the limitation of
single-scale feature extraction, also fused features is used to increase the efficiency
and stability of liver tumor diagnosis. Principle component analysis is used to reduce
the feature dimensionality and decrease the homogeneity between features. In classi-
fication phase, multiple classifiers are used (KNN, SVM, ANN, and RF) with voting
system to increase the efficiency of classification rate with high accuracy results.
The proposed CAD system achieved a total classification performance of 100%. The
proposed system is robust and can help doctors for further treatment. In the future,
we plan to search for the features that are independent on the resolution (or on the
reconstruction diameter) and take more in the consideration tumor shape, location,
and size.
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Computer-Aided Acute Lymphoblastic
Leukemia Diagnosis System Based
on Image Analysis
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Abstract Leukemia is a kind of cancer that basically begins in the bone marrow. It
is caused by excessive production of leukocytes that replace normal blood cells.
This chapter presents Computer-Aided Acute Lymphoblastic Leukemia (ALL) di-
agnosis system based on image analysis. It presented to identify the cells ALL by
segmenting each cell in the microscopic images, and then classify each segmented
cell to be normal or affected. A well-known dataset was used in this chapter
(ALL-IDB2). The dataset contains 260 cell images: 130 normal and 130 affected by
ALL. The proposed system starts by segmenting the white blood cells. This process
includes sub-processes such as conversion from RGB to CMYK color model,
histogram equalization, thresholding by Zack technique, and background removal
operation. Then some features were extracted from each cell, each of them repre-
sents aspects of a cell. The extracted features include color, texture, and shape
features. Then each feature set was exposed to three data normalization techniques
z-score, min-max, and grey-scaling to narrow down the gap between the features
values. Finally, different classifiers were used to validate the proposed system. The
proposed diagnosing system achieved acceptable accuracies when tested by
well-known classifiers; however, K-NN achieved the best classification accuracy.
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1 Introduction

Microscopic blood cell images enable doctors for diagnosing several diseases.
Leukaemia can be considered as a type of blood cancer, it can be detected via the
medical analysis of white blood cells or leucocytes. French—American—British
(FAB) determined two types of leukaemia; Chronic, which are subclassified into
Chronic Myelogenous Leukaemia (CML) and Chronic Lymphocytic Leukaemia
(CLL). Acute, which is subclassified into: Acute Lymphoblastic Leukaemia
(ALL) and Acute Myelogenous Leukaemia (AML) [1].

Acute lymphoblastic leukemia can be diagnosed by the morphological identi-
fication of lymphoblasts by microscopy, the immunophenotypic assessment of
lineage commitment, and developmental stage by flow cytometry [2]. Blood
samples can be observed and diagnosed for different diseases by doctors. Any
human-based diagnosing suffers from nonstandard precision as it basically depends
on doctor’s skill; also it is unreliable in a statistical point of view. There are
currently various systems that can count the number of blood cells based on
measuring the physical and chemical properties of blood cells using a light detector
that uses fluorescence or electrical impedance to identify cell types [3].

Although the quantification results are precise, it costs much money, also it does
not detect the morphological abnormalities of the cells; therefore, a complementary
blood analysis based on microscopic image is required. Image processing and their
subsections like image segmentation can provide solutions for counting the number
of cells in the blood, and accordingly, it can provide valuable information about
cells morphology. Automated diagnosing systems are more accurate and not tem-
peramental like human-based systems. Also, they are statistically reliable and can
be generalized. So, the white blood cell (WBS) affected by acute lymphoblastic
leukemia will be counted and classified.

There are three main components of blood image: red blood cells, platelets, and
leucocytes. The red blood cells transport oxygen from the hurt to all organs and
living tissues and in the same time, they carry away carbon dioxide. They are
present at a percentage up to 50% of the total blood volume. RBCs’ diameter is 6—
8 pm. The WBCs play an important role in the body’s immune system as they
defend the body against infection and diseases. Therefore, analysis and classifica-
tion of WBC are essential.

WBCs can be classified into two groups (by the presence of granules in the
cytoplasm). The first group is Granulocytes, which includes basophil, eosinophil,
and neutrophil. Basophil is responsible for allergic reaction and antigen, basophil’s
granules are of irregular distribution, they represent only 0—1% of all lymphocytes in
human blood [4]. Eosinophil plays an important role in killing parasites, they present
at 1-5% in human blood [5]. Neutrophil is most abundant in the blood stream.
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Table 1 Normal and affected Lymphocyte cells

Type Lymphocyte
WBC Normal cells Affected cells

Samples from dataset [9] (PR 4 ‘ ’
anl ©

|
It has multiple-lobed nuclei, they present in human blood at a percentage ranging
between 50 and 70% [6]. The second group is agranulocytes, it includes lymphocyte
and monocyte. Lymphocyte is very common in human blood, with a percentage of
20-45% [7]. Monocytes are the largest WBCs; they represent 3-9% of circulating
leucocytes [8].

Lymphocytes are regularly shaped and have a compact nucleus with regular and
continuous edges. On the contrary, lymphocytes that are suffering from ALL are
called lymphoblast. They are irregularly shaped and contain small cavities in the
cytoplasm (termed vacuoles) and spherical particles within the nucleus (termed
nucleoli), the more morphological changes increasing the more severity of the
disease indicated [9]. Healthy and acute lymphoblastic leukemia lymphocytes are
shown in Table 1.

Although, leukocytes can be easily identified (as they appear darker “purple”
than the background), but due to wide variations in their shapes, dimensions, and
edges, the analysis and the processing become very complicated. The generic term
leucocyte refers to a set of cells that are quite different from each other. Thus, these
cells can be distinguished according to their shape or size.

Image analysis techniques were adopted in several fields; medical [10-12] and
others [13, 14]. Mohapatrain [15] used an ensemble classifier system for the early
diagnosis of acute lymphoblastic leukemia in blood microscopic images. The
identification and segmentation of WBCs were done followed by extracting dif-
ferent types of features. Features covered most aspects of WBC such as shape,
contour, fractal, texture, color, and Fourier descriptors. Finally, an ensemble of
classifiers is trained to recognize acute lymphoblastic leukemia. The results of this
method were good, however, the reproducibility of the experiment and comparisons
with other methods are not possible as the dataset was not available for public. In
[16], it was proposed a technique to segment the acute leukemia cell images by
transforming the RGB color space to C-Y color space in the C-Y color space, the
luminance component is used to segment (ALL). The proposed algorithm runs on
100 microscopic ALL images and the experimental result shows that it achieved a
good segmentation of ALL from its complicated background, as the segmentation
accuracy reached 98.38%.

“
¢
n |
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While in [17], two sets of blood WBC images were used in this study’s
experiments. The first contains 555 images with 601 white blood cells. They were
collected from Rangsit University. The second contains 477 cropped WBC images
which were downloaded from CellaVision.com. The proposed system comprises a
preprocessing step, nucleus segmentation, cell segmentation, feature extraction,
feature selection, and classification. Naive Bayes classifiers were applied for per-
formance comparison. It was found that the proposed method is consistent and
coherent in both datasets, with dice similarity of 98.9 and 91.6% for average seg-
mented nucleus and cell regions, respectively. Furthermore, the overall correction
rate in the classification phase is about 98 and 94% for linear and naive Bayes
models, respectively.

In [18], an automated blast counting method to detect acute leukemia in blood
microscopic images was proposed to identify the WBCs through a thresholding
operation performed on the HSV color space S component. Morphological erosion
for image segmentation was done. The results of this study were promising;
however, no features or classifiers were presented. Also, there is no method to
determine the optimum threshold for segmentation. Also in [3], the whole leucocyte
was isolated and then the nucleus and cytoplasm were separated, then different
features, such as shape, color, and texture are extracted. The feature set was used to
train different classification. 245 of 267 total leucocytes were properly identified
(92% segmentation accuracy). Different classification models were tested; however,
the support vector machine with a Gaussian radial basis kernel has the highest
performance for the identification of acute lymphoblastic leukemia by achieving a
93% of accuracy and a 98% of sensitivity.

In this chapter, it is focused only on the acute lymphoblastic leukemia (ALL),
which is well known as it affects basically children and older people. Children
under 5 years and older people over 50 years are at higher risk of acute lym-
phoblastic leukemia, also, it can be fatal if it is not treated earlier as it is rapidly
spread into some vital organs and the bloodstream too [19]. Therefore, earlier
diagnosis greatly aids in providing the appropriate treatment for ALL and is
developing a fully automated computer-aided diagnosis system for detection, seg-
mentation, feature extraction, and classification of WBCs affected by acute lym-
phoblastic leukemia. The system inputs are microscopic images (some affected by
ALL while others not), and the decision is taken by the model is the identifying
whether each image is suffering from acute lymphoblastic leukemia or not.

The remainder of this chapter is presented as follows. Section 1 gives an
overview of the related works; Sect. 2 describes in details the proposed system. The
results and discussions are presented in Sect. 3. Finally, the conclusions and future
chapter are discussed in Sect. 4. The proposed computer-aided acute lymphoblastic
leukemia diagnosis system.
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2 The Proposed System

The proposed computer-aided acute lymphoblastic leukemia diagnosis system aims to
optimally select the most powerful features that can be used in the lymphoblastic leu-
kemia diagnosis system. The proposed lymphoblastic leukemia diagnosis system con-
sists of three basic phases: Image segmentation, feature extraction, and classification. The
overall architecture of the proposed system and its phases are summarized in Fig. 1.

2.1 Cell Segmentation Phase

Unlike many methods in the literature, the proposed system detects the nuclei and
the entire membrane at the same time.

Each image in the dataset contains only one cell. The images are in RGB color
space which is difficult to be segmented. So, the images were converted to CMYK
color space (Eqs. 1-4). In fact, leukocytes are more contrasted in the Y component
of CMYK color model because the yellow color is presented in all elements of the
image; then Y was used as the whole cell and M as the nucleus.

K =min(255 —r, min(255 — G, 255 — B)) (1)
B 25;5; . EK @)
e
B 25255; . 1_<K “)

For Y component, segmentation is a bit easier because the whole cell exists in
pure black color; so the non-black elements were ignored in the image. However,
for M component, it was a bit challenging because of the variation of magenta color
levels in the image. Therefore, as in [3], the segmentation was performed by Zack
algorithm [20] which was used to determine the thresholding value. Before it is
applied, a histogram for the grayscale cell image has to be produced then the
intensity values of it are exposed to the Zack’s. The thresholding value estimation
by Zak’s can be calculated by constructing a line between the maximum (a) and the
minimum (b) of the histogram grey level axis, where the minimum (b) is larger than
0. The distance (L) which is the length between the line and the histogram is
computed for all values between (b) and (a). The thresholding value is the value of
the grey intensity axis when the distance (L) reaches its maximum value. This
algorithm is particularly effective when the object pixels produce a weak peak in the
histogram. Figure 2 shows how threshold value can be calculated by Zack
algorithm.
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Fig. 1 The proposed lymphoblastic leukemia diagnosis System

Classification

Cleaning the image edge is a simple task. In this chapter, in order to remove the
nonlymphocyte cells, the roundness equation (Eq. 5) was used, as the lymphocyte
cell has a unique circular shape, so it measures how closely the morphology of a
shape to be a circle is. Roundness is dominated by the shape’s gross features rather
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Fig. 2 First Image from the data set. Second threshold calculated by Zack’s

than the definition of its edges and corners, or the surface roughness of a manu-
factured object:

4 X 7 X Area
Round = 5
ounaness Convex Perimeter )

If roundness is equal to 1 then the shape is circular, the closer the roundness to 1
the closer the shape has a circular shape. Roundness is relatively insensitive to
irregular boundaries. After several trials on the images, it was assumed that the best
minimum roundness value for a Lymphocyte cell is 0.52. Beside roundness, the
solidity of the object, solidity (Eq. 6) was calculated. It can be defined as the ratio
of the area of an object to the area of a convex hull of an object.

Area

Solidity= —————
onaity Convex Area

(6)

A solidity value of 1 signifies a solid object, and a value less than 1 represents
that an object has an irregular boundary (or containing holes). After several trials, it
was considered the minimum value of solidity for a lymphocyte cell is to be 0.98.

So, if the roundness and the solidity of an object are more than the assumed
values then this object classified is as a lymphocyte cell and it proceeds to the final
step, otherwise, it does nothing. Filling hole method [20] was used to recover
images from distortion of important pixels resulted after the previous preprocessing
operations.
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2.2 Feature Extraction Phase

Feature extraction in image processing is a technique of transforming the input data
into the set of features. In order to construct an effective feature set, several pub-
lished articles were studied, it was noted that certain features were widely used as
they gave good classification results. Three types of features were extracted from
the segmented cells including shape features, color features, and texture features.
Table 2 summarizes the all extracted features and their numbers.

2.2.1 Shape Features

Starting from binary images of the nucleus and the nucleus with cytoplasm, the
extracted shape features include: Area, Perimeter, Major Axis Length, Minor Axis
Length, Convex Area, Convex Perimeter, Orientation, Roundness, Solidity, Elon-
gation, Eccentricity, Rectangularity, Compactness, Convexity, and the Area Ratio.
All these features were calculated for two types of images (nucleus and nucleus
with cytoplasm). In this chapter, 30 shape features were extracted.

2.2.2 Color Features

The color features are the most discriminatory features of blood cells. The mean,
standard deviation, skewness, kurtosis, and entropy were calculated from the three
channels (red, green, blue) of each image. The extracted color features included
only 15 features.

2.2.3 Texture Features

The texture features were extracted from each cell image in the grey level format. The
following descriptors were evaluated: Autocorrelation, Contrast, Correlation, Cluster
Prominence, Cluster Shade, Dissimilarity, Energy, Homogeneity 1, Homogeneity 2,
Maximum Probability, Sum of Squares Variance, Sum Average, Sum Variance, Sum
Entropy, Difference Variance, Difference Entropy, Information Measure of Correla-
tion 1, Information Measure of Correlation 2, Inverse Difference is Homom, Inverse
Difference Normalized, and Inverse Difference Moment Normalized. These features

Table 2 Types of the

Feature type Numbers
extracted features -

Color features 15

Shape features 30

Texture feature 84
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were calculated for the 0, 45, 90, and 135 angles. The extracted texture feature set
contains 84 features.

Unfortunately, the shape features cannot only be trusted because they are sen-
sitive to segmentation errors. Thus, these features were combined together with
regional features, which are less susceptible to errors. We have one more feature set
that was hybridized by color and texture features. The combination of shape, color,
and texture features produces a feature set of 129 features.

2.3 Feature Normalization

To narrow down the gap between the highest and the lowest value of extracted
features and to improve the classification results. Three different normalization
techniques were applied; they include grey-scaling, min-max and Z-score
techniques.

2.3.1 Grey-Scaling

It is an image normalization technique used to convert a matrix to a greyscale
image. This can be performed by scaling the entire image to the range of brightness
values from O to 1. It works by normalizing each individual columns or rows to a
range of brightness values from 0 to 1.

2.3.2 Min-Max

Data are scaled to a fixed range usually O—1. The cost of having this bounded range
in contrast to standardization is that it will be ended up with smaller standard
deviations, which can suppress the effect of outliers. Min-max scaling (Eq. 7) is
typically done via the following equation:

_ Xi _Xmin

X;
Xmax

: ()

where X; is the original feature vector, X, is the minimum value of that feature
vector, and Xy« 1S the maximum value of it.

2.3.3 Z-Score

In this normalization method, the mean and the standard deviation of each feature
are calculated (Eq. 8). Next, the mean was subtracted from each feature. Finally, the
product values were divided by the standard deviation.
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Zi= ; (8)

where X; is the original feature vector, X is the mean of that feature vector, and o is
its standard deviation.

2.4 Classification Phase

The proposed system can be considered a binary classification problem because
there are only two classes (normal or affected cell) as outputs and number of
variables (features) as inputs. In this chapter, as there are different number of
features (starting from 5 to 127), several classifiers were used. The extracted feature
sets were tested by k-Nearest Neighbor (k-NN) [21] using the Euclidean distance
measure with different values of k, Naive Bayes (NB) [22, 23], by a Gaussian (G)
and kernel data distribution (K), support vector machines [24] with different kernels
and Decision Trees [25]. The chosen classifiers proved to achieve acceptable results
with other pattern recognition problems [26, 27]. The performance of the models
was evaluated using a k-fold, cross validation. Considering k = 10, the whole
dataset is randomly divided into tenfolds.

3 Experimental Results and Discussions

The proposed system was implemented by “MATLAB 2016b” on “Windows 7 (64
bit). The dataset was provided by Department of Information Technology —
Universita degli Studi di Milano [9]. The dataset was captured with an optical
laboratory microscope coupled with a Canon PowerShot G5 camera. All images are
in JPG format with 24-bit color depth. The images were taken with a different
magnification of microscope ranging from 300 to 500. The ALL-IDB database has
two distinct versions (ALL-IDB1 and ALL-IDB2). The proposed system worked on
the ALL-IDB2 version which has been designed for testing the performances of
classification systems. The ALL-IDB2 is a collection of cropped area of interest of
normal and blast cells that belongs to the ALL-IDB1 dataset. It contains 260
images, half of them lymphoblast’s. ALL-IDB2 images have similar grey level
properties to the images of the ALL-IDBI1, except the image dimensions.

The accuracy (Eq. 9) was used to test the classification performance of the
proposed system:

TP+ TN
TP+ TN +FP+FN’

Accuracy =

©)
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where

e TP (True positives) is the number of elements that are correctly classified as
positive by the test.

e TN (True negatives) is the number of elements that are correctly classified as
negative by the test.

e FP (False positive) is also known as type I error, it is the number of elements
that are classified as positive by the test, but they are not.

e FN (True positive) is also known as type II error, it is the number of elements
that are classified as negative by the test, but they are not.

In order to investigate the performance of the segmentation, the output of the
segmentation process was compared to that was provided by the data set truth table.
Figures 3, 4 and 5 show the segmentation results of some images from the data set.

The segmentation accuracy was tested using (Eq. 9) and the achieved accuracy
reached 99.2%, represents 189 true positives, 69 true negatives, 2 false positives,
and there were no false negative cell images out of 260 cell images. As mentioned,
the proposed system produced several feature sets (six feature sets). Each was
exposed to three data normalization techniques, so 18 feature sets were produced.
Tables 3, 4, 5, 6, 7, and 8) represent the classification accuracy of each of the
extracted feature sets when tested by k-nearest neighbor, Naive Bayes by a
Gaussian (G), and kernel data distribution (K), support vector machines and
decision trees classifiers.

In order to investigate the performance of the used classifiers, the best classifi-
cation accuracy achieved by each of them was presented, as seen in Fig. 7.

From Fig. 7, it is obvious that the classification accuracy did not go lower than
86%; however, the best classifier was K-NN. This matches with our previous work
[28], that K-NN has several parameters like the distance function as well as the
number of neighbors that can adapt the learning mechanism toward improving the
classification performance. As three normalization techniques were adopted in this

Fig. 3 Samples of the data sets
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Fig. 4 Leucocyte segmentation. Up whole leucocyte images. Down nucleus images

chapter, so a comparison between the best and the worst classification accuracy for
each of them is shown in Fig. 8.

Figure 8 shows the three used normalization techniques and the best and the
worst classification accuracy. It is seen that they have almost the same performance
for the best experiment; however, the grey-scaling has the best accuracy of the
worst experiments.

The performed experiments included also the relationship between the number
of features and the classification accuracy. Figure 9 shows the relationship between
the number of features and the achieved accuracy.

From Fig. 9, it is noted that the accuracy gets better the when number of features
increased for all the used classifiers. Also, the worst accuracy did not go lower than
80% except for the Naive Bayes. It is also noticed that the gap between the lowest
and the highest number of features in terms of accuracy is not high as it does not
exceed 5%.
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Fig. 5 Leucocyte identification (border highlighted). Up whole leucocyte cell images. Down

nucleus cell images

Table 3 Classification
performance of some texture
features with the three
normalization techniques

Table 4 Classification
performance of all texture
features with the three
normalization techniques

Classifier Grey-scaling Z-Score Min-max
Knn 95.78 88.82 89.25
SVM-RBF 90.87 89.27 83.64
SVM-L 89.07 89.87 68.35
SVM-P 92.18 90.56 88.46
NB-G 83.5 82.12 78.3
NB-K 86.14 86.78 81.94
TREE 88.48 88.59 86.13
Classifier Grey-scaling Z-Score Min-max
Knn 90.94 95.99 92.57
SVM-RBF 91.49 69.77 93.41
SVM-L 90.14 92.55 89.58
SVM-P 88.96 87.83 92.51
NB-G 79.66 84.09 84.4
NB-K 82.7 86.81 86.44
TREE 79.66 89.28 85.47
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Table 5 Classification
performance of some color
features with the three
normalization techniques

Table 6 Classification
performance of all color
features with the three
normalization techniques

Table 7 Classification
performance of colors and

texture features with the three

normalization techniques

Table 8 Classification
performance of colors, shape
and texture features with the
three normalization
techniques

A.M. Abdeldaim et al.

Classifier Grey-scaling Z-Score Min-max
Knn 88.95 88.66 87.96
SVM-RBF 82.38 88.12 77.97
SVM-L 71.1 86.98 69.75
SVM-P 85.4 88.77 86.08
NB-G 80.58 83.14 72.89
NB-K 82.24 82.29 77
TREE 88.02 85.43 85.09
Classifier Grey-scaling Z-Score Min-max
Knn 86.93 89.63 87.57
SVM-RBF 87.53 89.83 88.45
SVM-L 72.43 81.52 73.48
SVM-P 91.62 90.35 92.52
NB-G 72.16 77.61 76.89
NB-K 79.52 80.23 79.38
TREE 84.51 85.715 89.41
Classifier Grey-scaling Z-Score Min-max
Knn 96.42 90.69 93.63
SVM-RBF 94.41 65.3 93.57
SVM-L 92.51 93.73 95.34
SVM-P 94.06 88.59 94.87
NB-G 87.85 82.83 90.34
NB-K 85.73 83.3 89.45
TREE 84.59 82.15 90.93
Classifier Grey-scaling Z-Score Min-max
Knn 96.01 84.69 81.38
SVM-RBF 92.80 65.98 82.68
SVM-L 93.43 91.54 89.05
SVM-P 93.89 89.01 91.15
NB-G 89.97 82.81 83.89
NB-K 86.02 81.99 82.62
TREE 86.81 82.29 81.55
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4 Conclusions and Future Works

This chapter focused on lymphocyte cells which are affected by lymphoblastic
cancer. The main objective of this chapter is to identify the lymphocyte by seg-
menting the microscopic images then diagnose (classify) each segmented cell to be
normal or affected. The ALL-IDB2 published dataset was used in this chapter to test
the efficiency of the proposed diagnosis system. The dataset contains 260 cell
images; 50% are normal, and the rest 50% are affected by ALL. The proposed
system starts with segmentation which included the conversion from RGB to
CMYK color model then contrast stretching by histogram equalization then
thresholding and noise removal including background removal operation. Second,
some features were extracted from each cell. They can be classified as color,
texture, and shape features. Third, three data normalization techniques (z-score,
min-max and grey-scaling) were applied to each extracted features to improve the
classification performance. Finally, different classifiers were used (K-Nearest
Neighbor, Naive Bayes, Support vector machines and Decision Trees) to test the
efficiency of the proposed system. The performance of the proposed system was
acceptable in terms of the segmentation performance as well as the accuracy of all
classifiers, especially K-NN which achieved the best classification accuracy. The
future work might include the extension of this chapter to cover the other kind of
white blood cancers.
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Telemammography: A Novel Approach

for Early Detection of Breast Cancer
Through Wavelets Based Image Processing
and Machine Learning Techniques

Liyakathunisa Syed, Saima Jabeen and S. Manimala

Abstract Telehealth monitoring is an innovative process of synergising the bene-
fits of information and communication technologies (ICT) and Internet of Things
(IoT) to deliver healthcare services to remote, distant, and underserved regions. The
objective of this study is to deliver healthcare services to patients outside the con-
ventional settings by connecting the patient and healthcare providers with technol-
ogy. As technologies for telehealth monitoring have become more advanced, they
have become fully integrated into delivery of healthcare service. One of the most
publicized telehealth services is the use of telemammography in the early diagnosis
of breast cancer from remote and rural locations. Automated detection and classifi-
cation of tumor in telemammographic images is of high importance for physicians
for accurate prediction of the diseases. This study presents advances in telehealth
services and also proposes novel telemammography system for early detection of
breast cancer from remote and underserved areas. In this study, we have used effi-
cient wavelet-based image processing techniques for preprocessing, detection, and
enhancing the resolution of mammographic images. A detailed comparative analysis
is performed to select the best classification model using different classification algo-
rithms. We have used Multi-Layer Perceptron Neural Networks, J48 decision trees,
Random Forest, and K-Nearest Neighbor classifier for classifying the tumor into
three categories namely: benign, malignant, and normal. The classification is based
on the area, volume, and boundaries of tumor masses. All the tumor features and
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classification methods are compared using Accuracy, Sensitivity, Specificity, Pre-
cision, and Mean Square Error. Experimental results on the Mammographic Image
Analysis Society (MIAS) database are found to give the best results when neural
network classifier is used for classification of mammographic images.

1 Introduction

Health care is one of the worlds biggest economic challenges, it is estimated that over
200 million people in the world suffer from chronic diseases like Alzheimer’s Dis-
ease, Arthritis, Asthma, Cancer, Chronic Obstructive Pulmonary Disease (COPD),
Cystic Fibrosis, Diabetes, and Heart diseases. The aging population will further place
significantly higher burden on the healthcare systems. In 2010, there were 207 mil-
lion people over 75 years of age worldwide. This figure is estimated to rise to 265
million by 2020 [1]. All of these challenges drive for an immense need for tele-
health services for remote monitoring of patients for improved patient health care
and reduce cost. Telehealth can be defined broadly as the use of electronic informa-
tion and telecommunications technologies to provide access to health assessment,
diagnosis, intervention, consultation, supervision information, and education across
distance [2].

The use of Information and Communication Technology (ICT) and Internet of
Things (IoT) has dramatically revolutionized health care by improving the quality
of patientcare and lowering costs. Telehealth innovations are considered to have
immense potential in health care which will be very helpful to resolve signifi-
cant issues. The potential benefits include continuous monitoring of patient health,
regardless of patients location, enhanced quality of care, enhanced accessibility to
health care, and reduced cost of care. Telehealth and telemammography emerged
with aspire of providing healthcare services; former by remotely monitoring a
patients condition such as blood pressure, heart rate and measures of health status
while latter is involved with the secure transfer of mammographic images from one
place to another. Telehealth services comprise of teleconsultation, remote patient
monitoring, and Intraoperative Monitoring (IOM). Teleconsultation is associated
with sharing of medical information such as CT, MRI or ultrasound scans taken
by local physician who incorporates these images into an electronic medical record
and forwards to an expert for analysis and treatment recommendations. In Remote
Patient Monitoring (RPM), sensors placed on a device store and transmit physiolog-
ical data of a patient with the help of wireless solutions for review by a health pro-
fessional. In result of happy marriage of software and hardware technology under
the umbrella of Internet of Things (IoT), where IoT connects healthcare devices like
MRI, CT scanner or other lab test equipment to Internet, trillions of data are being
produced through connecting multiple devices and sensors with cloud and making
sense of data with intelligent tools. This data prompts the need of complex algorithm
to analyze it in order to assist medical professionals for their appropriate health rec-
ommendations; e.g., in diabetes management, real-time transmission of blood glu-
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cose and blood pressure readings enables immediate alerts for patients and health-
care providers to intervene when needed. Analyzing data has significant importance
among all these stages, i.e., from health data collection and transmission, its evalua-
tion, to notify, and to intervene. Hence, there is a need of exploiting soft computing
and machine learning techniques on top of traditional approaches which lack effi-
ciency in accessing, processing, and analyzing the complex-natured medical data
collected in the form of images.

This chapter discusses analysis of telemammogram images where tumors from
mammogram images are aimed to be mined, then these extracted tumors are clas-
sified as benign, malignant or normal by means of soft computing techniques.
Section 2 presents some related work in telehealth and telemammography by means
of soft computing techniques. Section 3 presents challenges in telehealth monitor-
ing. Then, machine learning and image processing techniques to medical image
analysis are discussed in Sects. 4 and 5. Section 6 presents the proposed framework
for telemammography based on image processing and machine learning approach.
Result analysis and discussion are provided in Sect. 7, while Sect. sec008 presents the
conclusion.

2 Related Work in Telehealth and Telemammograpy Using
Soft Computing Techniques

A large amount of work has been done in the past several years on image processing
and medical imaging following different research directions but the work done in the
field of telehealth and telemammography is not yet satisfyingly enough.

The use of various techniques such as Bayesian classifier, Artificial Neural Net-
work (ANN), wavelet transform, fuzzy c-means clustering, fuzzy index, connected
component analysis, local density measures, stochastic resonance noise, geometric
linear discriminant analysis and support vector machines, etc., has been made to
work with abnormalities in mammograms and ultrasound images.

Li and Chen in 2016 [3] presented a review on computer-aided detection (CAD)
methods, served as a second view for radiologists in the early detection of breast
cancer, with mammography in order to detect and classify abnormalities. Image
processing techniques and pattern recognition are typical ways to detect and clas-
sify abnormalities in mammograms. It is reported that there is still need to improve
abnormalities classification whereas recent research trend of using deep learning
methods for classification is encouraged. Su in 2011 [4] used texture and morpholog-
ical features to automatically detect, segment and classify breast tumors in Ultrasonic
images. Neural network was used to detect region of interest (ROI) by considering
local characteristics of texture and position. Segmentation was performed by a graph
theory-based clustering algorithm, modified normalized cut approach and regional-
fitting active contour model. For the last step of classification, eight features (three
textures and five morphologic) are extracted from each breast tumor. An unsuper-
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vised approach was adopted using affinity propagation clustering to classify malig-
nant and benign tumors by making use of the extracted texture and morphological
features.

Based on some previous results, Nascimento et al. in 2016 [5] stated that morpho-
logical features perform better than texture features in order to classify breast tumors
and also reduced number of features give better performance than large number of
features. The scalar selection technique with correlation and Fishers Discriminant
Ratio (FDR) were used for identifying most important features. K-fold cross valida-
tion was performed to evaluate classifiers where neural networks showed better per-
formance over Support Vector Machines (SVM) to classify breast lumps. In another
work presented by Wahdan et al. in 2016 [6], a system is proposed to detect breast
tumors from ultrasound images which are considered less expensive and less invasive
than x-rays in mammography and computerized tomography. The proposed system
consists of preprocessing, feature extraction and classification. Gaussian blurring,
anisotropic diffusion, and histogram equalization are used to reduce noise and to
enhance the image quality in preprocessing step. Features are extracted and reduced
using Principle Component Analysis (PCA) in the second step. In the third step,
images are classified as with/without tumors by employing two different classifi-
cation methods; i.e., SVM and ensemble classifier using bagging technique which
were implemented using Weka 3.6.9. bagging ensemble classifier have shown better
performance over SVM.

A system is proposed in [7] to segment and classify the breast cancer in ultrasound
images. ROIs are identified using marker controlled watershed transformation tech-
nique. Statistical and texture features are extracted by applying wavelet transform.
Then identified ROIs are differentiated as normal or focal lesion and focal lesion
as malignant or benign using SVM, K-NN, and CART. Study demonstrates that the
SVM and CART showed best results using texture features to differentiate between
normal and focal lesion and CART gave best result in classifying malignant and
benign by considering both statistical and texture features.

3 Telehealth and TeleMammography

There are people all over the world, suffering from various chronic diseases, as they
do not have ready access to efficient health monitoring systems. Telehomecare also
known as remote patient monitoring focuses on the delivery of health care to patients
outside of conventional care settings (e.g., a patient’s home), made possible by con-
necting the patient and healthcare provider through technology [8]. Small powerful
wireless solutions connected through IoT are now making it possible for monitor-
ing to come to these patients instead of vice versa [9]. The use of IoT in health care
has significantly revolutionized by lowering costs and improving quality. With the
advent of IoT and wireless sensors, patient health data can be elicited from a variety
of sensors, image, and data analytics algorithms can be applied to analyze the data,
generate reports, and share it with medical professionals through wireless connectiv-
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ity for further diagnosis and intervention purpose, which was never before available
for access from remote patients and underserved areas. Thus, IoT-based solutions are
making it possible to improve health and reduced cost by increasing the quality care
with availability of experts’ specialist intervention.

As technology for collecting, analyzing, and transmitting data in IoT continues
to mature, more and more exciting new IoT-driven healthcare applications and sys-
tems emerge [9]. A variety of wireless health monitoring systems such as IoT wear-
able healthcare gadgets are used to capture patient health data, also smartwatches
for heart disease, Google smart contact lenses for diabetes patients, Leaf healthcare
ulcer sensor, wearable sensors and monitoring patches, FDA-cleared Body Guardian
which integrates ECG, heart rate, respiration rate, physical activity data, and Aga-
matrix IBGStar blood glucose monitoring system are used for healthcare monitoring
(Fig. 1).

Patient data collected from different sources is sent through cloud and IoT to the
central processing unit. Analysis is performed on this unstructured and semistruc-
tured data by applying complex image processing and machine learning algorithms
in order to provide clinical decision support system, evaluate and generate reports,
share it through wireless connectivity with medical professionals. If there are any
areas of concern, notification alerts will be sent to patient care givers and specialist
intervention will be provided in case of emergencies.

Thus Tele-health care may be defined as the use of information technology to
provide healthcare services at a distance. It includes anything like medical services
at the inpatient or at the outpatient stage [10]. A much earlier intervention can be
provided to patients with efficient data transmission and accurate analysis of the
patient data.

Telemedicine can be extremely advantageous for people living in isolated com-
munities and remote regions. In recent years, it has been widely applied in almost
all medical domains. With Advances in IoT and remote patient monitoring systems,
patients living in underserved areas with limited medical expertise can be examined
by a doctor or a specialist, who can provide a precise and complete examination. The
patient does not need to travel the normal distances, like the earlier conventional hos-
pitals approaches [11] (Fig. 2).

Telemedicine is widely used in most of the healthcare sectors, few of the advances
and implications of telemedicine in healthcare are as below:

Fig.1 Remote patient monitoring process
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Fig. 2 Telemedicine system

Telecolposcopy: It involves a distant expert colposcopists evaluation of women with
potential lower genital tract neoplasia. Existing telemedicine network and computer
systems provide an audiovisual interface between local colposcopists and expert col-
poscopists at other locations [12].

Telepsychiatry: Is the application of telemedicine to the specialty field of psychiatry.
The term typically describes the delivery of psychiatric assessment and care through
videoconferencing [12].

Telemedicine in pregnancy: One area of women’s health care where telemedicine
has offered some of the greatest opportunities is in pregnancy and prenatal care.
There are many examples of the use of telemedicine in pregnancy, one being the
remote and distant monitoring of blood glucose in diabetic pregnancies [11, 12].
Telemedicine in fetal monitoring in high-risk pregnancy has shown high efficacy
and less cost effective.

TeleMammography: is one of the areas in which telemedicines is showing major
growth.

3.1 TeleMammography

Breast cancer is the most common cause of cancer death in women between age of
40 and 45 years. It is one of the leading causes of mortality in women. The World
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Health Organizations International Agency for Research on Cancer in Lyon, France,
estimates that more than 1,50,000 women worldwide die of breast cancer each year
[13]. It is expected that 89,000 new cases of breast cancer will be found each year. It
is estimated that in 2012, 1.7 million new cases and 5,21,900 deaths from this cause
were detected worldwide [14]. One out of every 15 newly born girls is expected
to develop breast cancer. In addition, 80% of cancer cases detected in low-income
countries are at a stage where cure is impossible and palliation is the only possible
treatment. For breast cancer in high-resource countries, the fatality rate is 23.9, while
it is 56.3 for low-income countries [15, 16]. Mammography, Xeroradiography, and
Thermography are used for the detection of cancer [16].

A cancerous tumor in the breast is a mass of breast tissue that is growing in
an abnormal, uncontrolled way. The primary signatures of this disease are masses
and micro-calcifications. Masses are space occupying lesions, described by their
shapes, margins, and dense properties. Micro-calcification is tiny deposits of cal-
cium that appear as small bright spots in the mammogram. Small clusters of micro-
calcification appearing as collection of white spots on mammograms show an early
warning of breast cancer (Fig. 3).

Tumors will appear as shades of gray, while calcifications (micro-calcification)
are white. Benign lesions are most often circumscribed and in regular contours, while
tumors often appear as spiculated masses (needle-like shapes).

Benign and malignant calcifications:

The term benign implies a mild and nonprogressive disease, and indeed, many kinds
of benign tumor are harmless to the health. Malignant is a medical term used to
describe a severe and progressively worsening disease. Malignant tumor is synony-
mous with cancer. Cancer is a class of disease in which a group of cells displays
uncontrolled growth (division beyond normal limits), invasion (intrusion on and
destruction of adjacent tissues), and sometimes metastatic (spread to other locations
in the body via lymph or blood). These three malignant properties of cancers differ-

; W

o

Fig. 3 Micro-calcification
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entiate them from benign tumors, which are self-limited, do not invade or metastasize
[17].

Primary prevention seems impossible, since the cause of this disease still remains
unknown. An improvement of early diagnostic technique is critical for women’s qual-
ity of life [18]. Early detection of cancer does the treatment easier, reducing risks and
the percentage of mortality upto 25% [19].

There is a clear evidence which shows that early diagnosis and treatment of breast
cancer can significantly increase the chance of survival for patients [20, 21]. The
early detection of cancer may lead to proper treatment. Mammography is the main
test used for screening and early diagnosis. Mammograms are good at catching infil-
trating breast cancer. The current clinical procedure is difficult, time consuming,
and demands great concentration during reading. Due to large number of normal
patients in the screening programs, there is a risk that radiologists may miss some
subtle abnormalities [22].

Mammography test can be performed either through film mammography or digi-
tal mammography. Although both film and digital mammography use X-rays to pro-
duce an image of the breast. The actual procedure of positioning and compressing
the breast for examination are identical. There are several differences between these
two types of mammography that should be noted.

Film Mammography: This has been successfully used as a screening tool for
breast cancer for 35 years, which uses film to produce an image of the breast. Even
though film mammography is considered a very good screening tool for detecting
irregular breast characteristics, studies have revealed that film mammography is less
sensitive for women who have dense breasts. Perhaps the most limiting issue with
film mammography is the film itself. Once an image of the breast has been created
on the film, it cannot be significantly altered, magnified, or brightened, which would
allow a better assessment of the image [23].

False-negative results:

A false-negative mammogram looks normal even though breast cancer is present.
Overall, screening mammograms do not find about 1 in 5 breast cancers.

» Women with dense breasts have more false-negative results. Breasts often become
less dense as women age, so false negatives are more common in younger women.

False-positive results:

o A false-positive mammogram looks abnormal but no cancer is actually present.
Abnormal mammograms require extra testing (diagnostic mammograms, ultra-
sound, and sometimes MRI or even biopsy) to find out if the change is cancer.

 False-positive results are more common in women who are younger, have dense
breasts, have had breast biopsies, have breast cancer in the family, or are taking
estrogen.

In order to elevate the above limitations, digital mammography is being used for
screening of breast cancer.
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Digital Mammography: Digital mammography is one of the several new breast-
imaging technologies developed to improve the detection of breast cancer in its ear-
liest stages. Approved by the Food and Drug Administration in 2000, digital mam-
mography is done the same way traditional mammography is done but, instead of
the X-rays being detected on a photographic film, the X-rays are converted to digital
images read by a computer [24].

Digital mammography is more advanced to the conventional film-screen mam-
mography for cancer detection in women. Digital mammography is most efficient
as it includes improved image archiving over hard-copy storage [24, 25]. This elec-
tronic method allows images to be stored and shared more easily than film mam-
mography. Images created by digital mammography can be modified, for example,
images can be enhanced or brightened for further evaluation [24, 25]. Digital mam-
mography uses less radiation when compared to film mammography by lowering the
dose of radiation exposure in women.

Image processing algorithms can be applied to the mammogram images to detect
abnormalities. Digital mammography images can be transmitted, archived, and inter-
preted offsite, which allows for increased access to high-quality imaging. Digital
mammography supports Picture Archiving and Communication System (PACS), and
hence postprocessing of image is possible unfortunately, most of rural women do not
undergo routine annual mammography because of nonavailability of mammography
services and high cost [25]. With the advancement in ICT and the use of IoT tech-
nologies, women from rural and underserved areas can be well connected to experts
and thereby reducing the mortality rate caused by breast cancer.

A telemammography service offers low-cost healthcare services at the doorstep
of rural breast cancer victim [26]. The quality of health care will be improved faster
resulting in a better diagnosis, as remote experts can be consulted for complicated
cases of abnormal findings, by providing better access control to medical facilities
for women at remote locations for consultation, early screening and education [25,
27, 28].

Multiple international organizations in Europe, America, and Japan collabo-
rated in the development of the Digital Imaging and Communications in Medicine
(DICOM) standards for the transmission of radiographic images [29]. These DICOM
standards were adopted in Europe under the name MEDICON and this standard-
ization paved the way for all teleradiography and specifically telemammography for
women [11]. Telemammography for women is rapidly becoming a standard in todays
world.

3.2 Technical Challenges in Telehealth and
Telemammography

The rapid increase in cases is due to several factors, according to the world health
organization, including the asymptomatic nature of the disease in its early stage,
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the high dropout rate of patients due to lack of critical information. Barriers to
improved telemammography surveillance also include socioeconomic factors, geo-
graphic challenges, and lack of patient and physician awareness regarding the impor-
tance of annual mammographic examinations, as well as demographic and cultural
barriers among minorities.

Although not unique to telemammography, some of the common telehealth chal-
lenges are security and resolution [30]. Security services can be broadly classified as
confidentiality, availability, and integrity of patients health data. The Health Insur-
ance Portability and Accountability Act (HIPAA) was enacted in 1996 (Pub. L 104—
191) [31]. Congress sought to streamline electronic health record systems while pro-
tecting patients, improving healthcare efficiency, and reducing fraud and abuse. As
per the HIPAA, the requirements of security services such as confidentiality, avail-
ability, and integrity of patient health records have to be met in any tele-healthcare
Network [32].

Security: Robust and highly efficient security measures are required to ensure that
health information is disclosed only to authorized individuals. Access to patient
information should be granted only to authorized medical practitioner and patient
care. In order to ensure integrity of data only accurate information should be trans-
mitted electronically, with the use of IoT and wireless transmission patient infor-
mation should be readily available to specialist for intervention in case of areas of
serious concerns.

Image Resolution: High-resolution, quality videos, and images require a significant
amount of network bandwidth (the maximum capacity for data transfer available to
an information system or organization). Low-resolution videos and images require
less bandwidth, but they provide poorer quality images that may be blurry. Although
high-resolution technologies are often necessary for providers to accurately inter-
pret the results of an image or scan, in some instances low-resolution images have
been shown to provide enough detail to permit clinical Diagnosis [30, 33]. Another
challenging issue at the image processing server is failures to obtain the images of
adequate quality for grading such as masses and micro-calcifications is not visible,
small vessels are blurred major arcade vessels are just blurred, significant blurring
of major arcade vessels in more than one-third of the image. These images have to be
preprocessed by applying appropriate denoising and deblurring filters for accurate
grading. Image restoration and enhancement techniques can be used to improve the
visibility of mammography details from photography.

4 Machine Learning Techniques in Medical Image Analysis

4.1 Overview of ML Techniques

Machine learning explores the study and construction of algorithms that can learn
from and make predictions on data [34]. These techniques are employed in var-
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ious applications such as optical character recognition (OCR), computer vision,
search engines, spam filtering, detection of network intruders, etc. In data analyt-
ics, machine learning is a way to develop complex models and algorithms that can
be used for prediction, also known as predictive analytics. Based on past relation-
ships and trends in the data, these analytical models allow researchers and scientists
to generate reliable, repeatable decisions, and results [35]. Some commonly used
machine learning algorithms are linear regression, logistic regression, decision tree,
SVM, Naive Bayes, KNN, K-means, Random Forest, Gradient Boost and Adaboost,
and Dimensionality reduction algorithms.
Machine learning algorithms are categorized into three broad classes:

» Supervised Learning: Here, a given set of independent variables (also known as
predictors) are used to predict a dependent variable as a target/outcome variable.
A function based on these set of variables is produced to map inputs to desired out-
puts. The process of training the model continues until it gives satisfactory level of
accuracy on the training data. Decision Trees, Nave Bayes Classification, Regres-
sion, Logistic Regression, SVM, KNN, Random Forest, and Ensemble methods
are some examples of supervised learning.

e Unsupervised Learning: Here, no target/outcome variable to predict is used.
Supervised learning is used to form clusters in different groups. Some examples
of unsupervised learning are Apriori algorithm, K-means, Principle Component
Analysis (PCA), and Singular Value Decomposition (SVD).

» Reinforcement Learning: Machine is trained to make specific decisions in this
algorithm where machine trains itself continuously using trial and error by learn-
ing from past experience with the aim to capture best possible knowledge to make
accurate business decisions. Markov Decision Process is an example of reinforce-
ment learning.

There are a number of research efforts employing machine learning techniques in
the field of medical image analysis.

4.2 Feature Extractions

Features extraction and selection of relevant features have main importance and cru-
cial task in breast cancer depiction and classification. The performance and execution
time of the classifier depends on the suitable features and their dimension. Classifiers
exhibit poor accuracy and complications if encountered with too many irrelevant fea-
tures. Improved accuracy is achievable by selecting appropriate features. Literature
shows that malignant and benign lesions are differentiated using features related with
morphology and texture of the tumors. Some studies in the literature found the better
performance of morphological features set than texture features. In [36], ultrasound
images are preprocessed by wavelet filters to reduce speckle noise then 57 texture
and shape features were extracted to classify breast tumors. Local features of texture
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and position are incorporated in [4] to generate region of interest (ROI) by using a
self-organizing map neural network then ROI were partitioned into clusters using a
modified normalized cut approach. Three textures and five morphologic features are
extracted from each breast tumor to provide a basis for classification of malignant
and benign tumors by using affinity propagation clustering scheme. [6] used PCA
to reduce the dimensions of the feature vector for the step of feature extraction and
dimensionality reduction.

4.3 Classification Techniques

There are a number of techniques used for classification in medical image analysis
such as decision trees, neural networks, etc. These classifiers use training data to
construct the learning model in order to predict the class of new instances. Following
is a brief overview of some of the classification techniques which have widely been
used in medical image analysis:

4.3.1 Decision Tree Classifier

A decision tree is generated from a training dataset. The leaf nodes represent the
class labels while the intermediate nodes split the dataset into subsets. The division
of the training set continues till all the records in the training set are covered by the
decision tree. The main problem in this classifier is that there could be more than
one decision trees for a single dataset. To choose the best decision tree amongst
the candidate decision trees, a number of quality matrices can be used; e.g., gini
index, entropy, and misclassification error. Decision tree is well suited for categorical
features/attributes while continuous attributes are discretized before the construction
of the decision tree. Being popular classifiers, decision trees are used in different
domains such as activity recognition, expert systems, medical diagnosis, etc. ID3,
C4.5, C5, and CART are some of the examples of decision tree algorithms.

4.3.2 K-Nearest Neighbor (KNN) Classifier

This is one of the popular classification technique in which unknown instances are
classified based upon their similarity/distance with the records in the training set.
Either similarity or distance of a test record is computed with every record of the
training set. Then, all the records are sorted according to the proximity function (sim-
ilarity/distance). Afterwards, top-k records are chosen to be the k-nearest neighbors
of the test record. If k-nearest neighbors of a record contain instances of more than
one class then the decision is made according to the majority vote. The main issue of
this algorithm is selecting value for k. In case of smaller value of k, KNN is sensitive
to noise while for a very big value of k, the decision of classifier may be hijacked
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by the majority ive classes in the neighbor. Selecting appropriate proximity function
depends on the nature of the underlying dataset.

4.3.3 Naive Bayes Classifier

It is a probabilistic classifier based on the Bayes theorem. Suppose X is a set of
attributes representing a record and y is the class label then according to the Bayes

theorem:
P(X,y)

PX|y) = P0) => PX,y)=PX|y) X P(y) (1
P(X,
POIX) = I(D(Xf) = PX,y) = PO|X) x P(X) 2
_ (PXl]y) X P(y))
Py|X) = 0 3)

where P(X) is called evidence and is fixed for a given record therefore, it is not
necessary to compute. P(y) is called prior which is simple and straightforward to
be computed from the training dataset. The remaining part of the above Eq.3 is
only P(X|y) known as class conditional probability which can be estimated either by
Nave method or Bayesian belief network. According to Nave, all the attributes are
statistically independent. We can write P(X|y) = P(X,, X,, X,,|y). If the attributes are
assumed to be independent then

P(X}. Xy, ... X, [y) = P 0P 1), ... P, = [T Pl @)
i=1

Equation 4 is substituted in Eq. 3 to calculate the posterior P(ylX). The posterior
P(y|X) is calculated for each class label and the class label with the highest proba-
bility is assigned to the unknown X record.

4.3.4 Random Forest

As the name of this algorithm illustrates, forest is a collection of trees. It comes
under the umbrella of ensemble classifier. The training set is divided into a number
of random subsamples spaces (sub-training sets). A decision tree is created for each
training subset leading to a number of decision trees known as random forest. A test
sample is assigned class label by each and every decision tree. The final decision
is made on the basis of majority vote of the decision trees. The main issue of this
algorithm is to decide about the number of trees in the forest. The time complexity
of a single decision tree is O(mn log n) but for M number of trees in the forest,
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computational complexity becomes O(M(mn log n)) where m is the number of
attributes, n is the number of records in the training dataset.

4.3.5 Support Vector Machine

Support vector machine (SVM) is a non-probabilistic binary linear classifier used
to analyze data for classification and regression analysis. It belongs to the family
of supervised learning models with associated learning algorithms. A model gener-
ated by an SVM training algorithm assigns new examples to one category of the two
marked categories given a set of training examples. Classification of breast tumor
in ultrasound images was made by using support vector machines and neural net-
works [5]. Neural networks with selected stop criterion performed better than SVM
in the study. Two classification approaches; i.e., SVM and ensemble classifier using
bagging are employed for classification step in [6] and a comparison is also made
between the two techniques. The study shows the better performance of ensemble
classifier using bagging technique over the SVM classifier. In [7], SVM, KNN and
CART are employed for classification of normal or focal lesion from the identified
ROIs and then to classify focal lesion as malignant or benign.

4.4 Application of ML to Medical Image Analysis

The use of machine learning techniques is dramatically increasing in medical image
analysis for computer-aided diagnosis in recent years which can help to extract
reliable diagnostic cues. ML techniques are heavily being investigated for diagnos-
ing abnormalities in thoracic, abdominal, brain, and retinal imaging. In neurode-
generative diseases, ML-based approaches are using brain MR images to diagnose
Alzeimer’s disease or other forms of dementia or predict conversion to dementia
from mild cognitive impairment (MCI). ML is also being used to detect diabetic
retinopathy in retinal fundus photographs [37].

5 Image Processing Techniques for Medical Image Analysis

Medical image analysis and processing has emerged into one of the most significant
fields within scientific imaging due to rapid and continuing progress in computerized
image analysis and visualization methods, it has become a vital part within health
care for early detection, diagnosis, treatment planning, guiding, and monitoring of
disease progression [38].The major strength in the application of computers to med-
ical imaging lies in the use of image processing techniques for effective visualization,
analysis, and intervention. Medical images are always visual in nature, subjective
analysis can be performed by an expert interpretation based on his/her experience
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and expertise. However with advances in image processing techniques, if analysis
is performed with the appropriate logic, it can potentially add objective strength to
the interpretation of the expert. Thus, it becomes possible to improve the diagnostic
accuracy and confidence of even an expert with many years of experience [39].

A sequence of image processing techniques are required, for the effective analysis,
detection, and visualization of medical images,each of these techniques is discussed
in the following sections.

5.1 Image Preprocessing

Digital images have some degree of noise and get corrupted with noise during its
acquisition from various sensors and transmission by different media. The most com-
monly used medical images modalities are MRI (Magnetic Resonance Imaging), CT
(Computed Tomography), Mask and contrast images (Digital subtraction angiog-
raphy), and X-ray equipments. Usually, the existence of noise into medical image
reduces the visual quality that complicates early detection, analysis, diagnosis, and
treatment. The perception of the addition of noise as artifacts can lead to false diag-
nosis. Generally, MRI images are corrupted with speckle noise and Rician noise. CT
images are contaminated with gaussian, salt and pepper, and structural noise [40].
Image denoising techniques are necessary to remove random additive noises while
retaining as much as possible the important image features. The main objective of
these types of random noise removal is to suppress the noise while preserving the
original image details [41, 42].

Spatial images can be filtered using linear or nonlinear filtering techniques. Filter-
ing can be performed in two modes namely correlation and convolution. Depending
on the noise in the image one can select either average, disk, Gaussian, Laplacian, or
log filters. Median filtering is a nonlinear operation often used in image processing
to reduce “‘salt and pepper” noise. A median filter is more effective than convolution
when the goal is to simultaneously reduce noise and as well as preserve edges [43].
Every pixel in denoised image contains the median value in the m-by-n neighbor-
hood around the corresponding pixel in the input image.

Statistical filters like average filter, Wiener filter can be used for removing additive
white gaussian, random and salt and pepper noise which has been acquired during
image transmission and acquisition, but wavelet based denoising techniques proved
better results than these filters [42, 44].

Wavelet transforms compress the essential information in an image into a rel-
atively few, large coefficients which represent image details at different resolu-
tion scales. In recent years, there has been a fair amount of research on wavelet
thresholding and threshold selection for image denoising [45—47]. In our proposed
approach, we have used wavelet-based denoising for removal of noise and blur from
the degraded low-resolution medical images.
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Fig. 4 Image decomposition using DWT

5.1.1 Proposed Wavelet Based Denoising

Wavelet Transforms decompose the image into different frequency subbands, nor-
mally labeled as LL(Low-Low), LH(Low-High), HL(High-Low) and HH(High-
High) frequencies, as in the schematic, depicted in Fig. 4. The LL subband can be
further decomposed into four subbands labeled as LL, LH, HL, and HH.

In wavelet decomposition of an image, we obtain one approximate (LL) and three
details (LH, HL and HH) subbands, detail coefficients in the subbands(LH, HL and
HH) are dominated by noise while approximate coefficients with large absolute value
carry more image information than noise. Replacing noisy coefficients by zeros and
an inverse wavelet transform lead to a reconstruction that has lesser noise.

Normally hard thresholding and soft thresholding techniques are used for
denoising:

Hard Thresholding

DX, T)=Xif |X|>T

=0if |X|<T )

Soft Thresholding
DX, T) = Sign(X) X max(0,X —T) (6)

where X is the input subband, D is the denoised band after thresholding and 7 is the
threshold level. The denoising algorithms, which are based on thresholding suggests
that each coefficient of every detail subband is compared to threshold level and is
either retained or killed if its magnitude is greater or less respectively.

In our proposed approach, we have adapted soft thresholding technique for denois-
ing of degraded images. Selecting an optimum threshold value (7') for soft threshold-
ing is not an easy task. An optimum threshold value should be selected based on the
subband characteristics. In wavelet subbands, as the level increases the coefficient
of the subband becomes smoother. For example, when an image is decomposed into
two levels DWT using Daubechies 4 tap (DB4) wavelet transform, we get eight sub-



Telemammography: A Novel Approach for Early Detection of Breast Cancer ... 165

bands as shown in Fig. 4 above. The approximate coefficients(LL) are not submitted
in this process. Since, on one the hand, they carry the most important information
about the image, on the other hand the noise mostly affects the high frequency sub-
bands. Hence the HH subband contains mainly noise The HH subband of first level
contains large amount of noise, hence the noise level is estimated for the LH, HL,
and HH subbands using Eq. 7. For estimating the noise level, we use the Median
Absolute Deviation (MAD) as proposed by Donoho [48].

Median|Y|

o= ,Y.eLH,HL, HH )
0.6745 Y

Once the noise level is estimated, we select the threshold value 7. The threshold
value T is estimated using Eq. 6.

T =0 — (|JHM — GM|) 8)

Here o is the noise variance of the corrupted image. As given in [41], the Harmonic
Mean(HM) and Geometric Mean(GM) are best suited for the removal of Gaussian
noise, hence we use the absolute difference of both the Harmonic Mean (HM) and
Geometric Mean (GM) or either of the means also can be considered for denoising
the image corrupted by Gaussian noise.

The harmonic mean filter is better at removing Gaussian type noise and preserving
edge features than the arithmetic mean filter. Hence, we have considered harmonic
mean than arithmetic mean. The process is repeated for LH and HL bands and thresh-
old is selected for all the three bands once threshold is estimated, soft thresholding
of Eq. 6, is performed to denoise the image.

M2

T M M ]
2ici Xy

)

HM )

M M =
GM = [H Hg(i,j)] (10)
j=1

i=1

Based on understanding, the conceptual theme of HM and GM for selecting the
threshold, it can be clearly evident that our proposed approach for denoising the
image results in a smoother image.

5.2 Image Enhancement

Digital image processing systems have the ability to preprocess the images with
mathematical settings that enhance the quality of images. Image interpolation tech-
niques are used to enhance the quality of digital images, image super resolution
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techniques have proven to be very successful in obtaining a high-resolution image
for analysis of medical images [42]. Super resolution refers to the process of pro-
ducing a high spatial resolution image than what is afforded by the physical sensor
through postprocessing, making use of one or more LR observations [49].

In our proposed approach, wavelet-based interpolation is applied to enhance the
quality of image to produce a high-resolution image which can be used for fur-
ther analysis and diagnosis. In wavelet-based interpolation, the image contains one
low-frequency (LL) subband and three high-frequency subbands (HL, LH, and HH)
resulting in wavelet coefficient image of size M X N. Each subband contains different
information about the image. The HL and LH subbands contain edge information in
different direction. Dropping the HH subband does not impact the perceptual qual-
ity of the upsampled image. Hence, we drop the HH subband. The next step is to
obtain an image of size 2M X 2N. The LL subband is multiplied by a scaling factor.
We consider the scaling factor as two. The HH subband is a matrix of zeros with
dimensions M X N. The new LH and HL subbands are generated by inserting zeros
in alternate rows and columns, as shown in Fig. 5. Applying inverse DWT, we obtain
an image with double the resolution to that of the original image.

1 I 1
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Fig.5 DWT based interpolation
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5.3 Image Segmentation

Segmentation of the image is basically subdividing the image into its constituent
components, regions or objects. Segmentation is a middle-level image processing
technique, where input is a digital image and output could be extracted attributes
like edges, contours, etc.

Image segmentation algorithms can be based on either discontinuity or similar-
ity. Discontinuity algorithms are based on abruptly changing intensity for example
points, lines or edges in an image. Similarity based algorithms partition an image into
segments or regions based on a set of predefined criteria like thresholding, region
growing, region splitting or region merging, etc.

5.3.1 Segmentation Based on Discontinuity

A mask of 3X3 with middle element as 8 and all other elements value as -1 can be
used to detect a point in an image. Line can be detected using four masks representing
horizontal, vertical, or diagonal. In order to detect an edge in an image either first-
order derivative or second-order derivative is used. Many operators are available for
detecting edges in literature like Prewitt, Sobel, Laplacian, Robert or Mexican hat,
and many more. After obtaining the edge pixels it should properly be linked to get
meaningful edges, which can be achieved either by locally processing similar pixels
or global processing using Hough transform or graph theoretic techniques [41, 50].

5.3.2 Segmentation Based on Thresholding

Image segmentation based on thresholding can be implemented using single or mul-
tiple thresholds. These algorithms are very simple to implement. Depending on the
number of class objects present, thresholds are chosen. Consider an image containing
three regions or classes, then two thresholds 7', and T, are required.

The algorithms can be implemented as follows:
Iffix,y) < T1; Pixel belongs to region 1
Iff(x,y) > T1 and f(x,y) < T2; Pixel belongs to region 2
Iffx,y) > T2; Pixel belongs to region 3

Depending on how the function f(x,y) is chosen the threshold can be local or
global. Basic global thresholding can be performed by using intensity of the image.
When converting a grayscale image to binary all the pixels greater than some thresh-
old T are converted as black pixels otherwise white pixels. Clean segmentation is
possible only when shadows are eliminated from the image. When thresholding
depends on the local characteristics of the image, then it is called local thresholding
and it gives better segmentation when compared to global thresholding.

Sometimes, the image may be taken at different illumination conditions. Hence,
the image with uneven illumination requires little transformation using thresholding
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for a part of the image instead of the whole image, i.e., adaptive thresholding. These
algorithms need to address two key issues regarding subdividing the image and esti-
mating threshold for each sub-image. Thresholds can be based on many parameters
like multispectral, color, three-dimensional histogram, etc.

5.3.3 Region Based Segmentation

Segmentation of image is performed based on regions. Any algorithm designed using
the concept of regions should satisfy the following basic requirement: Segmenta-
tion must be complete. Points within the region must be connected Regions must be
disjoint. All points in a segmented region must have the same intensity.(Intra-class
Similarity) Intensity of two regions must be different.(Inter-class dissimilarity)

Segmentation based on regions can be broadly classified into Region Growing
and Region Splitting and Merging.

5.3.4 Region Growing

Region growing is a procedure that groups the pixels or sub-regions into a larger
region based on predefined criteria. These algorithms start with seed points and from
these seed points the regions are grown until the neighboring pixels fails the condi-
tion or criteria. The real challenge to region growing algorithms lay in selecting the
seed points. Depending on the problem domain, similarity and dissimilarity mea-
sure can be selected. Some of the similarity measures could be intensity in case of
grayscale images, color in case of color images, texture, etc. [41, 50].

5.3.5 Region Splitting and Merging

In region splitting algorithms, initially the given image is split into several disjoint
regions and an attempt is made to either split or merge the regions based on the five
rules discussed above [41, 50].

6 Framework for TeleMammography Using Image
Processing and Machine Learning

Figure 6 illustrates the proposed framework for automatic detection of Cancerous
tumors through Telemammography and Data Analytics.

Data Acquisition

At the primary health care, data will be collected by trained physician which consist
of Electronic Medical Records (EMR) and mammogram images of patients. These
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Fig. 6 Proposed framework for detection and classification of telemammography images

images are taken by the local physician are incorporated into an electronic medical
record and transmitted through IoT wirelessly to the image processing server. Clin-
ical data such as Name, Patentld, Age, gender, address and nonclinical data such as
pathological reports, Mammogram Images, Blood Pressure, Diabetic Status will be
collected. The storage format of these data is in diverse formats such as structured,
semi structured, or unstructured format. During transmission of the images, DICOM
standards have been considered. DICOM supports integration of imaging equipment
from different manufacturers to support a range of modalities, as well as computed
radiography and digitized film radiographs. DICOM conforms to international stan-
dard in the market [51].

Preprocessing

At the image processing server, the data collected includes Electronic medical
records of patients which consists of patients examination findings (identification,
demographic and medical information) along with mammographic images.
Frequently, the information collected will not be in a format ready for analysis [52].
Preprocessing is the primary step in many systems in medical image segmentation
and analysis. During image acquisition, different visual angles of patients cause
bright speckles to spread over the image i.e. inhomogeneous background. These
images are also corrupted during transmission. The task of image preprocessing is
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to enhance the quality of the image and to reduce speckle without destroying the
important features of mammographic images for diagnosis. A series of preprocess-
ing steps are proposed in order to obtain a high-resolution mammographic image,
which can be used for further analysis and diagnosis.

Highly efficient preprocessing techniques, listed below are applied.

1. Wavelet-based denoising by fixing an optimum threshold value based on subband
characteristics.
2. Wavelet-based interpolation to enhance the quality of the low-resolution images.

Image Segmentation

The preprocessed that is denoised and enhanced images are further segmented using
region growing segmentation technique and morphological operations. Morpholog-
ical operations try to simplify the image by preserving the important characteristic
of an image. A morphological transformation would satisfy the basic principles like
invariability to translation and scaling, and possess local knowledge. It is also worth
to note that the transformation would not cause any abrupt changes. Minkowskis
algebraic operations like vector addition and subtraction are called as dilation and
erosion. Hit or miss operation is another morphological transformation used to find
local patterns of pixels in an image. When an image is transformed using erosion fol-
lowed by dilation operations, a new morphological transformation known as opening
is evolved. Dilation followed by erosion is called closing [53].

Top-hat filtering or transformation is a tool to extract the object from the image
even when the background is dark. Bottom hat filter or transformation is applied
when the object is dark and the background is bright [53].

Features from the preprocessed mammographic images are extracted by

» Applying Top-Hat morphological operation
» Region Growing based segmentation techniques

The acquired mammographic images are preprocessed using wavelet-based
denoising and converted to grayscale. Further, the image is enhanced using our pro-
posed wavelet based interpolation techniques to clearly identify the region of interest
using top-hat morphological transformation. The resultant image is segmented using
region growing method. The features like area and volume of the tumor is computed
from the segmented region mammographic image.

Area = [bwarea(' segmented_binary_image’) * 0.035 % 0.034] cm? (11)
Volume = [Area % 0.5] cm® (12)
The features area and volume are sent to the classification algorithm to classify

the sample as benign, malignant or normal.
Measuring a tumor mass is one of the most tedious tasks for most radiologists.
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Classification

In this study, several machine learning algorithm such as Neural Networks, J48 Deci-
sion Trees, Random Forest and K- Nearest Neighbor are applied on the extracted
features by segmentation technique to classifying the tumor into Benign, Normal,
and Malignant.

The mammographic clinical descriptors considered for classification are

« Area: the number of pixels in the tumor region

e Volume: For volume computation, the shape of the tumor nodules was approxi-
mated to an ellipsoid

« Radius:Approximate radius (in pixels) of a circle enclosing the abnormality

« Background Tissue: Fatty, Fatty-glandular, Dense-glandular

» Centroid: x and y image coordinates of center of abnormality

» Edges or boundaries of abnormality: Calcification, circumscribed masses, Spicu-
lated masses, ill-defined masses, Architectural distortion, Asymmetry, Normal

Nonclinical descriptors such as Imageld and Patient Id are also included.

In total, nine features are considered to measure the severity of abnormality such
as Benign, Normal, or Malignancy of Mammographic images, a matrix data is cre-
ated and fed into the classification algorithms for training and testing.

Data Visualization: Reports are generated by applying data visualization techniques
and sent to Web User Interface at the Web Server. People diagnosed with diabetic
retinopathy and glaucoma are directed for further treatment through our web-based
user interface and mobile app which can be accessed from any part of the world. The
report will direct them for further treatment.

Web Server: A Mammographic File Accessing System (MFAS) is designed which
is based on Web User Interface, the MFAS consist of two groups of users Group 1
are patients and Group 2 consists of medical experts. In our proposed approach, first
the user has to authenticate with username and password. Once authenticated, user
will be allowed to enter the patientld and request for information, the request will
be transferred to Computing Center which consists of Image processing and Data
Analytics server, the request will be processed and response will be returned back
to user, users will be able to view patients information such as patient report, which
states the number of true positive rate and true negative rate, severity of abnormality
such as Benign, Malignant, or Normal and advise them for further treatment. Medical
experts will be authorized to view the report as well as the mammographic images, as
the resultant image is of much higher resolution with fine details and more accurate
because of machine prediction, it will be very helpful for the medical experts for a
proper treatment recommendation.

Mobile App: A Mobile App is also designed for the Mammographic File Accessing
System, through which patients can be notified by sending notification alerts which
will be transmitted wirelessly.

Hence, our proposed telemammography system will be highly efficient in early
detection and prevention of breast cancer which is a major cause of mortality in
women in rural areas.
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7 Implementation and Results

Mammographic Image Analysis Society (MIAS) database has been used in this
research. The database contains 322 digitized mammograms. The database has been
reduced to a 200 micron pixel edge and padded/clipped so that all the images are
1024 x 1024 [54].

Our proposed algorithm for detection and classification of severity of tumor in
mammographic images consists of following steps.

1. Apply forward Discrete Wavelet Transform (DWT) to the low-resolution mam-
mogram images to a specified number of levels. At each level, one approximation,
i.e., LL subband and three detail subbands, i.e., LH, HL and HH coefficients are
obtained.

2. The wavelet decomposed image contains LL, LH, HL, and HH subbands.

(a.) Obtain the noise variance (o) using Eq.7, Sect.5.1 from our proposed
wavelet based denoising for LH, HL and HH subbands of level one.

Median|Y;|

o= Y.eLH,HL, HH

0.6745 Y

(b.) Compute Eq. 8, Sect. 5.1 and select the threshold (T) for LH, HL. and HH
subbands of level one.

T =0 — (|HM — GM|)
where

M2

TWM M1
Y X

)

HM (13)

and
M M #
GM = [H I1 g(m‘)] (14)
i=1 j=1

(c.) Denoise all the detail subband coefficients of level one (except LL) using
soft thresholding given in Eq. 6, Sect. 5.1 by substituting the threshold value
obtained in step (2b).

DX, T) = Sign(X) * max(0,X —T) (15)

[O8]

Apply inverse DWT to obtain a High-Resolution restored mammographic image.

4. Apply wavelet-based interpolation technique, discussed in Sect. 5.2 to obtain an
enhanced quality image.

5. Perform morphological top-hat filtering on the input image.
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Apply region growing Segmentation technique.

Extract the tumor masses.

Compute the Area and Volume of the tumor masses.

Apply Machine learning algorithm(Neural Networks, Random Forest, Decision
Trees and K-Nearest Neighbor) to classify the severity of the tumor into Benign,
Normal or Malignant.

e

7.1 Telemammography Image Results

The results for the three different cases of mammography images are shown below:
Case 1 (Fig. 7).
Case 2 (Fig. 8).
Case 3 (Fig.9).

(a)

Fig. 7 a Mammogram image b Preprocessed image ¢ Enhanced image d Segmented image with
malignant tumor
(b)

(a) (c) (d)

Fig. 8 a Mammogram image b Preprocessed image ¢ Enhanced image d Segmented image with
malignant tumor
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(a) (b) (c) (d)

Fig. 9 a Mammogram image b Preprocessed image ¢ Enhanced image d Segmented image with
benign tumor

7.2 Classification Results

Four different machine learning techniques were used to classify the mammography
images into Benign, Normal, and Malignant class. The validation of the classifiers
was performed using 10-fold cross-validation technique, in 10-fold cross validation,
the original sample is randomly partitioned into 10 equal size subsamples. Of the 10
subsamples, a single subsample is retained for testing the model, and the remaining
nine(10 — 1) subsamples are used for training the data. The cross-validation process
is then repeated 10 times (the folds), with each of the 10 subsamples used exactly
once as the validation data. The 10 results from the folds will then be averaged to
produce a single estimation.

Classification Results using Neural Networks, K-NN, Random Forest, and Deci-
sion Trees are discussed in sections to follow

(i) Neural Networks based Classification

Table 1 Classification results using multilayer perception neural network (MLP NN) for Mam-
mogram images

Stratified cross validation

Correctly classified instances 158
Accuracy 96.9325%
Incorrectly classified instances 5
Accuracy 3.0675%
Kappa statistic 0.9422
Mean absolute error 0.0264
Root mean squared error 0.1387
Relative absolute error 7.423%
Root relative squared error 32.9795%
Total number of instances 163
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Table2 Confusion matrix of classification using multi-layer perception neural network (MLP NN)
for mammogram images

Benign Normal Malignant j— classified as
33 0 3 Benign

103 0 Normal
2 0 22 Malignant

We considered using only one layer as a hidden layer in this network since almost all
applications perform well using single-hidden layer MLPNN classifiers. The number
of input and output neurons in input and output layers were set to 9 and 3 with respect
to the number of features and the number of result values (class labels). In order to
choose the optimal number of hidden neurons, we checked the accuracy and MSE
of this classifier for different numbers of hidden neurons for the training set (Tables
1 and 2).

Classification Results:

Time taken to build model: 156.49 s
Test mode: 10-fold cross validation

(ii) K-Nearest Neighbor

In this classifier, the Euclidean function is used as a distance measurement for cal-
culating the distance between a new instance and the training instances. In order to
choose an optimal K parameter value for this classifier, the accuracy and the mean
square error of K-NN for different K values (the number of neighbors) is calculated.
The 10-fold cross-validation technique was used for this calculation. K = 3 is the best
choice for the parameter k as accuracy is maximum and mean squared error (MSE)

Table 3 Classification results using K-Nearest Neighbor (K = 3) for Mammogram images

Stratified cross validation

Correctly classified instances 153
Accuracy 93.865%
Incorrectly classified instances 10
Accuracy 6.135%
Kappa statistic 0.8837
Mean absolute error 0.0508
Root mean squared error 0.1781
Relative absolute error 14.2777%
Root relative squared error 42.3423%
Total number of instances 163
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Table 4 Confusion matrix of classification using K-Nearest Neighbor (K = 3) for Mammogram
images

Benign Normal Malignant j— classified as
31 0 5 Benign

0 103 0 Normal

4 1 19 Malignant

is minimum at this point. The accuracy of the K-NN hypothesis was tested with the
test set. The results are presented in Tables 3 and 4.

Classification Results:

Time taken to test model on training data: 0.01 s
Test mode: 10-fold cross validation

(iii) Random Forest based Classification

In random forest, n-decision trees were generated for our dataset using random
selected attributes. The value of n was fixed after multiple trials and when the accu-
racy value starts to get stabilized. Random forest classifier was tested using n-trees
equal to 100, 200, 300, respectively (Tables 5 and 6).

Classification Results

Bagging with 200 iterations and base learner
Time taken to build model: 0.16 s
Test mode: 10-fold cross validation

Table 5 Classification results using Random Forest- Mammogram images

Stratified cross validation

Correctly classified instances 154
Accuracy 94.4785%
Incorrectly classified instances 9
Accuracy 5.5215%
Kappa statistic 0.8944
Mean absolute error 0.208
Root mean squared error 0.2584
Relative absolute error 58.5022%
Root relative squared error 61.4298%
Total number of instances 163
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Table 6 Confusion matrix of classification using Random Forest for Mammogram images

Benign Normal Malignant j— classified as
31 1 4 Benign

0 103 0 Normal

2 2 24 Malignant

(iv) J48- Decision Trees based Classification

The Java implementation of the C4.5 decision tree classifier is called J48. Default
parameters in WEKA for J48 are used in this evaluation. The results are provided in

Tables 7 and 8.

Classification Results:

Time taken to build model: 0.01 s
Test mode: 10-fold cross validation

Table 7 Classification results using Decision Trees—Mammogram images

Stratified cross validation

Correctly classified instances 156
Accuracy 95.7055%
Incorrectly classified instances 7
Accuracy 4.2945%
Kappa statistic 0.9186
Mean absolute error 0.0403
Root mean squared error 0.1571
Relative absolute error 11.3393%
Root relative squared error 37.3594%
Total number of instances 163

Table 8 Confusion matrix of classification using Decision Trees— Mammogram images

Benign Normal Malignant j— classified as
32 1 3 Benign

103 0 Normal
3 0 21 Malignant
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Fig. 10 Confusion matrix
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7.3 Performance of Classification Results

Experiments were performed on 163 MIAS database with nine descriptors. Ten-
fold cross-validation technique (66% is used for Training and 34% for testing) was
performed on different classification algorithms such as Multilayer Perceptron Neural
Network (MLP NN), K-Nearest Neighbor, Random Forest and Decision Trees.

After applying different machine learning techniques to the training and testing
data using 10-fold cross validation, the performance of different classifiers was eval-
uated using confusion matrix data. A confusion matrix is a tabular representation
that provides classifiers performance based on the correctly and incorrectly predicted
benign or malignancy cases shown in Fig. 10.

In General

True positive = correctly identified
False positive = incorrectly identified
True negative = correctly rejected
False negative = incorrectly rejected

Accuracy, Sensitivity, Specificity, and Precision are used in order to measure the
performance of each classifier where:

1. Accuracy: is the percentage of correct predictions. On the basis of Confusion
Matrix, it is calculated by using the below equation

Accuracy = TP+ FP) (16)
(TP + FP+ TN + FN)

2. Sensitivity (Recall): is the ability of a test to correctly identify those with the
disease. Sensitivity is measured using the equation

Sensitivity = ﬁ (17)
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3. Specificity: is the ability of the test to correctly identify those without the disease.
Specificity is measured using the equation

g IN
Speczﬁctty = m (18)

4. Precision: is also called positive predictive value, that is retrieved instances that
are relevant of positive predictive value. It is measured using the equation

Precision = _Ir (19)
(TP + FP)

7.4 Comparative Analysis of Different Classifiers for
Mammogram Images

The performance of the classifiers has been measured by considering Accuracy,
Specificity, Sensitivity, Mean Absolute Error, Precision, and Time.

After running the different classifiers on the training and testing dataset, the con-
fusion matrix was generated using cross-validation technique to reflect the TP, TN,
FP, and FN. However, the classifiers performance can be measured and evaluated
by accuracy, precision, sensitivity and specificity for selected features. The values
generated from the confusion matrix of each classifiers are used to calculate the
accuracy, precision, sensitivity and specificity.

A summary of classifiers performance in terms of Accuracy, Sensitivity, Speci-
ficity, Precision, Mean Square Error and Time is shown in Table 9. Accuracy value
represents the total number of correct predictions made by the classifier. According
to the analysis, Decision Trees has the highest accuracy when compared to other
classifiers. Higher sensitivity represents the higher ability of the corresponding clas-
sifier to recognize patients with Malignant tumor which helps the physician in accu-
rate diagnosis of the tumor, whereas higher specificity describes a higher ability of

Table 9 Comparative analysis of different classifiers for mammogram images

Classifier Accuracy Sensitivity | Specificity | Mean Precision Time (s)

(%) Square

Error

MLPNN 96.93 98.13% 98.42% 0.1387 98.75% 156.49
K-NN 93.865 96.83 96.85 0.178 97.45 0.01
Random 94.47 96.93% 97.72% 0.2584 98.75% 0.16
forests
Decision 97.70 88.88% 97.63% 0.1571 91.4% 0.01
trees
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Fig. 11 Comparative analysis of different classifiers

the classifier to identify patients without a disease i.e. benign tumor or normal cases.
Multi Layer Perceptron Neural Network has the highest Sensitivity and Specificity
i.e. is the ability to correctly identify Malignant and Benign cases. Although in most
applications, accuracy is used to evaluate models performance, in medical appli-
cations sensitivity and specificity are also more important. The reason behind their
importance is their power in detecting how likely will the classifier decide if a patient
suffer from benign or malignant tumor.

Precision refers to the level of measurement and exactness of description in mam-
mographic images. Therefore, in our results, the optimal classifier is Multilayer Per-
ceptron Neural Network(MLP NN) then followed by Random Forest and K-NN.

MLP Neural Network also has the Least Mean Square Error compared to Decision
trees, K-NN and Random forests.

From the Table 9, it is evident that Multilayer Perceptron Neural Network has
the highest Sensitivity, Specificity, and Precision with least MSE compared to other
classifiers, Hence MLP NN can be considered as the best classifier for detecting
malignant and benign tumors (Fig. 11).

8 Conclusion

This pilot research demonstrates the efficient use of technology in telehealth mon-
itoring and telemammography in a collaborative and community practice, is a fea-
sible solution and will improve access to the quality of healthcare services. Tele-
health will reduce emergency departmental visits and hospital stays, and increases
patient satisfaction and quality of life. Our studies have focussed on the use of tele-
health for telemammography. As a result, a new framework for telemammography is
introduced which is based on image processing and machine learning techniques to
achieve better performance in terms of accuracy and precision. Furthermore, the pro-
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posed approach can be helpful to improve the physician’s ability to detect and analyze
pathologies leading for more reliable diagnosis and treatment of breast cancer.

References

1. Telemedicine—Remote Patient Monitoring Systems. http://www.aeris.com/for-enterprises/
healthcare-remote- patient-monitoring (n.d.)

2. Telehealth and Remote Patient Monitoring for Long-Term and Post-Acute Care: A Primer and
Provider Selection Guide 2013 (Rep.) (2013)

3. Li, Y., Chen, H.: A survey of computer-aided detection of breast cancer with mammography.
J. Health Med. Inform. 7(4), (2016). doi:10.4172/2157-7420.1000238

4. Su, Y.: Automatic detection and classification of breast tumors in ultrasonic images using
texture and morphological features. Open Med. Inform. J. 5(1), 26-37 (2011). doi:10.2174/
1874431101105010026

5. Nascimento, C.D., Silva, S.D., Silva, T.A., Pereira, W.C., Costa, M.G., Filho, C.F.: Breast
tumor classification in ultrasound images using support vector machines and neural networks.
Res. Biomed. Eng. 32(3), 283-292 (2016). doi:10.1590/2446-4740.04915

6. Wahdan, P., Saad, A., Shoukry, A.: Automated breast tumour detection in ultrasound images
using support vector machine and ensemble classification. J. Biomed. Eng. Biosci. 3 (2016).
ISSN: TBA, DOI: TBA (Avestia Publishing)

7. Abdelwahed, N.M.A., Eltoukhy, M.M., Wahed, M.E.: Computer aided system for breast can-
cer diagnosis in ultrasound images. J. Ecolog. Health Environ. J. Eco. Heal. Env. 3(3), 71-76
(2015)

8. Digital Health in Canada—Canada Health Infoway. https://www.infoway-inforoute.ca/en/
home/193-consumer-e-services (n.d.)

9. Niewolny, D.: How the Internet of Things Is Revolutionizing Healthcare, White Paper (2013)

10. Sebastian, S., Jacob, N.R., Manmadhan, Y., Anand, V.R., Jayashree, M.J.: Remote Patient
Monit. Syst. Int. J. Distrib. Parallel Syst. 3(5), 99-110 (2012). doi:10.5121/ijdps.2012.3509

11. Telemedicine in women’s health care. http://www.physicianspractice.com/blogs/telemedicine-
women%E2%80%99s-health-care (n.d.) (2011)

12. Ladyzynski, P., Wojcicki, J.M., Krzymien, J., Blachowicz, J., Jozwicka, E., Czajkowski, K.,
Janczewska, E., Karnafel, W.: Teletransmission system supporting intensive insulin treatment
of out-clinic type 1 diabetic pregnant women. Technical assessment during 3 years application.
Int. J. Artif. Organs 24, 15763 (2001)

13. Breast cancer statisticsl: World Cancer Research Fund International (n.d.)

14. GLOBOCAN Cancer Fact Sheets: Cervical cancer. http://globocan.iarc.fr/old/FactSheets/
cancers/cervix-new.asp (n.d.)

15. The state of oncology. Int. Prev. Res. Inst. http://www.i-pri.org/oncology2013 (2013) (n.d.)

16. Liyakathunisa, Kumar, C.N.R.: A novel and efficient lifting scheme based super resolution
reconstruction for early detection of cancer in low resolution mammogram images. Int. J. Bio-
metr. Bioinf. (IJBB), 5(2), 53-75 (2011)

17. Santra, A.K., Singh, W.J., Arul, D.: Pixcals statistical based algorithm to detect microcalcifi-
cations on mammograms. Int. J. Comput. Intell. Res. 6(2), 275-288 (2010)

18. Basha, S.S., Prasad, K.S.: Automatic detection of breast cancer mass in mammograms using
morphological operators and fuzzy c-means clustering. J. Theor. Appl. Inf. Technol. (2009)

19. Global cancer rates could increase by 50% to 15 million by 2020. http://www.who.int/
mediacentre/news/releases/2003/pr27/en/ (n.d.)

20. Smith R.A.: Epidemiology of breast cancer categorical course in physics. Tech. Aspects Breast
Imaging. Radiol. Sco. N. Amer. 21-33 (1993)

21. Shapiro, S., Venet, W., Strax, P., Venet, L., Roester, R.: Ten-to fourteen year effect of screening
on breast cancer mortality. JNCL 69, 349 (1982)


http://www.aeris.com/for-enterprises/healthcare-remote-patient-monitoring
http://www.aeris.com/for-enterprises/healthcare-remote-patient-monitoring
http://dx.doi.org/10.4172/2157-7420.1000238
http://dx.doi.org/10.2174/1874431101105010026
http://dx.doi.org/10.2174/1874431101105010026
http://dx.doi.org/10.1590/2446-4740.04915
https://www.infoway-inforoute.ca/en/home/193-consumer-e-services
https://www.infoway-inforoute.ca/en/home/193-consumer-e-services
http://dx.doi.org/10.5121/ijdps.2012.3509
http://www.physicianspractice.com/blogs/telemedicine-women%E2%80%99s-health-care
http://www.physicianspractice.com/blogs/telemedicine-women%E2%80%99s-health-care
http://globocan.iarc.fr/old/FactSheets/cancers/cervix-new.asp
http://globocan.iarc.fr/old/FactSheets/cancers/cervix-new.asp
http://www.i-pri.org/oncology2013
http://www.who.int/mediacentre/news/releases/2003/pr27/en/
http://www.who.int/mediacentre/news/releases/2003/pr27/en/

182

22.

23.

24.

25.

26.

217.
28.

29.

30.

31

32.

33.

34.

35.

36.

37.

38.

39.
40.

41.
42.

43.
44,

45.

L. Syed et al.

Phadke, A.C., Rege, P.P.: Fusion of local and global features for classification of abnormality
in mammograms. Sadhana 41(4), 385395 (2016) (India Academy of Sciences)

Faridah, Y.: Digital versus screen film mammography: a clinical comparison. Biomed. Imaging
Interv. J. (2008)

Patterson, S.K., Roubidoux, M.A.: Update on new technologies in digital mammography. Int.
J. Womens Health 6, 781788 (2014)

Patil, K.K., Ahmed, S.T.: Digital telemammography services for rural India, software com-
ponents and design protocol. In: 2014 International Conference on Advances in Electronics
Computers and Communications (2014). doi: 10.1109/icaecc.2014.7002442

Sheybani, E., Sankar, R.: Survey of telemedicine teleradiology/telemammography network
architectures. SPIE J. Electron. Imaging 2 (2001)

Breast Cancer Information and Awareness. http://www.breastcancer.org/ (n.d.)

Sheybani, E.: ATMTN: a test-bed for a national telemammography network. Iran. J. Electr.
Comput. Eng. 1(1) (2002) (Winter-Spring)

Neri, E., Thiran, J., Caramella, D., Petri, C., Bartolozzi, C., Piscaglia, B., Macq, B., Duprez,
T., Cosnard, G., Maldague, B., Pauw, J.D.: Interactive DICOM image transmission and tele-
diagnosis over the European ATM network. IEEE Trans. Inf. Technol. Biomed. 2(1), 35-38
(1998). doi:10.1109/4233.678534

Dixon, B.E., Hook, J.M., McGowan, J.J.: Using Telehealth to Improve Quality and Safety:
Findings from the AHRQ Portfolio (Prepared by the AHRQ National Resource Center for
Health IT under Contract No. 290-04-0016). AHRQ Publication No. 09-0012-EF. Rockville,
MD: Agency for Healthcare Research and Quality (2008)

Rafalski, E.M.: Health Insurance Portability and Accountability Act of: HIPAA. Encycl.
Health Serv. Res. (1996) (n.d.). doi:10.4135/9781412971942.n180

Kumar, M., Wambugu, S.: A Primer on the Security, Privacy, and Confidentiality of Electronic
Health Records. MEASURE Evaluation, University of North Carolina, Chapel Hill, NC (2015)
Overhage, J.M., Aisen, A., Barnes, M., Tucker, M., McDonald, C.J.: Integration of radi-
ographic images with an electronic medical record. Proc. AMIA Symp. 513-7 (2001)
Kohavi, R., Provost, F.: Glossary of terms. Mach. Learn. 30(2/3), 271-274 (1998). doi:10.
1023/a:1017181826899

Machine Learning: What it is and why it matters. http://www.sas.com/en_us/insights/analytics/
machine-learning.html (n.d.)

Singh, B.K., Verma, K., Thoke, A.: Adaptive gradient descent backpropagation for classifi-
cation of breast tumors in ultrasound imaging. Procedia Comput. Sci. 46, 1601-1609 (2015).
doi:10.1016/j.procs.2015.02.091

Bruijne, M.D.: Machine learning approaches in medical image analysis: from detection to diag-
nosis. Med. Image Anal. 33, 94-97 (2016). doi:10.1016/j.media.2016.06.032

Costin, H., Rotariu, C.: Medical image processing by using soft computing methods and infor-
mation fusion. In: Recent Researches in Computational Techniques, Non-Linear Systems and
Control (2011)

Dougherty, G.: Introduction. In: Medical Image Processing Biological and Medical Physics,
Biomedical Engineering, vol. 1-4, (2011). doi: 10.1007/978-1-4419-9779-1_1

Dogra, A., Goyal, B.: Medical image denoising. Austin J. Radiol. 3(4), 1059 (2016)
Gonzalez, R.C., Woods, R.E.: Digital Image Processing, 3rd edn. Prentice-Hall (2008)
Liyakathunisa, Kumar, C.N.R.: A novel and robust wavelet based super resolution reconstruc-
tion of low resolution images using efficient denoising and adaptive interpolation. Int. J. Imag.
Process. IJIP, CSC J. Publ. 4(4), 401-420 (2010). ISSN: 1984-2304

Filter2: https://www.mathworks.com/help/images/ref/medfilt2.html (n.d.)

Liyakathunisa, Kumar, C.N.R.: A novel and efficient lifting scheme based super resolution
reconstruction for early detection of cancer in low resolution mammogram images. Int. J. Bio-
metr. Bioinform. (IIBB) 5(2) (2011)

Chang, S.G., Yu, B., Vattereli, M.: Adaptive Wavelet Thresholding for Image denoising and
compression. In: Proceedings of IEEE, Transaction on Image Processing, vol. 9, pp. 1532—
15460 (2000)


http://dx.doi.org/10.1109/icaecc.2014.7002442
http://www.breastcancer.org/
http://dx.doi.org/10.1109/4233.678534
http://dx.doi.org/10.4135/9781412971942.n180
http://dx.doi.org/10.1023/a:1017181826899
http://dx.doi.org/10.1023/a:1017181826899
http://www.sas.com/en_us/insights/analytics/machine-learning.html
http://www.sas.com/en_us/insights/analytics/machine-learning.html
http://dx.doi.org/10.1016/j.procs.2015.02.091
http://dx.doi.org/10.1016/j.media.2016.06.032
http://dx.doi.org/10.1007/978-1-4419-9779-1_1
https://www.mathworks.com/help/images/ref/medfilt2.html

Telemammography: A Novel Approach for Early Detection of Breast Cancer ... 183

46.

47.

48.

49.

50.

S1.

52.

53.

54.

Mohiden, S.K., Perumal, S.A., Satik, M.M.: Image Denoising using DWT. IJCSNS Int. J. Com-
put. Sci. Netw. Secur. 8(1) (2008)

Gnanadurai, D., Sadsivam, V.: An efficient adaptive threshoding technique for wavelet based
image denoising. IJSP 2 (2006)

Donoho, D.L., Stone, .M.J.: Adapting to unknown smoothness via wavelet shrinkage. J. Am.
Assoc. 90(432), 1200-1224 (1995)

Jiji, C.V., Chaudhuri, S.: Single-frame image super-resolution through contourlet learning.
EURASIP J. Adv. Signal Process. 2006, 1-12 (2006). doi:10.1155/asp/2006/73767

Sonka, M., Hlavac, V., Boyle, R.: Digital Image Processing and Computer Vision. Cenage
Learning (2008)

Patil, K.K., Ahmed, S.T.: Digital telemammography services for rural india, software com-
ponents and design protocol. In: IEEE International Conference on Advances in Electronics,
Computers and Communication (2014)

Challenges and Opportunities with Big Data, White paper
https://www.quora.com/Why-use-the-top-hat-and-black-hat-morphological-operations-in-
image-processing

Suckling, J., Parker, J., Dance, D.R.: The mammographic image analysis society digital mam-
mogram database. Exerpta Medica Int. Congr. Ser. 1069, 375-378 (1994)


http://dx.doi.org/10.1155/asp/2006/73767
https://www.quora.com/Why-use-the-top-hat-and-black-hat-morphological-operations-in-image-processing
https://www.quora.com/Why-use-the-top-hat-and-black-hat-morphological-operations-in-image-processing

Image Processing in Biomedical Science

Lakshay Bajaj, Kannu Gupta and Yasha Hasija

Abstract Images have been of utmost importance in the life of humans as vision is
one of the most important sense, therefore, images play a vital role in every indi-
vidual’s perception. As a result, image processing from its very first application in the
1920s to till date has advanced many folds. There are various fields in which image
processing flourished but one of the major and upcoming field is Medical Science.
There has been a dramatic expansion in Medical Image Processing in last two decades
due to its ever-increasing and non-ending applications. The main reason that the field
evolved in such short time is because of its interdisciplinary nature, it attracts expertise
from different background like Computer Science, Biotechnology, Statistics,
Biology, etc. Computerised Tomography (CT), Positron Emission Tomography
(PET), Magnetic Resonance Imaging (MRI), X-Ray, Gamma Ray, and Ultrasound are
some of the commonly used medical imaging technologies used today. The rush in the
development of new technology demands to meet the challenges faced such as—how
to improve the quality of an image, how to automate medical imaging and predictions,
and how to expand its reach to all medical fields. The sole and only purpose of this
chapter is to provide an introduction to medical image application and techniques so
that more interest can be developed for further research in the same field.

1 Introduction

The term image processing, in general, refers to the processing of images using
mathematical operations where input can be an image, series of images, videos, or
even video frames. When we refer to image processing, generally we refer to digital
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image processing but two other types are also possible, i.e. analog and Optical
image processing. Image processing has advanced many folds in the last decade.

1.1 History

Historical roots of the digital signal processing go way back to the
twenty-fifth-century BC and are related to the ‘Palermo stone’ with earliest records
of Nile’s floods observed on the time base of 12 months. Processing of these
records was concentrated on the prediction of floods fundamental for watering fields
[1].

The scientific essentials of digital image processing techniques depend on
numerical investigation that blocks the innovation of present day computers by
numerous hundreds of years utilising works of eminent mathematicians including
that of Isaac Newton (1643-1727), Joseph Louis Lagrange (1736-1813), and
Leonhard Euler (1707-1783). The framework hypothesis presented amidst the
nineteenth century incorporating thoughts of Gottfried Wilhelm Leibnitz (1646—
1716), and Carl Friedrich Gauss (1777-1855) organised together are currently one
of the fundamental scientific instruments [1].

The maiden utilisation of digital picture started in the daily paper industry, as
pictures were sent by an undersea submarine link between London and New York.
The Bartlane cable picture transmission framework was presented in the 1920s
which diminished the time contrasted with the time required before to transport a
photo over the Atlantic from over 7 days to under 3 h. Specific printing equipment
coded pictures for connect transmission and after that recreated them at the recipient
end. The pictures were transmitted in this way and recreated on a broadcast printer
that was fitted with typefaces reproducing a halftone design. Initially, there were
some problems that appeared in improving the visual quality of these digital
images, some of them being the selection of printing procedures and how the
intensity level can be distributed. The methods that were used to print these early
images were discarded by the end of 1921 for a technique that was based on
photographic projection built from perforated tapes at the telegraphic receiving end.
The Bartlane system’s competency was increased by 15 times in the year 1929 [2].

The examples mentioned above only involve digital images but are not con-
sidered results of digital image processing as computer were not used for the
production of these images. Digital Image Processing is solely dependent on the
development of computers because of the need of high storage and computational
powers. Table 1 shows how the advancement of computer took place over the time.
In the late 1960s and early 1970s, the medical field began to use the digital image
processing. Johann Karl (1887-1956) was the first researcher who laid the foun-
dation of computer tomography which completely opened the gate of digital image
processing for the medical field. In the medical field, images obtained are used for
research purposes and for extracting information about the various biological
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changes taking place below the skin or may be on the skin. Therefore, it helps in
determining an unsure disease making diagnoses a bit more uncomplicated or
straightforward. The development of new and better medical imaging technologies
like Computerised Tomography (CT), Positron Emission Tomography (PET),
Magnetic Resonance Imaging (MRI), and much more have certainly revolutionised
this field.

2 Applications in Biomedical Science

Medical imaging is widely used in medical science for determination of the internal
structures of the human body and diagnosis of diseases. The internal part of the
body can be touched without actually having to open the body [3]. Hence, medical
imaging is important for the detection and assessment of the treatment of a disease.
The various techniques for medical imaging include- X-ray imaging, Gamma ray
imaging, Ultrasound, Computes Tomography (CT) Scanner, PET (Positron
Emission Tomography) and Magnetic Resonance Imaging (MRI) (Fig. 1) [4].

2.1 X-Ray Imaging

Nowadays, X-ray imaging is the most common and one of the oldest imaging
technique used for clinical purposes. X-Rays can penetrate the human body, and so

Fig. 1 The various
techniques for medical
imaging include- X-ray
imaging, gamma ray imaging,
ultrasound, Computes
Tomography (CT) scanner,
PET (Positron Emission Magnetic
Tomography) and Magnetic Resonance
Resonance Imaging (MRI) Imaging

X-Ray
Imaging

Gamma Ray
Imaging

Medical
Imaging

Positron
Emission
Tomography

Computed
Tomography
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Imaging




188 L. Bajaj et al.

are used to detect the anatomical structure of the body. X-Rays are generated when
high-speed electrons interact with heavy atoms like tungsten. The resultant loss of
energy produces X-ray photons. X-rays are electromagnetic waves whose wave-
length varies between 0.01 and 10 nm. Since these rays have a short wavelength,
they can easily penetrate and transmit through the human body. Usually, X-rays
having wavelength in the range of 0.01 and 0.1 nm are used for diagnostic appli-
cations as they have lower energy while the ones with higher energy are used for
therapeutic purposes [4]. X-rays are generated in a scattered manner, which are
made to pass through a narrow X-ray tube, consisting of an anode and a cathode, to
produce a concentrated beam of X-ray radiation. The radiation beam is concentrated
over a particular part of the body which needs to be scanned [2]. The X-rays
penetrate through the body and undergo absorption and scattering as they pass
through the body.

Different tissues of the body absorb different amount of X-rays depending on
their density, resulting in a variation in the intensity of the radiation escaping from
different locations of the body. The variation is determined by subtracting the
emitted radiation from the body with the X-ray radiation passed through the body.
This intensity variation is scanned and recorded on a radiographic film to produce
an X-ray radiograph (an image that is produced on a fluorescent screen or a pho-
tographic film). In this way, the 3D (three-dimensional) internal structure of the
human body is recorded on a film as its 2D (two-dimensional) projection [4].

The X-ray imaging technique is generally used for the clinical diagnosis of
bones. It is the most commonly used imaging technique as it has a low cost and is
easier to implement. It also has certain drawbacks such as the final image would be
incomprehensible if there is an uneven distribution of the radiation intensity on the
subjected body part [5].

2.2 Gamma Ray Imaging

Gamma ray imaging, also known as SPECT (Single-Photon Emission Computed
Tomography), is widely used in nuclear medicine and astronomical studies. In
nuclear medicine, it is used to produce 3D images of organs and even the entire
human body [6]. Gamma rays are produced by the decay of radioactive isotopes
such as Potassium-40, Thallium-201, Iodine-123, and Gallium-68. An unstable
nucleus goes to a stable state by releasing nuclear energy and emitting photons such
as gamma photons, alpha, and beta particles [7]. This generation of gamma photons
is known as gamma decay given by the (Eq. 1).

XA — %A+ GammaRays, (1)

where A is a radioactive element, X is the total number of nucleons, and Y is the
number of protons.
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In this imaging system, the patient is injected with a gamma-emitting
radioisotope into its blood stream through the use of radiopharmaceutical drugs.
This is absorbed by the tissues and result in the emission of gamma rays. These rays
transmit through the body and are then detected by the gamma ray detectors that are
surrounding the patient. SPECT imaging is executed by using gamma camera (or
scintillation camera), which provides 2D images of a 3D structure [6]. Multiple 2D
images or projections are acquired from different gamma ray detectors placed at
different angles to the body. A tomographic reconstruction algorithm is then used to
produce a 3D view of the body [7].

Gamma ray imaging is a low-cost technique but produces poor quality images
because of scattering problems. It is used to detect the location of bone pathologies
such as tumours or diseases, cardiovascular problems, and thyroid [2].

2.3 Positron Emission Tomography (PET)

Like gamma ray imaging, PET is also a radionuclide imaging technique. In this
imaging method, beta decay (a type of radioactive decay) of radioisotopes is taken
into use. Beta decay produces positrons or beta particles having a positive charge.
A significant amount of kinetic energy is also released along with the positron.
Examples of positron emitting radioisotopes are Oxygen-15, Nitrogen-13,
Carbon-11, and Fluorine-18 [8]. Most of these isotopes have relatively short
half-lives due to which the execution of this technique needs to be done as fast as
possible. The beta decay is given (Eq. 2).

$A = $A + Positrons, (2)

where A is a radioactive element, X is the total number of nucleons, and Y is the
number of protons.

As the positron travels, it loses its kinetic energy and slows down. It ultimately
collides with a neighbouring electron. They annihilate each other to produce two
gamma ray photons having 511 keV energy (Eq. 3) [7].

e” +et -2y (3)

The two gamma photons are emitted in opposite directions, i.e. 180° apart from
each other. Hence, it is possible to locate their source through a straight line of
coincidence also known as Line of response.

PET follows the same procedure as SPECT, with a difference that gamma rays
are generated indirectly by positron emitting radioisotopes. The two gamma pho-
tons can be detected by scintillation cameras within a small time frame also known
as coincidence detection. Therefore, the source location and distribution can be
determined through image reconstruction algorithms by detecting multiple coinci-
dences [7].
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The main feature of PET is that it can retrieve both the functional and the
metabolic information of the tissue which is possible because of the unique inter-
action of the positron with the tissue’s material. PET is well suited for monitoring
the body at early stages of a disease [7]. PET imaging has the ability to detect many
types of cancer in a single experiment. Also, PET imaging using Fluorine-18 as a
radioisotope, which is the most commonly used isotope, has been useful in deter-
mining the metabolism and flow of blood in the tissue. This information is very
important for detecting the presence of tumours [9].

2.4 Ultrasound Imaging

Ultrasound imaging, which came up in the 1970s and 1980s, make use of ultra-
sound waves. A sound wave is a mechanical wave which causes back and forth
vibration of the particles in the elastic medium in which it is travelling. A sound
cannot propagate through vacuum as it does not have any particles [11]. Human
ears can detect only those sound waves that have a frequency in the range of
15-20 kHz. Thus, the sound waves with a frequency higher than 20 kHz are not
audible to humans. Such waves are known as ultrasound waves. The principle of
reflection, refraction, and super-position are followed by light as well as sound
waves. Therefore, when a sound wave is incident on a surface that marks the
change in medium, a part of it is reflected and the rest is transmitted to the second
medium at a different angle. The attenuation of a sound wave depends on the
various mechanical properties of the medium such as elasticity, viscosity, density
and scattering properties [10].

For generating ultrasound images, ultrasound waves are passed through the
patient’s body. A high-frequency (1-5 MHz) sound generating system transmits
ultrasound waves to the body. The system comprises a computer, a display and a
piezoelectric crystal-based transducer consisting of a sender and a receiver. The
ultrasound waves sent to the body undergo reflection and refraction when a change
of medium takes place between tissues, such as fluid and bone tissues. The reflected
waves or echoes are received by the receiver of the probe and are sent to the
computer, which calculates the distance of the tissue from the probe by using the
speed of sound in the tissue. This information is used to construct a
two-dimensional image of the tissue or organ [2].

Ultrasound imaging has most of its applications in medical science. It can be
used to obtain images of an unborn child from the mother’s uterus, but it can also be
misused to determine the sex of the unborn baby. It is also effectively used in the
imaging of anatomical structures, characterising tissues and measuring blood flow
in the body [10]. The major reasons for its success are features such as low cost,
safety and portability. Also, in certain imaging scenarios, it can generate images of
comparable quality to CT and MRI [11].
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2.5 Computed Tomography (CT)

The term tomography is made up of the Greek words fomos (i.e. a cut or a slice) and
graphein (i.e. to write). During the CT process, each image produced is a section or
a slice of an organ, bone or tissue of the body. These slices are the projections or the
two-dimensional views of the body generated by X-ray imaging. These 2D images
are taken at multiple angles around a single axis of rotation to produce a 3D view of
the body. This is a great advancement in the imaging techniques and is very useful
for certain scenarios, where a three-dimensional view is necessary such as detection
of 3D shape of a tumour for its diagnosis [12].

CT imaging technique follows the same basic principle as that of X-ray imaging.
X-rays are sent to the patient’s body, which travel through the body and are col-
lected by an array of detectors. The reconstruction algorithms are then used to
reconstruct a two-dimensional image of the body. A 3D image is reconstructed by
piling the 2D reconstructed images along the z-axis [12].

CT scan can be used to detect changes in the internal structure of lungs, to detect
a fracture in bones, and generate images of the heart and brain. It has also proven to
be very beneficial for cancer treatments by the following ways:

Helps in the diagnosis of a tumour

Determines the shape and size of the tumour
Provides data about the different stages of cancer
Helps in planning the appropriate treatment

Directs where to perform a biopsy procedure

Detects whether a treatment is effective

Detects the unusual growth or recurrence of a tumour.

CT imaging enables to acquire images in a short period of time [13]. The images
acquired are clear and have a high-contrast resolution. Also, it can capture almost
every area of the body, which allows the doctors to get a full body scan of the
patient. However, the X-rays generated during a CT scan are a form of ionisation
radiation which can be very harmful. These rays can damage the body cells
including DNA and cause cancer. Children are more sensitive to these radiations
than the adults. Thus, certain established guidelines need to be followed before
performing a CT scan [13].

2.6 Magnetic Resonance Imaging (MRI)

Like Computed Tomography, MRI is also a tomography technique that generates a
three-dimensional image of the anatomical structure of the body and therefore, it
provides both the structural and the functional information about the internal organs
and tissues. But, unlike Computed Tomography, it does not produce images based
on the transmission of radiations through the body. Instead, it works on the
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principle of a directional magnetic field associated with moving charged particles. It
is based on the nuclear magnetic resonance (NMR) property of some selected nuclei
in the matter of the body. Certain nuclei when placed in an external magnetic field,
emit and absorb radio frequency energy. Hydrogen atoms are most commonly used
in MRI as they are plenty of hydrogen atoms present in most living organisms,
particularly in the form of fat and water [12].

MRI produces good quality images that are rich in information. Certain
improvements have been made to MRI, by introducing MR Spectroscopy and
Functional Magnetic Resonance Imaging (fMRI). These provide effective means to
obtain local characteristic information about the functional behaviour of the organs
and tissues. Functional MRI can be used to determine the response of different parts
of the brain to a passive activity in an inactive state. For example, Functional MRI
can be used to obtain images of the brain through which the changes in the blood
flow when an acoustic signal is presented to the subject [12].

MRI is the most widely used imaging technique today for diagnosing brain
tumours. A brain tumour is a substance that is either formed due to an uncontrolled
growth of cells in the brain or spread from other organs having cancer. Detection of
a brain tumour in its early stage helps in determining a proper treatment such as a
surgery, chemotherapy, etc. MRI can also provide information about the shape and
size of the tumour in the brain [14].

A significant advantage of MRI is that it does not transmit any ionisation radiations
through the patient’s body, and so does not cause any harmful effect to the patient.
Another advantage is that it is fast and produces images with a very high spatial
resolution that are in the range of 1-0.01 mm. Therefore, it provides an effective
method for imaging the anatomical structures along with their functional character-
istics such as oxygenation and blood flow [15]. But, due to heterogeneity in the
magnetic field, deviation in temperature or motion of the tissue, noise can be intro-
duced to the MRI images. Thus, de-noising of the images becomes mandatory [14].

3 Techniques Used in Biomedical Science

3.1 Image Segmentation

Image segmentation is considered to be most crucial part of image processing.
Segmentation is nothing but the division of something into distinct parts or sections.
Therefore, image segmentation can be defined as subdividing an image into several
regions or objects until the region of interest is reached [16]. Many segmentation
methods have been developed over the time for medical imaging which has
tremendously changed the way of medicine, diagnosis and treatment. With the
advancement in imaging technique, it has become easier for the biologist to view a
variety of biological phenomenon or processes. The main purpose of image seg-
mentation is to provide better visual quality of image so that the process of
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detection can be more efficient and effective. However, medical image processing
may include more reasons such as:

Disease Diagnosis
Disease Progression
Quantification
Monitoring.

Glancing back at the historical backdrop of strategies and systems proposed with
regards to medical image segmentation, we can say that there is an incredible
change in such manner. With the progression of time, more viable and proficient
procedures have been discovered as appeared in (Fig. 2).

3.1.1 Edge Detection

Edge in an image is defined by pixel because an edge occurs where there is a sharp
change in the intensity or value of pixel [18]. For example, an image with black
filled circles on white background, an edge will be the periphery of the circle. Edge
detection is considered to be a full-fledged field in image processing for that reason
it is used as a base for other segmentation techniques [19]. Region boundaries and
edges are narrowly related because of which the edges recognised are sometimes
nebulous. So, the user needs to define the parameters of the program in order to get
the edge detected. Edge detection methods are discussed below.
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Robert Edge Detection Filter The first ever edge detection filter introduced in
1965 by Lawrence Roberts [16]. A simple but quick method as it detects high
spatial frequency regions in the image which mostly resemble to edges. It makes
use of horizontal and vertical masks which convolve the entire image and hence
detect the edge [18].

Gx Gy

Sobel Edge Detection Filter Introduced by Irwin Sobel (1970) is considered to
be the simplest edge detection filter [16]. It comprises of two masks, one being
vertical and the other one being horizontal, therefore contemplated as linear filter.
The filter makes use of a 3*3 matrix to calculate an approximate value of first-order
x-derivative and y-derivative operators. It leads to the points where the gradient is
the highest. Sobel operator has 2’ and ‘-2’ values in centre of first, third rows of
the vertical mask and first, third column of the horizontal mask which increases the
intensity of edge. It is widely used in MRI [21].

Gx Gy
-1 2 -1 -1 0 +1
0 0 0 2 0 +2
+1 +2 +1 -1 0 +1

Canny Edge Filter It is one of the most robust edge detection methods when it
comes to detecting edges by removing noises from the image. It is one of the most
sophisticated programs and still outperforms a number of other algorithms. The
filter approximates the value of the first derivative of 2D Gaussian unlike the Sobel
filter which is a plus as it smoothens the images and able to identify weak edges
[20]. It is very useful in CT scans [21].

3.1.2 Threshold Method

Threshold method is the most common but powerful method used in image seg-
mentation for analysing the foreground excluding the background of the image
[16]. The input image is a grey-scale image and is converted to a white and black
image or a binary image in the output. It works on the basis of intensity, dividing
the image into two parts with two different intensities. The first part of the image
consists of the foreground which has the pixels having intensity greater or equal to
the threshold and the second part consists of background having pixels intensities
less than the threshold. Its application is found mostly in CT scans where thresh-
olding is used to extract the bone area from the background [22]. There are two
types of thresholding methods—(1) Global Thresholding (2) Local Thresholding as
given in (Table 1).
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Table 1 Types of thresholding methods [20, 22, 25, 26]
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Name Methodology Advantage Disadvantage

Global Fix a threshold value then | Simple and offer a lot of | Grayscale distributions

thresholding | pixels larger than that are | alternatives for of bright objects and
converted into white determining threshold dark background is
pixels and the others are assumed to be constant
black

Local Splits the image into When global Time required to

thresholding | various sub-images and thresholding lacks, i.e. segment an image is

by virtue of that
calculates the threshold
value for each sub-image

the constant threshold
value is not uniform then
local thresholding will

more

resolve the problem by
setting a fitting threshold
at each pixel

3.1.3 Region Growing Method

Region growing is another common and popular image segmentation technique.
The technique is simple as it begins by considering each pixel as a segment [23].
Then the region of interest is picked up using predefined condition. Initial point or
region of interest can be defined either manually or through edge or intensity detail
of image. Those set points are called as seeds. Once the seed or region is selected,
the region starts growing on the basis of the homogeneity (e.g. greyscale, colour,
texture, shape, etc.) of its neighbouring pixels.

The main application of this method in the medical field is to represent tumour
regions [23]. The method has a disadvantage that it significantly depends on initial
seed point selection which can be done either by using additional operators or doing
it manually [22]. Therefore, it is clear that the program cannot work on its own.
Some of the recent region growing methods in medical image segmentation are
discussed in brief below.

e It is used in brain abnormality segmentation. The method works on the basis of
seed growing region. It takes MR images of different sizes of the brain of both
female and male adults. The brain tissue and background are then divided
further into different categories so that different sized MR images are received as
input [24].

e [t is also used in ultrasound image segmentation. The seed points are auto-
matically detected that are based on textual features with help of co-occurrence
matrix. This method is faster as it automatically selects the seeds rather than
doing it manually [25].
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3.1.4 Clustering Based Method

Objects having same characteristics are grouped together, hence are known as
clusters. Clustering approach is considered to be an unsupervised method as it does
not make use of the training set rather train itself using available data [17, 22]. The
inability to learn is balanced by repetitively dividing the image using segmentation
process and then demonstrating the divisions. In other words, this method tries to
summarise the existing data and tries to train itself using that data [17]. The method
is quite appropriate for medical image segmentation as for the anatomy of human,
objects with similar attributes are grouped together and different objects in another
group [18]. There are two methods of clustering that are most commonly used for
medical image segmentation—K-means, and Fuzzy c-means.

K-means It is the most extensively used unsupervised method. First, the image is
divided into K clusters which is done by repetitively calculating intensity values of
isolated class or K cluster of the image. Then the segmentation is done by putting
every data point/pixel into a cluster which has the nearest distance to clusters mean
[22].

Fuzzy c-means (FCM) It is also an unsupervised method. The difference between
the two processes is that K-means method categorises the points as a separate class
whereas this method allows to connect the points to many classes. It is one of the
most appropriate clustering methods for medical image segmentation [17].

Some of the recent works in medical image segmentation are discussed below in
brief.

e FCM is used in the segmentation of MR images. A new version FCM has made
it possible to automatically determine the number of clusters required for seg-
mentation process. This method uses a statistical histogram to reduce the iter-
ation time and during the iteration process, an ideal number of clusters are
detected. The new version came out to be more accurate and faster than the basic
version [27].

e [M-K means technique is also used for MR image segmentation. A simple
K-mean method is applied after pre-processing and converted into a supervised
method by the use of Levenberg—Marquardt optimisation technique. This
method achieved higher precision in comparison to the classic approach [28].

3.1.5 Bayesian Approach

Bayesian approach is mostly used for classification purpose, therefore, allowing the
use of prior information which benefits in the image analysis [17]. The method
works on the principle of posterior probability, which abridges the level of one’s
certainty pertaining to a particular situation. In order to derive prior knowledge of a
specific object shape, a training set of shape samples is required, and such knowl-
edge can be expressed as a prior distribution, which expounds and represents the
local as well as global variations in the training set, for defining a Bayesian estimate
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as the most favourable solution for the object contour [29]. This method is so vast
and useful that it can be applied to segment almost any biomedical image (e.g. MRI,
CT Scans, and Ultrasound images, etc.). There are four most used Bayesian
approaches in image segmentation (Fig. 3) that are discussed below in brief.

Maximum a Posterior (MAP) In Bayesian figures, MAP estimation is an
approach to the back assignment. The MAP can be utilised to obtain a summit
estimation of an unnoticed measure occurring in the establishment of experimental
test data. It is closely interrelated to Fisher’s procedure of Maximum probability
(ML) technique despite the fact that possesses an increased enhancement reason
which coordinates a first portion over the measure one longings to inexact. MAP
estimation can be viewed as regularisation of ML assessment [30, 31].

Markov Random Field (MRF) Markov random field (MRF) hypothesis gives a
helpful and reliable method for displaying setting context-dependent elements, for
example, image pixels and related features highlights. It fundamentally makes
utilisation of undirected diagram that decides the Markov estimations of some
self-assertive factors contained inside a graphical model. MRF is very much like the
Bayesian approach in perspective of illustration. The main distinction is that this
approach is undirected though the Bayesian method is included directed graphs
[32, 33].

Maximum Likelihood (ML) It is considered as one of the most essential seg-
mentation algorithms that have been generally utilised as a part of numerous
applications, including some biomedical image processing problems [35]. In a few
situations, it is additionally used to boost the probability work when we are given
with settled measure of information together with its factual model from where
qualities are chosen of the parameters that complete general employment of
amplification [30, 34].

Expectation Maximisation (EM) It is a general procedure for discovering
(ML) estimates with incomplete information. In EM, the total information is
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considered to comprise of the two sections, one of which is only observed while
other is missing (or unobservable, and hidden). With just the fragmented data or
information, an EM methodology endeavours to tackle the ML estimation issue.
This approach works on the basis of iterations. Here steps are performed in alter-
ations; The E-step computes the conditional expectation of the unobservable labels
given the observed data and the current estimate and then substitutes the expec-
tations for the labels. The M-step performs maximum likelihood estimation as
though there was no missing information [36]. The obtained data is then used for
the following E-step and the procedure goes on [31].

3.1.6 Deformable Model

Another recently used technique is the deformable methods, which are based on the
boundaries of the objects. Shape, evenness and internal forces along with the
external forces on the object are the characteristics that are taken into consideration
for the analysis of the image boundaries. This has made this method an appealing
approach for image segmentation [37]. The object boundaries are defined using
shapes and closed arcs. Initially, a closed curvature or plane is placed close to the
selected edge in order to outline the object boundary and then it goes under iterative
reduction movement. The internal forces are developed to keep the segmentation
process effortless. In order to initiate a plane towards the desired part in the image,
the external forces are also developed. This method has significant advantages of
piece-wise continuity and noise insensitivity. The deformable methods can be
categorised into two main categories—parametric deformable methods (explicit)
and nonparametric deformable methods (implicit) as shown in (Fig. 4) [17].

Fig. 4 Deformable methods
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Parametric deformable methods This method, also known as active contours,
uses a finite number of parameters. The shape model is characterised by making use
of curves produced by the parameters [17]. The model further has two types:

e Boundary-based method—The required object boundary is acquired by esti-
mating the object boundary of interest and then imposing feature matching and
smoothness constraints on it. This method is very noise sensitive as the
boundary information can be easily altered by any sort of noise [38].

e Region-based method—The image is partitioned into homogeneous regions by
applying smoothness constraints on the image instead of applying on the
boundary. Thus, this type of image segmentation method is called region-based
method [38].

A major disadvantage of these methods is that it is not easy to manage unknown
segmentation of entities [39].

Nonparametric deformable methods Based on the idea of convolution theory,
these methods are also known as geometric active contour methods. A level set
function is made use of along with the added time feature in order to outline the
curve for segmentation [17]. Unlike the parametric deformable methods, these
methods do not make use of parameters for the evaluation of the curve. These
overcome the drawbacks of the parametric models as it can manage changes in the
topological aspects. Edge- and region-based methods can also be used by these
methods but the execution is very different from that of parametric deformable
methods [40].

Deformable models provide a unique and influential approach for image seg-
mentation as it unites physics, geometry and the approximation theory. These
models are used for segmenting, tracking and matching the internal structures of the
body by using information about the size, shape and location of the structures.
These models have various applications in the analysis of medical images which
includes segmentation, matching, motion tracking and shape representation. The
variations in the biological structures over time and among different persons can be
handled by these models [41].

Table 2 lists all the image segmentation method discussed in this chapter and
compares them. The comparison is based on their methodology, advantages, disad-
vantage and the application in various medical fields. These methods have been
developed overtime for the segmentation of both biomedical images and images
related to different fields. This will help in choosing the best method for a given
condition or as indicated by the required result.
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Table 2 Comparison of image segmentation methods [16-20, 22, 23, 26, 28, 29, 37, 41]

Name Methodology Advantages Disadvantages Application
Edge Discontinuity Easy to implement | Cannot be applied | Can be applied in
detection detection, generally |and works well for | to all sorts of all types of
tries to locate sharp |images with good problems biomedical image
change in the contrast between segmentation
intensity or value of | regions
pixel
Threshold Divides image into | Does not need prior | Does not consider Applicable to
two segments on knowledge of spatial information | structures that
basis of intensity. image, simple, fast, |of images which have divided
The first part being | and easy to leads to sensitivity | intensity for, e.g.
foreground and implement to noise and CT scans
second being intensity in
background homogeneities
Region Considering each Simple, assure Requires at least Images having
growing pixel as a segment | continuity and more | one seed point, high-contrast
or seed. If the immune to noise therefore the result | boundaries for
neighbouring significantly e.g. MRI
regions have same depends on the seed
property, combine point selection
them
Clustering | Pixels with same Simple, require less | Does not refer to Used for MRI,
properties are time spatial information, | does not work
grouped together difficulty in pixel well for CT scans
value similarity
Bayesian An ideal classifier | Joins the earlier Does not give These are mainly
approach which utilises accessible data with | legitimate ways to | applicable to any
posterior the given make sense of kind of medical
probability information and priors and makes image for
distribution as the offers a reasonable | utilisation of verification
distinguishable circumstance for a | posterior problems
function by broad assortment of | distributions which
estimating models are exceedingly
statistical properties subject to priors
such as likelihood
Deformable | Based on the Accommodates the | Slows down the Work best with

boundaries of the
objects; considers
features such as
smoothness, shape,
internal and
external forces on
the object

variations in
biological
structures over
time; provides
sub-pixel sensitivity
and is noise
insensitive; ensures
piece-wise
continuity

system as it requires
the adjusting of
parameters

statistical regional
data of the picture.
Segmenting,
tracking and
matching the
anatomical
structures of the
body

3.2 Feature Extraction

Feature extraction is the stage where the desired part of the image is acquired.
Feature extraction methods are basically designed with an intent so that different
representations of the characters (e.g. solid binary character, character contours,
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skeleton or grey-level sub-images) of each individual character can be obtained.
Therefore, it is very useful in medical modalities as it makes the diagnosis easier.
Various feature extraction methods are discussed below.

3.2.1 Low-Level Feature Extraction

The low-level feature may be defined as basic features that can be automatically
extracted from the image even without making use of the shape information.
Thresholding method is also a form of low-level feature extraction technique.
Apparently, high-level feature extraction makes use of low-level feature extraction
in order to find shapes in an image [42]. A well-known fact, that people can be
recognised from caricaturists portraits, i.e. the first low-level feature extraction
called edge detection the aim of which is to produce line drawing. There are some
very basic techniques and on the contrary, some advanced ones, thereby we will
have a brief look on some of the most popular approaches (Table 3).

3.2.2 High-Level Feature Extraction
High-level feature extraction is mainly concerned with finding shapes. For example,

for recognising faces automatically, an approach can be used to extract the com-
ponents features such as the eye, the ear, and the nose which are major facial

Table 3 Brief description of low-level feature extraction techniques [23, 42, 46]

Name Methodology Types

First-order Highlights image contrast, which is the Roberts cross, smoothing,
edge difference in intensity. Therefore emphasises | Sobel, Prewitt and Canny
detection change. These are group operators, the aim of

which is to deliver an output approximate to
result of first-order differentiation

Second-order An alternative to first order, f(x) is greatest Laplacian, and Marr—
edge where the rate of change is greatest and zero | Hildreth
detection when rate of change is constant. At the peak

of the first-order derivative, the rate of change
is constant. This is where the sign changes in
the second-order derivative

Image Curvature is considered as the rate of change | Planar curvature, curve
curvature in edge direction. Therefore, rate of change fitting and Harris corner
detection illustrates the points in a curve; corners are detection

the point where the edge direction changes
rapidly, whereas when there is little change it
corresponds to straight lines

Optical flow Used to detect moving objects. The points Area-based approach, and
estimation which move faster are made brighter so that differential approach
they can be detected easily
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Table 4 A brief description of high-level feature extraction techniques [23, 43]

Name Methodology Types
Pixel Shape is obtained from the image on the basis of its Thresholding and
operation pixel. The brightness of the pixel forming shape is background

obtained and then it is extracted from the background. If | subtraction
background details are known then the background is
removed from the images leaving only the pixels forming

the shape
Template Shape extraction is done by matching pixels with a Intensity template,
matching predefined model. We just need to match the template and binary

with an image, where the template is a sub-image template

containing shapes that we need to find. The template is
centred on an image point and then it is counted how
many points match with the image. The point with the
max no of match is considered to be the shape

Hough Locate shapes in images. A better version of template Lines, circle and
transform matching as it produces same results faster. It is achieved | ellipse detection
by reconstruction of template matching process based on
evidence gathering approach

features. These features are found by determining their shape as the white part in
eyes is ellipsoidal, the mouth can appear as two line upside down and similar for
eyebrows two line in opposite orientation. Shape extraction simply implies finding
their position, size and orientation. Extraction is more complicated than detection as
extraction infers that we have all the information regarding shape such as position
and size, detection, on the other hand, infers to having a mere knowledge of the
existence of shape in the image [23, 43]. The most commonly used feature
extraction techniques have been presented in (Table 4).

3.2.3 Flexible Shape Extraction

The last section discussed on how to find shapes by matching which infers to
information of a model (mathematical or template) of the shape required. The shape
extracted there was fixed, they are flexible in a way the parameters define the shape,
or how the parameter defines the appearance of a template. However, it is not
always possible to provide a model with sufficient accuracy or template for the
target shape. In that case, we need techniques that may evolve to the target, or
adjust the result according to the data which implies the need to use flexible shape
extraction, therefore, some of the most popular approaches are presented in
(Table 5). The techniques can be distinguished on the basis of matching functional
which is used to indicate the extent of match between the shape and data. [44].
Active shape model finds its application in MRI, and face recognition. Recently,
a similar approach has also been developed that also incorporates textures, known
as active appearance model (AAM). One major difference in these two is that AAM
explicitly includes textures and updates the model parameter so that the points can
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Table 5 Brief description of flexible shape extraction techniques [23, 44, 47]

Name Methodology Types
Deformable Aimed to find facial features for the purpose of | Optimisation technique,
template recognition for example, it may consider an eye | and gradient technique

to be comprised of an iris that sits within the
sclera and which can be modelled as a
combination of circles that lies within parabola

Active Set of points which aim to enclose target shape. | Energy minimisation,
contour It is basically like a balloon which is placed over | greedy algorithm Kass
(snakes) the shape and it shrinks until it fits the target snake

shape. In this way set of points are arranged so
as to describe a feature enclosed by it

Active The approach is concerned with a point model of | Active shape model, and
shape model | a shape: the variation in these points is called the | active shape appearance
point distribution model. The aim is to capture
all possible variations. The statistics related to
the variation of the point’s position describes the
way in which the shape appears

be moved nearer to image points by matching texture. Some of the essential dif-
ferences between AAM and ASM are mentioned below [47].

o ASM makes use of texture information that is local to a point, whereas AAM
makes use of texture information in the whole region,

e ASM tries to minimise the distance between image point and model point on the
one hand, AAM tries to minimise the distance between a target image and a
synthesised model on the other hand

3.3 Image Classification

Medical image classification can play a vital role in diagnosis and even for teaching
purpose. There are many machine learning methods that can be used for classifi-
cation of images. One way to classify is to find the texture of the image and analyse
it. In texture classification, the aim is to allocate an unknown sample image to a
known texture class. It has some very important application in computer image
analysis as well as in medical imaging. Efficient image texture is required for
successful classification and segmentation. Another way is by using Neural Net-
works Classification. Neural networks have appeared to be an important tool in
recent times. It involves a multilayer perception which is used for learning purpose
and is considered to be a standard supervised network. Another popular method is
K-Nearest neighbour which works by placing k diverse points in the feature space
characterised by clustering objects. After insertion of points, every object is
assigned to the cluster that has a contiguous centroid. The position of each & point is
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altered again once the groups have been assigned. This step is iterated until the
centroids movement becomes static. This repetition will formulate a metric that
needs to be calculated by splitting the objects into different clusters [48]. Some of
the popular classification techniques are discussed below.

3.3.1 Texture Classification

Texture classification is an image processing technique that classifies the features of
images based on their texture properties. The goal of this technique is to assign a set
of known texture classes to a sample image [48]. Image texture classification is an
important method in computer vision and image processing related areas. An
effective classification method should have an efficient description of the texture of
an image. The texture can be described by defining the basic primitive patterns and
their replacement rules [49]. Texture classification when done manually becomes
variable and depends on the individual visual perception. Thus, tools for automated
pattern recognition and image analysis are necessary that provide objective infor-
mation and help in reducing the variability. Most of the textual features fall under
the following three categories—

e Syntactic This type of texture analysis analyses the primitive features of the
image [48].

e Statistical The basic statistical features are mean, standard deviation, energy
and variance. More advanced features such as sum average, sum entropy, sum
variance, angular second movement, correlation, contrast, etc., also come under
this category. The coarseness of a texture in a particular direction can be
evaluated by computing run-length features. A grey-level run contains a set of
consecutive colinear pixels in a given direction [48].

e Spectral The co-occurrence or run-length features may not be able to identify
larger scale changes in spatial frequency. This comes under spectral features
[48].

Texture analysis methods are of four types—statistical, geometrical,
model-based and signal processing [48]. The statistical method derives a set of
statistics from the relationship of local features by analysing the spatial distribution
of the grey-values in the image. Texture analysis using Grey Level Co-occurrence
Matrix (GLCM) is a statistical method that considers the spatial relationship of
pixels. A GLCM is created by characterising the texture of an image by computing
how often pairs of pixels with specific values, and in a specific spatial relationship
occur in an image. For example, contrast calculates the variations in the GLCM,
correlation calculates the probability of occurrence of the specified pixel pairs,
homogeneity evaluates the proximity of the distribution of elements in the GLCM
to the GLCM diagonal, and energy gives the sum of squared elements in the
GLCM. The matrix provides the statistical information about the texture of an
image [49].
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Texture classification techniques are used mostly in industrial and medical
surface assessment. For example, classification and segmentation of images of
satellites, searching defects and diseases, segmentation of textured regions in
document analysis, etc. Although it has various useful applications, it is not widely
used in industries [48].

3.3.2 Neural-Based Classification

Neural Network in recent times has become one of the most important tools for
classification. Neural Networks have shown promise so that it can be used as an
alternative to conventional classification methods. There are several advantages of
using neural networks, some of these are mentioned below.

e It is a self-adaptive method driven by data, means that they can adjust them-
selves to data without the need of any explicit specification of functional or
distributional of model.

e Considered to be universal functional approximator which can approximate
almost any function with arbitrary accuracy.

e Neural networks are nonlinear model which helps them to model complex
real-world applications.

e Able to estimate the subsequent probabilities, on the basis of which classifica-
tion rules are established.

Neural Networks make use of both supervised and unsupervised techniques.
With time, medical imaging is gaining importance in the diagnosis of diseases.
Methods like Artificial Neural Networks (ANN) have gained considerable attention
in recent times for use in medical imaging. We do not aim to go into details of any
specific algorithm or illustrate experimental results, rather our aim is to summarise
major strengths and weaknesses in medical imaging. Therefore, we now discuss the
strengths and weakness of neural networks [48].

Major strengths There are different types of neural networks that are most
widely used in medical image processing—Hopfield neural network, Feedforward
neural network and Self-organising feature map (SOM).

e The main advantage Hopfield neural network provides in medical imaging is
that the problem of medical imaging reconstruction can be solved by minimising
the energy function so that the network converges to stable state. When com-
pared with conventional techniques, even the idea of optimisation of medical
images by Hopfield neural networks makes processing of medical images a lot
easier.

o The feedforward neural network is also a supervised technique. This type of
technique is considered to be one of the best in medical image processing when
standards are available. When compared with Hopfield technique or any other
convention technique, the method has an edge because of its ability to control



206 L. Bajaj et al.

the negotiation between the noise performance and resolution of image recon-
struction. The method is easy to implement as compared to others.

o When there are no standards, Self-organising feature map (SOM) is an exciting
alternative to supervised techniques. It has the ability to learn and differentiate
different medical image information.

In general, neural network methods that are employed in medical image pro-
cessing when compared to other conventional methods, the time was recorded to be
negligible small when a trained neural network method is applied to solve medical
image problem, although the training time is more for neural networks [50, 51].

Weakness Though, ANN has several applications it also has several limitations:

e The first problem arises that how to choose an efficient neural network method
and architecture related to it. However, some work has been done on model
selection in recent times but there is still no appropriate data describing what
type of network should be built for a particular task. Therefore, networks have to
be designed by trial and error, however, this pragmatic approach to network
design is difficult to overcome. Furthermore, a danger always resides of over-
training the neural networks which may minimise the error measure but may not
correspond to searching a well-generalised neural network.

e The second problem arises due to its black box character. A trained neural
network always provides a corresponding output for an input but the problem
does not explain how it reached to that output and how reliable is that output. In
medical imaging, it is certainly problematic which limits the use of neural
networks [50, 51].

3.3.3 Support Vector Machine (SVM)

SVM is a binary classifier that tends to generalise better, as it classifies two classes
of instances by finding the maximum separating hyper plane between the two [48].
It can be fed the grey-level values of the raw pixels directly with only some
pre-processing done like the selection of certain pixels following the configuration
of autoregressive features. Thus, SVM includes both feature extraction and clas-
sification. The feature extraction is performed implicitly by a kernel, which is the
scalar product of two mapped patterns. A kernel can perform the same functions as
that of the conventional feature extraction methods such as statistical feature
extraction [52].

A binary class regulated classification is done by taking n training samples
(<x>, yi), where <x;> = (X;1,X;2,.--,X;) 1S an input feature vector and y; €
{—1, +1} is the target label. The job of the classifier is to learn the patterns in the
training samples in such a way that it can predict a y; for an unknown X; consis-
tently. As SVM includes feature extraction also, nonlinear mapped input patterns
can be used as feature vectors. SVM primarily performs binary classification but
can be extended to multi-class situations as well by adopting one-against-others
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decomposition method. This functions by first applying SVM’s in order to separate
one class from all the other classes, and then deciding between the classes [53].

SVM classifiers have several advantages over other classifiers. These are as
follows:

Solves small sample size class.

Works effectively in higher dimensional spaces.

Performs well even when training data is not sufficient [54].
Mathematically, much less severe.

Nonlinear mapped input patterns can be used as feature vectors.
Based on structural risk minimisation.

Does not degrade due to noisy data.

Thus, SVM’s are well suited for image classification [45].

3.3.4 K-Nearest Neighbour (KNN)

K-nearest neighbour-based classifier is one of the simplest and most widely used
techniques for classification of a multi-class image. The KNN method classifies an
input feature vector X by determining the k-closest neighbouring classes according
to an appropriate distance metric [55]. Each element in the space is defined by
position vectors in a multidimensional feature space. Distance is an important
element of this method. Thus, the best-fit class for a point can be predicted. If the
value of k is one, then the method merely becomes the nearest neighbour method
and the element is classified as the nearest neighbour class [56].

The distance metric used in the KNN algorithm is the Euclidean distance, which
is the distance between two points in the Euclidean space. The distance between
two points A = (ax, ay) and B = (bx, by) in two-dimensional Euclidean geometry
is given in (Eq. 4).

d(a,b) =/ (bx - ax)” + (by— ay)’ @)

Let P and Q be two points in an n-dimensional Euclidean space such that
P = (pl, p2, p3....., pn) and Q = (q1,92,93,...., qn), then the Euclidean distance
between P and Q is given by (Egs. 5-6) [43]—

d(P,Q) =/ (01 —q1) +(p1 = q1)? + -+ (pn—gn)’ (5)

d(P,Q)=\/Zi_, (pi—qi)’ (6)

For an optimal value of k, the K-nearest neighbour-based classifier yields good
performance [55].
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4 Future Research

So far, image processing has numerous applications such as image noise reduction,
defect detection, food quality evaluation, medical imaging, etc. With the
advancements in technology, its use in biomedical science (e.g. X-ray imaging,
Gamma ray imaging, PET, CT, and MRI) has increased manifolds. However, not
much research has been done on the application of image processing in derma-
tology. It can be used to detect skin diseases by extracting useful information from
the images of the skin. Thus, more research needs to be done in this field.

5 Conclusion

This chapter gives a brief overview of biomedical applications and techniques that
come under medical image processing. Image processing majorly comprises of
image segmentation, feature extraction and image classification. A number of
diseases and problems are found in the various medical modalities that come under
the medical field. Thus, this chapter basically examines the various methods that
may be implemented in all these modalities in order to help solve a particular issue
in the medical field. Each technique has many advantages as well as some disad-
vantages. Based on the type of application and the resources available, the subse-
quent methods are selected for performing image processing. In spite of several
decades of research up till now, there is no universally accepted method for image
processing, as the result of image processing is affected by lots of factors, such as:
homogeneity of images, spatial characteristics of the image continuity, texture and
image content. Along these lines, there is no single strategy which can be viewed as
useful for all kind of images, similarly, not all techniques can be used for a specific
sort of image. Therefore, there is still a huge scope for developing more powerful
and effective methods.
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Automatic Detection and Quantification
of Calcium Objects from Clinical Images
for Risk Level Assessment of Coronary
Disease

R. Priyatharshini and S. Chitrakala

Abstract Medical diagnosis is often challenging, owing to the diversity of medical
information sources. Significant advancements in healthcare technologies, poten-
tially improving the benefits of diagnosis, may also result in data overload while the
obtained information is being processed. From the beginning of time, humans have
been susceptible to a surplus of diseases. Of the innumerable life-threatening dis-
eases around, heart disease has garnered a great deal of consideration from medical
researchers. Coronary Heart Disease is indubitably the commonest manifestation of
Cardiovascular Disease (CVD), representing some 50% of the whole range of
cardiovascular events. Medical imaging plays a key role in modern-day health care.
Automatic detection and quantification of lesions from clinical images is quite an
active research area where the challenge to obtain high accuracy rates is an ongoing
process. This chapter presents an approach for mining the disease patterns from
Cardiac CT (Computed Tomography) to assess the risk level of an individual with
suspected coronary disease.

Keywords Image segmentation « Active contour model « Coronary disease
diagnosis « Calcium object detection - Risk level categorization

1 Introduction

Cardiovascular diseases, the leading reason behind premature death in the world,
include heart attacks, strokes, and different vascular diseases. A series of envi-
ronmental, social, and structural changes that occur over time leads to exposure to
risk factors for chronic diseases. Cardiovascular Disease (CVD) is common within
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the general public, affecting the greater part of adults past the age of 60 years.
Whereas a general assessment of the relative risk for CVD is approximated by
investigating the number of prior risk factors present in a patient, additional precise
estimation of the absolute risk for a primary CVD event is essential when designing
treatment recommendations for a selected individual. Cardiovascular disease is
instigated by disorders of the heart and blood vessels, and includes coronary heart
disease (heart attacks), cerebrovascular disease (stroke), hypertension, peripheral
artery disease, congenital heart disease, and heart failure. The major reasons for
cardiovascular disease are tobacco use, physical inactivity, an unhealthy diet, and
harmful use of alcohol.

Generally speaking, the excess calcium present in the blood stream accumulates
as coronary plaque, incorporated in progressive plaque layers, and develops into
hardened calcified plaque. A review of the literature shows that the amount of
calcium present in the artery is a key indicator for the risk assessment of CHD.
Calcium quantification is routinely carried out on low-dose, non-contrast enhanced
CT scans, annotating all calcium objects contained in the primary vessels of the
heart. Subsequently, on the basis of all selected calcium objects, the quantification is
done by using different scoring methods such as Agatston, volume, and mass to
assess the risk level of the Individuals. In clinical practices, the scoring of coronary
artery calcification is challenging task for the radiologist. Further, higher error
percent in calcium score quantification of individual is observed in the manual
assessing method. Computer-aided recognition and quantification of calcifications in
the arteries deliver better results than the conventional manual methods. An
approach to detect and quantify the calcium deposits (lesions) in the coronary artery
is required to assess the risk level of an Individual for immediate treatment planning.

2 Research Background

Detecting anatomical structures and locating abnormalities or lesions are the key
objectives of medical image analysis. Machine learning approaches are increasingly
successful in image-based diagnosis, disease prognosis, and risk assessment [1, 2].
An approach to automatically detect and quantify calcium lesions on non-contrast-
enhanced cardiac computed tomographic images has been proposed [3]. First,
candidate calcium objects are determined from the CT scan using an atlas-based
estimate of the coronary artery locations, which permits the system to assign calcium
lesions to the correct coronary arteries. The system uses a machine learning approach
to discriminate true calcium objects from all detected candidate objects. A limitation
of this system is that the patient scans were acquired on equipment from only one
vendor, Siemens. A supervised classification-based approach is proposed to dis-
tinguish the coronary calcifications from all the candidate regions [4]. A two-stage,
hierarchical classifier is developed for automated coronary calcium detection. At
each stage, they learn an ensemble of classifiers where each classifier is a
cost-sensitive learner trained on a distinct asymmetrically sampled data subset.
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A method for automatic coronary calcium scoring with low-dose, non-contrast-
enhanced, non-ECG-synchronized chest CT is developed [5]. First, a probabilistic
coronary calcium map was created using multi-atlas segmentation. This map
assigned an a priori probability for the presence of coronary calcifications at every
location in a scan. Subsequently, a statistical pattern recognition system was
designed to identify coronary calcifications by texture, size, and spatial features.
The spatial features were computed using the coronary calcium map. The detected
calcifications were quantified in terms of volume and Agatston score. To auto-
matically identify and quantify calcifications in the coronary arteries, a supervised
machine learning system was developed [6]. First, candidate calcium objects were
extracted from the images based on their intensity. Each of these candidate calci-
fications was described with a set of features, characterizing its size, shape, inten-
sity, and location information. Potential calcifications that the system could not
label with high certainty were detected and optionally selected for expert review.
Finally, identified calcium objects were quantified with the volume and Agatston
score.

A novel distance-weighted lesion-specific Coronary Artery Calcium quantifi-
cation framework has been developed to predict cardiac events [7]. This framework
consists of a novel lesion-specific Coronary Artery Calcium quantification tool that
measures each calcific lesion’s attenuation, morphologic, and geometric statistics
and a distance-weighted event risk model to estimate the risk probability caused by
each lesion and a Naive Bayesian-based technique for risk integration. A vessel
segmentation method is developed which learns the geometry and appearance of
vessels in medical images from annotated data and uses this knowledge to segment
vessels in unseen images [8]. Vessels are segmented in a coarse-to-fine fashion.
First, the vessel boundaries are estimated with multivariate linear regression using
image intensities sampled in a region of interest around an initialization curve.
Subsequently, the position of the vessel boundary is refined with a robust nonlinear
regression technique using intensity profiles sampled across the boundary of the
rough segmentation and using information about plausible cross-sectional vessel
shapes. An approach to automatically detect and quantify coronary artery stenosis
was developed for diagnosing coronary artery disease [9]. First, centerlines are
extracted using a two-point minimum cost path approach and a subsequent
refinement step. The resulting centerlines are used as an initialization for lumen
segmentation, performed using graph cuts.

All the level set segmentation methods presented above are based on image
gradient intensity making them prone to leaking problems in areas with low contrast
[10]. Medical images typically suffer from insufficient and spurious edges inherent
to physics of acquisition and machine noise from different modalities. Detecting
anatomical structures and locating abnormalities or lesions are the key objectives of
medical image analysis. The automatic detection and quantification of lesions from
clinical images is quite an active research area, where the challenge to obtain high
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accuracy rates is an ongoing process. To better discriminate lesions from other
objects, more optimal features are required [11]. Although disease patterns provide
important information about biomarkers from clinical images, it is no easy problem
to detect and quantify them to assess the risk level of an individual.

3 Coronary Calcium Scoring for Risk Level Assessment
of Coronary Disease

Medical imaging plays a key role in modern-day health care. Given the immense
possibilities in high-quality images of anatomical structures in human beings,
efficiently analyzing these images can be of immense use to clinicians and medical
researchers in monitoring disease. Imaging modalities such as Computed Tomog-
raphy (CT), Magnetic Resonance Imaging (MRI), and Positron Emission Tomog-
raphy (PET) are commonly used to detect biomarkers of coronary disease
diagnosis. A biomarker is a perceptible substance in the body that stipulates a
particular disease state, organ function, or other aspects of health. Physicians and
researchers use biomarkers or disease patterns to help predict, diagnose and treat a
variety of disease states.

Coronary artery calcium scores have been recognized as independent markers
for an adverse prognosis in coronary disease. Assorted methods have been proposed
to this end, the most frequently used being the Agatston score. Other methods
described include calcium volume and mass scores [12]. A framework for
extracting disease patterns is essential, especially in coronary disease diagnosis
which upgrades clinical decision making and plays a vital role in Clinical Decision
Support (CDS). Hence, algorithms need to be developed that can automatically
extract disease patterns from multimodal clinical data, paving the way for early
detection of disease. Mining disease patterns finds applications in Image-guided
surgery and intervention therapy planning as well as guidance. An approach to
segment the coronary artery from CT images in order to detect the calcium objects
has been developed for assessing the risk level of an individual with suspected
coronary disease.

The overview of the proposed coronary disease diagnosis system is shown in
Fig. 1. The processes associated with the given architecture are as follows: Image
segmentation, feature selection and risk level categorization. For diagnosing the
coronary disease from Cardiac CT, first an approach for segmenting the region of
interest from the cardiac CT image is proposed and discussed in Sect. 3.1. An
embedded feature selection method for optimal feature set selection is proposed and
discussed in Sect. 3.2 to detect calcium objects in the segmented artery. The risk
level assessment of an individual is discussed in Sect. 3.3.
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Fig. 1 Overview of proposed system for risk level assessment of coronary disease

3.1 Cardiac CT Image Segmentation

A Dual-Phase Dual-Objective approach using the Active Contour Model based
region-growing technique (DPDO-ACM) is proposed to segment the coronary
artery from the cardiac CT image. The classical active contour model, also called
snake, is represented by a parametric curve which can move within the spatial
domain of an image where it is assigned. A moving equation is defined to evolve
the contours with a set of points p(s, ) = ((x(s, ), y(s,#)) on an image parameter-
ized as w.r.t s<[0, 1] and t as the time.

Image energy in the proposed method is derived from the robust image gradient
characteristic which provides the active contour a global representation in geo-
metric configurations, rendering the method much more robust in handling image
noise, weak edges, and initial configurations. The proposed method contains an
image attraction force that propagates contours toward artery boundaries, along
with a global shape force that deforms the model according to the shape distribution
realized from the training set. The image attraction force, derived through the
interaction of gradient vectors, differs from traditional image intensity gradient-
based approaches, because it makes use of pixel interactions over the image area.
A shape distance is described to evaluate dissimilarity among shapes.

The internal energy force E;, is calculated from the curvature using Eq. (1) to
maintain the search within the spatial image domain using the first and second
derivatives of p(s).

2 2

! +A(s)

Eu(p(s.)= 5 |(5)| 22

ds

Pp(s)
0s?

()

where a(s) is the curve tension parameter and f(s) the rigidity parameter.
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The external energy force E.,, is calculated using Eq. (2) from the image
information, where VIP(S) is the surface gradient computed at p(s) and y a weight
parameter.

Ee(p(s)) = =7|VI(p(s)’ )

The fitness value (image energy) E;j is calculated in the searching window using
Eq. (3) where E;,; and E.,, are the internal and external energy functions.

Ei,j = Eint + Eext (3)

To reduce the extensive computations of the traditional ACM, dual contours are
used in our proposed method to steer the parallel evolution of active curves. Dual
objectives have been formulated in our proposed method to drive an image
attraction force that propagates contours toward artery boundaries, along with a
global shape force that deforms the model according to shape characteristics. The
curve evolves to minimize the total energy function using Eq. (4).

Egnate = argmin((E; ), K (1)).j=Wi (4)

The dual objectives formulated are given below:

Objective function 1: To find X =[x}, Xy, . . . x,], which minimizes curvature K (7)
where X is an n-dimensional vector for the equation of curve y=5(X).

Objective function 2: To find the control point P; which minimizes image energy
E;; within its searching window, where P;|i={1,2, ...n} is the set of control
points of the parametric curve.

The DPDO-ACM algorithm is given below.

Declare:

K(tr)  Curvature

Eine Internal energy

E,. External energy

E;; Total image energy
Egue  Level set energy function
o(s) Curve tension parameter

B(s) Rigidity parameter
VIP(S) Surface gradient computed at p(s)
Y Weight parameter
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Step 1. Initialize dual contours.

Step 2. For every contour,

Step 3. Create signed distance map from the mask.
Step 4. For every pixel in create signed distance map,

Step 4.1 Calculate curvature K () using Eq. (5).

X(0) Y () = X" (1)y' (1)

o X0 + v(0’] "

Step 4.2 Calculate internal energy Ej, using (1).
Step 4.3 Calculate external energy E.,, using (2).
Step 4.4 Calculate total image energy E; ; using (3).

Step 5. Evolve the curve to a pixel with minimum curvature and image energy
using the following level set re-initialization function with Eq. (4).

A screenshot of the segmented artery using the DPDO-ACM is shown in Fig. 2.
The segmented artery from coronary CT is used further for detecting and

(a) Input Image (b) Result after segmentation

Fig. 2 Results of coronary artery segmentation
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quantifying lesion using agatston score in Sect. 3.2 for categorizing the risk level of
an individual with suspected coronary disease.

3.2 Detection and Quantification of Calcium Objects

For a CT input image, two fundamental morphological functions, erosion and
dilation, are utilized to remove noise and enhance the vessels. Coronary calcifi-
cations appear as high-density structures in the coronary calcium CT scan. It is
inherently difficult to identify them automatically. It is apparent that the choice of
features plays an important role in resolving the problem. Several features—based
on the appearance, shape, and size of the calcifications—were used to detect
calcium objects. During online processing, when the user supplies an input image,
the artery is segmented and candidate calcium objects selected, based on the min
HU intensity threshold. From the selected set of candidate objects, selective fea-
tures are extracted which successfully capture calcium object characteristics and
the textural distribution of the pixels that form the feature vector. After the true
calcium objects are detected, their quantification is done applying the agatston
scoring method, using which the risk level of coronary disease of an individual is
assessed.

The Correlation-Based Embedded Feature Selection (CB_EFS) algorithm aims
to select the most appropriate subset of features that adequately describe a given
classification task. The proposed CB-EFS method starts with a randomly selected
subset and generates its successors by adding the remaining features from the
feature subset sequentially. In every step, the newly generated subset is evaluated
with an independent measure I, and a learning algorithm A. For the optimal subset
of cardinality K, it searches all possible subsets of cardinality K + 1. A subset
generated at cardinality K 4+ 1 is evaluated by an independent criterion I, and
compared with the previous optimal subset. Then a learning algorithm A is applied
to the current optimal subset and the performance compared with that of the optimal
subset at cardinality K. If the performance of current subset at cardinality K + 1 is
higher than the previous optimal subset at cardinality K then the current subset is
assigned as optimal subset. This process is iteratively done until the stopping the
criterion is met and finally it returns the optimal subset. The algorithm of our
proposed CB-EFS method is summarized as follows.
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Input:

Output:
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D={X,L} // A training dataset with n number of features where X ={f, f,...f,}and L

are labels
X,
Declare:
%
X o
0
[m
A
ot
P
XL’
Step 1. Start
Step 2. Begin
Step2.1
Step2.2
Step 2.3
Step 2.4.
Step 3:
Step 4:

//An optimal subset

Initial feature subset

Initial optimal subset

Stopping criterion

Independent evaluation measure

Learning algorithm

Initial optimal subset evaluated by the learning algorithm

Initial optimal subset evaluated by the independent evaluation measure

Subset generated

Let the initial feature subset be X and assign X to X

opt -

Evaluate X’ using the independent evaluation measure /,, and assign

,
itto @,

Evaluate X' using Mining Algorithm A and assign it to §

opt *
Calculate the cardinality of X "and assign it to C,

C=CX;

For each K=C 1 cardinality of X’

For each i=0 to n features

Step 4.1

Step 4.2

Generate subset X, for evaluation with cardinality K.
Xy =X WU

Evaluate the current subset using/,and assign it to @if X is

optimal.

P=E(X,,1,);
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Step4.3  IF (¢>g,, )
then
b, =9
Xupt - Xg >
Step4.4  Evaluate X, ,;p, by learning algorithm A and assign it to 6.

S=EX ,A):;

opt?

Step 4.5  Compare dand §_ to find the optimal subset.

opt

IF (6>3,)

opt
X opt — X, opt ;

3, =8

Else

Return X, and go to step 3.

opt
Step 5 The most optimal feature subset X opt 18 selected.

Step 6.  End

Optimal features selected using CB_EFS are used to detect the true calcium
objects from candidate calcium objects. The result of detected calcium objects using
CB_EFS method is shown in Fig. 3. Quantification of detected calcium objects using
Agatston score for assessing the risk level of an individual is discussed in Sect. 3.3.

(a) Original Image (b) Segmented artery (c) Detected calcium

Fig. 3 Results of detected calcium from a coronary CT image
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3.3 Risk Level Assessment of Coronary Disease

The coronary CT is a noninvasive CT scan of the heart. It is used to calculate the
risk of developing coronary artery disease by measuring the amount of calcified
plaque in the coronary arteries. The Coronary Artery Calcium Score measured in
Agatston units is a method of measuring calcification in the coronary arteries. It is
used to measure the overall coronary calcified plaque burden, thereby delivering
prognostic information regarding the occurrence of future cardiovascular events.
The Agatston rating was proposed by Agatston and helps physicians identify
pre-symptomatic clients at risk for a cardiac malfunction using Eq. (6).

AS=A;*W, (6)

where AS is the Agatston score and A; the area of the calcified lesion with different
HU ranges. The weighting factor W; is defined using Eq. (7).

I, 130HU<I;<200HU
W= 2, 200HU <I;<300HU )
! 3, 300HU<I;<400HU’
4, 400HU<LI;

where [; is the maximum intensity of the calcification. W; offers a range from 1 to 4,
according to established ranges for a pixel with the largest depth in the plaque. The
rating for any plaque is simply the solution of the plaque spot in that slice, as well
as a weighting factor. Therefore, an insignificant Hounsfield unit difference yields a
major Agatston score difference. The calcium objects detected in the coronary CT
with the help of the CB-EFS method are quantified using the Agatston score, and
the risk level of an individual is assessed based on the calcium score guidelines
given in Table 1.

Table 1 Calcium score

‘deli Total score Risk category
guidelines 0 Very low
1-10 Low
11-100 Moderate
101-400 High
>400 Very high
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Table 2 Confusion matrix for the two-class problem

Actually healthy Actually not healthy
Classified as healthy TP FP
Classified as unhealthy FN TN

4 Experimental Results

A coronary CT, acquired from a Somatom Definition AS + CT scanner with a slice
thickness of 3 mm, is taken for the experiment. The 105 images gathered are
divided into a training dataset of 55 images and a testing dataset of 50 images. The
proposed risk level categorization approach has been tested over a corpus of 50
patients’ coronary CT images and various metrics have been evaluated from the
tested results. The proposed risk level categorization system for diagnosing coro-
nary disease has been tested with the coronary CT image dataset. A well-known
confusion matrix was attained to calculate sensitivity, specificity and accuracy. The
confusion matrix for the two-class problem is represented using a 2 X 2 matrix, as
shown in Table 2. The upper left cell represents the number of samples classified as
true while they were true (TP), and the lower right cell represents the number of
samples classified as false while they were actually false (TN). The other two cells
indicate the number of samples misclassified. Particularly, the lower left cell
indicates the number of samples classified as false while they actually were true
(FN), and the upper right cell indicates the number of samples classified as true
while they actually were false (FP).

For a multi-label classification problem with the nXn matrix, the diagonal
elements represent the TP of the respective classes. The FN for a class is the sum of
values in the corresponding row (excluding the TP of that class) and the FP for a
class is the sum of values in the corresponding column (excluding the TP of that
class). The TN will be the sum of all columns and rows excluding that particular
class column and row. The confusion matrix illustrating the performance of the risk
level categorization system using our proposed CB-EFS approach is shown in
Table 3. Among the 50 patients, five scans were assigned to different risk cate-
gories; and it was discovered that one was off by two categories, and the others
were off by one category. It is observed from Table 3 that cases close to the
boundary can easily move to the neighbouring category.

Table 3 Results of risk level = Risk level | Very Low |Moderate |High |Very
categorization of coronary

disease (Confusion matrix

representation) Very low 15 1 0 0 0
Low 0 8 0 1 0
Moderate 0 0 11 1 0
Moderate 0 0 0 7 1

high
Very high 0 0 1 0 5
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5 Conclusion and Future Works

From the clinical imaging modalities (coronary CTs), patients were assigned dif-
ferent risk categories on the basis of the whole-heart Agatston scores. While these
approaches show promising results, there are still a number of elements that are to
be considered, each of which could lead to a potential rise in accuracy. Algorithms
are needed to handle the noise and artifacts that may arise due to thermal, cardiac
and breathing motion. Research is needed to explore other features that can effi-
ciently distinguish between calcified and noncalcified regions. Going forward, this
system could be extended to diagnose diseases based on multimodal medical data,
and the calcium score can be used as a predictor of stenosis and myocardial
ischemia.
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Semi-automated Method for the Glaucoma
Monitoring

Nesma Settouti, Mostafa El Habib Daho, Mohammed El Amine Bechar,
Mohamed Amine Lazouni and Mohammed Amine Chikh

Abstract The current trend of computer vision and image processing systems in
biomedical field is the application of the Computational Intelligence (CI) approaches,
which include the use of tools as machine learning and soft computing. The CI
approaches bring a new solution to automatic feature extraction for a particular task.
Based on that techniques, we have proposed in this work a semi-automated method
for the glaucoma monitoring through retinal images. Glaucoma is a disease caused
by neuro-degeneration of the optic nerve leading to blindness. It can be assessed
by monitoring Intraocular Pressure (IOP), by the visual field and the aspect of the
optic disc (ratio cup/disc). Glaucoma increases the rate of cup/disc (CDR), which
affects the loss of peripheral vision. In this work, a segmentation method of cups and
discs regions is proposed in a semi-supervised pixel-based classification paradigm
to automate the cup/disc ratio calculation for the concrete medical supervision of the
glaucoma disease. The idea is to canvas the medical expert for labeling the regions
of interest (ROI) (three retinal images) and automate the segmentation by intelligent
region growing based on machine learning. A comparative study of semi-supervised
and supervised methods is carried out in this proposal, by mono approaches (deci-
sion tree and SETRED) and multi-classifiers (Random Forest and co-Forest). Our
proposition is evaluated on real images of normal and glaucoma cases. The obtained
results are very promising and demonstrate the efficacy and potency of segmentation
by the multi-classifier systems in semi-automatic segmentation.
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1 Introduction

The majority of applications in the field of medical diagnostic aid require the acqui-
sition of imaging data of various natures: radiologies, scanner or MRI examinations,
ultrasound imaging, video, etc. A fundamental task in the processing of this data is
segmentation, i.e., the extraction of structures of interest in images, in 2D or 3D for-
mat. This information serves, in particular, as a basis for the visualization of organs,
the classification of objects, the generation of simulation models, or surface or vol-
umetric measurements. In this work, we are interested in the annotation of images
at the pixel level by a semi-automatic segmentation approach. This method requires
more or less important interaction of the expert. This type of tool is useful either to
process the data directly or to define a reference result that can be applied for the
evaluation of automatic segmentation methods.

Automatic image segmentation aims at the automated extraction of objects char-
acterized by a border (contour). Its purpose is to cluster pixels according to prede-
fined criteria, usually the gray levels or the texture. The pixels are thus grouped into
regions, which constitute a partition of the image. Nevertheless, this task remains
difficult to achieve especially in the cases where the edges of an object are miss-
ing and/or there is a low contrast between the regions of interest (ROI) and the
background.

Segmentation of retinal images, mainly the fundus images, is an important step
in the medical monitoring of glaucoma. Indeed, the diagnosis of glaucoma is deter-
mined by doctors in studying many factors: family history, the intraocular pressure,
the thickness of the central cornea, the appearance of the anterior chamber angle, the
optic nerve configuration including nerve fiber layer, and the optic nerve function.
For now, the diagnosis cannot be based on a single analysis. For example, looking for
a high intraocular pressure is the first step to detect glaucoma. However, one-third
of patients with glaucoma have normal intraocular pressure. Most glaucoma screen-
ing tests are time consuming and require the intervention of glaucoma specialists
and the use of diagnostic equipment. Consequently, new automated techniques for
diagnosing glaucoma at an early stage, combining precision and speed, are required.

Many approaches have been proposed in the literature for the segmentation of the
fundus of the eye images in order to extract the region of the optical disc. These works
can be distributed within the families of approaches such as segmentation methods,
feature extraction techniques, and classification methods that include supervised and
unsupervised algorithms.

Supervised segmentation using methods such as neural networks and support vec-
tor machines (SVMs) lead to high precision, but generally, these techniques require a
large amount of labeled data for their learning, and the unavailability of labeled data
due to the boring task of labeling pixels and images, or the unavailability of experts
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(e.g., medical imaging), make the task particularly difficult, expensive, and slow to
acquire in real applications. On the other hand, unsupervised learning methods such
as K-Means and C-Fuzzy Means (FCM) suppress labeling costs but perform less
than supervised methods. To solve these problems, we propose a semi-supervised
learning (SSL) approach for the segmentation of the cup and disc regions in the
objective of medical monitoring by the calculation of the CDR ratio.

The availability of unlabeled data and the difficulty of obtaining labels, make the
semi-supervised learning methods gain great importance. With the goal of reducing
the amount of supervision required compared to supervised learning, and at the same
time improving the results of unsupervised clustering to the expectations of the user.
The question that arises is whether the knowledge of points with labels is sufficient to
construct a decision function that can correctly predict the labels of unlabeled points.
Different approaches propose to deduct unlabeled points of additional information
and include them in the learning problem. Several semi-supervised algorithms such
as self-training [36], Co-training [6], Expectation Maximization (EM) [27], and in
the last few years, the ensemble method co-forest [12, 25] have been developed, but
none of them were used for semi-supervised segmentation.

A method of segmentation and automatic recognition of regions cups and discs
for measuring the CDR report in a semi-supervised context is proposed here. The
intervention of an ophthalmologist expert is important in identifying cups and discs
areas in retinal image. For this, the expert will realize a windowing of 5% of the
image data set (3 retinal images). This approach helps to automate the segmentation
of glaucoma’s parts using intelligent techniques.

Thus, a comparative study of several techniques is proposed. The principle is
based on a region growing by classifying the neighboring pixels from the pixels
of interest of the image using semi-supervised learning. The points of interest are
detected by the Fuzzy C-Means (FCM) algorithm. Four classifiers with different
principle are applied in this work: Decision Tree (mono-supervised classifier), Ran-
dom Forest (supervised ensemble method) SETRED (method of self-learning in
SSL), and the algorithm co-Forest (Ensemble method in SSL). This study will adapt
the best approach to the segmentation of retinal images with minimal intervention
of the medical expert.

This work is organized as follows: in Sect. 2, a review of some segmentation and
pixel-based classification methods of the retinal images is performed. We explain
then in Sect. 3, the general process of our proposed approach and its different steps
(characterization, pretreatment and SSL classification methods). After that, we vali-
date our approach and the choices we have made in an experimental phase. Moreover,
we show the capacity of our approach to automatic segmentation by applying several
methods. Finally, we come to an end with a conclusion that summarizes the contri-
butions made and the tracks defining possible opportunities for future work as well
as the difficulties faced with the realization of this work.
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2 State of the Art

Glaucoma is an eye disease associated with abnormal increase in the pressure of
the ocular fluid. This abnormal pressure leads gradually and most often painless to
irreversible visual impairment. It can be evaluated by monitoring the appearance of
the optic disc (CDR Disc Cup Report).

The CDR value increases with the increase of neuro-degeneration and retinal
vision is lost completely in the CDR value = 0.8. Several methods for extracting
features from images of the eye funds are reported in the literature [1, 7, 17, 19,
23, 28]. The techniques described in the literature for the location of the optical disc
are generally intended to identify either the approximate center of the optical disc or
to place it in a specific region, such as a circle or a square. Lalonde et al., used the
Canny detector [23] Ghafar et al. [17], the Hough transform to detect the optical disc
(OD). Bock et al. [7], called for the concept of principal component analysis (PCA),
bitsplines and Fourier analysis for feature extraction and Support Vector Machines
(SVM) as classifier for predicting glaucoma.

The retinal image automatic analysis is becoming an important screening tool for
the early detection of eye diseases. The manual review of the Optical Disc (OD) is a
standard procedure used to detect glaucoma. The best way to control the glaucoma
disease is by using the digital retinal camera. These images are stored in RGB format,
which is divided into three channels: red, green, and blue. Other studies have focused
on image processing techniques to diagnose glaucoma based on the CDR evaluation
of retinal color images.

Madhusudhan et al. [26] have developed a system for processing and auto-
matic image classification based on the usual practice in clinical routine. Therefore,
three different image processing techniques namely multi-thresholding segmentation
methods based on active contours region are proposed for the detection of glaucoma.
Mohammad et al. [29] have presented an approach which includes two main steps.
First, a pixel-based classification method for identifying pixels which may belong to
the boundary of the optic disc. Second, a match-up of the circular template to esti-
mate the approximation of the circular edge of the optical disc. The characteristics
of the used pixels are based on the texture which is calculated from the local picture
intensity differences. The Fuzzy C-Means (FCM) and Naive Bayes are used to group
and classify image pixels.

Chandrika et al. [11] adopted an automatic identification technique of optical disc
retinal images by calculating the ratio CDR. In the first place, a threshold is applied
and then the image segmentation is performed using k-means and the Gabor wavelet
transform. Second, the contour smoothing of the disc and the optical cup is per-
formed using different morphological characteristics.

More conventionally, Hatanaka et al. [18] proposed a method to measure the ratio
cup/disc with a vertical profile on the optical disc. The edge of the optical disc is then
detected by using a Canny edge detection filter. The resulting profile is made around
the center of the optical disc in the vertical direction. Thereafter, the edge of the
vertical area on the cup profile is determined by a thresholding technique.
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Joshi et al. [20] implement an automatic technique for the parameterization of
the optical disc (OD) according to the segmented cup and disc regions obtained
from the monocular retinal images. A new OD segmentation method is proposed,
integrating the information of the local image around each point of interest in the
multidimensional function space. This is in order to provide robustness against the
variations found in and around the OD region. A method of segmentation of the cup
is also proposed, it is based on anatomical evidence such as vessel bends at the border
of the cup, deemed relevant by experts in glaucoma. A multi-step strategy is used to
obtain a reliable subset of vessel bends called r-bends followed by a fitting to derive
the desired cup boundary.

Burana-Anusorn et al. [10] have developed an automatic approach for the calcu-
lation of CDR ratio from images of the eye funds. The idea is to extract the optical
disc by using a contour detection approach and the level set approach by individ-
ual variation. The optical cup is then segmented using a color component analysis
method and method of thresholding level set. After obtaining the contour, a step of
adjusting by ellipse is introduced to smooth the obtained results. The performance
of this approach is assessed by comparing the automatically calculated CDR with
that calculated manually. The results indicate that the approach of Burana-Anusorn
et al., reached a precision of 89% for the analysis of glaucoma. As a consequence,
this study has a good potential in automated screening systems for early detection of
glaucoma.

Recently, Khalid et al. [22] have proposed the deployment of dilation and ero-
sion with fuzzy c-means (FCM) as an effective technique for segmentation cup and
optical disc color images of the eye funds. Previous works have identified the green
channel as the most suitable because of its contrast. Hence, at first, the extracted
green channel is segmented with FCM. In another test, all the images are pretreated
with dilation and erosion to remove the vascular network. Segmentation is assessed
on the basis of the labels described by ophthalmologists. The CDR measures are
calculated from the diameter ratio of the cup and segmented disc. The assessment
shows that the omission of the vernacular area improves the sensitivity, specificity,
and accuracy of the segmented result.

Sivaswamy et al. [35] were interested in the problem of segmentation of the optic
nerve head (ONH) which is of crucial importance for the assessment of automated
glaucoma. The problem of segmentation involves segmenting the optical disc and the
cup of ONH region. The authors highlighted the difficulty to evaluate and compare
the performances of existing methods due to the lack of a reference data set. On that
account, a complete set of retinal image data which include normal and glaucoma
eyes by manual segmentations of several experts was implemented. Both evalua-
tion measures based on size and contour are shown to evaluate a method on various
aspects of the problem of the evaluation of glaucoma.

From the literature study, several approaches are carried out to determine mostly
the cup and have focused on image processing techniques to diagnose glaucoma
based on the CDR evaluation of retinal color images. Computational Intelligence
(CI) approaches are alternative solutions for traditional automatic computer vision
and image processing methods; they include the use of tools as machine learning
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and soft computing. In this study, we have proposed a new CI approach for the seg-
mentation process by an iterative learning algorithm to achieve a semi-automatic
classification procedure that promises to be more accurate than traditional super-
vised pixel-based methods. A comparative study will be conducted between mono
and ensemble classifier to analyze their impact on the accuracy of prediction in pixel
classification task.

3 The Proposed Approach

The aim is to automatically recognize cups and discs regions (Fig. 1) that are essential
for measuring the progression of glaucoma. To do this, we propose an approach
based primarily on a semi-supervised pixel-based classification.

The intervention of an ophthalmologist expert is important in identifying the disc
and cup retinal image. We were inspired by the principle proposed by Reza et al.
[4] in the step where the expert is appealing to windowing the region of interest on
a minimum of images. In our application, we randomly select three images (5% of
the image data set), the labeling step is made by tagging three windows (disc, cup,
and background). Thereafter, a characterization phase takes part, where each pixel
is represented by a color features.

Our contribution is the application of semi-supervised classification techniques
on pixels appraised by the doctor to form a robust and reliable hypotheses that allows
pixel-based classification. The proposed algorithm is illustrated in Fig. 2. The idea is
to realize at first a preprocessing that allows us to score some pixel in cups and discs
regions using the fuzzy c-means method. For a better learning, a classification will
be applied to the vicinity of each region of interest that was marked in the preprocess-
ing phase. This phase will be conducted by four different classification approaches
(Decision trees [9], Random Forests [8], SETRED self-training algorithm [24], and
Random Forests in semi-supervised learning co-Forest [25]).

Fig. 1 Glaucomatous
papillary excavation
(increasing the ratio
cup/disc)
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Fig.2 The proposed approach to semi-automatic segmentation process

3.1 Feature Extraction Methods

Color Spaces

Different color spaces have been used in pixel-based classification for segmentation
purposes, but many of them share similar characteristics. Therefore, in this work,
we are interested in five more representative color spaces that are commonly used in
image processing [16]: RGB, LUV, HSV, HSL, YUV.

RGB Color Space

The RGB space is a fundamental and commonly used color space in various com-
puter vision application, it is about describing color by three components: red, green,
and blue. Components are combined in various ways to reproduce different colors in
the additive model.

HSV Color Space

In the work of [21], they define the Hue as the property of a color that varies in pass-
ing from red to green, the Saturation as the property of a color that varies in passing
from red to pink, the Value (also called Intensity or Lightness or Brightness) as the
property that varies in passing from black to white. The HSV is a linear transforma-
tion of RGB to high intensity at white lights, ambient light, and surface orientations
relative to the light source.
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Table 1 Characterization

Features | Formulas
parameters table

RGB R(i,))
G(i,))
B(i,))
LUV L= 116(?’:)‘/3 — 16 Si Yl > 0.008856

= 903.3(Y1) Si Yl < 0.008856

U=13LU - U)
V=13L(V - V)

HSV H=—5% _§iR=Max
(Max—Min)
= (MM*MM)+ 2 Si G = Max
- _RG (B =
= Gtaroiton + 4 Si B = Max
§ = MaxR.GB)-Min(R.G.B)
- Max(R,G.,B)
V = Max(R, G, B)
Yuv Y = 0.2989R + 0.5866G + 0.1145B

U =05647(B—-Y)=—-0.1687R
-0.3312G+0.5B
V=07132(R-Y)=0.5R
—0.4183G - 0.0817B

LUV Color Space

The aim of LUV color space is to produce a more linear color space. Perceptual
linear means a variation of the same quantity of color has to produce a variation of
which the same visual importance.

YUV Color Space

The YUV space is mainly used for analog video, this representation model is used

in the PAL and NTSC video standards. The luminance is represented by Y, whereas

the chrominances U and V are derived from the transformation of the RGB space.
Table 1 summarize the characterization parameters of each color space.

3.2 Points of Interest Detection

Considering the time computing, especially in a semi-supervised context, has led us
to propose a phase detection process known as points of interest. The objective of
this phase is to minimize the computation time and the other to start learning semi-
supervised via voltage pixels belonging to our target. We propose the implementation
of cluster centers by fuzzy C-means method “FCM”.
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Fuzzy C-means method (FCM) is an unsupervised fuzzy clustering algorithm.
From the C-Means algorithm (C-means), it introduced the concept of fuzzy set in
the definition of classes: each point in the data set for each cluster with a certain
degree, and all clusters are characterized by their center of gravity. Like any other
clustering algorithms, it uses a criterion of minimizing the intra-class distance and
maximizing the inter-class distances, but giving a degree of membership in each class
for each point. This algorithm requires prior knowledge of the number of clusters and
generates classes through an iterative process by minimizing an objective function.

The whole FCM process [5, 14] can be described in the following steps:

Algorithm 1 Fuzzy C-Means Pseudocode
1: fort=1,2,do

ZN (”(z—l))mx_
2: Step1 Calculate the cluster center W= S
i Zl' I(”(r 1)),,,
j=1Fij
3:  Step2 Calculate the distances ij ., avec:
D!.Z/.A = (xc)TA(xe)), 1<i<n,1<j<N.
. i S 1
4. Step3 Update the Fuzzy partition matrix: y;~ " = SSRRCN WD
5: end for
6: return ||[UY — U V|| <€

3.3 Classification Methods

With the availability of unlabeled data and the difficulty of obtaining labels, semi-
supervised learning methods have gained great importance. Unlike supervised learn-
ing, the semi-supervised learning is the problems with relatively few tagged data and
a large amount of unlabeled data. The question is then whether the mere knowledge
of the items with labels is sufficient to construct a decision function that can cor-
rectly predict the labels of unlabeled points. Different approaches propose to deduct
untagged items, additional information and include them in the learning problem.

In this classification part, we focus on improving the performance of supervised
classification using unlabeled data (SSL). We set up the first semi-supervised clas-
sification under the classification problems, limited to the use of methods of sets
in semi-supervised classification. Therefore, we propose in this work to apply the
method set type of multi-classifier systems compared to single-supervised learn-
ing classifiers methods and semi-supervised: Decision tree [9], Random Forests
[8], SETRED auto-learning algorithm [24], and Forests in semi-supervised learning
co-Forest [25].

Decision Trees

Decision trees (DT) represent a very effective method of supervised learning. The
goal of DT is to partition a set of data into the most homogeneous groups possible
from the point of view of the variable to be predicted. As input, we use a set of data
to classify and get a tree, which resembles very much to an orientation diagram, as
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output. A decision tree consists of a root that is the starting point of the tree, nodes,
and branches that connect the root with the nodes, the nodes between them and the
nodes with the leaves. There are several algorithms present in the literature, such as:
CART [9], ID3 Quinlan86 And C4.5 [32]. In this work, we limit ourselves to the
application of the CART algorithm (Classification and Regression Tree).

Self-Training Paradigm

SETRED (self-training with data editing) is the most popular algorithm proposed by
Li et al. [24]. Here, the authors studied the potential of data editing techniques as a
confidence measure which allows it to reduce the risk of adding mislabeled data to
the training set. This paradigm is an iterative mechanism. Its principle is to train a
supervised classifier on labeled pixels to predict the labels of unlabeled pixels. After-
ward, it iteratively enriches the labeled set by adding newly labeled examples with
high confident predictions from the unlabeled data (confidence data). In SETRED,
the CEWS (Cut Edge Weight Statistic) [30] rule is applied to measure the confidence
level on unlabeled examples. The main steps to calculate the confidence measure are
as follows:

The Nearest Neighbor Rule

The nearest neighbor rule (NNR) was proposed by Fix and Hodges [15], it is a non-
parametric method where the classification is obtained for an unlabeled data taking
into account the class of its nearest neighbor in the learning samples. The calculation
of the similarity between data is based on distance measurements. Afterward, this
rule was developed to k — NNR, k represents the size of the neighborhood. The label
of a non-classified data is that of the majority class among the labels of its k nearest
neighbors.

The Relative Neighborhood Graph

The neighborhood graph is a computational geometry tool that has been exploited
in many machine learning applications. By definition, a neighborhood graph G =
(V,E) [13] associated with a set of labeled pixel whose vertices S compose the set
of edges E. Each pixel in a neighborhood graph is represented by a vertex, existing
in the edge between two vertices x; and ; if Eq. 1 is verified.

(xi,xj) cEs dist(xi,xj) < max (dist(x;, x), dist(xj,xk)),ka eTR k#1i,j (1)

With: dist(x;, x;): the distance between x; et x;.
The Cut Edge Weight Statistic

Using the previous definition to construct a relative neighborhood graph, Muhlen-
bach et al. [30] exploited the edge information to calculate a statistical weight in order
to cut edges of different classes. The SETRED [24] algorithm follows this principle
for the confidence measure.

In the first step, a supervised hypothesis is learned using the labeled pixels. Sec-
ond, the application of the cut edge weight statistic [30] algorithm, to calculate the
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ratio R; by the Egs. (2, 3, 4, 5). To judge whether the data is well ranked, the ratio

R; must be greater than a threshold that is set by the user. For more information, one
may consult [24, 30].

J

R =-

I.

l

2

With:

=Y w 3)

(j€E€Neighborhood(x;))

J; = D w; )

i y
(j€Neighborhood(x;).y;#y;)

1
M (T + dist(x, %)) ©)

Ensemble Method: Random Forests

Random Forest (RF) is a predictor that combines a set of decision trees. In the spe-
cific case of CART models (binary tree), Breiman [8] proposes an improvement of
bagging with a random forest induction algorithm Forest-RI (Random Input) which
uses the “Random Feature Selection” method proposed by Amit and Geman [3]. The
induction of the trees is done without pruning and according to the CART algorithm
[9], however, at each node, the selection of the best partition based on the Gini index
is done only on a subset of attributes (usually equal to the square root of the total
number of attributes) selected randomly from the original space of features [34]. The
global prediction of the random forest is calculated by taking the majority of votes
of each of its trees. This algorithm is defined by Breiman as follows (Algorithm 1)

[8]:

Algorithm 2 Pseudocode of the Random Forest algorithm

Input: The Training set 7', Number of Random Trees L.
Output: TreesEnsemble E
Process: E =@
fori=1—-L do
T « BootstrapSample(T)
C' « ConstructTree(T") where at each node:

. Random selection of K = 4/M Variables from the whole attribute space of dimension M
. Select the most informative variable from K using Gini index
. Create children nodes using this variable

E < Eu{C}
end for
Return £
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The Random Forest in Semi-supervised Learning “co-Forest” Algorithm

co-Forest is an algorithm that extends the paradigm of co-Training [6] using Random
Forest [8]. It was introduced by Li and Zhou [25] in the application to the detection
of micro-calcifications in the diagnosis of breast cancer. This ensemble method uses
N > 3 classifiers instead of 3 by Tri-training [37]. The N — 1 classifiers are used to
determine confidence examples, called concomitant ensemble = #; = Hy,_;. Confi-
dence of an unlabeled pixels can be simply estimated by the degree of agreement
on the labeling, i.e., the number of classifiers which are agreements assigned by %;
label.

The functioning of co-Forest can be summarized in the following steps
(Algorithm 2):

Algorithm 3 co-Forest Pseudocode

1: for each iteration do

2:  Stepl co-Forest starts learning H* on bootstrap of L (labeled pixels).

3:  Step2 all concomitant set examines each sample from U (unlabeled pixels images).
If the number of voters agree on the label of xu > 0,
Then xu is labeled and copied into a new set L'.

4:  Step3 Introduces a weight of the predictive confidence by the concomitant set, due to the
situation where L > U which will affects the performance of &;

5:  Step4 Each random tree is refined with newly marked L U L' selected by his concomitant
set under the following condition examples:

ei,rWi,t < ei,t—l‘Wi,t—l

where W = 3 w;; et w;;: predictive confidence of H; on x; in L’
6: end for
7: return

To insure the success of this ensemble method, two conditions must be satisfied:

« Each individual predictor should be relatively good,
« Each individual predictor should be different from each other.

Even more simple, it is necessary for the individual predictors to be good classifiers,
and where a predictor is wrong, the other must take over without making mistakes.

For maintaining the diversity in co-Forest, the application of Random Forest can
inject random learning. To affirm this condition, the authors of co-Forest have set a
threshold for the labeling of U, where the only U pixels whose total weight is smaller
thane;, ;.W;,_,/e;, will be selected.

In summary, the principle of co-Forest (Fig. 3) consists of N random trees that
are first learned on bootstrap set of L to create a random forest. Then, at each itera-
tion, each random tree will be refined with the newly labeled samples selected by its
concomitant set, only when the confidence of the labeled examples exceeds a certain
threshold #. This method will reduce the chances of used biased tree in a Random
Forest when we use unlabeled data. More details on the co-Forest algorithm are in
the papers [12, 25, 33].
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Fig. 3 Schematic diagram of co-Forest algorithm

4 Results and Experiments

The retinal image database was constructed from local real images acquired within
the eye clinic (clinic LAZOUNI Tlemcen). Eye Backgrounds RTVue XR 100 Avanti
Edition of Optovue company provides RGB color images of size 1609 x 1054 pix-
els. One hundred and three retinal images of the eye funds have been used to test the
proposed segmentation algorithm. The ground truth is achieved by using the average
segmentation provided by two manual different experts in ophthalmology. We built
a learning base, where the expert selects three regions: cup, disc (ROI: regions of
interest) and bottom (stopping criterion) (Fig. 4).

In our experiments, we have selected 5% of the database (3 images) to achieve
learning. The expert ophthalmologist intervenes in the labeling of these three images
by size windowing [576-50466 pixels], allowing a better understanding of areas of
interest. In the semi-supervised learning portion, a classification is applied to the
vicinity of a degree equals to 50. The application of all methods (Random Forest and
co-Forest) with a number of trees equal to 100 being was chosen. The evaluation
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Fig. 4 a Cup, b Disc and ¢ background

Table 2 Classification Labeled set 3 images

parameters - -
Learning set 33 images
Test set 20 images
Number of clusters 3
Neighborhood of the pixel 50
Confidence level 75%
Number of trees 100
Cross validation 5

is carried out with a cross-validation equals to 5. The details of the experimental

parameters are summarized in Table 2.

Table 3 summarizes the classification performance by the four approaches super-
vised and semi-supervised on 20 test images for the recognition of regions cup and
disc. The results achieved by the overall approaches Random Forest and co-Forest
guarantee greater precision of segmentation of the two target regions. However, poor

Table 3 Classification performance by the supervised and semi-supervised techniques with 5% of

labeled pictures

Learning type Techniques Accuracy performance (%) on 20 images
Cup Disc
Supervised learning CART tree 53.50 72.97
Random forest 75.60 92.28
Semi-supervised SETRED-CART 75.56 60.74
learning
co-Forest 89.00 93.50
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results were obtained by the decision tree CART but the semi-supervised mode has
improved the performance for the method SETRED-CART. Our approach by the
algorithm co-Forest realizes the best segmentation performance for both regions and
especially the cup area that is most difficult to extract. These results allow us to con-
solidate our proposal and affirm its rigor and robustness for-pixel-based classification
by region growing task by semi-supervised learning.

4.1 Discussion

For completeness, and to establish a visual assessment of the performance of our
approach, we have randomly selected six images of the test basis (Fig.5) to dis-
cuss the performance and quality of segmentation by four single and multi-classifier

Images CART Random Forests SETRED co-Forest

Fig. 5 Examples of automatic segmentation image by the various techniques
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approaches supervised mode and semi-supervised namely, respectively, the decision
tree and Random Forest and the method SETRED and co-Forest.

Thus, a comparative study of several techniques is proposed. The principle is
based on a region growing classifying the neighboring pixels from the pixels of inter-
est of the image semi-supervised learning. In our process, we have used the Fuzzy
C-Means (FCM) algorithm to detect the pixels of interest, in order to achieve the seg-
mentation of target regions. The pixels of interest generate by FCM in the pictures
N° 2, 3, and 4 (Fig.5) leads to poor segmentation by the use of mono-classifiers
(CART and SETRED); unlike the multi-classifiers (Random Forest and co-Forest)
was able to successfully separate the cup region.

Another advantage of using the methods together is the network power separation
vessel and the bottom region as clearly shown in pictures 2, 3 and 4 (Fig. 5). However,
as we can also see in the image 3 (Fig. 5), the contribution of non-labeled pixels to the
overall method co-Forest has allowed proper identification disc unlike the Random
Forest. We also notice in the image 1 (Fig. 5) misclassification of pixels of the whole
cup approaches except the algorithm co-Forest.

As a whole, this work has allowed us to see a multitude of research avenues
that are available for automatic segmentation of images. The idea to extrapolate the
region segmentation by pixel-based classification semi-supervised learning context
by the approach co-Forest allowed us to exploit the non-labeled data in the estab-
lishment of the set-prediction model. In this sense, non-labeled data has reinforced
the recognition of regions of interest for a report cup/disc calculated approximating
that of the ophthalmologist.

A comparison of the cup/disc reports performed by an ophthalmologist and the
proposed methods on fifteen random images is shown in Fig. 6. Differences in the
ophthalmologist’s CDR ratios compared to the proposed supervised methods (CART

Comparison of CDR measured by the expert with the
proposed methods

0,8 = Expert
Co-Forest
0,7 RF
SETRED
CART

0,6
0,5
0,4
0,3

CUP/DISC RATIO

0,2

0,1

i1 2 3 4 5 6 7 & 9 10 11 12 13 14 15
CASES

Fig. 6 The cup/disc ratio comparison between the expert and proposed methods calculation. From
1-8 normal, from 9-15 glaucoma



Semi-automated Method for the Glaucoma Monitoring 243

and Random Forest) are widely discarded in cases of glaucoma and normal cases.
Even though the CDR ratios calculated by the ensemble approach are closer to the
optimal (expert measure).

However, our results for the semi-supervised algorithms co-Forest and SETRED
were slightly different in the value of the ophthalmologist, but our method co-Forest
tended to show smaller variations in normal cases and glaucoma cases, with almost
similar extent to that of the expert.

5 Conclusion

Machine learning (ML) can be used in both image processing and computer vision
but it has found more use in computer vision than in image processing. The goal of
machine learning is to optimize differentiable parameters so that a certain loss/cost
function is minimized. The loss function in ML can have a physical meaning in
which case the features learned can be quite informative but this is not necessarily
the case for all situations. Computational Intelligence (CI) approaches are alterna-
tive solutions for automatic computer vision and image processing systems; they
include the use of tools as machine learning and soft computing. The aim is to have
an complete autonomy of the computer, but this might not be easily achievable. In
this work, we have demonstrated that the semi-supervised learning might be the best
solution. Indeed, we have proposed a method of automatic segmentation of disc
and cup regions in retinal images by pixel-based classification in semi-supervised
learning.

The objective is to involve the expert learning of our model for a better discrimina-
tion of regions of interest. Evaluation and segmentation of images tests are performed
using the algorithm Fuzzy C-Means. A growth of region is developed by classifying
the neighboring pixels by applying four classifiers: Decision Tree, Random Forest,
the method SETRED and co-Forest.

The results are very convincing and encouraging, showing a great capacity for
recognition and segmentation of target regions, this being clearer by applying the
Random Forest in semi-supervised learning co-Forest , heuristics of these ensemble
methods allows, using multiple classifiers, to greatly explore the solution space, and
by aggregating all predictions, we will take a classifier that considers all this explo-
ration. The contribution of non-labeled data in the establishment of the prediction
model can reinforce learning and recognition of relationships between pixels and
region.

However, there are some points that deserve some discussion and further devel-
opment in future works. One must say that the main limitation of our method is the
long time processing. Further work to reducing the constraints over time achieving
is currently underway to an complete autonomy. One of the proposed solutions to
deal with this problem is the parallel programming. Indeed, our algorithm allows
us to use a master/slave architecture. In another way, we are currently developing
a new semi-automatic segmentation approach based on superpixel-by-superpixel
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classification [2], where superpixels should both increase the speed and improve
the quality of the results.
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Multimodal Biometric Personal
Identification and Verification
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Abstract Security systems using one identification tool are not ideal. Multisystem
security, which using two or more types of security levels like for example using
identification password and card, can increase the security of a system, however it
is not an ideal security system. Password maybe hacked or forgotten, and Identifica-
tion card is something we have and could be stolen. This chapter proposes a cascaded
multimodal biometric system using fingerprint and iris recognition based on minu-
tiae extraction for fingerprint identification and encoding the log-Gabor filtering for
iris recognition. The experiments compare FAR, FRR, and accuracy evaluation met-
rics for a unimodal biometric system based on either fingerprint or iris and the cas-
caded multimodal biometric system that sequentially utilizes the fingerprint and iris
traits. The proposed system has FAR = 0, FRR = 0.057, and accuracy 99.86%. The
results show the superior performance of the proposed multimodal system compared
to the unimodal system.
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1 Introduction

Security systems using one identification tool are not ideal. Multisystem security,
which using two or more types of security levels like for example using identifica-
tion password and card, can increase the security of a system, however it is not an
ideal security system. Password maybe hacked or forgotten, and Identification card is
something we have and could be stolen. Another way for increasing security is using
biometrics, which everyone owns unique biometrics data and cannot be forgotten
or stolen. Single biometric systems suffer from some problems like noise in sensed
data, non-universality, spoof attacks, intra-class variations, and inter-class similari-
ties. Fusion in multimodal biometric systems can be performed using data accessible
in any of the modules. Fusion can happen at these levels: (i) sensor level (ii) feature
level (iii) score level (iv) rank level and (v) decision level. Different biometric data
sources can be utilized as a part of a multimodal biometric system. In view of these
sources, multimodal biometric systems could be classified into six distinct classi-
fications: multi sensor, multi algorithm, multi instance, multi sample, multimodal
and hybrid. The motivation for working on this chapter is to solve these problems,
using an implementation of the multimodal biometric system. Multimodal biometric
system is the use of a combination of two or more biometric types to increase the
security of a system. In this chapter, a multimodal biometric system using fingerprint
and iris recognition system with fusion at cascaded advanced decision level will be
introduced.

2 Related Work

Multimodal biometric systems become one of the best security system solutions for
most applications in present time. Many researchers have been working on multi-
modal biometric system. A good survey of the multimodal biometric system was
provided by Ross et al. [1]. In this survey, the researchers focused on levels of
fusion and score level fusion. Analysis and descriptions on recent multimodal bio-
metric system fusion are contained in the ISO/IEC Technical Report [2]. The report
explains requirements supporting multimodal biometric systems. Many research
papers explained the types of levels of fusion in multimodal biometric systems. A
composite fingerprint image, combining multi part fingerprints, which the user puts
finger on a fingerprint sensor surface proposed by Ratha et al. [3]. A face recogni-
tion system combining visible and thermal Infrared (IR) images at sensor level was
proposed by Singh et al. [4]. Another face recognition system performing a fusion
of visual and thermal infrared images without eyeglass at sensor level was proposed
by Kong et al. [5]. Fusion of face and iris at feature level was proposed by Son et
al. [6]. fusion of hand and face at feature level was performed by Ross et al. [7] and
the experiments were performed in three different scenarios. A theoretical frame-
work for combining classifiers was developed by Kittler et al. and various classifier
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combination strategies were discussed in [8]. Three different classifiers based on the
k-nearest-neighbor (k-NN) classifier, logistic regression and decision trees were used
to compare the performance at score level fusion by Verlinde et al. [9]. Linear dis-
criminant function and the decision trees at the fusion of match scores were used by
Jain et al. [10]. The performance of different fusion methods and normalization tech-
niques in a fusion scenario involving fingerprint, hand geometry and face modalities
studied by Jain et al. [11].

Many researchers represented the various types of multimodal biometric frame-
works according to the sources of biometric data being fused. A multi-sensor fin-
gerprint system using two sensors (optical and capacitive sensors) was discussed by
Marcialis et al. [12]. A multi-algorithm biometric system integrating three different
minutiae-based fingerprint matchers was proposed by Jain et al. [13]. Another multi-
algorithm gait recognition framework which uses different gait classifiers based on
different environmental circumstances was introduced by Han and Bhanu [5]. A
multi-instance iris recognition system using a combination of right iris and left iris
for the same person is introduced by Wang et al. [14]. A multi-sample system using a
composite fingerprint template from multi imprints of the same finger using mosaick-
ing algorithm is proposed by Jain et al. [15]. A hybrid system using multi-sensor and
multi-sample of face recognition system is introduced by Bowyer et al. [16]. A mul-
timodal biometric system using face, fingerprint, and voice traits is proposed by Jain
et al. [17]. Another multimodal biometric system using face and palmprint is intro-
duced by Yao et al. [18].

Ross and Jain proposed multimodal biometrics system in 2003 [19]. Fusion levels
of multimodal biometric systems were introduced in details in Chap. 3. Fingerprint
and iris fusion attracted the attention of many researchers. In 2009 Baig et al. [20]
presented a multimodal biometric system based on iris and fingerprint using single
hamming distance matcher. They used database of WVU containing 400 images and
set the threshold equal to EER, the purpose was to improve the percentage of ERR. In
2010 Jagadeesan et al. [21] created a 256-bit cryptographic key using fingerprint and
iris based on minutiae extraction and Daugman’s approach respectively. Jagadeesan
used CASIA database for iris and puplicly available database for fingerprint and
make the fusion of the multimodal system at the feature level.

Radha et al. [22] in 2012, proposed a multimodal biometric system using finger-
print and iris at feature extraction fusion level. The proposed system used a combined
feature vector from both fingerprint and iris. The proposed system was built using
log Gabor filter feature vectors extraction of both modalities.

The final match score generated by Hamming distance. Using database of 50
users the experimental results of FAR, FRR, and execution time were 0%, 4.3,0.14 s
respectively. Abdolahi et al. [23] in 2013 proposed a multimodal biometric frame-
work with two modalities; fingerprint and iris, using fuzzy logic and weighted code.
Fusion at decision level combines results after binarizing fingerprint and iris images.
Fingerprint and iris codes are weighed as 20% and 80% respectively. The FAR, FRR
and accuracy results achieved from this system were 2%, 2%, and 98.3% respectively.
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3 Biometric System Process

As an intelligent system [24, 25], the general structure of any biometric framework
includes five operations as illustrated in Fig. 1 and listed below.

3.1 Biometric Data Acquisition

This process is responsible for collecting a biometric sample from the suitable sen-
sors or devices. A sensor is converting the captured raw signal into a biometric sam-
ple, e.g. a unique finger impression picture, iris picture or voice recording.

3.2 Feature Extraction

This process is in charge of extracting a set of distinguished features from each bio-
metric sample. These features should be discriminatory enough to represent each
individual. The extracted features will be used as a reference during the recognition
phase.

Feature
Data Acquisition Extraction

Comparison
System

Not
N _ matched

Identified/ verified Not Iidentified/ verified

Fig. 1 General structure of biometric system

matched
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3.3 Data Storage

All the extracted features during enrollment stage are saved in a data storage system.
Along with these features, some other information that related to each individual
are also saved such as ID, name, privileges. Biometric and non-biometric data are
frequently saved in a distinctive database for security and protection concerns.

3.4 Comparison or Matching Process

In this process, the features are extracted from the input trait are compared to all
registered biometric information in the database. There are two main processes: ver-
ification or identification. Verification means, an inquiry is addressed “Is this indi-
vidual who he claims to be?” When doing verification process, a matching score is
computed between the input biometric and the corresponding registered biometric
information. In an identification process, the inquiry being addressed is “Who is this
individual?” So that, the input biometric is compared to all enrolled biometrics for
all individual and return the matching scores.

3.5 Decision Subsystem

In light of the matching score(s), the decision process figures out whether the
acquired biometric and the enlisted data represent one individual. In verification,
the choice is made based on the matching score is either acceptable or not. In the
identification scenario, one enrolled identity corresponds to the enrolled biometrics
and has the best matching score coincide with the selected choice strategy.

4 Biometric System Errors

The combination of two single biometric qualities is once in a while read precisely
the same. This happens because of different reasons, for example, modifications in
user’s biometric qualities, damaged sensing condition, user’s sensor communication
and modifications in surrounding conditions. In this way, the result of a biometric
system is a matching score calculates the similarity comparing tested template with
the stored template.

The biometric system decision relies on a set of threshold r. When the decision
score s is greater than the threshold t the test template and stored template are referred
to as matched and they both belong to the same user. Otherwise, when decision
score s is smaller than threshold t, the test template and stored template are referred
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to as not matched and the input template does not belong to an authorized user.
This can lead us to the definitions of genuine distribution, and imposter distribution.
Genuine distribution occurrs when the test template and stored template are matched
with matching score s greater than the threshold t. Imposter distribution occurred
when the test template is not matched with the stored template or matching score s
is smaller than the threshold t (Fig. 2).

False Acceptance Rate (FAR) is the percentage of frauds that were incorrectly
recognized over the total number tested. Sometimes it is referred to as False Match
Rate FMR.

False Reject Rate (FRR) is the percentage of users that are not recognized falsely
to the total numb er tested. Sometimes it is referred to as False Non Match Rate
FNMR. Consolidating the FAR and FRR represents the Total Error Rate using
the following equation: TER = (Number of False Accepts + Number of False
Rejects)/(Total Number of Access).

When increasing the threshold t for high system security, the False Reject Rate
FRR increases as well. When decreasing the threshold t to make system tolerant,
the False Accept Rate FAR increases as well too. Hence, there is a need to balance
between FAR and FRR. The Receiver Operating Characteristics curves (ROC) can
be used for measuring the performance of the biometric system. ROC draw the rela-
tion between FAR and sensitivity (which equals to 1-FRR) (Fig. 3).

threshold (t)

Fig. 2 Biometric system
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5 Privacy Issues and Social Acceptance

Acceptability of biometric systems depends on its simplicity and comfort of use.
Other factors like cultural, ethnic, and religious also affect the acceptability of the
biometric system. As an instance is utilizing biometric traits that do not need contact
such as voice, iris, or face reflect high acceptability. Users are more convenient with
systems that require less interaction from the user. Biometric traits that acquired
with no user interaction may be acquired with no user knowledge and this could be
dangerous to privacy of the user. “Privacy is the ability to lead life free of intrusions
to remain autonomous, and to control access to ones personal information” [26].
Biometric traits utilization considers some security issues [28, 29] that should be
tended to be mentioned. Biometric system users need assurance that their biometric
data is secured and protected against misuse and used only for the planned reasons.
Most companies using biometric systems store the biometric data in a decentralized
encoded database to ensure the security and protection of the biometric data [26].

6 Biometric Systems Challenges

In these days several biometric recognition systems rely only on using one single
biometric characteristic to recognize users. Although single biometric systems can
offer reliable applications for verification and identification, some limitations and
vulnerabilities challenging these single biometric systems like [7]:

Noisy Data The captured biometric data usually contains noise according to, for
example, imperfect acquisition conditions or variants in biometric characteristic
itself like dirt on fingerprint sensor or a scratch on a fingerprint image. Genuine
users always rejected as a result of noise in sensed data.

Non Universality According to some reasons biometric recognition systems some-
times are not capable of capturing perfect biometric data from genuine users result-
ing in an error named Failure To Enroll (FTE). For instance, drooping eyelids, long
eyelashes or certain pathological conditions of eyes may prohibit the iris recognition
system from capturing perfect iris data from users.

Spoof Attacks Imposters can try to mimic behavioral biometrics like signature and
voice for an enrolled user. Also, creating biometric artifacts can spoof attack phys-
ical biometrics such as iris or fingerprint. However, physical traits such as finger-
prints and iris are also vulnerable to spoof attacks by creating biometric artifacts.
In 2002, Matsumoto et al. [30] explained how fingerprints could be spoof attack as
imposters can create gummy fingers using easily obtainable tools and cheap mate-
rials. These gummy fingers are granted with high degrees using several fingerprint
recognition applications [30]. In 2004, Uludag et al. [31] suggested different ways
to protect biometric systems from spoof attacks like liveness detection and detection
of known artifacts. Another way by challenging user response like repeating some
words “please repeat after beep: 1-5-9-8”.
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Intra-class variations Some biometric traits change over time like hand geometry
and wrong interaction from the user with the sensor represent the main reasons rep-
resenting intra-class variation. In 2004, Uludag, [31] introduced a solution for intra
class variation by storing multiple templates and update these templates periodically
over time for each user.

Inter-class similarities Individuals’ feature spaces overlapping introduce inter class
similarity. The inter-class variation appears in large population identification systems
and can result in bigger false acceptance rate. A solution for this problem is to iden-
tify the upper bound capacity of users that can be identified effectively using the
biometric system.

7 Multibiometric Systems Fusion Levels

Multimodal systems can be constructed in several different ways, based on the bio-
metric information sources and design of the system. Multimodal as usual refers to
the system where two or more different biometric sources are in use (such as Iris
and fingerprint), however the term multibiometrics is more common. Multibiomet-
ric systems include multimodal systems, and also number of different settings.

In the multimodal biometric system, fusion schemes can be performed at any
of these different levels; at the sensor level, at the feature-extraction level, at the
matching-score level, rank level and at the decision level. Chapter 3 discusses in
details the different levels fusion.

8 Multibiometric Systems Evidence Sources

Different biometric data are utilized as part of a multimodal biometric system. In
view of these sources, multimodal biometric systems are classified as six distinct
classifications [1]: multi-instance, multi-sensor, multi-algorithm, multi-modal sys-
tems and hybrid.

Multi-sensor biometric systems acquire the same biometric trait from two or more
different sensors. Multi-instance biometric systems use one sensor to capture two or
more different instances of the same biometric modality. Multi-algorithm biometric
systems process the acquired biometric trait by more than one algorithm. Multimodal
biometric systems can use one or more sensors to capture more than one different
traits of biometric. Hybrid system means mixing more than one of the above types.
Chapter 4 will represent in details sources of evidence in multibiometric systems.
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9 Multimodal Biometric Advantages Over Single Biometric

This part represents multimodal biometric systems advantages over single biometric
systems [7].

Non-universality is addressed by Multibiometric systems. For instance, when the
fingerprints of a user have a poor quality it prevents the user from being enrolled to
the system; so usage of other biometric modalities like voice, face, iris, etc. allow
systems to utilize other biometric modality and to register an individual to the system.

Multibiometric also addressed the spoof attack as it becomes more difficult for
an imposter to spoof multi biometrics of a genuine user at the same time. Using
the appropriate fusion technology can possibly help finding if an individual is an
imposter or a genuine user. More difficulties could be added to prevent imposters to
be enrolled in the system like; the system can ask the user to present modalities in
random order, or the system may ask the user to pronounce certain words or numbers
to make sure that the user is really alive.

Multibiometric applications report the noisy sensed data effectively. The possibil-
ity to depend on data obtained from other traits can come over the noisy sensed data
from one biometric trait. Even if many multibiometric systems consider the qual-
ity of the sensed data while executing the fusion process and this is a challenging
problem itself, multibiometric systems can significantly use these benefits.

Multibiometric systems addressed the problem of fault tolerant by remaining to
work even if the information of a certain biometric source is unreliable according to
software or sensor faults. In identification systems with large user population usually
exist fault tolerance.

The accuracy of biometric systems is improved by fusing evidence from multi
biometric sources. Using the suitable sources of evidence and the best fusion tech-
nique assures the matching accuracy improvement.

10 Biometric Systems Applications

Applications of Biometrics can be organized as three main groups [26]:

1. Business applications, for example, PC system login, e-trade, Internet access,
ATMs or credit cards, physical access control, mobile telephones, personal digital
assistant (PDA)s, medical records management, distance learning, and so on.

2. Administration applications, for example, national ID card, driver’s license, social
security, border control, passport control, welfare-disbursement, and so forth.

3. Legal applications, for example, body identification, criminal examination, ter-
rorist identification, parenthood determination, and so forth.
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11 Proposed Multimodal Biometric System Using
Fingerprint and IRIS

In multimodal biometric systems, two or more biometrics are employed (e.g. IRIS,
fingerprint, face etc.) to enhance system performance and accuracy. The proposed
system uses two biometrics; Fingerprint and IRIS. The Proposed system works at two
levels; at first level the extracted Fingerprints features are extracted and compared
with stored finger prints templates stored in the database, second level the IRIS fea-
tures are extracted, compared and matched with stored IRIS templates stored in the
database. Level-II works only if Level-I is not passed. The fusion is accomplished
at cascaded advanced decision level. If Level I is matched, the system avoids for
matching IRIS extracted further at level II Fig. 4.

Fingerprint
Database
Image Minutiae )
Enhancement [ | Extraction [ ] Matching ﬁ

e, Identified
IRIS Stop
Database
No
i Fasture Normalization gt
Matching (€ Eyiraction [€ € processing

y

Identified

Stop

Not Identified

Stop

Fig. 4 Proposed system overview
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11.1 Level I: Fingerprint

11.2 The Human Fingerprint [27]

Most human body skin is smooth, and contains oil glands and hair, but palm and fin-
ger’s skin contain no oil glands or hair. Palms and fingers contain a flow pattern of
valleys and ridges. Finger ridges (also called friction ridges) help in catching objects,
and improve sensing surfaces. Two layers form the friction ridges; Inner layer called
dermis, and outer layer called epidermis. Ridges that appear on epidermis enhance
the friction between hand and surfaces. Uniqueness of friction ridges even with iden-
tical twins helps using it in fingerprint recognition systems for human identification
and verification (Fig. 5).

11.3 Fingerprint Recognition

One of the most used single biometrics is fingerprint because it is the most proven
modality for user identification. Fingerprint is composed of ridges and valleys found
on finger surface. After fingerprint image acquisition, three main steps for fingerprint
recognition using minutiae extraction technique which are:

1. Image Enhancement
2. Minutiae Feature Extraction
3. Comparison and Matching

(a) (b)

Fig. 5 Two types of skin on the human body: a smooth skin and b friction ridge skin [27]
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11.4 Image Enhancement

Fingerprint image acquisition sometimes results in noisy data like holes, smudges
or creases, and this lead to unsuccessful efforts for recovering real valleys or ridges.
There is a need for an enhancement algorithm to enhance the structure clarity of
valleys and ridges of the image to mask lost regions.

The enhancement process begins with normalizing the input image so that image
mean and variance are identified and estimate the image orientation. The resulted
image is used to compute a frequency image from which the region mask is acquired
using block classification of normalized image. Finally, Gabor filters applied to val-
ley and ridge pixels of normalized image to output the enhanced image of fingerprint.
Figure 6b, c shows the mask region and enhanced images of the fingerprint respec-
tively.

11.5 Feature Extraction

Before extracting the minutiae features, a thinning algorithm is applied to the
enhanced fingerprint image after being binarized to decrease the thickness of ridges
to a single pixel. Minutiae features are the bifurcations and ridge endpoints that are
extracted from the resulted skeleton image. Minutiae points’ location and orientation
are extracted and stored to create a feature set. The crossing number (CN) method
uses eight neighborhood connected pixels to extract minutiae points by extracting
bifurcations and ridge endings from the enhanced image by testing the nearest pix-
els to each ridge pixel using 3 X 3 window. The crossing number (CN) for a given
ridge can be defined as:

8
1
CN=§I;|Vk—Vk+1| (1)

where V; is the pixel value at index i and V9 = V1. According to CN, the ridge
pixels can be classified as a ridge ending, bifurcation, or not minutiae point, when
CN equals 1, 3, or otherwise respectively. Figure 6d shows the minutiae points on
the skeleton image. The feature vector for each detected minutiae point contains its
spatial coordinates, and the ridge segment orientation. The following data is stored
for each minutiae point extracted:

e The coordinates x and y,
« Ridge segment orientation, and
» Minutiae type (bifurcation, ridge, or ending)
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Fig. 6 Fingerprint minutiae feature extraction. a original image. b mask image. ¢ enhanced image.
d skeleton image with the minutiae points

11.6 Comparison and Matching

Minutiae points extracted from the stored database, and the query fingerprint is pre-
sented to the matching algorithm. The matching algorithm finds the association
between the input query fingerprint and the stored template that maximizing the
number of minutiae pairings. Consider A =m,, ... m,,, denotes the set of extracted
minutiae points from the template in the stored database, and B = m,,, ... ma,,, be
the extracted minutiae points from the input query fingerprint; where mi = x;y; 6, x
and y represents the spatial coordinates of a minutiae point and 6 is its orientation.
The two minutiae sets are paired if both satisfy the following geometric distance D,
and angle difference D, constraints:

D(m,.my) = \/(in =X )2+ O, = Vp)? <1y (2)

D,(m,,m,) = min (|6, — 6, ,360 - 0, — 6, ) <7, 3)
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where r,;, and r, are the allowed difference between the two minutiae pair. The sim-
ilarity score is computed based on the number of matching minutiae pairs N,, and a
total number of minutia points in the database template N, and the query fingerprint
image N,,.

N2
S =1/ — “4)
finger Na Nb

The generated similarity score S, between the tested and stored images is

passed to the decision level. In the decision level, the S, is compared to a decision

threshold. If the Sy, is greater than or equal to the decision threshold then the user

is identified/verified and the system ends, otherwise the system moves to the next
level (i.e. iris recognition).

12 Level II: IRIS

The Human Iris IRIS is a thin circular velum, lies between lens and cornea of
the eye Fig.7. IRIS consists of many layers, dense pigmentation cells contained
in epithelium; the lowest layer. Above the epithelium layer lies the stromal layer
which contains two iris muscles, blood vessels and pigment cells. The color of IRIS
determined by density of stromal pigmentation. The externally visible surface of the
multi-layered iris contains two zones, which often differ in color [16]. An external
ciliary zone and an inward pupillary zone, and these two zones are separated by the
collaret-which shows up as a crisscross example.

Arrangement of the iris starts by the third month of embryonic life [16]. The one
of a kind example on the surface of the iris is formed the first year of life, and pig-
mentation of the stroma happens for the initial couple of years. Arrangement of the
novel examples of the iris is arbitrary and not identified with any hereditary vari-
ables [32]. The main trademark that is subject to hereditary qualities is the pigmen-
tation of the iris, which decides its shading. Because of the epigenetic way of iris
examples, according to an individual contain totally autonomous iris examples, and

Fig. 7 Human eye
view [16]
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indistinguishable twins have uncorrelated iris designs. For further points of interest
on the life structures of the human eye counsel the book by Wolf [16].

Iris Recognition Each person has a unique iris print which remains stable over his
life. Two Circles could estimate The iris region, a circle for the pupil boundary (a
central solid black circle of eye) and the other one is for the iris boundary (an annular
ring between the pupil boundary and sclera). Pupil size changes according to light;
when eye exposed to light the pupil expands, and when dark pupil contracts. Iris is
unique for each individual as it contains the unique flowery pattern. The eyelashes
and eyelids usually block the lower and upper portions of iris region. Sometimes
reflections exist corrupting the iris configuration. A technique is required to locate
the circular iris region, and separate and reject these objects. A standard algorithm
for detecting Iris boundary is the Hough transform which can be used to derive the
radius and center coordinates of the iris and pupil regions. The major steps for iris
recognition are:

. Iris and pupil segmentation
. Normalization

. Extracting Features

. Comparison and Matching

AWM —

Before applying the four steps mentioned above, iris image need to be captured
using a suitable high-quality iris camera because the four steps will depend on image
quality.

12.1 Iris and Pupil Segmentation

First; we use Canny edge detector to create an edge map. In order to effectively high-
light the iris boundary, the gradients were weighted more in the vertical direction.
While for pupil detection, the gradients were equally weighted in both directions.
Figure 5.5b, ¢ shows the full edge map and vertical edge map obtained by the Canny
edge detector. By using the edge map, the circular Hough transform parameters are
chosen. These parameters are: radius r, center coordinates x, and y, to define the
circle according to this equation:

x§+y§—r2=0 5)

The best circle radius and center coordinates are the maximum points in the
Hough space. Note, the Hough transform for the iris is computed firstly. Once the iris
region is detected, the second Hough transform is applied within the iris region to
detect the pupil. Figure 8d shows the resulted iris and pupil segmentation. To detect
the eyelids, linear Hough transform is used to fit a line on the upper and lower eyelid.

When using all gradient data it is found that the eyelids are aligned horizontally,
and the eyelid edge interacts with the circular iris outer boundary. When using ver-
tical gradients only to detect iris outer boundary decrease the impact of the eyelids
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(a) (d)

Fig. 8 Iris segmentation. a original image. b edge map. ¢ vertical edge map. d segmented iris and
pupil boundaries

when performing Hough transform technique, and some edge pixels of the iris circle
can be neglected. Using this technique make iris circle localization more accurate
and more efficient as it decreases the edge points tested in Hough space.

13 Normalization

The normalization is applied on the segmented iris region to have fixed dimensions of
different iris images. The normalization is based on Daugman’s rubber sheet model
[19]. The iris region I(x; y) is transformed into the strip. The mapping is done by
transforming the Cartesian coordinates (x; y) into its polar coordinates (; 8) equiv-
alent using

1(x(r, 0),y(r,0)) — I(r,0) (6)

withx(r; 0) = (1 — )xp(0) + rxi(0) and y(r; 0) = (1 — r)yp(0) + ryi(6). Where x,; y,
and x;; y; are the pupil and iris boundaries coordinates along the € direction. The
value of 6 and r belongs to [0; 2x], and [0; 1] respectively. The center of the coor-
dinate system is at the pupil center. The reflections, eyelashes, and eyelids removed
from the normalized image. Here, the polar transformed image has 20 x 240 dimen-
sion represents the radial and angular resolutions as shown in Fig. 9a.

(b) (c)

Fig.9 Iris normalization and feature coding; a normalized image. b feature codes. ¢ mask image
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13.1 Extracting Feature

In this stage, the most discriminative characteristics of the iris region are only
extracted and encoded in a compact form to improve the accuracy recognition rate.
Log-Gabor filter is used to extract iris features. The log-Gabor filter works as a band-
pass filter to analysis the texture of the image. The encoding process [33] generates
a bitwise template of the iris region by analysis phase information. The filter’s phase
is categorized into one of four quadrants where each quadrant is represented by two
bits.

Here, the total number of bits in the template is 9600. A noise mask is also gen-
erated to highlight areas such as eyelids, eyelashes, and reflections identified in the
segmentation stage. Figure 9b, ¢ shows the encoding features and the mask region.
The result vector is used to make the comparison between the stored iris database
and query iris image.

13.2 Comparison and Matching

The matching is accomplished between iris codes Ic generated from iris database
images and iris query image using Hamming distance technique. The Hamming dis-
tance measures the difference between two bit iris codes using the following equa-

tion:
S - e, @ Icg () Imy () Imgl|
e 17y () Iy

)

where Ic,, Icy are the iris codes for stored database image and query image, and
Imy, Imy denotes the noise masks. €, [ are the Boolean operators XOR and AND.
This matching score S, is used as input to the decision level. so that if the S}, is
smaller than or equal to the decision threshold then the user is identified/verified and
the system ends, otherwise the system rejects the user.

14 Experimental Results

MATLAB 7.8.0.347(R2009a) is the programming language used to implement this
system. The testing of the performance of the proposed system is applied using the
following two databases: 1—CASIA-Iris V1 [34]; It contains 756 images acquired
from 108 individuals. 7 images for each eye are captured with an advanced home-
made camera for iris. All stored images are formated as BMP with resolution 320
X 280. 2—FVC 2000 (DB4j) and 2002 (DB1y, DB2g, DB3) [35]. Each databases
contain 80 fingerprints (80) acquired from ten persons; eight impressions from each
person. The FVC database is free downloaded. In this proposed system, the first
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Table 1 Confusion matrix

Predicted template
Actual Yes No
Yes TP FN
Template No FP TN

40 individuals are selected from CASIA Iris V1 and FVC 2000 and 2002 for the
experiment; 35 individuals enrolled into system database (4 images for each), and
3 images for each individual is used for testing. Images of individuals from 36 to
40 are not registered in the system but used for testing only. The experiment went
through four levels; Fingerprint recognition Level, Iris recognition Level, cascaded
multimodal biometric level based on fingerprint and iris recognition, and multimodal
biometric level based on Fingerprint and Iris recognition using AND rule at decision
level fusion. Biometric applications have a number of performance measures used to
characterize the performance of biometric systems. False Acceptance Rate (FAR),
False Reject Rate (FRR), system accuracy, and Receiver Operating Characteristics
curves (ROC) are the most important performance measures in biometric systems.
False Acceptance Rate (FAR) is the percentage of imposters that were incorrectly
recognized over the total number of imposters tested. False Reject Rate (FRR) is the
percentage of clients that are not recognized falsely to the total number of clients
tested. Receiver Operating Characteristics curves (ROC) used for visual compari-
son of classification models FAR, FRR and Accuracy can be calculated using the
confusion matrix shown in Table 1.

True positives (TP): refers to the number of users correctly identified by the sys-
tem. True negatives (TN): refers to the number of non-users correctly not identified
by the system. False positives (FP): refers to the number of non-users were iden-
tified by the system. False negatives (FN): the number of users not identified by
the system. FAR, FRR, and Accuracy can be calculated according to the following
equations using Sensitivity which is true positive rate and specificity which is true
negative rate:

FAR= 1P ®)
TN + FP
FRR= —IN__ ©)
TP + FN
Acc. = TP+IN (10)

TP+ TN + FP+ FN
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14.1 Lever 1: Fingerprint Recognition Results

In this level, fingerprint Image is captured by a fingerprint scanner device, the cap-
tured image is usually corrupted because of some noises like holes, creases, and
smudges, so the image needed to be enhanced to improve the quality of finger-
print image using Gabor Filter algorithm and this is the second step. In step 3; the
enhanced image is binarized and passed to a thinning algorithm to increase ridge
thickness to be one single pixel. The last step is matching in which the input minutiae
is compared with stored minutiae templates in database, if matching score is smaller
than the given threshold, identification is complete else identification is rejected. In
this experiment different thresholds are chosen from 0.25 to 0.7 step 0.05. When
using small thresholds the False Accept Rate is increased and False Reject Rate
and Accuracy is decreased. With increasing the threshold to 0.6 False Reject Rate
is increased slightly, Accuracy also is increased obviously, and False Accept Rate
is decreased obviously too. When increasing threshold than 0.6 Accuracy starts to
decrease again, and False Reject Rate extremely increased. The experiment results
are represented in Table 2.

Figure 10 represents the performance measures; FAR, and FRR curves for the
fingerprint recognition system using minutiae extraction, and Fig. 11 represents the
accuracy curve.

14.2 Level 2: Iris Recognition Results

In this level Iris Image is captured by a suitable device, then automatic segmenta-
tion is applied using Hough transform to generate edge map circles and detect iris

Table 2 Finger print recognition results using minutiae extraction

Finger Threshold FAR FRR Accuracy
0.25 0.8838 0 0.1383
0.3 0.5289 0.0095 0.484
0.35 0.1998 0.0381 0.8043
0.4 0.0488 0.1048 0.9498
0.45 0.012 0.1524 0.9845
0.48 0.0034 0.1714 0.9924
0.5 0.002 0.2095 0.9929
0.55 0 0.2571 0.9936
0.6 0 0.4286 0.9893
0.65 0 0.5143 0.9871
0.7 0 0.6667 0.9833
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boundaries and eyelids, this step is preprocessing. Next step is normalization; in
which Iris image is transformed into a strip which involves of points acquired from
the outer boundary of iris to the outer boundary of the pupil and normalized to make
the strip size constant for different iris images. Features are extracted using Haar
wavelet in which Iris image is fragmented into four factors i.e., diagonal, vertical,
horizontal, and approximation. The approximation factors are fragmented into four
factors. The series of steps are reiterated for five levels and the last level arguments
are collected to create a vector. The collected vector is binarized to compare eas-
ily between the query image and iris codes stored in the database. The last step is
matching in which comparison between query images and iris codes from the stored
database is done using hamming distance algorithm. The experiment results are rep-
resented in Table 3.

Figure 12 represents the performance measures; FAR, and FRR curves for the Iris
recognition system using minutiae extraction, and Fig. 13 represents the accuracy
curve.
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Table 3 Iris recognition results using Hamming distance
IRIS threshold FAR FRR acc
0.1500 0.000000 1.000000 0.975000
0.1600 0.000000 0.990500 0.975200
0.1700 0.000000 0.990500 0.975200
0.1800 0.000000 0.981000 0.975500
0.1900 0.000000 0.981000 0.975500
0.2000 0.000000 0.961900 0.976000
0.2100 0.000000 0.952400 0.976200
0.2200 0.000000 0.895200 0.977600
0.2300 0.000000 0.847600 0.978800
0.2400 0.000000 0.742900 0.981400
0.2500 0.000000 0.628600 0.984300
0.2600 0.000000 0.466700 0.988300
0.2700 0.000000 0.381000 0.990500
0.2800 0.000000 0.314300 0.992100
Fig. 12 FAR and FRR 1.2
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14.3 Level 3: Multimodal Biometric System Results Using
Fingerprint and Iris

In this level, the fingerprint image is captured for an individual, enhanced using
Gabor Filter algorithm, binarized and passed to thinning algorithm, extract minu-
tiae points, matching with stored templates. If the matching score between the input
pattern and the stored template is greater than the given finger threshold then identi-
fication/verification is complete else Iris Image is captured for the same individual,
automatic segmentation is applied using Hough transform, preprocessing, normal-
ization, features extraction using Haar wavelet, binariztion, matching using hamming
distance algorithm.

If the matching score is smaller than the given iris threshold the identifica-
tion/verification is complete else system stops with no identification/verification. In
this experiment different thresholds are chosen from 0.25 to 0.7 step 0.05 for fin-
gerprint and one threshold for Iris 0.28; this threshold is chosen as it is the smallest
one achieving the highest accuracy of the tested thresholds with fingerprint thresh-
olds and to reduce the computational complexity. When using small thresholds for
fingerprint the False Accept Rate is increased and False Reject Rate and Accuracy
are decreased. With increasing the threshold to 0.5 False Reject Rate is increased
slightly, Accuracy also is increased obviously, and False Accept Rate is decreased
obviously too. When increasing threshold than 0.6 Accuracy starts to decrease again,
and False Reject Rate extremely increased. The experiment results are represented
in Table 4.

Figure 14 represents the performance measures; FAR, and FRR curves for the
Cascaded multimodal biometric system using finger print recognition and Iris recog-
nition, and Fig. 15 represents the accuracy curve.

Table 4 Cascaded multimodal biometric system results using finger print recogniti