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Foreword

In this book, the best chapters that explore the combination of machine learning
techniques with image processing methods are selected. Nowadays, these topics are
important not only in the scientific community, but also for other areas such as
engineering and medicine. The problems described in each chapter are relevant for
the area of image processing and computer vision. Moreover, the use of soft
computing and machine learning techniques is also demonstrated.

This book brings together and explores possibilities for combining image pro-
cessing and artificial intelligence, both focused on machine learning and soft
computing that are two relevant areas and fields in Computer Science. The selected
chapters include topics from different areas and implementations. The editor clas-
sifies them accordingly with the importance and usefulness. In Part I, chapters
related with image segmentation are included. This problem is very important
because it is considered as a preprocessing step in most of the image processing
systems. For example, one of the chapters presents a survey of the advantages and
disadvantages of using different colors spaces in segmentation using clustering.
Another work is focused in the use of multi-objective optimization for thresholding.
Moreover, other interesting chapters provide an overview of the use of evolutionary
approaches for the segmentation of thermal images. On the other hand, Part II
addressed the implementation of both soft computing and machine learning in
medical applications of image processing. Chapters for liver tumor recognition
based on different classifiers, a method for the detection of lesions of coronary
disease, glaucoma monitoring to mention some are included.

Images and videos are extensively used in security, Part III is dedicated to the
use of machine learning and soft computing algorithm for security and biometric
applications. The chapters contained in this part consider biometric problems as a
signature recognition based on neural networks or finger print identification using
different topological structures. Meanwhile for security methods such as the use of
support vector machines for detecting violent activities of humans in videos is
presented.
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The aim of image processing and computer vision is detection, recognition, and
analysis of the objects contained in the scenes. Part IV of this book is dedicated to
new approaches for this task. To mention some interesting approaches, chapters
such as object recognition for robots, distance measurements for geometric figures,
and image reconstruction using Fourier transform are included.

The book was designed for graduate and postgraduate education, where students
can find support for reinforcing or as the basis for their consolidation or deepening
of knowledge, researchers. Also teachers can find support for the teaching process
in areas involving machine vision or as examples related to the main techniques
addressed. Additionally, professionals who want to learn and explore the advances
on concepts and implementation of optimization and learning-based algorithms
applied in image processing can be found in this book, which is an excellent guide
for such purpose.

The book which is concise and comprehensive on the topics addressed makes
this work an important reference in image processing, which is an important area
where a significant number of technologies are continuously emerging and some-
times untenable and scattered along the literature. Therefore, congratulations to the
authors for their diligence, oversight, and dedication for assembling the topics
addressed in the book. The computer vision community will be very grateful for
this well-done work.

May 2017 Marco Pérez-Cisneros
Universidad de Guadalajara

Guadalajara, Mexico
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Preface

Several automatic systems require cameras to analyze the scenes and perform the
desired task. Images and videos are taken from the environment, and after that,
some processing algorithms should be used to analyze the object contained in the
frames. On the other hand, in the past two decades, the amount of users of cameras
has been increased exponentially. Cameras are present in smartphones, computers,
cars, gadgets, and many other apparatuses used every day. Based on such facts, it is
necessary to generate robust algorithms that permit the analysis of all this
information. These algorithms are used to extract the features that permit the
identification of the objects contained in the image. To achieve this task, it is
necessary to introduce computational tools from artificial intelligence. The tendency
is to have automatic applications that can analyze the images obtained with the
cameras. Such applications involve the use of image processing algorithms
combined with soft computing and machine learning methods. This book presents a
study of the use new methods in image and video processing. The selected chapters
explore areas from the theory of image segmentation until the detection of complex
objects in medical images. The implementation concepts from machine learning,
soft computing, and optimization are analyzed to provide an overview of the
application of this tools in image processing.

The aim of this book is to present a study of the use of new tendencies to solve
image processing problems. We decide to edit this book based on the fact that
researchers from different parts of the world are working in this field. However,
such investigations are published in different journals, and it is hard to find a
compendium of them. The reader could see that our goal is to show the link that
exists between intelligent systems and image processing. Moreover, we include
some interesting applications in areas like medicine or security that are very
important nowadays.

The content is divided into four parts; Part I includes the methods involved with
theory and applications of image segmentation. For example, the use of
multiobjective approaches or different color spaces. Part II includes the applications
of machine learning and soft computing algorithms for medical purposes, for
example, glaucoma or coronary diseases. Meanwhile, in Part III approaches for
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security and biometry are included . Some of them are related to finger print
identification or the analysis of videos for activity recognition. Finally, Part IV
contains 11 chapters about object recognition and analysis in the scenes.

Editing this book was a very rewarding experience, where many people
were involved. We acknowledge to all the authors for their contributions. We
express our gratitude to Prof. Janusz Kacprzyk, who warmly sustained this project.
We also acknowledge to Dr. Thomas Ditzinger, who kindly agreed to its
appearance.

Finally, it necessary to mention that this book is just a small piece in the puzzles
of image processing and intelligence. We would like to encourage the reader to
explore and expand the knowledge in order to create their implementations
according to their necessities.

Cairo, Egypt Aboul Ella Hassanien
Guadalajara, Mexico Diego Alberto Oliva
May 2017
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Color Spaces Advantages
and Disadvantages in Image Color
Clustering Segmentation

Edgar Chavolla, Daniel Zaldivar, Erik Cuevas and Marco A. Perez

Abstract Machine learning has been widely used in image analysis and processing
for the purpose of letting the computer recognize specifics aspects like color, shape,
textures, size, and position. Such procedures allow to have algorithms capable of
identifying objects, find relationships, and perform tracking. The present chapter
executes an analysis of the one image attribute that is listed among the basic aspects
of an image and the color. The color is chosen due to the importance given by
humans to this attribute. Also the color is used main filter criteria in object
recognition and tracking. In this section the effect of the color is studied from the
point of view of the most popular color spaces available in image processing. It will
be tested the effect of the selection of a given color space one of the most common
clustering machine learning algorithms. The chosen algorithm is K-means ++, a
variation of the popular K-means, which allows a more fair evaluation since it
mitigates some of the randomness in the final cluster configuration. Every advan-
tage or weakness will be exposed, so it can be known what color spaces are the
right choice depending on the desired objective in the image processing.
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1 Colors Models and Spaces

Color is one of the most important aspects in vision, since it is used generally to
discriminate and recognize information. From the Physics view, the color is caused
by the reflection of a portion of light in an object. Basically, it is just an electro-
magnetic wave in a range of frequencies. The longest wavelength produces the red
and the shortest blue-violet (Fig. 1).

The part of the electromagnetic spectrum analyzed is the one called the visible
spectrum, which contains all the possible colors. Other colors existing outside the
visible spectrum range are not contemplated in this section (Infrared and ultraviolet)
[15].

Since representing the colors as a specific wave frequency with a certain
amplitude and longitude is not trivial or natural to human beings, it created systems
that help to describe the colors in a more natural and ordered way. The descriptions
systems are known as color models.

A color model is actually a set of equations and/or rules used to calculate a given
color and are capable of describing a wide range of tones from the visible spectrum
of light.

A color space is defined as all the possible tones generated by a color model; in
this work the colors are managed from the color space perspective.

1.1 Additive Color Spaces

Additive color spaces are those set of colors that are created by mixing primary
colors. The most used primary colors are the red, blue, and green. Originally, these
colors were formed by adding two or more rays of light into an obscure surface. The
created color space using this technique is named RGB [23].

Fig. 1 Visible light spectrum. Wavelengths are in meters
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A variant of the additive color spaces is the subtractive color space, which
instead of adding rays of light, it blocks or subtracts certain frequencies from a ray
of light containing the complete frequency range from the visible light spectrum.

This section will use only the additive color space in form of the RGB model,
since it is the most frequent color space used in computer images.

RGB This model is most widely used in computer graphics. Many works use this
model as a base for color filtering, segmentation, and analysis in image processing.
The ease of use and intuitive model for color creation and manipulation makes it an
ideal choice for drawing and coloring (Fig. 2).

Unfortunately, it has some disadvantages when it is used in image processing.
The model produces a nonlinear and discontinues space, which makes the changes
in color hue hard to follow due to discontinuities. Another issue found in RGB
model is the fact that the color hue is easily affected by illumination changes,
making the color tracking and analysis a nontrivial task.

Despite the issues described for the RGB model, the produced space is preferred
in most of the computational tasks. One of the reasons is that most of the computer
hardware and software is developed under this model, so it can be used directly
without additional work.

Normalized RGB This model is a variation from the RGB, and basically is
created under the premise of protecting the color model from the illumination
changes. The main idea behind this variation is that the colors are formed using a
certain proportion of three primary colors from the model, not a defined amount of
each one. So the sum of all the colors proportions must equal a 100%. The process
of normalization is straightforward and can be easily computed (Eqs. 1–3). Basi-
cally, each of the equations used to transform RGB to normalized RGB obtains the
proportion of each color. Another advantage of this model is that any color can be
described just using two colors instead of three. This is possible due to the fact that
the third color will always be the difference between one and the addition of the
other two colors:

Fig. 2 RGB color space
(Wikimedia commons RGB)
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r=
R

R+G+B
ð1Þ

g=
G

R+G+B
ð2Þ

b=
B

R+G+B
. ð3Þ

This variant certainly reduces the negative effect of the illumination changes like
shadows or shines, but in exchange it reduces object detection capability. This is
due to the loss of contrast that the same illumination provides [5].

This model is used in machine learning with some degree of success, and it will
part of the comparison performed in this work

1.2 Perceptual Color Spaces

Perceptual color spaces are created from those models that treat the color in a more
human intuitive form. In order to achieve this objective, any color is represented by
a specific tone or hue, a level of saturation for the hue, and the amount of light
available or illumination.

Inside this category, it can be found Hue Saturation Value model (HSV), Hue
Saturation Lightness (HSL), and Hue Saturation Intensity (HSI). All of these color
models have a similar description about the color hue but differ in the saturation and
illumination definition.

HSL This color model can be computed from the RGB standard model by using a
set of equations (Eqs. 4–6). The major advantage of using this model is the fact that
it presents immunity to illumination changes, since the illumination is enclosed in
the lightness component of the model. The other feature of this model can be found
in the color hue changes; they are continuous and linear. The hue component is
usually expressed in angle terms, from 0 to 359°, since every tone has a previous
and next tone that follows a cyclic pattern and can be visualized in a circular
diagram. The last feature of the HSL model is the geometric representation which
can be expressed as a bi-conic figure or a cylinder (Fig. 3), which allows to
manipulate easily each color hue by changing its illumination and saturation [7]:

H=

60 * G−B
max R,G,Bð Þ−min R,G,Bð Þ

� �
R=max R,G,Bð Þ

60 * 2+ B−Rð Þ
max R,G,Bð Þ−min R,G,Bð Þ

� �
G=max R,G,Bð Þ

60 * 4+ R−Gð Þ
max R,G,Bð Þ−min R,G,Bð Þ

� �
B=max R,G,Bð Þ

8>>><
>>>:

ð4Þ
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S=
max R,G,Bð Þ−min R,G,Bð Þ

1− ðmax R,G,Bð Þ+min R,G,Bð Þ− 1j j ð5Þ

L=
max R,G,Bð Þ+min R,G,Bð Þ

2
. ð6Þ

Even though the HSL model could seem ideal, it has some issues; the first occurs
when the maximum and minimum values for RGB are the same, which corresponds
to the gray tones. In this scenario there is an undefined value for hue, which usually
the existing software libraries set to zero (Red color). This causes some incorrect
color interpretations. The other visible issues occur when the maximum and min-
imum sum two; in this scenario the saturation is undefined.

HSV This model is similar to HSL, and share the same definition for the hue
component (Eq. 4), but differs in the way it interprets the color saturation (Eq. 7)
and the illumination (Value component) (Eq. 8):

S=
max R,G,Bð Þ−min R,G,Bð Þ

max R,G,Bð Þ ð7Þ

V =max R,G,Bð Þ. ð8Þ

The issues found in HSL can be found as well in HSV; there is the same
undefined scenario for hue and regarding saturation, the issue arises when the
maximum value for RGB is zero (black color).

Sometimes, HSV is preferred due to the geometric representation, which is
usually more natural than HSL, which allows a better color hue manipulation
(Fig. 4).

Some works use variations from the HSV and HSL models, which does not
involve extra computer work. This variation is just to ignore the illumination
component, which theoretically would eliminate the effect produced by shadow or
shines [3, 10, 24]. Other works go beyond and also ignore the saturation compo-
nent, leaving only the hue component as the only criteria for color manipulation and
analysis [11, 8].

Fig. 3 HSL color space
(Wikimedia commons HSL)
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A common problem found in the perceptual color spaces is the hue represen-
tation. Usually, it is represented as the angle of a circle. It means that one hue is at
the restarting point of the circle (where the angle changes from 359° to 0°). This
causes a discontinuity in the color hue. It is usually fixed by using two ranges for
the hue at this position. In this case the affected hue corresponds to the red color.

1.3 CIE Color Space

The international Commission on Illumination (CIE) is worldwide nonprofit
organization, created with the purpose to gather and share information related to the
science and art of light, color, vision, photobiology, and image technology (CIE,
[4].

The CIE created the first color models based primarily on the physic aspect of
the light. Among the most notable models, the CIE RGB, CIE XYZ, and CIELab
can be found. All of them describe how all the colors can be formed on a plane with
a given illumination level.

The CIE XYZ and CIE RGB are calculated by using the light wavelength from
the physic representation of the color, while CIELab is indirectly obtained from the
CIE XYZ.

Lab (also known as L * a * b*) This is one of the most used models from the CIE
family. The lab model is formed by a Lightness component and two chromatic or
color components (a and b). This color model can express a wider color range or
gamut than the RGB, and usually, is used to enhance color images. The lab model
can be obtained from the primary CIE XYZ model by using Eqs. 9–11, where
Xn = 95.047, Yn = 100.0, and Zn = 108.883 are the tristimulus reference value for
white for the CIE XYZ model; basically, the values are pseudo-normalized:

Fig. 4 HSV color space
(Wikimedia commons HSV)
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L*= 116f
Y
Yn

� �
− 16 ð9Þ

a*= 500 f
X
Xn

� �
− f

Y
Yn

� �� �
ð10Þ

b*= 200 f
Y
Yn

� �
− f

Z
Zn

� �� �
. ð11Þ

The CIELab model can represent colors that are not handled by other models;
theoretically, it could represent an infinite number of chromatic combinations.
Unfortunately, its creation is a complex process, and the color space produced is not
natural to humans as in RGB or perceptual color spaces (Fig. 5).

1.4 Other Color Spaces

Additional color spaces and models exist, but those are beyond the scope of this
work, since in this chapter it will be covered only the most commonly used color
spaces in computer image processing.

Fig. 5 RGB space
represented using lab color
model. (Wikimedia commons
CIELab)
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2 Clustering Algorithms and Machine Learning

Clustering algorithms refer to those algorithms capable of separate and classify a
group of observations. Inside machine learning there are some specialized algo-
rithms dedicated to perform clustering and classification tasks. The most interesting
algorithms are those referred as unsupervised learning algorithms.

2.1 Unsupervised Learning Algorithms

Most of the algorithms in machine learning are required to go through a training
phase in order to calibrate inner values. As a result of the training the algorithm is
able to perform classification or to respond in a specific manner to certain entry
data.

But in unsupervised learning, algorithms never require a training phase; instead,
these algorithms are capable of discovering by themselves some interesting struc-
tures found in the input data [16].

The most common algorithms are clustering methods. Among them, it can be
found K-means, Gaussian mixture, Hidden Markov models, and Hierarchical or
Tree models. Those algorithms are capable to segment data into confined spaces, so
existing and new data can be classified.

2.2 K-Means

The K-means algorithm is a very popular method for clustering. The term comes
from 1967 [14], but the idea was previously stated in 1957, but disclosed until 1982
[12]. K-means is basically an iterative method that starts with k clusters centroids
set randomly. At every iteration the centroids are adjusted, so that the distance from
the existing data to the closest centroid is the minimum possible. The algorithm
stops when a predefined number of iterations have passed or a desired data-centroid
distance has been reached. Due to this behavior, usually the K-means is referred as
an expectation maximization method variant.

The algorithm for K-means is depicted as follows:

• Set randomly K possible centroids in the data space;
• Calculate the distance between each data point and each centroid;
• Clusters will be formed around the centroids using those data points which

distance to the centroid is the shortest;
• The cluster centroid will be adjusted using the data points inside the previously

created cluster;
• If the distance or the iteration criteria are reached, the algorithm stops, otherwise

go back to the second step.
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Based on the K-means method some other algorithms have been proposed,
among the most popular are the Fuzzy C-means, K-means ++, etc.

2.2.1 K-Means ++

K-means usually generates acceptable results, but there is a couple of known issues
that affect its performance.

• If two centroids are too close to each other, they could be trying to classify the
same cluster. In this case, the real cluster would be split among two K-means
clusters.

• The time required to reach the optimum centroid for the existing clusters could
vary depending on the initial centroids setup. If the initial random centroid is set
close to the real centroid of the real clusters, the algorithm will take little time or
iteration to find the optimums centroids. On the other hand, if the initial random
centroids are set far from the real centroids, they could take significantly more
time.

• Even more, the resulting clustering could be made using the wrong data points.
This last one is caused due to the fact the K-means method only looks for
minimizing the distance between the centroid and data point. At some point of
the iterations, some data points could be changing clusters, and if the algorithm
reaches the iteration number criteria, the data points stay in the current cluster.
No validation is made to corroborate if each data point is assigned to the right
cluster. Sometimes, this issues could create quite different clusters every time
the K-means algorithm is executed.

Using the previous statements, it can be concluded that K-means algorithm
performance depends on the initial centroids setting. The K-means ++ algorithm is
created as a response to the initialization problem. The main idea behind the
K-means ++ algorithm is to create a method to optimize the initial setup for the
centroids in the K-means algorithm. Actually, K-means ++ algorithm is identical to
K-means algorithm, but differs in the first step (The initial centroids setup). Instead
of choosing arbitrary random values for all the centroids, K-means ++ uses an
algorithm to select those centroids that can speed up and optimize the cluster search
[1]. K-means ++ uses a simple probabilistic approach to generate the initial cluster
setup, calculating the probability of how well a given point is doing acting as a
possible centroid.

The K-means algorithm gets the K centroids (c) using a set X of data points as
follows:

• Sample the first centroid c(1) using a uniform random distribution over X.
• Iterate from k = 2 until K.

Color Spaces Advantages and Disadvantages in Image … 11



• Sample the kth center c[k] from a multinomial over X where a point x has
probability θx, defined by Eq. 12, where D(x) is defined as the distance to the
closest existing centroid:

θx =
D xð Þ2

∑x′ ∈X D x′ð Þ2 αD xð Þ2. ð12Þ

K-means ++ allows a better cluster initialization, but it has a high computa-
tional cost. The method uses an iterative procedure to calculate the centroids with
the best probability to be the centroids. The amount of iteration and calculations
involves all the points in the data space, causing a significant work overhead.

The previous drawback can be alleviated by the fact that the rest of the
K-mean ++ algorithm will find the cluster configuration faster and the cluster
configuration will usually be the most convenient for the given problem.

As a result of the previously stated, it can be expected that K-means ++ would
achieve to get the best clustering on each of the color spaces that will be tested.

2.2.2 K-Nearest Neighbor

A usual application for K-means is the nearest neighbors ’ selection. This can be
achieved by considering the data points from a given resulting cluster to be the
closest neighbors from the resulting centroid. This process is used to categorize
information by the closeness of a given known point.

3 Image Segmentation by Machine Learning

The idea of performing image segmentation and image analysis by using some of
the algorithms covered by machine learning is widely spread across several works
and literature. Among some recent examples of segmentation using machine
learning algorithm are neural networks [2, 17–19], Gaussian mixture model [21,
22], support vector machine [9, 13, 6], and support vector machine with K-means
family-based training [20, 25].

From the selection, recent works can be found that there is no standard color
space regarding color feature extraction for the segmentation or classification. The
most used models are RGB, nRGB, HSI, HSV, CIELab, Gray scales, and YCbCr.
This scenario is the motivation for the present chapter. It exposes and explains
valuable information about the most used color spaces regarding its properties. The
properties should be considered in the election of a given color space. Just a few
works expose the reason behind a specific color selection but never explain the
possible issues that can arise from the mentioned selection.
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4 Testing and Experimentation

The main purpose of the present tests is to demonstrate the benefits and issue
coming from selecting a given color space. For the testing scenario, it was selected
some of the most popular color spaces used in the image processing field:

• RGB
• nRGB
• HIS
• HSV
• HS
• H
• CIELab

The HS and H are not properly color spaces themselves, but variations from the
HSV color space. It was decided to be included in the testing since these variations
are attractive for the exclusion of the illumination component. A small explanation
about the mentioned color spaces was already stated in the color section in this
chapter.

For the targeted machine learning algorithm, it was selected the K-means
algorithm. Even though it is an old algorithm, it is still widely used and still
performs in an acceptable level against some more recent algorithms. The K-means
++ variant was selected, since it is helpful alleviating the randomness in the
resulting classification clusters.

A set of three images presenting a solid background and the three primary colors
(red, green, and blue) is selected:

• A synthetic image (made up image with solid colors);
• An image with defines colors, but some noise is present;
• A natural image with shades and color not so well defines (boundaries are

close).

The second and third images are taken from the freeimages database (http://
www.freeimages.co.uk).

4.1 Synthetic Image Testing

The first image is a synthetic image consisting of four solid pure colors (Red, Blue,
Green, and White) (Fig. 6). The image is composed by four rectangles: upper left is
red, upper right is white, lower left is blue, and lower right is green.

The K-means algorithm is expected to generate four clusters, one for each color
available in the figure. One consideration made for the testing regarding the test for
H only component is that using this model is impossible to distinguish red from
white. The previous is one of the present issues coming from most of the perceptual
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color models, where white and gray tones are undefined for the hue (H) component
(Eq. 4). Usually in the case of undefined value for the H component, a zero is used
instead. For the H component, zero value corresponds to red hue.

The test for the synthetic image shows no major problem for the selected color
spaces, just the already mentioned issue for the H component color space. In Fig. 7f
it could be noted how the white and red are merged together, since there is no way
to differentiate between both hues. For the white color the hue is zero, while for the
pure red the hue is also zero.

4.2 Testing Image with Some Noise

The following image to be tested is an image containing the alphabet letters
alternating the hues red, blue, and green. The background for the image is set to
yellow; it is expected that for the perceptual color spaces the effect of issue for
having white or gray tones is diminished, since the only gray source is coming from
the noise (Fig. 8).

The present noise found in the image in Fig. 8 is expected to confuse the
clustering algorithm, by producing some pixels that are located close to the
boundaries of other colors. Depending on the properties in each of the testing color
spaces, the clustering algorithm will be able to overcome the noise.

From the result clusters in Fig. 9, it can be stated some interesting aspects:

RGB (Fig. 9a) mixed the red and green letters, this mostly due to the noise getting
the boundaries close and adding additional gray tones.

Fig. 6 Base synthetic image
with red, blue, green, and
white colors
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Fig. 7 a Clusters resulting from RGB. b Clusters resulting from HSV. c clusters coming from
HSL. d Clusters coming from CIELab. e Cluster coming from nRGB. f Clusters coming from H.
g Clusters coming from HS

Fig. 8 Colored image with
some noise. First-row
sequence red–blue–green,
second-row sequence blue–
red–green, third-row
sequence blue–red–green.
Edited image from http://
www.freeimages.co.uk/
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Fig. 9 a Clusters resulting from RGB. b Clusters resulting from HSV. c clusters coming from
HSL. d Clusters coming from CIELab. e Cluster coming from nRGB. f Clusters coming from H.
g Clusters coming from a fixed H component. h Cluster coming from HS
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HSV (Fig. 9b) was capable to select green and blue in an acceptable level; it creates
another cluster for the background part of the noise and gray tones were classified
as one cluster, but in the red letters, the clustering was a mixture of all other
clusters.

HSL (Fig. 9c) in this case the background and blue letters were acceptable, but the
red and green letters were incorrectly classified, using a combination of other
clusters.

CIELab (Fig. 9d) for this color space all the letters and background presented an
acceptable classification. Just a few pixels erroneous sorted inside the letters and
surrounding most of the letters.

nRGB (Fig. 9e) the normalized RGB presents the best performance, even showing
better results than CIELab. The previous can be stated from the fact that erroneous
pixels inside each letter are less than CIELab.

H (Fig. 9f) using just the hue from the perceptual color spaces performs an
acceptable clustering for the background, blue letters, and green letters. It can be
noted that the noise inside these letters is not present in the final segmentation. It
exhibits little noise around some letters. Regarding the red letters, it was able to
create a cluster for the color, but the cluster is heavily affected by the discontinuity
in the hue definition. This issue is evident while classifying the red hue, since it is
defined in two ranges at the low values of hue and the highest values of hue in the H
component.

H-Fixed (Fig. 9g) in an effort to demonstrate how the red hues are affected by the
discontinuity in the H component, a special scenario, is created. In this scenario the
two red hue ranges in the H component are merged. This can be done by appending
the first values (0–20) at the end of the scale, then performing subtraction of 20
units on each value. This procedure is similar to circular shift. After performing the
join of the two ranges, it can be seen an almost perfect clustering, just a few
misclassified pixels.

HS (Fig. 9h) selecting the hue and saturation produces a really noisy clustering for
the red and green letters, while regarding the blue letters, the clustering shows a
better result, but still with some noise.

From the result over the tested image, normalized RGB presented the best results
regarding clustering. But using just the H component from the perceptual color
spaces resulted in having a more noise immune classification. This was notable
when the discontinuity in the red hue was solved. Unfortunately, the shift procedure
is not always a possibility in real scenarios. The colors that will be in the processing
images are not usually known, so performing the shift could move the discontinuity
to another color. So the shift procedure is only worthy when can assure that the red
color is the image and it should be included in a cluster. Also it is needed to assure
that pure white and gray tones are not in the image, so they will not be misclassified
as red hues (white and gray tones are undefined and usually given an H value of
zero).
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4.3 Natural Image

The next scenario is a photograph of three colored cubes. This will test the capa-
bility from each color space to add significant information when shades and lights
are present in the image (Fig. 10). An additional error source observed from the
target image is the fact that the hues from the colors are not well defined, especially
regarding the blue cube (upper cube), which seems to have a close boundary with
the green hue.

This scenario is set to reveal some of the common issues that each color space
brings while trying to segment an image using its color as the main feature. The
shades and lights produce a wide distribution in the range of possible values for
each of the selected primary colors. As the background of the image is white it is
expected some confusion between the background and the lighter parts of the cubes.
Also from the shades is expected to create some possible misclassification issues.

A detailed analysis of the resulting clusters exhibits the benefits and issues
coming from each color space:

RGB (Fig. 11a) Errors in all the clusters can be noticed. The red cube is grouped
along with the shadow, while the part of the blue cube is erroneously classified with
the back ground (the lighter section) and finally part of the green cube is classified
in the blue cluster. This is caused by the illumination issue present in the RGB color
space.

HSV (Fig. 11b) In this case the background cluster is acceptable, just presenting
some noise. Regarding the cubes, the clusters are mixed. A point in favor for the
model is the fact that it was not affected by the shadow below the blue (upper) cube.

Fig. 10 Colored cubes.
Upper cube is Blue, left lower
is red and right lower is green.
Image from http://www.
freeimages.co.uk/
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Fig. 11 a Clusters resulting from RGB. b Clusters resulting from HSV. c clusters coming from
HSL. d Clusters coming from CIELab. e.Cluster coming from nRGB. f Clusters coming from H.
g Clusters coming from HS
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This last behavior comes from the ability to decouple the illumination component
from the chromatic component.

HSL (Fig. 11c) This color space performs in a similar way to HSV, but with noisier
clustering.

CIELab (Fig. 11d) The resulting clustering using this color space present solid
acceptable clusters for the red and green cubes. But for the blue cube loses part of
the cube (the lighter sides). Also, another issue is the detection of the shadow below
the blue cube as part of the red cube.

nRGB (Fig. 11e) The normalized RGB presents a similar behavior as the CIELab,
but loses part of the green cube. On the other hand demonstrate its property of
immunity to shadows by avoiding the selection of the shadow below the blue cube.

H (Fig. 9f) In this scenario this approach performs an acceptable clustering in the
blue and green cubes, and a really noisy in the red cube. Also, it presents some
errors in the back ground cluster. The misclassified pixels inside the red cube comes
from the discontinuity in the red hue for the H component, and also from the fact
the background is white (hue value is set to zero). The previous causes that the red
cube is classified in the red cluster and in of the white cluster. In this case, the shift
procedure used in the previous image is not applicable due to the existence of white
color.

HS (Fig. 9g) This selection behaves in a similar way as the HSV, just presenting
slightly more noise.

From the previous exercise, there was not a clear winner, since ever color space
presented noticeable issues.

5 Conclusions

From all the performed scenarios it is demonstrated that every color space presents
its own issues that could affect the segmentation done by clustering. But an
important result observed from the behavior from each color space is regarding to
the aspect of failure in different areas. It means that some color spaces were better
performing the segmentation of a given color, or a given illumination condition.

The most promising approach was the usage of the H component from the
perceptual color spaces, as long as the discontinuity issue (jump from 360 to 0) is
fixed and the white and gray values are avoided. There is some technique that could
help to improve the robustness for the H component, like using other distance
method based on the angle distance (cosine distance). It should be noted that despite
fixing the discontinuity issue in the perceptual models, it is also necessary to fix the
white and gray tones issue. This last issue is sometimes not possible or not a trivial
task.
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An approach to follow it is to use a given color space depending on the con-
ditions of the scenario where it should be implementing. So the features of a given
color space can really help to solve the required clustering. Unfortunately, this
approach is not possible in most of the scenarios, where the machine learning
algorithm must be prepared for unknown scenarios.

From the previous can be stated one of the most common issues in machine
learning algorithms, that most of the classifiers are weak classifiers. In the case
scenarios presented in this chapter, it can also use the same solution as in any
machine learning procedure; it is the boosting approach. Boosting can be coupled
weak classifiers in order to create a stronger classifier. Each configuration presented
in the chapter is really a weak classifier. Mixing some of them can improve the final
clustering result. The boosting using different color spaces is out of the scope of the
chapter, but a given path for further development.

The chapter does not go deep in searching for techniques to correct each possible
failure in the color spaces, since its main purpose is to remark the possible benefits
and issues coming from each color space.
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Multi-objective Whale Optimization
Algorithm for Multilevel Thresholding
Segmentation

Mohamed Abd El Aziz, Ahmed A. Ewees, Aboul Ella Hassanien,
Mohammed Mudhsh and Shengwu Xiong

Abstract This chapter proposes a new method for determining the multilevel thresh-

olding values for image segmentation. The proposed method considers the multilevel

threshold as multi-objective function problem and used the whale optimization algo-

rithm (WOA) to solve this problem. The fitness functions which used are the maxi-

mum between class variance criterion (Otsu) and the Kapur’s Entropy. The proposed

method uses the whale algorithm to optimize threshold, and then uses this threshold-

ing value to split the image. The experimental results showed the better performance

of the proposed method to solving the multilevel thresholding problem for image seg-

mentation and provided faster convergence with a relatively lower processing time.

Keywords Multi-objective ⋅ Swarms optimization ⋅ Whale

optimization algorithm ⋅ Multilevel thresholding ⋅ Image segmentation

1 Introduction

In recent years, the intelligent systems that depend on machine learning and pat-

tern recognition are widely used in numerous fields. These include the application
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of face and voice recognition, objects identification, computer vision, and so on.

Nevertheless, the researchers are still working to improve the accuracy of these sys-

tems, especially when they are used in real-time environments. When these systems

acquire their data from images, they should use image processing techniques to pre-

pare and process the images to be able to identify and recognize the objects on them.

Image segmentation is an essential phase in this stage. It works for splitting an image

into segments with similar features (i.e., color, contrast, brightness, texture, and gray

level) based on a predefined criterion [1]. Image segmentation has been applied in

several applications such as medical diagnosis [2], satellite image [3], and optical

character recognition [4]. However, it could be a complex process if the images are

corrupted by noises from environments or equipment. There are many methods for

applying image segmentation, such as edge detection [5], region extraction [6], his-

togram thresholding, and clustering algorithms [7]; as well as, threshold segmen-

tation [8], it is one of the popular methods for performing this task to locate the

best threshold value [9, 10]; it can be divided into two types: bi-level which can be

used to produce two groups of objects and multilevel that used to segment complex

images and separate pixels into multiple homogeneous classes (regions) based on

intensity [1, 11]. Bi-level thresholding method can produce adequate outcomes in

cases where the image includes two levels only, however, if it has been used with

multilevel the computational time will be often high [12]. On the other hand, the

results of bi-level thresholding are not suitable to real application images; so, there

is a wide requirement to use multilevel thresholding [11]. There are two methods to

determine the thresholds, namely, a global and local level. In a local level, thresh-

olds are determined for each portion of the image; on the other hand, at a global

level, one threshold is taken to the whole image [13]. So, by using the image his-

togram, the global thresholding can be determined. Several thresholding methods

explore for the thresholds by optimizing some fitness functions that are defined from

images and they handle the determined thresholds as parameters. So, the determi-

nation of optimal thresholds in multilevel thresholding is an NP-hard problem [14].

Many methods analyze the image histogram to determine the optimal thresholds, by

either minimizing or maximizing a fitness function with consideration of the values

of threshold.

When the number of thresholds is small, classical methods are acceptable; but if

there are several threshold numbers, it is a best practice to perform a swarm intelli-

gence (SI) technique to optimize this task, such as, genetic algorithm (GA), particle

swarm optimization (PSO), firefly optimization (FFO), and bat algorithm.

Jie et al. (2013) [15] introduced a multi-threshold segmentation method that uti-

lized k-means and firefly optimization algorithm (FA). The results showed that the

proposed method obtained a low run-time and higher performance than the classi-

cal fast FCM and PSO-FFCM models. In the same effort, Chaojie et al. (2013) [16]

proposed a method based on FA that outperformed GA algorithm.

Vishwakarma et al. (2014) [17] compared their proposed model that based on

FA with the classical K-means clustering algorithm and the model achieved the best

results. Sarkar (2011) [18] presented a technique based on differential evolution for

multilevel thresholding using minimum cross entropy thresholding (MCET). It was

applied to some of the real images and the results showed high efficiency than PSO
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and GA. Moreover, Fayad et al. [19] proposed a segmentation model based on ACO

algorithm. It achieved good results and small errors in comparison to the ground

truth. On the other hand, Abd ElAziz et al. [20] introduced a hybrid model that com-

bined SSO and FA (FASSO) for image segmentation. It showed faster convergence

and lower preprocessing time. The PSO and its edition [21–26] are implemented

in image segmentation to locate the multilevel thresholding. Moreover, there are

several swarm techniques that applied for segmentation including honey bee mat-

ing optimization (HBMO) [27], harmony search (HS) algorithm [28], cuckoo search

(CS) [29], and artificial bee colony (ABC) [30, 31]. However, most of these tech-

niques are either trapped on local optima or predefined control parameters such as

GA, PSO, CS, and HS algorithms.

In this chapter, we present a new multilevel thresholding method for image seg-

mentation method. The multilevel thresholding is considered as multi-objective opti-

mization problem, in which the popular two image segmentation functions namely,

Otsu’s and entropy are used as the fitness function which optimized by the whale

optimization algorithm. The properties of these two functions are used to improve

the accuracy of image segmentation via multilevel thresholding. The characteristics

of the WOA are the ability of fast convergence. The rest of this chapter is organized

as follows: Sect. 2 presents the materials and methods. Section 3 introduces the pro-

posed method. Section 4 illustrates the experiments and discussions. The conclusion

and future work are given in Sect. 5.

2 Materials and Methods

2.1 Problem Formulation

In this section, the multilevel thresholding problem definition is introduced, by con-

sidering an gray level image I contains K + 1 groups. Therefore, the tk, k = 1,… ,K
thresholds are needed to split I to subgroups Ck as in the following equation:

C0 = {I(i, j) ∈ I ∣ 0 ≤ I (i, j) ≤ t1 − 1}
C1 = {I(i, j) ∈ I ∣ t1 ≤ I (i, j) ≤ t2 − 1},

… (1)

CK = {I(i, j) ∈ I ∣ tk ≤ I (i, j) ≤ L − 1},

where I(i, j) is (i, j)th pixel value and L is the gray levels of I ∈ [0,L − 1].
The aim of the multilevel thresholding is to find the threshold values construct

these groups Ck, which can be determined by maximizing the following equation:

t∗1 , t
∗
2 ,… , t∗K = max

t1,…,tK
F(t1,… , tK), (2)

where F(t1,… , tK) may be Kapur’s entropy or the Otsu’s function.
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∙ Otsu’s function:

This function is defined mathematically as

FOts =
K∑

i=0
Ai(𝜂i − 𝜂1)2, (3)

Ai =
ti+1−1∑

j=ti

Pj, (4)

𝜂i =
ti+1−1∑

j=ti

i
Pj

Aj
, where Pi = hi∕N, (5)

where 𝜂1 is the mean intensity of I with t0 = 0 and tK+1 = L. The hi and Pi are the

frequency and the probability of the ith gray level, respectively.

∙ Kapur’s Entropy:

The Kapur’s entropy function determines the optimal threshold values through max-

imizing the overall entropy [32] that is defined as:

FKap =
K∑

i=0
(−

ti+1−1∑

i=ti

Pj

Aj
ln(

Pj

Aj
)). (6)

2.2 Whale Optimization Algorithm (WOA)

The whale optimization algorithm (WOA) is a new meta-heuristic technique that

mimics the Humpback whales [33]. In this technique, the optimization begins by

producing a random population of whales. These whales search for the prey’s (opti-

mum) location, then attach (optimize) them by one of these methods encircling or

bubble-net.

In the encircling method [33] the Humpback whales improve their location based

on the best location as follows:

D = |C⊙ X∗(t) − X(t)| (7)

X(t + 1) = |X∗(t) − A⊙ D|, (8)

where D describes the distance between the position vector of both the prey X(t)∗
and a whale X(t), and t denotes the current iteration number. A and C are coefficient

vectors, and defined as follows:

A = 2a⊙ r − a (9)
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C = 2r, (10)

where r is a random vector ∈ [0, 1], and the value of a is linearly decreased from 2

to 0 as iterations proceed.

Whereas the bubble-net method can be performed by two approaches. The first is

the shrinking encircling that given by reducing the value of a in equation (9), also, A
is reduced. The last is the spiral updating position. This method is applied to mimic

the helix-shaped movement of Humpback whales around prey:

X(t + 1) = D′
⊙ ebl ⊙ cos(2𝜋l) + X∗(t), (11)

where D′ = |X∗(t) − X(t)| is the distance between the whale and prey, b is a constant

for determining the shape of the logarithmic spiral, ⊙ is an element-by-element mul-

tiplication, and l is a random value in [−1, 1].
The whales can swim around the victim through a shrinking circle and along a

spiral-shaped path concurrently:

𝐗(t + 1) =
{

𝐗∗(t) − 𝐀⊙ 𝐃 if p ≥ 0.5
𝐃′

⊙ ebl ⊙ cos(2𝜋l) + 𝐗∗(𝐭) if p < 0.5 (12)

where p ∈ [0, 1] is a random value which describes the probability of choosing either

the shrinking encircling method or the spiral model to adjust the position of whales.

In exploration phase, the Humpback whales search randomly for prey. The posi-

tion of a whale is adjusted by determining a random search agent rather than the best

search agent as follows:

D = |C⊙ Xrand − X(t)| (13)

X(t + 1) = |Xrand − A⊙ D|, (14)

where Xrand is a random position determined from the current population.

Algorithm 1 illustrates the whole structure of the WOA.

3 The Proposed Method

In this section the proposed method for determining the multilevel thresholding val-

ues is introduced. In the first the fitness function is defined, based on the combination

of the Otsu’s and Kapur entropy functions, as

Fit = 𝛼FOts + 𝛽FKap, (15)

where 𝛼 and 𝛽 are random values in the range [0, 1] and the parameters represent the

balance between the two fitness functions.
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The input to the proposed method is the image histogram, the number of whales

N and the dimension of each whale position is the threshold level dim. The WOA

starting by generating a random population of N solutions in the search domain [0,L]
(here L = 265), for each position the fitness function Fiti is computed using equation

(15). Then the fitness functionFbest and its corresponding best whale position xbest are

determined. Based on each value of decrease the parameter a from 2 to 0, the values

of two parameters A and C are computed, then the position of each whale is updated

based on the value of the parameter p as illustrated in Sect. 2.2. The previous steps

are repeated until the stop criteria are satisfied, and the proposed method is shown

in Algorithm 1.

Algorithm 1 Whale Optimization Algorithm (WOA)

1: Input: dim dimension of each whale,N: number of whales, tmax: maximum number of iterations.

2: Output: xbest Threshold values.

3: Generate a population of N whales 𝐱i, i= 1, 2,… ,N
4: t= 1
5: for all 𝐱i do // parallel techniques do
6: Calculate the fitness function Fiti for 𝐱i.
7: end for
8: Determine the best fitness function Fbest and its position whale xbest.
9: repeat

10: for For Each value of a decrease from 2 to 0 do
11: for i = 1 ∶ N do
12: Calculate C and A using (10) and (9) respectively.

13: p = rand
14: if p ≥ 0.5 then
15: Update the solution using (11)

16: else
17: if ∣ A ∣≥ 0.5 then
18: Update the solution using (14)

19: else
20: Update the solution using (7)

21: end if
22: end if
23: end for
24: end for
25: t=t+1
26: until G < tmax

4 Experiments and Discussion

In this section, the experimental environment for the proposed method is introduced.

The image description is illustrated in the first, then the setting of the parameters for

each algorithm and the measurements used to evaluate the quality of segmentation

image is discussed.
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Fig. 1 Samples of the tested images, from left TestE1, TestE2, TestE3, and TestE7

4.1 Benchmark Images

The proposed methods used in this chapter are tested on four common grayscale

images from the database of Berkeley University [34]. These images are called

TestE1, TestE2, TestE3, and TestE7 as illustrated in Fig. 1.

4.2 Experimental Settings

The proposed method results are compared with four algorithms, namely, WOA,

SSO, FA, and FASSO; these algorithms are previously proposed for multilevel image

segmentation and introduced good results. To make the comparison process fair, the

population size is 25, the dimension of each agent is the number of thresholds (m)

and the same stopping criteria (maximum number of iterations is 100, with a total

of 35 runs per algorithm). The parameters of each algorithm used in this paper are

illustrated in Table 1.

The experiments were computed on using the following threshold numbers: 2, 3,

4, and 5. All of the methods are programmed in “Matlab 2014” and implemented on

“Windows 64bit” environment on a computer having “Intel Core2Duo (1.66 GHz)”

processor and 2 GB memory.
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Table 1 The parameters setting of each algorithm

Algorithm Parameters Value

WOA a [0, 2]

b 1

l [−1, 1]
SSO Probabilities of attraction or repulsion (pm) 0.7

Lower female percent 65

Upper female percent 90

FASSO 𝛾FA 0.7

𝛽FA 1.0

𝛼FA 0.8

Probabilities of attraction or repulsion (pm) 0.7

Lower female percent 65

Upper female percent 90

FA 𝛾FA 0.7

𝛽FA 1.0

𝛼FA 0.8

4.3 Segmented Image Quality Metrics

The accuracy of the segmented image is evaluated based on fitness function, time,

peak signal-to-noise ratio (PSNR), and the structural similarity index (SSIM), where

PSNR is defined as

PSNR = 20log10(
255

RMSE
), RMSE =

√∑N
i=1

∑M
j=1(I(i, j) − ̂I(i, j))2

N.M
, (16)

where I and ̂I are original and segmented images of size M × N, respectively. The

high value of PSNR refers to the high performance of segmentation algorithm.

The SSIM is defined as

SSIM(I, ̂I) =
(2𝜇I𝜇̂I + c1)(2𝜎I,̂I + c2)

(𝜇2
I + 𝜇

2
̂I
+ c1)(𝜎1

I + 𝜎

2
̂I
+ c2)

, (17)

where 𝜇I (𝜇
̂I) and 𝜎I (𝜎

̂I) are the mean intensity and the standard deviation of the

image I (̂I), respectively. The 𝜎I,̂I is the covariance of I and ̂I and c1 = 6.5025 and

c2 = 58.52252 are two constants [35]. The highest value of SSIM and PSNR indi-

cates better performance (Figs. 2, 3, 4 and 5).



Multi-objective Whale Optimization Algorithm for Multilevel Thresholding . . . 31

Fig. 2 The average of results of measures overall the testing images

Fig. 3 The result of segmentation TestE1 image using (from left to right) SSO, FASSO, FA,

WOAMOP, and WOA
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Fig. 4 The result of segmentation TestE2 image using (from left to right) SSO, FASSO, FA,

WOAMOP, and WOA

Fig. 5 The result of segmentation TestE3 image using (from left to right) SSO, FASSO, FA,

WOAMOP, and WOA
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Fig. 6 The result of segmentation TestE7 image using (from left to right) SSO, FASSO, FA,

WOAMOP, and WOA

4.4 The Results and Discussions

The results of comparison between the proposed algorithm and other algorithms are

illustrated in Tables 2, 3, 4 and Fig. 6.

In Table 2, the average results of fitness values and time(s) are computed at thresh-

olds 2, 3, and 4. From this table and Fig. 6d we can conclude that, based on the fit-

ness function (as a measure), in general the WOAMOP is the better algorithm than

the SSO is in the second rank followed by the FASSO, FA, and WOA. However,

at threshold level equal to the FA and SSO give results better than that obtained

by WOAMOP, also at level three of segmentation, the FASSO is outperformed

WOAMOP (very small difference). At the high-level thresholding (4 and 5) the

WOAMOP is better than all other algorithms followed by SSO in the second rank.

Also from this table and Fig. 6c the best algorithm based on the time elapsed is the

proposed algorithm followed by FA (however, this very small difference).

Table 4 and Fig. 6a–b show the SSIM and PSNR values. From this table and 6b

we can observe that, at K = 2, 3, 4, and 5 the WOAMOP is better than all other

algorithms (however, at k = 2 the difference between the algorithm is small). Also,

the FA is in the second rank followed by SSO, FASSO, and WOA.

From all previous discussion we can conclude that the proposed method gives

better performance based on the quality measures that used (PSNR, SSIM, time,

and fitness function).
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5 Conclusion and Future Work

Image recognition applications use image processing methods to prepare and process

the images to be able to identify and recognize the objects on them. So, image seg-

mentation techniques is an essential preprocessing step in several applications; it

divides an image into segments with similar features based on a predefined criterion.

In this chapter, a new multi-objective whale optimization algorithm (WOAMOP)

was proposed for multi-thresholding image segmentation. The proposed method

used the hybrid between the Kapur’s entropy and the Otsu’s function as a fitness

function. The WOAMOP applied to determine the best solution (threshold values)

and then used this thresholding values to divide the image. The experiment results of

the proposed method were compared with four algorithms, namely, original WOA,

FA, SSO, and FASSO. The WOAMOP achieved better results than all algorithms,

and also it provides a faster convergence with relatively lower processing time. In

future, the WOAMOP can be applied to other complex image segmentation prob-

lems such as color images.
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Abstract There is a remarkable increase in the popularity of swarms inspired

algorithms in the last decade. It offers a kind of flexibility and efficiency in their

applications in different fields. These algorithms are inspired by the behaviour of

various swarms as birds, fish and animals. This chapter presents an overview of some

algorithms as grey wolf optimization (GWO), artificial bee colony (ABC) and antlion

optimization (ALO). It proposed swarm optimization approaches for liver segmen-

tation based on these algorithms in CT and MRI images. The experimental results

of these algorithms show that they are powerful and can get remarkable results when

applied to segment liver medical images. It is evidently proved from the experimen-

tal results that ALO, GWO and ABC have obtained 94.49%, 94.08% and 93.73%,

respectively, in terms of overall accuracy using similarity index measure.
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1 Introduction

There is a kind of complexity in handling liver segmentation in different modal-

ities of abdominal imaging. This complexity motivated many researchers to find

out new efficient methods for better segmentation. Nature and swarm observation

inspired them to create different meta-heuristic algorithms. Even though any swarm

has a simple individual behaviour, but its coordination presents an amazing social

organization. Swarm algorithms focus on the collective behaviour and coordina-

tion between members in hunting, finding food sources, travelling, and mating.

Researchers try to mimic the steps of swarms to develop new methods to solve the

different sophisticated optimization problems. In this chapter, some swarm algo-

rithms are discussed to manipulate liver segmentation images using two imaging

modalities represented in CT and MRI images.

There are different medical imaging modalities, depending on the usage of radi-

ology of X-ray gamma rays, radio frequencies pulses and ultrasound. It is used in a

wide range of medical diagnosis in different branches as hepatology, oncology, car-

diology, etc. The most common modalities are computed tomography (CT) and mag-

netic resonance imaging (MRI) which are used in this discussion. Liver segmentation

is the backbone of the discussed usage of the swarms optimization algorithms. At

the time being, many researchers mimic the behaviour of different kinds of swarms,

aiming to create new algorithms to solve the complex optimization problems in dif-

ferent fields. These algorithms include particle swarm optimization (PSO), firefly

optimization algorithm (FOA), glowworm swarm optimization (GSO), artificial bee

colony (ABC), fish swarm optimization (FSO), ant colony optimization (ACO) and

bacterial foraging optimization algorithm (BFOA).

Sathya et al. [4] used particle swarm optimization (PSO) to divide the image

into multilevel thresholds for the purpose of segmentation. The objective func-

tions of Kapur and Otsu methods are maximized using Particle swarm optimization.

Jagadeesan [5] combined Fuzzy C-means with firefly algorithm to separate brain

tumour in MRI images. The membership function of Fuzzy C-means is optimized

using firefly algorithm to guarantee a better brain tumour segmentation. Liang et al.

[8] combined the non-parametric ant colony optimization (ACO) algorithm and Otsu

with the parametric expectation and maximization (EM) algorithm. Since Em is sen-

sitive to the initial solution, ACO is used to get this one, then EM selects multilevel

threshold for objects segmentation. The artificial bee colony (ABC) optimization

algorithm is used by Cuevas et al. [3], to compute image thresholds for image seg-

mentation. A. Mostafa et al. [11] clustered the image of liver using ABC algorithm

to get the initial segmented liver. Then, simple region growing method is used to seg-

ment the whole liver. Sankari [18] could manage the local maxima in expectation–

maximization (EM) algorithm by combining glowworm swarm optimization (GSO)

algorithm with EM algorithm. GSO clusters the image to find the initial seed points.

These seed points are passed to EM algorithm for segmentation. Jindal [6] tried to

solve the problem of computational complexity and time. This paper presented an

algorithm called bacterial foraging optimization algorithm (BFOA). It is inspired
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by Escherichia coli bacteria. Needing no thresholding in image segmentation is its

main advantage. Sivaramakrishnan et al. [19] used ABC optimization algorithm,

combined with Fish swarm algorithm, to diagnose breast tumors in mammogram

images. Alomoush et al. [1] built a system that detects the spots of brain tumors in

MRI images using a hybrid firefly and Fuzzy C-means.

This chapter focuses on three bio-inspired optimization algorithms: Grey Wolf,

Artificial Bee Colony, and Antlion optimization algorithms.

The remainder of this chapter is ordered as follows. Section 2 gives an overview

of the nature-inspired optimization algorithms, including Grey Wolf Algorithm in

Sect. 2.1, artificial bee colony algorithm (ABC) in Sect. 2.2 and antlion optimization

(ALO) in Sect. 2.3. Section 3 presents the implementation of the approaches using

GWO, ABC and ALO. This section describes the phases of preprocessing, swarm

algorithms followed by the experimental results of the three approaches. Finally,

conclusions and future work are discussed in Sect. 4.

2 Swarm Optimization Algorithms

The social behaviour of the animals, birds, fish and insects is the main base for all

swarm or nature-inspired algorithms. It tries to mimic this behaviour and organiza-

tion in hunting, food searching and mating. The following subsections present three

swarm algorithms as follows.

2.1 Grey Wolf Optimization

Grey wolf optimizer (GWO) is considered a population-based meta-heuristic algo-

rithm. It mimics the hierarchy of leadership and mechanism of hunting performed

by grey wolves in nature. This algorithm was proposed by Mirjalili et al. in 2014

[10]. The following subsections will present an overview of the main concepts of

the algorithm and its structure as follows.

Main Concepts and Inspiration

Grey wolves always live in groups, consists of 5–12 members. Each member in the

group has their own job in the strict social dominant hierarchy. This hierarchy defines

the leadership and coordination. The hierarchy also defines the way of gathering

information about the prey for hunting and finding the place to stay in. Figure 1 shows

the hierarchy of grey wolves group.

The social hierarchy of grey wolves group consists of four levels as follows.

1. Alpha wolves (𝛼)

The alpha wolves are the leaders of the pack. They are a male and a female,
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Fig. 1 Social hierarchy of

grey wolves’ pack

responsible for making the major decisions about hunting, moving, direction and

stay. The pack members have to obey their orders and show their acceptance by

holding their tails down. They are the brain and the ruler of the pack and their

orders should be followed by all other levels in the pack.

2. Beta wolves (𝛽)

The betas are subordinate wolves, that aid the alpha in making decisions, trans-

ferring the commands of the alpha through the pack and giving feedback. It could

be male or female and it is the best candidate to be alpha when the current alpha

passes away or gets old.

3. Delta wolves (𝛿)

The delta wolves are not alpha nor beta wolves and have to submit to them and

follow their orders. But they dominate the omega (the lowest level in wolves social

hierarchy). There are different categories of delta wolves as follows.

∙ Scouts
The scout wolves’ responsibility is to watch the boundaries of the pack against

enemies and warn the pack for danger. Also, they are responsible for telling

about the candidate prey.

∙ Sentinels
They are the pack’s guards. The sentinel wolves protect the packs from any

danger.

∙ Elders
The elder wolves are the wise and experienced ex alpha or beta who left their

position because of age.

∙ Hunters
The hunters help the alpha and beta wolves in the process of hunting to provide

food for the pack.

∙ Caretakers
The caretakers take care of the weak, ill, young and wounded wolves in the

pack.

4. Omega (𝜔) (lowest level)
The omega wolves are all other members in the pack that have to submit to all

the other up levels of the dominant wolves. They are not important members and

they are the last to eat.

The following subsection presents the mathematical models of the packs’ social

hierarchy and other operations of tracking, encircling and attacking prey.
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Social Hierarchy

In grey wolf optimizer algorithm, the alpha 𝛼 are considered the fittest solution, while

beta 𝛽 and delta 𝛿 are the second and the third fittest solutions. Any other solutions

are considered omega 𝜔. The 𝛼, 𝛽 and 𝛿 solutions guide the hunting operation, and

the 𝜔 solutions follow these three wolves.

Encircling Prey

When the grey wolves start hunting, they encircle prey. The encircling behaviour is

presented as a mathematical model in the following equations:

D = |C ⋅ Xp(t) − A ⋅ X(t)| (1)

X(t + 1) = Xp(t) − A ⋅ D, (2)

where t is the current iteration, A and C are coefficient vectors, Xp represents the

prey’s position vector, and X indicates the a grey wolf’s position vector.

The coefficient vectors A and C are calculated as follows:

A = 2a ⋅ r𝟏 − a (3)

C = 2 ⋅ r𝟐, (4)

where components of a are linearly reduced from 2 to 0 through the running iterations

and r𝟏, r𝟐 are random vectors in the range [0, 1].

Hunting

The alpha 𝛼 guides the hunting operation, and both beta 𝛽 and delta 𝛿 might partic-

ipate hunting. The mathematical model of hunting behaviour assumes that alpha 𝛼,

beta 𝛽 and delta 𝛿 know the potential location of prey better than the others. They

represent the first three best solutions. These solutions, forcing the other agents to

update their positions according to the best solution, are shown in the following

equations:

D
𝜶
= |C𝟏.X𝜶

− X|,
D

𝜷
= |C𝟐.X𝜷

− X|, (5)

D
𝜹
= |C𝟑.X𝜹

− X|

X𝟏 = X
𝜶
− A𝟏 ⋅ (D𝜶

),
X𝟐 = X

𝜷
− A𝟐 ⋅ (D𝜷

), (6)

X𝟑 = X
𝜹
− A𝟑 ⋅ (D𝜹

),
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Fig. 2 Position updating in GWO

X(t + 1) =
X𝟏 + X𝟐 + X𝟑

3
, (7)

Figure 2 shows the search agent position updating process.

Searching for Prey (Exploration)

GWO algorithm presents the exploration process in the change of positions of 𝛼, 𝛽

and 𝛿. They diverge from each other when they search for prey and converge to attack

the targeted prey. The exploration process is mathematically modelled by using A
with random values less than −1 or greater than 1. This random value forces the

search agent to diverge from the prey. When |A| > 1, the wolves moves away from

the prey to search for a fitter prey.

Attacking Prey (Exploitation)

GWO algorithm finishes hunting when the prey stops moving and is attacked. The

vector A is a random value in interval [−2a, 2a], where a is reduced from 2 to 0

during the algorithm iterations. When |A| < 1, the wolves move towards the prey to

attack. This represents the exploitation process.

In the following subsection, the GWO algorithm is described as follows.

GWO Algorithm

Algorithm 1 describes the steps of GWO algorithm in detail.
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Algorithm 1 Grey wolf optimizer algorithm

1: Set the initial values of different parameters including the population size n, the maximum

number of iterations, Maxitr ,parameter a and coefficient vectors A, C.

2: Set t ∶= 0.

{Initialize counter.}
3: for (i = 1 ∶ i ≤ n) do
4: Generate random values of the initial population Xi(t).
5: Calculate the value the fitness function for each search agent (solution) f (Xi) in the popula-

tion.

6: end for
7: Assign the values of the best three solutions to X

𝜶
, X

𝜷
and X

𝜹
, respectively.

8: repeat
9: for (i = 1 ∶ i ≤ n) do

10: Update the value of each search agent in the population as shown in Eq. 7.

11: Decrease the value of parameter a from 2 to 0.

12: Update the coefficients A and C according to Eqs. 3, 4, respectively.

13: Evaluate the fitness function value for each search agent (vector) f (Xi).
14: end for
15: Update the vectors X

𝜶
, X

𝜷
and X

𝜹
.

16: Increase the iteration number, t = t + 1.

17: until (t < Maxitr).
{Termination criteria satisfied}.

18: Produce the best solution X
𝜶

.

2.2 Artificial Bee Colony Algorithm

This section highlights the main concepts and structure of the artificial bee colony

algorithm as follows.

Main Concepts

While searching for food, there is a kind of communication and cooperation between

the bees in the swarm. They communicate using dancing to share information about

the food source. They also share, store and memorize the information they obtained

according to the changes in the surrounding environment. Each bee can update its

position using the shared information. The different bees behaviour can be summa-

rized as follows.

Food Sources

For every bee, a flower is considered a food source. The bee collects the information

of the amount of nectar in the flower, its distance and direction from the beehive.

The bee memorizes and shares this information with other bees in the swarm.
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Fig. 3 Bee colony types

Employed and Unemployed Bees

There are two kinds of working bees inside the beehive, employed and unemployed

bees as shown in Fig. 3.

The employed bees are responsible for the exploitation of the food source and for

watching the amount of the remaining nectar in the associated food source. The other

kind in the bee colony is the unemployed. They share information with the employed

bees to select a food source. They are divided into two categories, the onlooker and

the scout bees. The onlooker bees are responsible for collecting the information from

the employed bees to be able to select a proper food source for themselves. The scout

bees have a different job. They search for new food sources when the current food

sources are exhausted and the nectar amount is dramatically decreased. Usually in

the colony, the employed bees represent half of the swarm, while the unemployed

bees represent the other half. The scout bees normally represent 10% of the total

number of bees.

Foraging Behaviour

In foraging process, a bee starts to search for the food to get the nectar from it. The

amount of nectar that it can extract depends on the richness of the food source and

its distance from the hive. The enzymes in the bee stomach are used to transfer the

nectar into honey.

Dancing

The communication between the bee to share information with others is done by

dancing in different forms. The bee shares the food source information using three

dancing forms. Two dances are used to express the distance from the hive, and the

third is for expressing the profitability of the food source.

∙ Round dance. The bee uses this dances when the food source is close to hive.

∙ Waggle dance. The employed bees dance the waggle dance to show that the food

source is far from the hive. The speed of the waggle dance performed by the bee

is proportional to the distance from the hive towards the food source.
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∙ Tremble dance. This type of dance means that the bee does not know about the

amount of nectar and the profitability of its food source.

ABC Algorithm

The artificial bee colony (ABC) algorithm was proposed by Dervis Karaboga in 2005

[2, 7]. It is a population-based meta-heuristics algorithm using the foraging behav-

iour of honey bee colonies. The algorithm has four phases, described as follows.

The Initial Population Phase

The initial population in ABC algorithm is generated randomly. The population con-

tains a number of solutions (NS), where each solution xi is a D dimensional vector.

The xi represents the ith food source. Each solution is generated as in Eq. 8:

xij = xLj + r(xjU − xjL), j = 1, 2,… ,D, (8)

where L and U are bounds of xi in jth direction and r is a random number and r ∈
[0, 1]. The ABC algorithm has three main phases, presented in details in Algorithm 2.

The Employed Bees Phase

The employed bees define the nectar amount and modify the value of the current

solution according to the fitness values of each solution. The position of the bee is

updated towards the better food source if the fitness value of the old food source is

less than the new one. The bee position is updated according to Eq. 9:

vij = xij + 𝜙ij(xij − xkj), (9)

where 𝜙ij(xij − xkj) is the step size, k and j are randomly selected indices, k ∈
1, 2,… ,NS, j ∈ 1, 2,… ,D and 𝜙ij are random numbers and 𝜙ij(xij − xkj) ∈ [−1, 1].

Onlooker Bees Phase

The employed bees share the information of the nectar amount with the onlooker

bees. This information represents the fitness values of the food source. The onlooker

calculates the probability of the values compared to the total fitness values for other

search agents. The onlooker selects the highest probability pi as the best solution.

The probability is calculated as follows in Eq. 10:

pi =
fi

∑NS
j=1 fj

, (10)

where fi represents the fitness value of the ith solution.

Scout Bees Phase

When the food source is not updated for a number of iterations. This means that the

bee cannot determine the amount of nectar and abandon food source with tremble
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dance. This bee becomes a scout bee and generates a new solution (food source).

The new solution is randomly generated according to Eq. 11:

xij = xLj + r(xjU − xjL), j = 1, 2,… ,D, (11)

where L and U are lower and upper bounds of xi in jth direction and r is a random

number, r ∈ [0, 1].
Algorithm (2) describes the implementation of ABC algorithm.

Algorithm 2 ABC algorithm

1: Set the parameters of population size, number of iterations and the dimension (clusters) of the

values for search agents.

2: Randomly, generate the initial population values xi, where i = {1,… ,NS}.

{Initialization}

3: Calculate the fitness function f (xi) of all search agents (solutions) in the population.

4: Keep the value of the best solution as xbest.
{Memorize the best solution}

5: Set iteration=1

6: repeat
7: Generate a new solution vi from the old solution xi using the next equation.

vij = xij + 𝜙ij(xij − xkj)
where

𝜙ij ∈ [−1, 1], k ∈ {1, 2,… ,NS},

j ∈ {1, 2,… ,D} and i ≠ k
{Employed bees}

8: Evaluate the value of fitness function f (vij) for all solutions in the population.

9: Compare between the best current solution and candidate solutions, and keep the best one

as new best solution.

{Greedy selection}

10: Calculate the probability pi, for the solutions xi, where pi =
fi

∑NS
j=1 fj

.

11: Generate the new solution vi from the selected solutions depending on its pi.
{Onlooker bees}

12: Calculate the fitness function fi for all solutions in the population.

13: Keep the best solution between current and candidate solutions.

{Greedy selection}

14: Find out the abandoned solution and replace it with a newly random generated solution xi.
{Scout bee}

15: Keep the best solution (xbest) found so far in the population

16: iteration = iteration + 1
17: until iteration ≤ MCN

2.3 Antlion Optimization Algorithm

Antlion optimization (ALO) algorithm is a new nature-inspired optimization algo-

rithm proposed by Mirjalili. It simulates the hunting mechanism of antlion insect.
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The antlion digs a conic hole in the sands and hides at the bottom, waiting for trap-

ping and hunting insects, especially ants [9]. In the ALO algorithm, the prey moves

with random walks inside the search space. Its movement is affected by the closest

trap. The traps are built according to the fitness function and the antlion ability to

build larger holes. The larger hole increases the probability of catching ants. The

ant is considered caught when it is fitter than the antlion [9]. The main parameters

in the algorithm include the size of search space (antlions and ants), the number of

iterations and the number of clusters.

Operators of ALO Algorithm

The ALO algorithm simulates the ants’ actual movement in its real environment and

mimics its way of building traps for hunting [9]. This subsection will clear the main

concepts of the antlion behaviour.

∙ Building trap
A roulette wheel selection is used to model the antlion capabilities for insects

hunting. The roulette wheel is originally a genetic operator used in genetic algo-

rithms to select the potential useful solutions. Each ant is supposed to be trapped by

only one antlion. So, the roulette wheel operator can select the candidate antlion

according to its proper fitness value. If the antlion has a higher fitness, it has a

higher chance to catch ants.

∙ Random walks of the ants
ALO algorithm assumes that every ant is walking randomly within the search

space. The following equation rules the random movement of the ant:

Xt
i =

(Xt
i − ai) × (di − Ct

i)
(dti − ai)

+ Ci, (12)

where Ct
i represents the least value of ith variable at tth iteration, ai is the least

value of random walk of ith variable, and dti is the maximum of ith variable at tth
iteration. The ant’s move must be kept inside the search space. If it walks outside

the space, its random walk is normalized to minimum or maximum value of the

search space.

∙ Trapping in antlions pits
The ant’s random walk is affected by the existing traps close to its position. The

following equations show that the ant’s random walks are controlled by a range of

values (c, d), representing the minimum of all variables for ith ant and the maxi-

mum of all variables for ith ant, respectively.

cti = Antliontj + Ct
(13)

dti = Antliontj + dt. (14)
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∙ Sliding ants towards antlion
When an ant enters the conic hole, the antlion starts to shoot sands to force it to

move towards the bottom or centre of the trap, where it resides. The following

equation is used to decreases the radius of the ants random walks:

ct = ct
I

(15)

dt = dt
I
, (16)

where ct represents the minimum value of all variables at tth iteration, and dt is the

vector including the maximum of all variables at tth iteration. Also, I is calculated

as follows:

I = 10w t
T
, (17)

where T is the maximum number of iterations and t is the current iteration.

∙ Prey catching and trap re-building
At the point that the ant becomes fitter than the antlion, the antlion starts to catch

and eat the captured ant. Then it updates its position to the prey’s position, to

increase its opportunity for catching a new hunt. The following equation is used

for changing position:

Antlionttj = Antti if f (Antti) > f (Antliontj). (18)

∙ Elit-Antlion:
Through the iterations of the algorithm, it keeps best found values according to

the fitness function’ value. The elit-antlion is the best solution of all antlions in all

iterations. The best fitness value of antlions is compared to the supreme solution

(Elit-antlion) in every iteration. It should be noticed that the elit-antlion solution

affects the random walks through the following equation. The equation uses the

roulette random walk of ants around the elit-antlion (Rt
E) with their random walk

around the antlion as follows:

Antti =
Rt
A + Rt

E

2
. (19)

ALO Algorithm

Algorithm (3) describes the implementation of ABC algorithm.



Evaluating Swarm Optimization Algorithms for Segmentation of Liver Images 53

Algorithm 3 ALO algorithm

1: Randomly, initialize the ants and antlions population.

2: Evaluate the fitness value of ants and antlions.

3: Set the best antlions fitness value as the elite.

4: for Iteration number do
5: for Every ant do
6: Select an antlion using Roulette wheel.

7: Update c and d using equations Eqs. 2.3 and 2.3.

8: Create a random walk for ant and normalize it inside the search space.

9: Update the position of ant using Eqs. 15 and 16.

10: end for
11: Calculate the fitness of all ants.

12: Replace an antlion with its corresponding ant it if becomes fitter (Eq. 18).

13: Update elite if an antlion becomes fitter than the elite.

14: end for
15: Return elite.

3 Proposed Approaches Using Swarm Optimization

The swarm optimization based segmentation approaches for liver segmentation

consist of three main phases, including preprocessing, swarm clustering and post-

processing. These phases are described in detail in the following section, along with

the involved steps and the characteristics of each phase.

3.1 Preprocessing Phase

The usage of swarm-inspired based algorithms makes the phase of preprocessing

simpler. It depends on image cleaning and ribs connection. The main purpose of

using filters as mean, median and gabor is to deepen the boundaries between the

organs and clean the noise. There is no need for implementing any filters or morpho-

logical operations for deepening the boundaries or smoothing the image. Because

clustering the image results in some holes inside the liver which is filled easily in the

last phase. But the only used filter is contrast stretching. It is used to stress white ribs

to make it easier to connect ribs. The morphological operations are used to remove

patients’ information and machine bed [20]. There is an advantage of using swarms

algorithms in liver segmentation regarding the noise. Segmentation is not affected

by noise at all. Since noise is normally small pixels, which is filled by morphological

operations step, a statistical image can be used to define all the possible occurrence

of liver in the abdominal image. The statistical image is created by summing all

binary manual segmented liver. The dataset of available manual segmented images

is converted into binary images. Every binary image is summed in one binary image

that represents all possible occurrences of liver for any patient. The resulting binary

image is the statistical image.
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3.2 Swarm Algorithms Phase

In the second phase, the swarm algorithms are used to cluster the image. The swarm

algorithms extract a predefined number of clusters that represent the centroids of the

intensity values in the image. Handling clusters can be in different ways. (1) The first

way is to separate every cluster in a binary image and use morphological operations

for everyone to remove small objects and keep the large objects that which repre-

sents organs. Then the binary clustered images are gathered in one binary image and

multiplied with the original image. This results in an initial segmented liver. (2) The

second way of handling clusters is to remove the lowest and highest clusters which

represent the black background and the white bones and apply the morphological

operations on other clustered binary images. Then the resulting binary images are

gathered in one binary image multiplied by the original image to get the initial seg-

mented liver. (3) The third way is to pick up some points by the user that represents

the clusters inside the liver. These clustered images are picked up in one binary image

and multiplied by the original image to get the initial segmented liver.

In the next subsections, different swarm-based algorithms are used to get the

initial segmented liver. The different algorithms have to set up some values for its

parameters. The proposed approaches are described in detail for the three main algo-

rithms, including grey wolf, artificial bee colony and antlion optimization.

Grey Wolf Phase

Algorithm (4) shows the steps of using GWO to get the initial segmented liver.

Algorithm 4 Grey Wolf based approach for liver segmentation

1: Set the different values for the parameters that includes number of search agents, clusters and

iterations.

2: Apply GWO algorithm on the image to obtain the clusters’ centroids.

3: Calculate the distance between each pixel’s intensity value and the different clusters. Find the

least distance and assign the cluster number to the pixel.

4: Give different colours to each cluster and display the clustered image.

5: Let the user to pick up some points that represents the liver clusters.

6: Get the picked up clusters in one binary image and fill the holes inside the liver.

7: Finally, multiply the original image by the resulting binary image to get the initial segmented

liver.

Artificial Bee Colony Phase

Algorithm (5) shows the steps of using ABC as a clustering technique to get the

initial segmented liver.
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Algorithm 5 The Artificial bee colony based liver segmentation approach

1: Set a value for the parameters of the number of colony bees, clusters and the iterations to start

ABC algorithm.

2: Apply ABC algorithm on the CT image.

3: Get the global values, which is the centroids of the clusters.

4: Sort the obtained clusters.

5: Get the different clusters in binary images.

6: Use the morphological operations to fill the holes remove small objects in the clustered

images.

7: Exclude two clustered images representing the lowest and highest clusters values.

8: Sum all remaining clustered images together in one binary image.

9: Multiply the original image by the resulting binary image to get the initial segmented liver.

3.2.1 Antlion Optimization Phase

Algorithm (6) describes the steps of the ALO approach to segment the initial liver.

Algorithm 6 The Antlion based liver segmentation approach

1: Prepare the statistical image as mentioned before.

2: Use the morphological operations to clean the image annotations and connect ribs.

3: Use ALO to get the clusters of the abdominal image.

4: Multiply the resulting clustered image by the prepared binary statistical image.

5: Pick up manually the required clusters to get the initial segmented liver.

6: Use the morphological operations to enhance the segmented image by removing small objects.

3.3 Postprocessing Phase

In the third phase, the resulting initial liver is enhanced using one of two methods.

The first is to use region growing technique to get the final segmented liver. The

second is to use the morphological operations to remove small objects and enhance

the boundaries of the segmented liver. The final segmented liver image is validated

using similarity index measure to calculate the accuracy.

3.4 Experimental Results and Discussion

3.4.1 Datasets

The datasets of CT or MRI images, used to test the approaches, are described as fol-

lows. Every dataset includes a number of original abdominal images and the ground

truth of these images. The ground truth is approved by a radiological specialist.
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∙ GreyWolf: A set of 38 CT images, taken in pre-contrast phase, was used for liver

segmentation and testing the proposed approach.

∙ Artificial bee colony: A set of 38 CT images were used to experiment the pro-

posed approach. The used images were taken in the first phase of CT scan before

the patient is injected with contrast materials.

∙ Antlion optimizer: A set of 70 MRI images were used to experiment the proposed

approach in pre-contrast phase and dual phase.

Parameter Settings

All swarm-based algorithms have their predefined parameters. These parameters

affect the efficiency of the result of the algorithm. To test the best parameter setting,

a number of five images, taken randomly from the tested dataset, are tested using 10

different values for each parameter. Hence, each parameter is tested 50 times to get

the best average setting.

Table 1 describes the successful parameter settings when applying the GWO pro-

posed algorithm (Tables 1 and 2).

Table 2 describes the successful parameter settings when applying the ABC pro-

posed algorithm.

Table 3 describes the successful parameter settings when applying the ALO pro-

posed algorithm.

Experimental Results

Evaluation of the approaches is performed using similarity index (SI), defined using

the following equation:

Table 1 Parameters of GWO

approach
Ser. Parameter Setting

1 Population size 10

2 Maximum iterations 20

3 Number of clusters 7

Table 2 Parameters of ABC

approach
Ser. Parameter Setting

1 Population size 50

2 Food 25

3 Number of solutions 50

4 Maximum iterations 30

5 Number of clusters 6

Table 3 Parameters of ALO

approach
Ser. Parameter Setting

1 Search Agents size 10

2 Maximum iterations 10

3 Number of clusters 7
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Fig. 4 The effect of applying GWO on different CT images

SI(Iauto, Iman) =
Iauto

⋂
Iman

Iauto
⋃

Iman
, (20)

where SI is the similarity index, Iauto is the binary automated segmented image,

resulting from the phase of final segmentation of the whole liver in the used approach

and Iman is the binary manual segmented image by a radiology specialist.

GWO experimental results

Figure 4 shows the results of using Grey Wolf Optimization algorithm on different

CT images.

Figure 5 shows the resulting image when the required clusters are picked up to

represent the liver. The picked up clusters are multiplied by the original image. Obvi-

ously, there is no need to pick up the cluster of the small regions of lesions inside

the liver. They might be holes, which can be filled in the extracted liver.

Finally, the region growing technique is used to improve the image resulting from

applying GWO and statistical image. Figure 6 shows the difference when comparing

the segmented image through the proposed approach with the manual image.
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Fig. 5 Picking up the required clusters from the image resulting from applying the statistical image:

a Original image b GWO image multiplied by statistical image, c The picked up clusters multiplied

by the original image

Fig. 6 Enhanced RG segmented image: a Original image b Picked up clusters image, c Enhanced

image by region growing, d Difference image

Fig. 7 ABC liver segmentation, a original image b ABC binary image, c ABC segmented image

ABC experimental results

Figure 7 shows the binary image of ABC and the liver segmented images.

Finally, the ABC segmented image is enhanced using simple region growing tech-

nique. Figure 8 shows the difference between the segmented image and annotated

one.
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Fig. 8 Final liver segmented image using ABC, compared to the annotated image: a Original

image, b Segmented image, c Difference image

Fig. 9 Statistical occurrence image

Fig. 10 Picking up the required clusters: aALO image b Statistical occurrence image, cThe picked

up clusters multiplied by the original image

It shows that the average performance of liver images segmentation is improved

using the proposed approach. Segmentation using region growing has an average

result of SI = 84.82%. This result is improved using the proposed approach with SI

= 93.73.

Antlion experimental results

Figure 9 shows the statistical image, which is a result of collecting all liver occur-

rence in different images of the used MRI dataset.

Figure 10 shows ALO image and the resulting image from applying the removal

of the right part close to the liver, and the multiplication of all possible statistical

occurrence on the abdominal image. This process excludes a great part of the un-

required organs from the image, especially the organs of stomach and spleen. It also
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Fig. 11 Enhancing segmented image: a Original image b Picked up clusters image, c Enhanced

image by morphological operations

Table 4 Comparison of swarm-based approaches with other traditional approaches

Ser. Approach Result

1 Region growing (RG) [20] 84.82

2 Wolf local thresholding + RG [12] 91.17

3 Morphological operations + RG [13] 91.20

4 Level set [20] 92.10

5 K-means + RG [14] 92.38

6 Proposed Artificial Bee Colony (ABC) [15] 93.73

7 Proposed Grey Wolf (GWO) [16] 94.08

8 Proposed Antlion (ALO) [17] 94.49

shows the resulting image from picking up the required clusters that represent the

liver. The chosen clusters are multiplied by the original image. The user does not

have to choose the cluster of the small regions of lesions inside the liver. The small

fragments representing the un-chosen clusters of lesion might be holes inside the

liver. When the liver is extracted, these holes can be filled easily.

The last process of segmentation enhances the picked up clustered image using

morphological operations. It erodes and removes the small objects in the image.

Figure 11 shows the result of the enhanced image and segmented ROIs.

Table 4 compares the results (using similarity index) of proposed approaches with

other approaches applied on the same dataset. The compared approaches are region

growing, wolf local thresholding, morphological operations, artificial bee colony and

K-means.

4 Conclusion and Future Work

In this chapter, the main concepts of some of nature-inspired algorithms were

presented such as grey wolf, artificial bee colony and antlion optimization. The

liver segmentation problem was highlighted and solved using the nature-inspired

algorithms. Also, we described the use of grey wolf, ABC and ALO optimization
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algorithms to solve the CT and MRI liver segmentation problems with different tech-

niques. The experimental results showed the efficiency of the three algorithms. In the

future work, we will apply more nature-inspired algorithms with different medical

imaging applications.
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Thermal Image Segmentation Using
Evolutionary Computation Techniques

Salvador Hinojosa, Gonzalo Pajares, Erik Cuevas
and Noé Ortega-Sanchez

Abstract This chapter analyzes the performance of selected evolutionary com-
putation techniques (ECT) applied to the segmentation of forward looking infrared
(FLIR) images. FLIR images arise challenges for classical image processing
techniques since the capture devices usually generate low-resolution images prone
to noise and blurry outlines. Traditional ECTs such as artificial bee colony (ABC),
differential evolution (DE), harmony search (HS), and the recently published flower
pollination algorithm (FPA) are implemented and evaluated using as objective
function the between-class variance (Otsu’s method) and the Kapur’s entropy. The
comparison pays particular attention to the quality of the segmented image by
evaluating three specific metrics named peak-to-signal noise ratio (PSNR), struc-
tural similarity index (SSIM), and feature similarity index (FSIM).

1 Introduction

The image processing community has focused its attention on the development of
automatic vision systems considering the visible light spectrum. Nevertheless, there
are some disadvantages when using this kind of images. The visibilities of the scene
and colors are dependent on a light source. With every change of the light source,
the collected image differs from the original scene leading to challenging compu-
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tational scenarios where the image processing might become arduous. In the worst
case, the absence of a light source makes impossible to capture an image. A wider
range of the electromagnetic spectrum can be exploited to overcome this issue.
Specifically, infrared images are processed with classical computer vision tech-
niques providing good results on applications of many fields such as agriculture [1],
building inspection [2], detection and tracking of pedestrians [3], security [4],
electronic system validation [5, 6], and health care [7, 8].

All objects with a temperature above absolute zero emit infrared radiation. This
thermal radiation can be captured with specialized photon or thermal detectors.
Objects emit radiation in the long wavelength and mid-wavelength of the infrared
spectrum [9]. This radiation variates on the dominating wavelength and intensity
according to the temperature. Thermal cameras take advantage of this property by
generating images even with the lack of an illumination source [10]. A grayscale
representation of the thermal image encodes high temperatures as bright pixels
while objects with low temperature are represented as dark pixels.

Forward looking infrared (FLIR) images show bright objects where the thermal
radiation is higher. From the computational point of view, FLIR images are iden-
tical to grayscale pictures. However, FLIR images present additional challenges
since the resolution of the capturing sensors is usually lower than common cameras.
Moreover, FLIR images typically present blurry edges as the heat radiates. The
hazy contours difficult simple task like segmentation. Particular attention must be
paid to the segmentation as it is a fairly common preprocessing technique.

The objective of image segmentation is to partition the image into homogeneous
classes. Each class contains shared properties such as intensity or texture. The
simplest case of image segmentation is the image thresholding (TH), where the
intensity values of the histogram of the image are analyzed to determinate the limits
of each class. On bi-level thresholding, a threshold value is calculated in order to
partition the histogram into two classes. This technique was developed to extract an
object from its background. For a more complex approach, multilevel thresholding
(MTH) can identify a finite number of classes from the image. Segmentation
methods based on threshold can be divided into parametric and nonparametric [11].
Parametric approaches estimate parameters of a probability density function to
describe each class, but this approach is computationally expensive. By contrast,
nonparametric approaches use criteria such as between-class variance, entropy, and
error rate [12–14]. These criteria are optimized to find the optimal threshold value
providing robust and accurate methods [15].

To reduce the computational time required by nonparametric techniques, mul-
tilevel thresholding is computed with evolutionary computation techniques (ECT).
ECT comprises algorithms based on the interaction of collective behaviors, usually
depending on a population of particles interchanging information to reach the
global optima. These mechanisms provide excellent properties such as a
gradient-free search and can avoid stagnation on local suboptimal.

The methodology analyzed in this chapter works through the utilization of
several evolutionary computation techniques intended to optimize a particular cri-
terion. Many approaches have been utilized such as [16, 17]. Every ECT is
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designed to work with a particular problem under certain circumstances. Thus, no
single algorithm can solve all problems competitively [18]. Due to this fact, a
proper performance comparison of ECT applied to FLIR image thresholding
becomes relevant.

This paper is devoted to analyze the performance of image thresholding per-
formed by ECTs applied to FLIR images. For this purpose, two segmentation
criteria are selected: Otsu’s [14] and Kapur’s [12] methods. These methodologies
are used as objective functions on selected ECTs. The comparison pays special
attention to classic approaches such as artificial bee colony (ABC) [19], differential
evolution (DE) [20], harmony search (HS) [21], and the recently proposed flower
pollination algorithm (FPA) [22].

The remaining part of this chapter consists of the following: Sect. 2 describes the
two thresholding techniques considered in this study; Sect. 3 briefly discusses the
evolutionary computation techniques used for the implementation; Sect. 4 describes
the experimental process and details implementation characteristics; Sect. 5 pre-
sents the results and provides information about the comparison. Finally, Sect. 6
summarizes and concludes the chapter.

2 Thresholding Techniques

In this work, several MTH algorithms are analyzed to determinate which technique
is more suitable for segmenting FLIR images. The most common approaches will
be shortly discussed in this section.

2.1 Otsu

The most popular thresholding technique was proposed by Otsu [14]. This unsu-
pervised technique segments the image by maximizing the difference between
various classes. The intensity value of each pixel of the FLIR image generates a
probability distribution according to the following equation:

Phi =
hi
NP

, ∑
NP

i=1
Phi =1, ð1Þ

where i represents the intensity of such pixel ð0≤ i≤L− 1Þ, NP is the total amount
of pixels present in the image, h is the histogram, and hi denotes the number of
occurrences of the intensity i. The histogram is associated with a probability
distribution Phi. On the simplest scenario, the bi-level segmentation can be
expressed as
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C1 =
Ph1

ω0ðthÞ
, . . . ,

Phth
ω0ðthÞ

and C2 =
Phth+1

ω1ðthÞ
, . . . ,

PhL
ω1ðthÞ

, ð2Þ

where ω0ðthÞ and ω1ðthÞ are probabilities distributions for C1 and C2:

ω0ðthÞ= ∑
th

i=1
Phi, ω1ðthÞ= ∑

L

i= th+1
Phi. ð3Þ

The following classes denoted by μ0 and μ1 are calculated in Eq. (4):

μ0 = ∑
th

i=1

iPhi
ω0ðthÞ

, μ1 = ∑
L

i= th+1

iPhi
ω1ðthÞ

. ð4Þ

Next, the variances σ1 and σ2 of C1 and C2, respectively, are calculated via

σ1 =ω0 μ0 + μT
� �2, σ2 =ω1 μ1 + μT

� �2, ð5Þ

where μT =ω0μ0 +ω1μ1 and ω0 +ω1 = 1. Finally, the Otsu’s variance operator σ2

can be calculated using Eq. (6). It must be noted that the number two is part of the
operator and it is not an exponent:

σ2 = σ1 + σ2. ð6Þ

From the optimization’s perspective an objective function fOtsuðthÞ can be gen-
erated to maximize the Otsu’s variance, where σ2ðthÞ is the Otsu’s variance for a
given th value:

fOtsuðthÞ=max ðσ2ðthÞÞ, 0≤ th≤ L− 1. ð7Þ

For the multilevel approach, nt thresholds are necessary to divide the original
image into nt + 1 classes. This scenario involves the calculation of nt variances and
the necessary elements. Thus, the objective function fOtsuðthÞ is rewritten consid-
ering various thresholds as

fOtsuðthÞ=maxðσ2ðthÞÞ, 0≤ thi ≤L− 1, i=1, 2, . . . , nt ð8Þ

where th= th1, th2, . . . , thnt½ � is a vector with the thresholds values. The variance
equation is updated to work with several threshold values as follows:

σ2 = ∑
nt

j=1
σj = ∑

nt

j=1
ωj μj − μT

� �2
, ð9Þ
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where j is the index of each of the classes to be thresholded, ωi and μj are,
respectively, the probability of occurrence and the mean of a class. The values ωi
can be computed for multilevel thresholding as follows:

ω0ðthÞ= ∑
th1

i=1
Phi

ω1ðthÞ= ∑
th2

i= th1 + 1
Phi

⋮ ⋮

ωk− 1ðthÞ= ∑
L

i= thnt +1
Phi,

ð10Þ

while the mean equations are also updated to

μ0 = ∑
th1

i=1

iPhi
ω0ðth1Þμ1

μ1 = ∑
th2

i= th1 + 1

iPhi
ω0ðth2Þ

⋮ ⋮

μk− 1 = ∑
nt

i= thnt +1

iPhi
ω1ðthntÞ.

ð11Þ

2.2 Kapur

An entropy-based method used to find optimal threshold values is the one presented
by Kapur [12]. The method is based on the probability distribution of the image
histogram and the entropy. Kapur’s method searches for the optimal th that max-
imizes the overall entropy. In this case, when the optimal th value separates the
classes, the entropy has the maximum value. For a bi-level example, an objective
function can be defined as

fKapurðthÞ=H1 +H2, ð12Þ

where the entropies H1 and H2 are calculated as

H1 = ∑
th

i=1

Phi
ω0

ln
Phi
ω0

� �
, H2 = ∑

L

i= th+1

Phi
ω1

ln
Phi
ω0

� �
. ð13Þ
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The probability distribution Phi of the intensity levels is computed using

Phi =
hi
NP

, ∑
NP

i=1
Phi =1. ð14Þ

Also, the probability distribution of each class is determined by

ω0ðthÞ= ∑
th

i=1
Phi ω1ðthÞ= ∑

th

i= th+1
Phi. ð15Þ

The ECT determines the optimal threshold th* by maximizing the Kapur’s
entropy,

th* = arg max
th

fKapurðthÞ. ð16Þ

Similarly to the Otsu’s method, Kapur’s approach can be extended to multiple
threshold values. In such case, the image is divided into nt classes. With such
conditions, the objective function is defined as th

fKapurðthÞ= ∑
nt

i=1
Hi, ð17Þ

where th= th1, th2, . . . , thnt½ � is a vector containing multiple thresholds. Each
entropy value is computed separately with its respective th value. Thus, Eq. 9 is
rewritten for nt entropies:

H1 = ∑
th1

i=1

Phi
ω0

ln Phi
ω0

� �

H2 = ∑
th2

i= th1 + 1

Phi
ω1

ln Phi
ω1

� �
⋮ ⋮

Hk = ∑
th2

i= thk +1

Phi
ωnt− 1

ln Phi
ωnt− 1

� �
.

ð18Þ

3 Evolutionary Computation Techniques

3.1 Artificial Bee Colony (ABC)

Proposed by Karaboga [19], the artificial bee colony (ABC) has become one of
the most known ECT on the community. ABC is inspired by the intelligent
foraging behavior of the honeybee swarm. In this technique, a population
Lk lk1, l

k
1, . . . , l

k
N

� 	� �
of N food locations (particles) evolves from an initial point
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(k = 0) to a total number of generations (k = gen). Every location lki encodes design
variables of the optimization problem as a d-dimensional vector lki, 1, l

k
i, 2, . . . , l

k
i, d

� 	
.

The population is first initialized and then an objective function is evaluated to
determine the fitness of each location. The optimization process continues fol-
lowing the movement rules (operators) of the honeybee types. The first operator
generates a new food source ti from the neighborhood of a food location lki as

ti = lki +ϕ lki − lkr
� �

, i, r∈ ð1, 2, . . . ,NÞ, ð19Þ

where lki is selected randomly r≠ ið Þ, and a scaling factor ϕ is drawn from a uniform
distribution between [−1, 1]. After the generation of ti, it is evaluated to determine
its fitness value fit ðlki Þ. The fitness value of a minimization problem is expressed as

fit lki
� �

=

1
1+ f lkið Þ if f lki

� �
≥ 0

1
1+abs f lkið Þð Þ if f lki

� �
<0

8<
: ð20Þ

where the objective function to be minimized is f ⋅ð Þ. Following the calculation of
the fitness values, the greedy selection operator determinates whether or not fit tki

� �
is better than fit lki

� �
. If so, the food location lki is discarded and replaced with the

new food source ti.

3.2 Differential Evolution (DE)

Storn and Price [20] developed a stochastic vector-based ECT called differential
evolution (DE). In this technique, a population is initialized containing vectors with
feasible solutions. Each particle is defined as

xki = ðxk1, i, xk2, i, . . . , xkN, iÞ, i=1, 2, . . . ,N ð21Þ

where xki is the i-th vector at the generation t. The algorithm involves three main
steps: mutation, crossover, and selection.

The mutation process occurs to a given vector xki at the k generation. For this
purpose, three vectors are randomly selected from the population named xp, xq, and
xr. The xki vector is mutated using the following equation, leading to the creation of
a new vector:

vk+1
i = xkp +Fðxkq − xkrÞ, ð22Þ

where F ∈ ½0, 1� is a parameter called differential weight. The second operator called
crossover is used over the population according to the crossover rate Cr ∈ ½0, 1�.
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This crossover starts with a uniformly distributed random number ri ∈ ½0, 1� and the
j-th component of vi is manipulated as

uk+1
j, i =

vj, i if ri ≤Cr

xkj, i otherwise



, j=1, 2, . . . , d, i=1, 2, . . . , n. ð23Þ

Finally, the selection step is performed by comparing the fitness value of the
candidate vector against the original:

xt+1
i = ut+1

i if f ut+1
i

� �
≤ f xti

� �
xti otherwise



. ð24Þ

3.3 Harmony Search (HS)

The harmony search algorithm (HS) was introduced by Geem [21]. This particular
ECT is inspired by the improvisation process of Jazz players. The population is
called harmony memory HMk Hk

1,H
k
2, . . . ,H

k
N

� 	� �
of N particles (harmonies). The

optimization process evolves the memory HMk from a starting point of (k = 0) to
the total of iterations (k = gen). Each harmony Hk

1 represents a d-dimensional
vector of decision variables of the problem to be optimized Hk

i, 1,H
k
i, 2, . . . ,H

k
i,N

� 	
.

HS works by generating new harmonies considering the harmony memory HMk.
First, the initial memory is randomly generated. Then, a new candidate solution is
generated using memory consideration with a pitch adjustment or a random
re-initialization. The generation of a new harmony is called improvisation, and it
relays on predefined parameters such as the harmony memory consideration rate
(HMCR). Such parameter if is set too low only a few members of the memory will
be considered in the exploration phase. In this step, the value of the first decision
variable for the new harmony Hnew, 1 is selected randomly from the values of any
harmony for the same decision variable present on the harmony memory. This
process continues for all decision variables:

Hnew =
Hj ∈ x1, j, x2, j, . . . , xHMS, j

� 	
with probability HMCR

randomly generated with probability ð1−PAR)



. ð25Þ

All the considered values of Hnew, 1 are perturbed with an operation called pitch
adjustment. In this phase, pitch adjustment rate (PAR) is the frequency of the
adjustment, and also a bandwidth factor (BW) controls how strong the perturbation
is applied:
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Hnew =
Hnew ± rand 0, 1ð Þ ⋅BW with probability PAR

Hnew with probability ð1− PAR)



. ð26Þ

Finally, the HMk is updated if the new candidate solution outperforms the worst
harmony stored in the memory.

3.4 Flower Pollination Algorithm (FPA)

The flower pollination algorithm (FPA) proposed by Yang [22] is an ECT inspired
by the pollination process of flowers. In FPA, individuals emulate a set of flowers or
pollen gametes which behave based on biological laws of the pollination process.
From a computational point of view, in the FPA operation, the population
Fk fk1, f

k
2, . . . , f

k
N

� 	� �
of N individuals (flower positions) is evolved from the initial

point (k = 0) to a total gen number of iterations (k = gen). Each flower
fki ði∈ ½1, . . . ,N�Þ represents a d-dimensional vector fki, 1, f

k
i, 2, . . . , f

k
i,N

� 	
where each

dimension corresponds to a decision variable of the optimization problem to be
solved. In FPA, a new population Fk+1 is produced by considering two operators:
local and global pollination. A probabilistic global pollination factor p is associated
with such operators. To select which operator will be applied to each current flower
position fki , a uniform random number rp is generated within the range [0, 1]. If rp is
greater than p, the local pollination operator is applied to fki . Otherwise, the global
pollination operator is considered.

Global Pollination Operator. Under this operator, the original position fki is
displaced to a new position fk+ 1

i according to the following model:

fk+ 1
i = fki + si ⋅ ðfki − gÞ, ð27Þ

where g is the global best position seen so far, whereas si controls the length of the
displacement. A symmetric Lévy distribution generates the value si according to
Mantegna’s algorithm [23]

si =
u

jvj1 ̸β , ð28Þ

where uðfu1, . . . , udgÞ and vðfv1, . . . , vdgÞ are n-dimensional vectors and β=3 ̸2.
Each element of u and v is calculated by considering the following normal
distributions:

u∼N 0, σ2u
� �

, v∼N 0, σ2v
� � ð29Þ
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σu =
Γð1+ βÞ ⋅ sinðπ ⋅ β ̸2Þ

Γ ð1+ βÞ ̸2ð Þ ⋅ β ⋅ 2ðβ− 1Þ ̸2

� �1 ̸β

, σv =1 ð30Þ

where Γð ⋅ Þ represents the Gamma distribution.
Local Pollination Operator. In the local pollination operator, the current position

fki is perturbed to a new position fk+ 1
i as follows:

fk+ 1
i = fki + ε ⋅ fkj − fkh

� �
; i, j, h∈ ð1, 2, . . . ,NÞ ð31Þ

where fkj and fkh are two randomly chosen flower positions, satisfying the condition
i≠ j≠ h. The scale factor ε is a random number between [−1, 1].

4 Implementation

4.1 Multilevel Thresholding

This chapter analyzes the performance of several ECT applied to the image
thresholding problem, specifically to the segmentation of FLIR images. The fol-
lowing experiments are designed to maximize the objective function either of
Otsu’s method (Eq. 8)

arg maxth fOtsuðthÞ
subject to th∈X ð32Þ

or Kapur’s entropy (Eq. 18)

arg maxth fKapurðthÞ
subject to th∈X , ð33Þ

where X= th∈ℝntj0≤ thi ≤ 255, i=1, 2, . . . , ntf g stands for the restrictions that
bound the feasible region. Such restrictions are originated due to the characteristics
of the problem since the intensity of the pixels lies in the interval 0–255.

The candidate thresholds th at each generation are encoded as decision variables
on every element of the population as follows:

Spt = th1, th2, . . . , thN½ �, thi = th1, th2, . . . , thnt½ �T , ð34Þ

where t is the iteration number, N is the size of the population, T refers to the
transpose operator, and nt is the number of thresholds applied to the image.

72 S. Hinojosa et al.



After the conclusion of the optimization process, the best threshold values found
by the ECT are used to segment the image pixels. This chapter follows the tradi-
tional rule for segmenting:

ISðr, cÞ=
IGrðr, cÞ if IGrðr, cÞ≤ th1

th1 if th1 < IGrðr, cÞ< th2
IGrðr, cÞ if IGrðr, cÞ> th2

8<
: . ð35Þ

4.2 Experimental Setup

Since the objective of this chapter is to analyze the performance of MTH with ECT
on FLIR images, a diverse benchmark set is assembled with images of different
scenes and fields of study. All images are 480 × 480 JPEG and their specific
properties are described in Table 1. The experiments were performed using Matlab
8.3 on an i5-4210 CPU @ 2.3Ghz with 6 GB of RAM.

For every evaluation of the algorithm, a 3000 generation stop criteria is established.
The quality of the segmentation is evaluated using standard statistical methods and
signal quality metrics. The specific parameters of each ECT are described on Table 2.

Table 1 Properties of benchmark image set

Image Capture device Source Image

Cars FLIR One Captured on site

Circuit FLIR SC660 Multispectral image database [24]

Crop FLIR One Captured on site

(continued)
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Table 1 (continued)

Image Capture device Source Image

Medical FLIR SC-620 Database for mastology
research [25]

Office FLIR One Captured on site

Tools FLIR One Captured on site

Pedestrian Raytheon 300 D OTCBVS Benchmark
Dataset 01 [26]

Table 2 Implementation parameters

Algorithm Parameters

ABC The algorithm has been implemented using the guidelines provided by its
reference [19]

DE The variant implemented is DE/rand/bin where cr=0.5 and differential
weight = 0.2 [20]

HS The algorithm was implemented using the guidelines provided by its reference
[21] with HMCR=0.95 and PAR=0.3

FPA The algorithm remains as described in its proposal [22]
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The first metric considered is the standard deviation (STD). This metric focuses
on the stability of the algorithm; if the STD value decreases the algorithm becomes
stable [27]:

STD=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑

Itermax

i=1

σi − μð Þ
Ru

s
. ð36Þ

The peak-to-signal ratio (PSNR) compares the similarity of the original image
against the segmented. This metric is based on the mean square error (RMSE) of
each pixel. Both PSNR and RMSE are defined as

PSNR=20 log10
255

RMSE

� �
dB ð37Þ

RMSE=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑ro

i=1 ∑
co
j=1 IGr i, jð Þ− Ith i, jð Þð Þ

ro× co

s
, ð38Þ

where IGr is the original image and Ith is the segmented image; the total number of
rows is ro, and the total number of columns is co.

The structure similarity index (SSIM) is used to compare the structures of the
original image against the thresholded result [28], and it is defined in Eq. 39.
A better segmentation performance produces a higher SSIM:

SSIM IGr, Ithð Þ= 2μIGrμIth +C1
� �

2σIGrIth +C2ð Þ
μ2IGr + μ2Ith +C1
� �

σ2IGr + σ2Ith +C1
� � ð39Þ

σI0IGr =
1

N − 1
∑
N

i=1
IGri + μIGr
� �

Ithi + μIth
� �

, ð40Þ

where μIGr and μIth are the mean value of the original and the thresholded image,
respectively; for each image the values of σIGr and σIth correspond to the standard
deviation. C1 and C2 are constants used to avoid the instability when μ2IGr + μ2Ith ≈ 0;
experimentally in [29] both values are C1 = C2 = 0.065.

One last method used to quantify the quality of the thresholded image is the
feature similarity index (FSIM) [30]. FSIM establishes the similarity between two
images; in this case, the original gray scale image and the segmented image
(Eq. 41). As on PSNR and SSIM, a higher value indicates a better performance of
the evaluated methodology.

FSIM =
∑w∈Ω SLðwÞPCmðwÞ

∑w∈Ω PCmðwÞ , ð41Þ
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where Ω represents the entire domain of the image:

SLðwÞ= SPCðwÞSGðwÞ ð42Þ

SPCðwÞ= 2PC1ðwÞPC2ðwÞ+T1
PC2

1ðwÞ+PC2
2ðwÞ+T1

ð43Þ

SGðwÞ= 2G1ðwÞG2ðwÞ+T2
G2

1ðwÞ+G2
2ðwÞ+T2

. ð44Þ

G is the gradient magnitude (GM) of an image and is defined as

G=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

x +G2
y

q
. ð45Þ

PC is the phase congruence:

PCðwÞ= EðwÞ
ε+ ∑n AnðwÞ
� � . ð46Þ

The magnitude of the response vector in w on n is E(w) and AnðwÞ is the
local amplitude of scale n. ε is a small positive number and
PCmðwÞ=max PC1ðwÞ,PC2ðwÞð Þ.

5 Results

The values reported on each experiment from Tables 3, 4, 5, 6, 7, and 8 are the
averaged results of 35 evaluations of each objective function with its respective
ECT at every image and number of thresholds nt. Tables 3 and 6 report statistical
data of the Otsu’s method and Kapur’s entropy, respectively. Tables 4 and 5 are
partitioned for readability purposes. The same occurs to Tables 7 and 8. The best
value of each experiment on every table is bolded.

5.1 Otsu’s Results

Since the Otsu’s method is a maximization process, the objective function is
expected to be as high as possible. Table 3 shows the mean value and STD of the
Otsu’s objective function for all the analyzed algorithms. FPA outperforms ABC,
DE, and HS in both metrics.

76 S. Hinojosa et al.



T
ab

le
3

St
at
is
tic
al

re
su
lts

of
A
B
C
,
D
E
,
H
S,

an
d
FP

A
us
in
g
O
ts
u’
s
m
et
ho

d
as

ob
je
ct
iv
e
fu
nc
tio

n

Im
ag
e

nt
A
B
C

D
E

H
S

FP
A

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

C
ar
s

2
11

90
.9
20

2
0.
30

17
11

91
.2
04

3
0.
07

07
11

91
.2
49

6
0.
01

69
11

91
.2
57

8
0.
00

49
3

16
14

.8
45

7
0.
59

55
16

14
.4
20

2
0.
99

47
16

15
.4
34

3
0.
34

44
16

15
.8
41

5
0.
03

39
4

17
14

.3
75

4
0.
97

79
17

13
.7
90

7
3.
58

36
17

15
.9
86

7
1.
01

95
17

17
.1
53

7
0.
06

66
5

17
66

.6
55

2
1.
34

44
17

65
.8
42

6
2.
63

67
17

68
.0
40

0
1.
88

68
17

71
.1
98

4
0.
12

00
C
ir
cu
it

2
19

68
.1
63

6
0.
15

80
19

68
.4
05

8
0.
12

77
19

68
.4
24

5
0.
06

86
19

68
.4
74

1
0.
00

53
3

22
58

.5
51

9
0.
49

58
22

58
.2
49

5
0.
41

41
22

58
.8
80

3
0.
29

44
22

59
.1
17

0
0.
03

30
4

23
27

.1
10

5
6.
10

12
23

43
.6
38

5
0.
99

83
23

45
.1
31

4
0.
51

03
23

45
.7
37

5
0.
05

05
5

23
86

.8
00

3
5.
60

86
24

01
.2
70

0
1.
73

15
24

04
.0
98

1
0.
47

84
24

05
.0
08

0
0.
09

45
C
ro
p

2
15

38
.5
84

2
0.
17

54
15

38
.5
87

3
0.
28

75
15

38
.6
88

2
0.
04

20
15

38
.7
05

7
0.
00

47
3

18
41

.6
44

2
0.
46

89
18

41
.4
91

4
0.
74

92
18

42
.1
63

4
0.
34

02
18

42
.4
93

6
0.
02

76
4

19
61

.1
34

0
0.
73

81
19

59
.8
38

7
1.
52

08
19

62
.0
95

9
0.
61

12
19

62
.8
46

5
0.
05

72
5

20
18

.9
00

2
1.
38

35
20

17
.1
19

7
2.
75

14
20

20
.7
49

6
1.
25

12
20

22
.3
69

3
0.
09

60
M
ed
ic
al

2
15

88
.5
63

7
0.
09

43
15

88
.7
29

1
0.
03

83
15

88
.7
47

0
0.
02

78
15

88
.7
60

5
0.
00

84
3

20
73

.2
42

8
0.
84

32
20

73
.3
50

6
0.
79

75
20

73
.9
93

4
0.
27

24
20

74
.3
33

4
0.
02

94
4

21
97

.6
30

8
2.
29

85
21

99
.1
00

6
1.
88

29
22

00
.2
54

9
1.
48

25
22

02
.0
30

7
0.
09

42
5

22
47

.3
31

9
1.
93

40
22

47
.4
67

8
1.
83

25
22

47
.7
92

0
2.
92

89
22

51
.6
85

4
0.
08

26
O
ffi
ce

2
13

92
.2
12

6
0.
30

49
13

92
.6
24

7
0.
13

88
13

92
.6
85

4
0.
06

81
13

92
.7
31

5
0.
00

28
3

16
73

.6
71

4
3.
49

90
16

79
.5
07

3
0.
69

06
16

80
.1
20

8
0.
27

12
16

80
.4
15

9
0.
03

02
4

18
59

.8
37

3
1.
19

02
18

59
.4
69

1
1.
93

70
18

61
.6
97

3
1.
01

11
18

62
.8
32

8
0.
08

50
5

19
33

.3
06

2
1.
21

89
19

32
.5
81

5
3.
53

19
19

36
.4
49

8
0.
98

64
19

38
.0
71

0
0.
08

78
T
oo

l
2

67
4.
30

96
0.
22

16
67

4.
57

91
0.
14

87
67

4.
59

37
0.
27

27
67

4.
71

68
0.
00

71
3

10
05

.9
78

9
0.
82

58
10

06
.1
54

4
1.
08

12
10

06
.8
79

4
0.
29

97
10

07
.1
83

3
0.
03

28
4

11
02

.8
98

0
1.
49

88
11

04
.1
74

7
1.
04

09
11

04
.7
63

6
1.
47

74
11

06
.5
58

4
0.
04

71
5

11
60

.2
18

0
1.
77

41
11

58
.2
79

3
3.
26

29
11

61
.6
29

0
1.
53

85
11

63
.8
41

1
0.
11

39
(c
on

tin
ue
d)

Thermal Image Segmentation Using Evolutionary … 77



T
ab

le
3

(c
on

tin
ue
d)

Im
ag
e

nt
A
B
C

D
E

H
S

FP
A

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

Pe
de
st
ri
an

2
11

1.
98

35
0.
16

32
11

2.
14

31
0.
07

89
11

2.
16

86
0.
07

35
11

2.
20

64
0.
00

24
3

15
8.
73

31
0.
67

80
15

9.
60

61
0.
20

10
15

9.
78

49
0.
10

75
15

9.
85

52
0.
00

58
4

18
8.
49

53
0.
58

37
18

8.
54

96
0.
38

37
18

9.
08

16
0.
16

78
18

9.
31

36
0.
02

46
5

20
0.
68

37
0.
73

15
20

1.
07

01
0.
65

76
20

2.
03

94
0.
19

89
20

2.
38

81
0.
02

85

78 S. Hinojosa et al.



Even though FPA surpasses other algorithms maximizing the objective function
and providing consistent results, the quality indicators of the segmented image do
not reflect this behavior. Tables 4 and 5 show the PSNR FSIM and SSIM quality
metrics. These metrics show a disperse behavior; HS is the algorithm with the
higher amount of best experiment values and it is closely followed by FPA.
The ECT which accumulated less best experiment values is DE.

Table 4 Quality results of the segmented image for ABC and DE using Otsu’s method

Image nt ABC DE
PSNR SSIM FSIM PSNR SSIM FSIM

Cars 2 10.2954 0.2538 0.6705 9.4639 0.1638 0.6662
3 13.9399 0.4901 0.7046 14.6155 0.4963 0.7144
4 15.2883 0.5149 0.7401 15.5772 0.5254 0.7493
5 16.9750 0.5824 0.7495 17.3467 0.5761 0.7662

Circuit 2 13.6374 0.4528 0.7370 14.6589 0.4956 0.7367
3 17.1852 0.5556 0.7701 18.0840 0.5839 0.7769
4 18.8839 0.6250 0.7919 20.7318 0.6653 0.8036
5 20.5025 0.6627 0.8051 20.8779 0.6671 0.8087

Crop 2 12.0396 0.2526 0.5341 11.6380 0.2201 0.5291
3 14.2759 0.3547 0.6136 14.4982 0.3498 0.6286
4 15.6913 0.4288 0.6673 16.7028 0.4539 0.7026
5 17.9979 0.5247 0.7306 18.9015 0.5538 0.7669

Medical 2 13.3951 0.7284 0.8128 13.5220 0.7489 0.8186
3 15.3872 0.7514 0.8157 16.2999 0.7680 0.8214
4 16.2494 0.7524 0.8212 17.7156 0.7697 0.8211
5 18.5999 0.7773 0.8211 19.8676 0.7771 0.8167

Office 2 10.7762 0.2864 0.7355 10.8032 0.2626 0.7332
3 13.8166 0.4906 0.7400 15.5397 0.5631 0.7348
4 15.9192 0.6302 0.7559 16.4900 0.5975 0.7466
5 19.0038 0.7143 0.7791 20.2068 0.7352 0.7819

Tool 2 9.9161 0.4581 0.6241 9.4845 0.4369 0.6090
3 15.0970 0.6379 0.6890 16.3156 0.6705 0.6899
4 17.6627 0.6601 0.7173 18.5422 0.6669 0.7237
5 20.4009 0.7310 0.7827 21.7611 0.7301 0.7953

Pedestrian 2 13.5776 0.2426 0.5700 13.2081 0.2350 0.5772
3 14.0902 0.2733 0.5933 14.2089 0.2862 0.6031
4 18.1878 0.4948 0.6706 17.4529 0.4682 0.6699
5 21.0671 0.6264 0.7408 21.7515 0.6710 0.7406
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5.2 Kapur’s Entropy Results

Table 6 presents statistical data of the Kapur’s method applied to the selected ECT.
The objective function also maximizes the Kapur’s entropy of each image for every
experiment. As a result, a higher value of the mean of the objective function
indicates a better segmentation. Contrary to Otsu’s method, ABC outperforms at
most of the experiments.

Table 5 Quality results of the segmented image for HS and FPA using Otsu’s method

Image nt HS FPA
PSNR SSIM FSIM PSNR SSIM FSIM

Cars 2 9.5091 0.1663 0.6705 9.4615 0.1648 0.6673
3 14.6123 0.4951 0.7130 14.6126 0.4949 0.7126
4 15.6444 0.5252 0.7502 15.6022 0.5253 0.7511
5 17.8162 0.5930 0.7631 17.3501 0.5765 0.7667

Circuit 2 14.9888 0.5036 0.7464 15.0464 0.5097 0.7507
3 18.1943 0.5848 0.7782 18.1592 0.5825 0.7761
4 20.7454 0.6671 0.8049 20.6473 0.6636 0.8016
5 20.9371 0.6672 0.8103 20.8335 0.6661 0.8065

Crop 2 11.7740 0.2242 0.5403 11.6126 0.2191 0.5266
3 14.4809 0.3491 0.6259 14.5093 0.3516 0.6296
4 16.7014 0.4547 0.7024 16.7147 0.4559 0.7034
5 19.0409 0.5598 0.7695 18.9596 0.5569 0.7690

Medical 2 14.3094 0.7585 0.8188 14.4381 0.7582 0.8189
3 16.6016 0.7645 0.8197 16.3592 0.7688 0.8216
4 17.7807 0.7685 0.8215 17.7072 0.7704 0.8215
5 20.1848 0.7818 0.8202 19.7926 0.7773 0.8171

Office 2 10.7984 0.2623 0.7327 10.7272 0.2631 0.7329
3 15.5333 0.5630 0.7339 15.4713 0.5634 0.7347
4 16.4959 0.5971 0.7463 16.4532 0.5975 0.7452
5 20.3213 0.7387 0.7836 20.1876 0.7382 0.7820

Tool 2 9.5028 0.4400 0.6114 9.4829 0.4384 0.6095
3 16.3974 0.6691 0.6916 16.3915 0.6698 0.6916
4 18.5818 0.6650 0.7253 18.5346 0.6680 0.7229
5 21.7453 0.7307 0.7959 21.7444 0.7307 0.7936

Pedestrian 2 13.2043 0.2339 0.5761 13.2042 0.2341 0.5766
3 14.2107 0.2864 0.6038 14.2103 0.2863 0.6037
4 17.4041 0.4660 0.6702 17.4016 0.4658 0.6694
5 21.8061 0.6727 0.7442 21.6591 0.6675 0.7385
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Besides, Tables 7 and 8 report quality metrics with no clear winner. The algo-
rithm that tops most of the experiments is HS. ABC and DE show a similar amount
of best values and FPA has the least number of best values.

Table 9 shows a qualitative comparison of the proposed approaches with three
threshold values (nt = 3) as an example. The difference on the presented images is
not easily spotted by the naked eye. All four approaches present similar results that
can only be quantified by the corresponding metrics.

Table 7 Quality results of the segmented image for ABC and DE using Kapur’s entropy

Image nt ABC DE
PSNR SSIM FSIM PSNR SSIM FSIM

Cars 2 13.2778 0.4617 0.6900 14.1686 0.4736 0.7007
3 14.6202 0.5192 0.7156 15.1789 0.5082 0.7323
4 15.9592 0.5863 0.7220 17.6729 0.5936 0.7527
5 17.7815 0.6542 0.7437 18.6284 0.6230 0.7658

Circuit 2 14.8876 0.5145 0.7488 14.6412 0.4987 0.7505
3 15.0393 0.5502 0.7581 15.5329 0.5251 0.7627
4 17.5823 0.6173 0.7825 17.8950 0.5958 0.7859
5 19.0199 0.6498 0.7942 20.8381 0.6563 0.8144

Crop 2 12.6244 0.2927 0.5547 13.1440 0.2785 0.5822
3 15.8271 0.4413 0.6381 15.3553 0.3836 0.6638
4 15.7842 0.4608 0.6398 17.9957 0.5012 0.7209
5 18.2075 0.5553 0.7090 20.0144 0.5871 0.7646

Medical 2 11.2497 0.6328 0.8083 14.4628 0.7255 0.7849
3 14.8435 0.7613 0.8220 15.4723 0.7694 0.8175
4 17.2505 0.7833 0.8285 19.2433 0.7979 0.8458
5 17.8286 0.7910 0.8352 20.7799 0.8104 0.8513

Office 2 12.3584 0.4383 0.7375 12.3439 0.3739 0.7204
3 15.6265 0.6365 0.7568 17.8563 0.7161 0.7620
4 16.8774 0.6918 0.7681 18.3948 0.7223 0.7677
5 17.6706 0.7116 0.7756 19.6462 0.7351 0.7774

Tool 2 14.1762 0.6414 0.6905 16.5409 0.6671 0.6814
3 15.8012 0.6834 0.7086 17.9838 0.6990 0.7114
4 17.6140 0.7002 0.7299 18.7458 0.7173 0.7433
5 16.4082 0.6975 0.7340 20.0630 0.7224 0.7641

Pedestrian 2 14.7716 0.2837 0.5838 10.1687 0.0149 0.5534
3 17.3160 0.4410 0.6171 17.5064 0.4588 0.6222
4 18.3683 0.5001 0.6617 17.5323 0.4609 0.6271
5 18.1330 0.4842 0.6761 19.9934 0.5994 0.7582

Thermal Image Segmentation Using Evolutionary … 83



Table 8 Quality results of the segmented image for HS and FPA using Kapur’s entropy

Image nt HS FPA
PSNR SSIM FSIM PSNR SSIM FSIM

Cars 2 14.1711 0.4738 0.7008 14.1686 0.4736 0.7007
3 15.1759 0.5080 0.7322 15.1772 0.5080 0.7323
4 16.3196 0.5408 0.7385 15.6756 0.5284 0.7321
5 18.0457 0.6088 0.7602 17.5270 0.5848 0.7559

Circuit 2 14.6538 0.4981 0.7501 14.6429 0.4988 0.7505
3 16.2929 0.5359 0.7651 14.6147 0.4998 0.7562
4 17.8598 0.5978 0.7850 17.9018 0.5976 0.7854
5 20.6348 0.6642 0.8163 20.6868 0.6635 0.8154

Crop 2 13.1881 0.2808 0.5819 13.1440 0.2785 0.5822
3 15.8010 0.4031 0.6625 15.3606 0.3839 0.6638
4 18.5330 0.5258 0.7276 17.3676 0.4727 0.7061
5 18.0291 0.5098 0.7422 18.5830 0.5293 0.7338

Medical 2 14.4628 0.7255 0.7849 14.4628 0.7255 0.7849
3 15.3062 0.7702 0.8183 15.2861 0.7701 0.8184
4 19.2404 0.7979 0.8458 19.2474 0.7982 0.8457
5 20.5062 0.8150 0.8518 20.6473 0.8114 0.8518

Office 2 12.3439 0.3739 0.7204 12.3439 0.3739 0.7204
3 17.8720 0.7230 0.7638 17.8736 0.7178 0.7624
4 18.1053 0.7312 0.7678 17.9242 0.7171 0.7652
5 19.6923 0.7717 0.7830 18.9943 0.7316 0.7722

Tool 2 16.5230 0.6875 0.6958 16.5409 0.6671 0.6814
3 18.0815 0.7011 0.7162 17.9719 0.6992 0.7114
4 18.7427 0.7132 0.7371 18.6826 0.7083 0.7313
5 19.8386 0.7241 0.7627 19.8999 0.7196 0.7553

Pedestrian 2 10.1686 0.0149 0.5534 10.1687 0.0149 0.5534
3 17.5060 0.4587 0.6222 17.2622 0.4440 0.6202
4 17.5389 0.4609 0.6268 17.5639 0.4618 0.6273
5 19.8776 0.5932 0.7526 19.9250 0.5950 0.7540
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Table 9 Qualitative using Kapur’s entropy

ABC DE HS FPA

Thermal Image Segmentation Using Evolutionary … 85



6 Summary

This chapter analyzes the thresholding problem on FLIR images. For this purpose,
two classical thresholding techniques named Otsu’s method and Kapur’s entropy
are implemented. Both methodologies are used as objective functions on selected
ECTs. ABC, DE, HS, and FPA are used to maximize each of the objective func-
tions to partition the image into various classes. The performance comparison
includes two approaches; the first compares the fitness values to determine which
algorithm is best fitted to optimize the analyzed objective function by comparing
average fitness and average stability, while the second approach focuses on the
segmented image quality.

Considering only the fitness values obtained for Otsu’s method, FPA proves to
be the best-suited option from the algorithms considered in this evaluation. For
Kapur’s entropy, ABC outperforms the other algorithms. Nevertheless, the results
indicate that a good fitness function value does not necessarily reflect on a high
quality of the segmented image according to the PSNR FSIM and SSIM metrics.
This gap between both results might be a consequence of the noisy nature of FLIR
images and the smooth transition between the intensity values of the classes. Such
conditions make FLIR image processing a challenging task.

According to the quality metrics of the segmented images, HS showed better
performance in the majority of experiments for both Otsu and Kapur. The HS
algorithm provided excellent results regarding quality and required less computa-
tional time to perform the optimization than ABC and FPA making it an attractive
alternative for FLIR image thresholding.

Despite that the results did not show an absolute winner for all tests and images,
this chapter provides useful information about the behavior of the analyzed ECT
applied to Otsu and Kapur for the MTH problem with the challenging character-
istics of FLIR images.
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News Videos Segmentation Using
Dominant Colors Representation

Ibrahim A. Zedan, Khaled M. Elsayed and Eid Emary

Abstract In this chapter, we propose a new representation of images. We called
that representation as “Dominant Colors”. We defined the dissimilarity of two
images as a vector contains the difference in order of each dominant color between
the two image representations. Our new image representation and dissimilarity
measure are utilized to segment the news videos by detecting the abrupt cuts.
A neural network trained with our new dissimilarity measure to classify between
two classes of news videos frames: cut frames and non-cut frames. Our proposed
system tested in real news videos from different TV channels. Experimental results
show the effectiveness of our new image representation and dissimilarity measure to
describe the images and segment the news videos.

Keywords News videos ⋅ Video segmentation ⋅ Abrupt cut ⋅ Dominant colors

1 Introduction

The amazing increase in video data on the internet leads to an urgent need of research
work to develop efficient procedures for summarization, indexing, and retrieval of
this video data. Earlier video indexing methodologies utilize people to manually
annotate videos with textual keywords. This methodology is tedious, impeded by a
lot of human subjectivity [1]. As shown in Fig. 1, content-based video indexing
methodologies are categorized into two approaches: the query by example approach
and the query by keywords approach. In the query by example approach, the video is
segmented into shots and key frames are extracted for each shot. The user input is a

I.A. Zedan (✉) ⋅ K.M. Elsayed ⋅ E. Emary
Faculty of Computers & Information, Cairo University, Cairo, Egypt
e-mail: i.zedan@fci-cu.edu.eg

K.M. Elsayed
e-mail: k.mostafa@fci-cu.edu.eg

E. Emary
e-mail: e.emary@fci-cu.edu.eg

© Springer International Publishing AG 2018
A.E. Hassanien and D.A. Oliva (eds.), Advances in Soft Computing and Machine
Learning in Image Processing, Studies in Computational Intelligence 730,
https://doi.org/10.1007/978-3-319-63754-9_5

89



query image and the retrieval system searches for similar key frames. In the query by
keywords approach, the video is segmented into shots and each shot is assigned to
some keywords. The user presents a semantic query and the retrieval system returns
the shots that match the query keywords [2]. From this point of view, we can see that
video segmentation and key frame extraction are essential steps for the organization
of huge video data. Video segmentation segments a video to shots by identifying the
boundaries between camera shots. Key frame extraction has been perceived as an
important research issue in video information retrieval [1].

Among all video data the news videos have gained a special importance as many
individuals are concerned about news video. News videos are closely related to us
as it gives us the main news in the world recently. News video is a special type of
video that contains a set of semantically independent stories. News story is defined
as an arrangement of shots with a coherent focus which contain no less than two
independent declarative clauses. The appearance of the anchor person is an example
of the declarative clauses that surround and define the news story. Also, the news
separator is another example of the declarative clauses. Story segmentation in news
videos is usually based on video shot segmentation that followed by a shots
clustering process. It is highly needed to extract key frames of news video in order
to know the main content of news and avoid spending a lot of time to watch every
detail of the video. News video should be segmented into shots in order to extract
the key frames [3].

News video has relatively fixed structure. As shown in Fig. 2, the shots of news
video are categorized into several classes [2, 3]. The introduction and the ending
sequences are usually contain graphics. Separator is a sequence of frames inserted
to separate between different news stories and its pattern is similar to the beginning

Fig. 1 Video indexing
methodologies
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and the ending sequences. The appearance of the anchor person shots is similar
among a large portion of the TV channels. Interview shots are a special type of
studio shots where an interview between the anchor person and the interviewed
person is taking place. Weather forecast shots are studio shots showing a weather
map that generally contains animated symbols that represent the weather condi-
tions. Sports shots contain a lot of motion-like football matches. Report shots are
recorded outside the studio.

In this chapter we introduce a new image representation and dissimilarity
measure. To prove the effectiveness of our new image descriptor, we applied it to
the segmentation problem in news videos as video segmentation is normally the
first and essential step for content-based video summarization and retrieval. We
focused on the detection of abrupt cuts as it is the most common shot boundaries.

The rest of the chapter is organized as follows; an overview of the video seg-
mentation foundation, challenges, and methods is given in Sect. 2. A detailed
description of the proposed system is given in Sect. 3. Experimental results are
shown in Sect. 4. Section 5 presents our conclusion and future work.

2 Video Segmentation

Video segmentation is the initial step of video content analysis, indexing, and
retrieval. Video segmentation is the method of automatically identifying the shots
transitions inside a video [4]. Video segmentation is a vital step for video annotation
[5] as the common procedure of the video annotation is to temporally segment the
video into shots, extracting the key frames from the segmented video shots, and the
textual annotations are formed by analyzing these key frames. Video shot is a series
of consecutive interrelated frames representing continuous activities in time and
space and recorded contiguously by a single camera [6, 7]. As shown in Fig. 3, video
is segmented into scenes and each scene can be segmented into shots [8].

Fig. 2 News videos structure
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Scene is a logical group of temporally adjacent shots with a common location, a
common object of interest, or a common thematic concept. Video scenes are
independent in nature but we cannot say that video shots are independent. Some-
times, a transition from one video shot to another video shot is just a change in
camera angle or switch from different cameras that photo the same scene [5] as
shown in Fig. 4. Scene segmentation is usually based on video shot segmentation
that followed by a shots clustering process.

2.1 Types of Shot Transitions

As shown in Fig. 5, two shots can be combined with a gradual transition or an
abrupt cut. The abrupt cut is the simplest transition between the shots and is defined
as an instantaneous transition from one shot to the next shot [6]. Figure 6 shows an
example of abrupt cut. Detection of cuts is very useful as it is significantly more
common than gradual transitions. In [9] detection of cuts over ranges of frames is
utilized to select key frames for the summarization purpose.

The gradual transition is a more complex transition that artificially combines two
shots by using special effects like fade-in/out, dissolve, and wipe [10, 11]. Fade-in

Fig. 3 Video structure

Fig. 4 Video scene
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is a progressive transition in which shot begins with a single color frame and
develops slowly till it illuminates to its full force [6, 7] as shown in Fig. 7a.
Fade-out is the converse of a fade-in [6, 7]. Figure 7b shows an example of
fade-out.

Dissolve is the interfering of two shots where both shots are slightly apparent
[6, 7]. Figure 8 shows an example of short dissolve that happened in a single frame.
Also, dissolved effect can be spread over many frames as shown in Fig. 9. In the
transition begin, the previous shot share is high. During the transition the previous
shot share gradually decreases while the next shot share increases. In the transition
end, the previous shot completely disappeared [4].

Wipe transition occurs as a pattern moves across the screen, progressively
replacing the previous shot with the next shot [1]. Figure 10 shows a wipe example
where a horizontal line moves from the left of the screen to its right progressively
replacing the previous shot with the next shot.

Fig. 5 Types of shot transitions

Fig. 6 Abrupt cut
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2.2 Video Segmentation Foundation and Challenges

The foundation of video segmentation is detecting the frames discontinuities. As
shown in Fig. 11, the dissimilarity (distance) between adjacent frames is measured
and compared with a threshold to detect the significant changes that correspond to
shot boundaries. The video segmentation performance relies on the suitable choice
of the similarity/dissimilarity measure that used to detect shot boundaries. In video
segmentation algorithms, threshold selection is an important issue. The utilization
of a dynamic adaptive threshold is more favored than global thresholding as the
threshold used to detect a shot boundary changes from one shot to another and
should be based on the distribution of the video inter-frames differences [4, 11].

Video segmentation faces many challenges such as detection of gradual transi-
tions, flash lights, and object/camera motion. Many examples of camera motion
exist such as panning, tilting, and zooming [11]. Detection of gradual transitions is
the most challenging problem in video segmentation as the editing effects used to

Fig. 7 a Fade-in b Fade-out

Fig. 8 Short dissolve
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create a gradual transition are very comparable to the patterns of object/camera
motion. It is hard to distinguish between shot boundaries, and object/camera motion
as quick motion causes content change similar to cuts, and slow motion causes
content change similar to gradual transitions. The vast majority of the video content
representations utilize color features. Color is the essential component of video
content. Illumination changes and especially the abrupt illumination changes such
as flashlights might be recognized as a shot boundary by a large portion of the video
segmentation tools [1]. Another example of illumination changes that happen

Fig. 9 Long dissolve

Fig. 10 Wipe
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naturally in the video is the smoke or the fire. In addition, screen split or video in
the video is a challenging issue in news videos segmentation.

2.3 Video Segmentation Methods

As shown in Fig. 12, diverse methodologies have been proposed to segment video
into shots such as the compressed domain methods and the uncompressed domain
methods [10]. The video segmentation methods are categorized according to the
utilized features to image-based methods, motion-based methods, and the methods
that utilize audio-based features.

Fig. 11 Video segmentation foundation

Fig. 12 Video segmentation methods
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Image-Based Methods In the uncompressed domain, video segmentation
methods are mainly based on computing image-based features. Image features can
be based on pixel differences, statistical-based methods, edge differences, or their
combination [4]. Methods based on pixel differences are easy to implement, but it is
very sensitive to motion and noise [3].

Statistical-based methods include histogram differences which can be calculated
on the entire frame level or at a block level [12]. In [1] each video frame is
partitioned into blocks. For each successive frame pair, the histogram matching
difference between the corresponding blocks is computed. Video frame is assumed
as a shot boundary if it has histogram matching difference greater than a threshold.
Threshold is computed as a function of the mean and standard variance of all
histogram differences over the entire video. In [4], R, G, and B pixels are quantized
and only one color index is computed. JND histogram is computed at the entire
frame level. In JND histograms, each bin contains visually similar colors and
visually different from other bins. For every two consecutive frames, histogram
intersection is computed. For each video frame, a sliding window is centered.
A frame is considered as a cut if its similarity degree is the window minimum and
much less than the window mean and the second minimum. A frame is considered a
part of gradual transition if it is less than a threshold related to the window simi-
larity mean. In [13] histogram intersection in HSI color space is used as a similarity
measure between frames. A placement algorithm up to eight frames is applied to
convert gradual transition to abrupt cut. Shot boundaries are extracted by thresh-
olding. Generally, spatial information is missed in the statistical-based methods. As
a result, two images with comparable histograms may have totally different contents
and away to enhance results is to work on a block level rather than the entire image
level. In [14] histogram of gradient is combined with HSV color histogram to
enhance results. In [15] fuzzy logic and genetic algorithm are utilized for shot
boundary detection. For each consecutive frame, the difference of the normalized
color histogram is calculated. Genetic algorithm is utilized to calculate the mem-
bership values of the fuzzy system. The fuzzy system classifies the types of shot
boundaries into gradual transitions and abrupt cuts.

Edge-based video segmentation methods identified two sorts of edge pixels
which are the entering and exiting edges. Entering edges are new edges showed up
far from the locations of the previous shot edges. Exiting edges are the old shot
edges that vanish. The main disadvantage of the edge-based methods is its exe-
cution time [1].

Several video segmentation algorithms that depend on the scale and rotation
invariant local descriptors were proposed as in [3, 12]. In [12] each video frame is
modeled by its HSV histogram and the SURF descriptors. For every pair of frames,
a similarity score is calculated as a function of the normalized histogram correla-
tion, and the ratio of the matched SURF descriptors. Cut is detected if the similarity
score is less than a threshold. For all video frames, the moving similarity average is
calculated. A frame that corresponds to a local minimum of the moving similarity
average is considered a part of gradual transition. The detected shot boundary is
considered as false alarm and removed if the similarity between it and the two
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surrounding local maxima is higher than a threshold. In [3] only abrupt cuts are
detected in news video. Frames are converted to HSV color space and divided into
uneven blocks with different weighting coefficients. A sliding window is utilized.
Window is divided into right and left sub-windows. The difference between
sub-windows is calculated as weighted frame difference. If the difference is large,
an adaptive binary search process is continued on the sub-window whose larger
discontinuity until obtaining a window size of 2 frames represents the candidate cut.
Final cuts are assumed if the SURF points matching ratio are below a threshold. In
[16] a combination of local and global descriptors is integrated to represent the
video frames. Dissimilarity scores between the frames are calculated and shot
boundaries are extracted utilizing adaptive thresholding.

Many works utilizing high-level features such as the entropy and the mutual
information as in [17]. In [17] a temporal window is centered in each frame index
and the cumulative mutual information is calculated. The cumulative mutual
information combines the mutual information between multiple pairs inside the
window. Shot boundaries are detected by identifying the local minimums of the
cumulative mutual information curve. False shot boundaries caused by motion are
eliminated by identifying local minimums that are below a threshold, crosses zero,
and have positive value of the second derivative. Flashes effect is minimized as the
cumulative mutual information combines multiple pairs of frames.

Motion-based Methods Motion-based algorithms are not favored in the uncom-
pressed domain as the estimation of motion vectors expends huge computational
power [1]. In [10] a method for abrupt cut detection based on motion estimation is
introduced. Video frame is divided into blocks. Block matching algorithm is
applied to calculate the blocks motion vectors. Average magnitude of the motion
vectors is extracted to reflect the motion intensity. The quantitative angle histogram
entropy of the motion vectors in each frame is extracted to reflect the motion
irregularity degree. Candidate abrupt cut is identified when both the average motion
magnitude and the quantitative angle histogram entropy are greater than specified
thresholds as the camera motion cannot destroy the motion regularity. False cuts
caused by gradual transitions and flashes are eliminated using a temporal window.

Utilizing Audio Features Audio features have been utilized to enhance the video
segmentation results as in [2, 11]. In [2] a scene boundary detection and scene
classification for news video are combined in one process using HMM. For each
video frame, a feature vector that combines several features is derived. Average
color components and the luminance histogram difference are used as image fea-
tures. For adjacent video frames, some features derived from the difference image
are computed as motion indicators. The logarithmic energy and the cepstral vector
of the audio samples of each video frame are used as audio features. In [11] a
technique to segment video into shots is presented. Multiple independent features
are combined within an HMM framework. The absolute grayscale histogram dif-
ference between adjacent frames is used as an image feature. The acoustic differ-
ence in long intervals before and after the adjacent frames is used as an audio
feature to reflect the audio types. Video frames are divided into blocks. A block
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matching algorithm is applied between adjacent frames to extract the blocks motion
vectors. For the blocks motion vectors, the magnitude of the average and the
average of the magnitude are used as motion features to detect camera movements.

Several machine learning techniques such as Support Vector Machines
(SVM) are used for video segmentation by classifying the video frames into
boundary frames and non-boundary frames [12].

3 Proposed System

In our previous works [18, 19] we introduced a method for caption detection and
localization in news videos. We showed the patterns of caption insertion and
removal. Actually, the process of caption insertion or removal takes a range of
frames. Caption insertion and removal introduce many changes and can happen
during the same video shot. Figure 13 shows sample frames associated with its
frame index to illustrate the caption insertion pattern. By observing Fig. 13, it is
clear that the caption background appears smoothly and text inserted to that
background in steps. Also, caption may be static and shared in several consecutive
shots. For all these reasons it is clear that captions in news videos disrupt the video
segmentation process.

Our idea for detecting shots boundaries is based on the elimination of the
candidate caption area and a new feature for describing an image we called it as
“dominant colors”. The proposed system is shown in Fig. 14.

Fig. 13 Caption insertion pattern

Fig. 14 The block diagram of the proposed system
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3.1 Dominant Colors Representation

We represent the image by the order of its colors sorted from the highest frequency
to the lowest frequency. As described in Algorithm 1 for each video frame, we
extract the R, G, and B components. At first we truncate the bottom 25% of the
three color components as it is the candidate caption area and actually the most
important part of image is always at the frame center. Then we generate the
dominant colors of each color component as described in Algorithm 2. The RGB
representation of the video frame is the concatenation of the dominant colors of the
three components.

Algorithm 1. RGB Frame Representation Extraction
1: Extract R, G, and B color components.
2: Truncate the bottom 25% from the color components.
3: Get the dominant colors of the R component as . 
4: Get the dominant colors of the G component as . 
5: Get the dominant colors of the B component as . 
6: Output the frame representation as the concatenation of , , and

. 

Colors quantization is involved in the process of dominant colors extraction. The
main purpose of the colors quantization is to absorb the lighting conditions that
result in variation of the pixels color intensities of the same object. We carried out
several experiments with different quantization steps and traced the accuracy results
to conclude the colors quantization impact and select the best model. Also we
carried out several experiments based on the gray representation of video frames.
Algorithm 3 explains the gray representation extraction of a video frame. For each
video frame, we transform it from RGB to HSI. We work only on the intensity
component. Dominant gray intensities are extracted with several quantization steps.

Algorithm 2. Dominant Colors Extraction
1: Get the frame histogram. 
2: Get the quantization step (s). 
3: Sum the frequencies of each (s) consecutive color indexes to merge them into

single color. 
4: Sort descending the uniformly quantized histogram. 
5: Output the indexes of the sorted histogram as the dominant colors. 
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Algorithm 3. Gray Representation Extraction of a Video Frame
1: Convert the RGB colored image to gray scale luminance/intensity image.
2: Truncate the bottom 25% of the luminance image. 
3: Output the frame representation as the dominant colors of the luminance 

image. 

3.2 Dissimilarity Feature Vector Calculation

We defined the dissimilarity between two video frames as a vector contains the
difference in order for each color. If two images are similar so its order of dominant
colors representations will be similar. Our idea for detecting the shots boundaries is
based on the fact that if a shot boundary exists so a large difference of the dominant
colors order will occur. To calculate the dissimilarity vector (dist) between frame i
(Fi) and frame j (Fj), first we get its dominant colors representation Repi and Repj.
The algorithm of calculating the dissimilarity vector is described in Algorithm 4.
An example to calculate the dissimilarity of two frames represented by its eight
levels dominant colors is shown in Fig. 15.

Fig. 15 An example of the dissimilarity vector calculation
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Algorithm 4. Dissimilarity Feature Vector Calculation
1: Get , 
2: For k = 0 to Rep Length -1 do
3: ind1 = the index of k in 
4: ind2 = the index of k in 
5: dist(k) = abs ( ind1 - ind2 )
6: End For

3.3 Feed-Forward Neural Network Training

We trained a feed-forward neural network to classify the video frames to abrupt cut
frames or non-cut frames. The neural network is trained by the feature vectors of the
consecutive frames dissimilarity after excluding the frames of gradual transitions. Also
the frames of beginning, ending, and separators are excluded as it represents graphics.
The samples of similar frames are selected as consecutive frames belong to the same
video shot. The samples of different frames are selected as consecutive frames belong
to different shots or in other words consecutive frames that correspond to abrupt cut
frames. We carried out several experiments considering the grayscale dominant colors
representation with different quantization steps and also the RGB representation with
different quantization steps. In all our experiments we follow the suggested network
structure in [20]. In [20] it is proved that two hidden layers of feed-forward neural
networkwith the below structure depicted in Fig. 16 significantly decrease the required
number of hidden neurons while preserving the learning capability with any small
error. The number of neurons in the two hidden layers is as follows:

L1= sqrt ðM +2Þ*Nð Þ+2*sqrt N ̸ðM +2Þð Þ ð1Þ

L2=M*sqrt N ̸ðM +2Þð Þ, ð2Þ

where

L1 Number of neurons in the first hidden layer.
L2 Number of neurons in the second hidden layer.
M Number of output classes = 2.
N The length of dissimilarity feature vector that varied according to the used

representation (gray or RGB) and the used quantization step.

Fig. 16 The feed-forward neural network structure

102 I.A. Zedan et al.



Fig. 17 Abrupt cut detection process
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3.4 Abrupt Cut Detection Process

The process of the abrupt cut detection is carried out by simulating the neural
network with the dissimilarity vectors between two consecutive video frames. Each
candidate detected cut between frame i and i − 1 will be verified by checking the
neural network with the dissimilarity vector between frame i − 1 and i + 2. This
verification step aims to eliminate the false alarms come from flashes as flashes
effects are introduced in maximum in two successive frames. Figure 17 illustrates
the abrupt cut detection process.

4 Experimental Results

We build our data set as RGB colored videos collected from YouTube from dif-
ferent news TV channels as the Egyptian first channel, AlArabiya, and Al Jazeera.
Shot boundaries are marked manually. Statistics about our data set is shown in
Table 1. We developed a MATLAB tool to help us to manually mark the shot
boundaries as shown in Fig. 18. The tool enables us to navigate through the video
frames with different steps of 1, 6 and jump to specific frame index. Ability to select
a shot type from specific frame index to other frame index is available. Tool enables
us to select the shot transition type. Figure 19 shows a sample file from our shot
boundary detection data set. We used the following measures for assessing the
system results:

Precision ðPÞ=#Correctly Detected Cuts ̸#Detected Cuts ð3Þ

Recall ðRÞ=#Correctly Detected Cuts ̸#Ground Truth Cuts ð4Þ

FMeasure = 2*Precision*Recall ̸ðPrecision+RecallÞ. ð5Þ

We carried out several experiments with the dominant colors gray representation
and RGB representation with several quantization steps as shown in Table 2. We
used the F measure alone for evaluation as it combines the precision and recall
together with equal weight. From the results, it is clear that increasing the quan-
tization step will result in enhancement in the results up to limit and after that will
result in negative feedback that is logical as loss of information will occur. RGB
representation results are slightly better than the gray representation and the best
accuracy is reached when using RGB representation with quantization step = 4 so
we will use this network. The test data results when using RGB representation with
quantization step = 4 are detailed in Table 3 without flash light elimination.
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Table 1 Data set statistics

1040 # of abrupt cuts 53 # of videos
268 # of gradual transitions 85 Total duration in minutes

Fig. 18 Our manual shot boundary marker tool

Fig. 19 Sample file from our shot boundary detection data set
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By observing the reasons of false alarms that are generated from the proposed
system, we will found mainly four reasons for false alarms: flash light, rapid
motion, natural challenges, and dissolves especially short dissolves. As shown in
Fig. 20a, the reason for the false alarm at frame 495 is flashlight. As shown in
Fig. 20b, the reason for false alarm at frame 4370 is the rapid zoom on the money
paper. In Fig. 20c false alarm is generated at frame 1499 because the video frame is
changed suddenly due to firing a bomb. In Fig. 21 the trained neural network
generates two successive cuts at the frames 257 and 258 as this is a case of short
dissolve. After handling flash lights, cut detection results are enhanced by about
1.6% as detailed in Table 4.

Also by observing the miss cases as shown in Fig. 22, the system fails to detect
its cuts. In Fig. 22a the system misses a cut at frame 1851, in (b) misses a cut at
frame 4512, in (c) misses a cut at frame 1151, and in (d) misses a cut at frame 2362.
We found the main reason is the very similar background or in other words the two
shots involved in the cut are recorded in the same place and corresponds to the same
scene.

Table 2 Gray and RGB
representations results on test
data without flash light
elimination

Quantization
step

Gray
representation

RGB
representation

F measure (%) F measure (%)

2 91.00 91.56
4 91.08 93.40
8 92.50 93.30
16 91.36 91.40
32 86.83 89.49
64 63.00 82.05

Table 3 Test data results using RGB dominate colors representation with quantization step = 4
without flash light elimination

Video Ground
truth

Correct Miss False
alarms

P (%) R (%) F (%)

Vid1 68 63 5 9 87.50 92.65 90.00
Vid2 27 26 1 2 92.86 96.30 94.55
Vid22 23 23 0 0 100.00 100.0 100.0
Vid30 26 25 1 5 83.33 96.15 89.29
Vid43 25 25 0 4 86.21 100.0 92.60
Vid9 29 29 0 0 100.00 100.0 100.0
Overall 198 191 7 20 90.52 96.46 93.40
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Fig. 20 False alarms observation

Fig. 21 Short dissolve

Table 4 Test data results using RGB dominate colors representation with quantization step = 4
utilizing flash light elimination

Video Ground
truth

Correct Miss False
alarms

P (%) R (%) F (%)

Vid1 68 62 6 8 88.57 91.17 89.86
Vid2 27 26 1 2 92.86 96.30 94.55
Vid22 23 23 0 0 100.00 100.0 100.0
Vid30 26 25 1 2 92.59 96.15 94.34
Vid43 25 25 0 0 100.00 100.0 100.0
Vid9 29 29 0 0 100.00 100.0 100.0
Overall 198 190 8 12 94.06 95.96 95.00

Fig. 22 Misses observation
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5 Conclusion and Future Work

There are several highlights in our work. Although the training data is not big
enough and the proposed system is tested on challenging data, the new image
representation and our image dissimilarity measure succeeded to segment the news
videos and detect the abrupt cuts in news videos with promising accuracy. Also the
reasons of false alarms and misses caused by the proposed system are logical and
justified. The quantization step is important in the dominant colors extraction
process as it absorbs the variation in video frame pixels values due to lighting
condition but this is valid up to limit, after that loss of information will occur.
The RGB dominant color representations have slightly better results than the
grayscale representation. We are planning to extend our data set, publish it, and
retrain our models to enhance results. Also we are planning to add gradual tran-
sition detector to our system.
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Part II
Applications of Image Processing

in Medicine



Normalized Multiple Features Fusion Based
on PCA and Multiple Classifiers Voting
in CT Liver Tumor Recognition

Ahmed M. Anter and Aboul Ella Hassenian

Abstract Liver cancer is a serious disease and is the third commonest cancer

followed by stomach and lung cancer. The most effective way to reduce deaths due

to liver cancer is to detect and diagnosis in the early stages. In this paper, a fast

and accurate automatic Computer-Aided Diagnosis (CAD) system to diagnose liver

tumors is proposed. First, texture features are extracted from liver tumors using mul-

tiple texture analysis methods and fused feature is applied to overcome the limita-

tion of feature extraction in single scale and to increase the efficiency and stability

of liver tumor diagnosis. Classification-based texture features is applied to discrimi-

nate between benign and malignant liver tumors using multiple classifier voting. We

review different methods for liver tumors characterization. An attempt was made to

combine the individual scores from different techniques in order to compensate their

individual weaknesses and to preserve their strength. The experimental results show

that the overall accuracy obtained is 100% of automatic agreement classification.

The proposed system is robust and can help doctor for further treatment.
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1 Introduction

Medical image analysis becomes more and more popular in recent years due to the

advances of the imaging techniques, including Magnetic Resonance Imaging (MRI),

Computer Tomography (CT), Mammography, Positron emission tomography (PET),

X-ray, and Ultrasound or Doppler Ultrasound. Computed tomography has been iden-

tified as an accurate and robust imaging modality in the diagnosis of the liver cancer.

Liver cancer is one of the most common internal malignancies worldwide and also

one of the leading death causes. Early detection and diagnosis of liver cancer is an

important issue in practical radiology. Liver cancer in men is the fifth most frequently

diagnosed cancer worldwide but the second most frequent cause of cancer death

based on global cancer statistics. In women, it is the seventh most commonly diag-

nosed cancer and the sixth leading cause of cancer death. According to global cancer

statistics in 2008 [1], there were estimated to be 748 300 new liver cancer cases in the

world, and 695 900 people died from liver cancer. The incidence and mortality rate

of primary liver cancers were increasing across many parts of the world. In this con-

text, the earliest possible detection of such a disease becomes critical to successful

treatment [2].

The most effective way to reduce deaths due to liver cancer is to detect and diag-

nosis in the early stages. One of the most common and robust imaging techniques

for the diagnosis of liver cancer is Computed Tomography (CT). Visual analysis of

liver CT scans, performed by an experienced radiologist, often is not sufficient to

correctly recognize the type of pathology. Due to the fact that those performing the

analysis are able to identify only a small part of information stored in images, inva-

sive techniques (such as a needle biopsy) still remain a gold standard for a definitive

diagnosis of hepatic disorders. The use of invasive procedures could be avoided, if

doctors had the appropriate tools to interpret the image content. The solution could

be the image-based Computer-Aided Diagnosis (CAD) systems, which have recently

and rapidly become growing interest [3].

Due to the semantic gap problem, which corresponds to the difference between

the human image perception and what automatically extracted features convey, an

important aspect of the feature extraction task is to obtain a set of features that is

able to succinctly and efficiently present Region of Interest (ROI) [4, 5].

The feature extraction stage is one of the important components in any pattern

recognition system. The performance of a classifier depends directly on the choice

of feature extraction. The feature extraction stage is designed to represent and analy-

sis tumors. These features are used by the classifier to classify tumors into normal,

benign, and malignant [6, 7].

The main goal is to develop an efficient system to assist radiologists in catego-

rizing liver into normal and abnormal such as benign and malignant. Normal liver

usually have a regular structure, but due to the presence of the abnormal tissues the

complexity of abnormal liver increases. Thus, naturally they will have higher fractal

dimension. Malignant masses are generally rough and have more irregularity struc-

ture, whereas benign masses commonly have smooth, round, oval contours.
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In this paper, texture features are extracted from liver tumors using multiple

texture analysis: Gray-Level Co-occurrence Matrix (GLCM), Local Binary Pattern

(LBP), Segmentation-based Fractal Texture Analysis (SFTA) and First-Order Sta-

tistics (FOS). Also, the fused features (FF) is applied to increase the performance of

classification rate. Principle component analysis (PCA) is used to reduce the feature

dimensionality. Texture feature-based classification system is then applied to dis-

criminate between liver tumor, benign and malignant. The classification system is

developed based on multiple classifier voting: K-nearest neighbor (KNN), Artificial

Neural Network (ANN), Support Vector Machine (SVM), and Random Forest (RF).

The classifiers performances are evaluated using measures: Precision, Recall, and

accuracy.

The rest of this paper is ordered as Sect. 2, discusses and demonstrate the previ-

ous and related work on liver tumor characterization. Section 3, details of the pro-

posed feature extraction methods are given. The proposed classification methods

are presented in details in Sect. 4. The proposed CAD system is presented in Sect. 5.

Section 6, shows the experimental results and analysis. Finally, conclusion and future

work are discussed in Sect. 7.

2 Related Work

CAD system is used to distinguish between benign and malignant tumors. The fea-

tures are automatically extracted from each Region of Interest (ROI). The features

are normalized, reduced, and merged with linear classifiers or artificial intelligence

techniques to further refine the detection and diagnosis (benign vs. malignant) of

potential abnormalities. Several researchers have focused their attention on the use

of texture features to describe liver tumor.

Gletsos et al. [8], proposed gray-level difference method, FOS, SGLDM, Laws’

texture energy features, and fractal dimension (FD) methods to extract features from

liver tumors. Neural Network is used to classify between normal and abnormal tis-

sue. The classification accuracy obtained differs from 91 to 100%. Cavouras et al.

[9], extracted 20 features from CT density matrix. Twenty cases of benign tumor

and thirty-six cases of malignant tumor were used to train a multi-layer perceptron

classifier. The performance accuracy obtained is 83%.

Chen et al. [10], proposed a modified probabilistic neural network (MPNN) and

feature descriptors to discriminate tumors generated by FD and GLCM. The sys-

tem was applied on 20 malignant and 10 benign tumors. The classification accuracy

achieved is 83%.

Mougiakakou et al. [11], proposed five distinct sets of texture features are extracted

from FOS, SGLDM, GLD, Laws’ texture energy measures, and FD methods. Two

different approaches were constructed and compared. The first one consists of five

multi-layer perceptron. The second one comprised from five different primary clas-

sifiers: multilayer perceptron, probabilistic NN, and three KNN classifiers. The final

decision was extracted using appropriate voting schemes. The fused feature set was
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obtained. Data set contains 38 normal cases and 59 abnormal cases. The best perfor-

mance achieved is 84%.

Guozhi et al. [12], proposed Gaussian Mixture model (GMM), and expectation

maximization (EM) are used to classify Metastases and Normal cases. The accuracy

achieved by similarity index 95.8%. Wang et al. [13], applied texture features meth-

ods: FOS, SGLDM, GLRLM, and GLDM and applied SVM Classifier to distinguish

between HCC, Hemangioma, and Normal tissue. The accuracy achieved is 97.78%.

Mala et al. [14], applied texture features methods: Wavelet transform and extract

Angular Second moment, Energy, Contrast, Homogenity, and Entropy and used

Learning vector quantization (LVQ) classifier to distinguish between Hemangioma,

Adenoma, HCC, Cholangiocarcinoma.

Kumar et al. [15], proposed Wavelet, and Fast Discrete Curvelet Transform

(FDHCC) methods and Feed Forward NN classifier to distinguish between HCC and

Hemangioma. The accuracy obtained using Curvelet transform is 93.3%, and wavelet

is 88.9%. Gunasundari et al. [16], applied texture features methods: Co-occurance

matrix and Fast discrete Curvelet transform and used BPN, PNN, Cascade feed for-

ward BPN (CFBPN) for Classification phase to distinguish between Hemangioma,

and HCC. The accuracy achieved by classifier BPN is 96%, PPN is 96%, and CFBPN

is 96%.

Mougiakakou et al. [17], proposed CAD system based on texture features and a

multiple classification scheme for the characterization of four types of hepatic tissue

from CT images: normal liver, cyst, hemangioma, and hepatocellular carcinoma. For

each ROI, five distinct sets of texture features are extracted using the following meth-

ods: first-order statistics, spatial gray-level dependence matrix, gray-level difference

method, Laws texture energy measures, and fractal dimension measurements. Clas-

sification of the ROI is then carried out by a system of five neural networks (NNs).

The proposed system has achieved a total classification performance of the order

of 97%.

Vijayalakshmi et al. [18], proposed CAD system based on extracted texture

feature using local binary pattern and statistical features are extracted by Legen-

dre moments. This communication presents a comparative analysis between these

Legendre moments, local binary pattern, and combined features. The classification

accuracy obtained is 96.17%.

Chien et al. [19], proposed CAD system for three kinds of liver diseases includ-

ing cyst, hepatoma, and cavernous hemangioma. The diagnosis scheme includes two

steps: features extraction and classification. The features, derived from gray levels,

co-occurrence matrix, and shape descriptors, are obtained from the region of inter-

ests (ROIs) among the normal and abnormal CT images. Finally, the receiver operat-

ing characteristic (ROC) curve is used to evaluate the performance of the diagnosis

system. The average accuracy obtained using SVM is 78%.

Pavlopoulos et al. [20], also characterized diffused liver diseases automatically

using Fuzzy Neural Network (FNN). Twelve texture features for classification were

extracted using FDTA, SGLDM, GLDS, RUNL, and FOP. These features were fur-

ther reduced to 6 using different feature combinations. Then voronoi diagram of

training patterns was constructed, which was used by FNN to generate fuzzy sets
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and built class boundaries in a statistical manner. For validation, the authors used

150 liver images and showed 82.67% classification accuracy.

Ritu et al. [21], optimal features are extracted and used as input for neural network

classifier. Texture features are utilized and extracted from histogram-based features

and wavelet transform- based features. This feature set is very large and it may con-

tain redundant features. So, for reducing this feature set, feature selection algorithm

is used and optimal features are selected. For optimal feature selection, genetic algo-

rithm is used. Finally, these features are given as input to neural network which is a

pixel-based classifier and it classifies pixels into liver and non-liver area. The Aver-

age Accuracy obtained from NN and GA is 96.02%.

Kumar and Moni [22], designed a CAD system consisting of liver and tumor

segmentation, feature extraction, and classification module is presented characteriz-

ing the CT liver tumor as hemangioma and hepatoma. The experiment results show

that the classification accuracy of Fast Discrete Curvelet Transform (FDCT)-based

feature extraction and classification is higher than the wavelet-based method. FDCT-

achieved accuracy is 93.3% and Wavelet-achieved accuracy 88.88%.

Hussein and Amr [23], proposed an automated CAD system consists of three

stages; first, automatic liver segmentation and lesions detection. Second, extracting

features. Finally, classifying liver lesions into benign and malignant by using con-

trasting feature difference approach. Several types of intensity, texture features are

extracted from both; the lesion area and its surrounding normal liver tissue. Machine

learning classifiers are then trained on the new descriptors to automatically classify

liver lesions into benign or malignant. With accuracy reached 98.3%.

The proposed research work addresses these limitations and designed CAD sys-

tem that can automatically diagnose liver tumors in large scale of dataset. To over-

come the limitation of feature extraction in a single scale, we used multiple methods

and fused features to increase the efficiency and stability of liver tumor diagnosis.

Also multiple classifier are used to increase the efficiency of classification rate with

high accuracy.

3 ROI Feature Extraction Methods

In this paper, different kinds of features extraction are tested and evaluated, LBP,

GLCM, SFTA, FOS, and fused feature (FF) between them.

3.1 Gray-Level Co-occurrence Matrix (GLCM)

GLCM is widely used to discriminate texture images, it is second-order statistical

approach that measures the relationship and dependency between intensities and take

in consideration distance and angle between intensity. The method involves statis-

tically sampling the way certain gray levels occur in relation to other gray levels.
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This method obtains the GLCM of specified texture, which further gives various

descriptors by measuring texture properties. A set of features derived from GLCM

were used as texture features. In this paper, we used four angles 0o, 45o, 90o, and

135o, and one displacement. The following statistics were used to describe texture:

Energy, Entropy, homogeneity, Contrast, Dissimilarity, Angular Second Moment

(ASM), Correlation, Variance, Maximum Probability (MP), Cluster Tendency, Clus-

ter Shade, Cluster prominence, Sum Entropy, Sum Average, Entropy Difference,

Sum variance, and Difference Variance. Each vector consists of 68 values. [24, 25].

3.2 First-Order Statistics (FOS)

FOS is a first-order statistical approach used to describe texture and various moments

based on gray level histogram computed from a digital image can be used to describe

statistical properties such as mean, variance, skewness and Kurtosis. The first four

moments are easier to describe intuitively. The first moment is the mean intensity;

the second central moment is the variance, describing how similar the intensities are

within the region. The third central moment skewness, describes how symmetric the

intensity distribution is about the mean and fourth central moment kurtosis, describes

how flat the distribution is. Let random variable I represents the gray levels of image

region. The first-order histogram P(I) is defined as

P (I) =
number of pixels with gray level I
total number of pixels in the region

(1)

3.3 Local Binary Pattern (LBP)

LBP was first introduced by Ojala as a shift invariant complementary measure for

local image contrast. LBP works with the 4-neighbors of the pixels and using value

of the center pixel as a threshold. The LBP code computation for a 33 neighborhood

is produced by first thresholding the neighbor values with the center pixel; such that

the pixel greater than or equal to the center pixel will be set to 1, otherwise it will be

set to 0. After thresholding the resulted 3× 3 window will be multiplied by weighted

window. Then, the central pixel will be replaced by the summation of the window

thresholded. Then describtors are extracted from GLCM (Mean, Variance, Standard

Division, Skewness, and Kurtosis) [25].

3.4 Segmentation-Based Fractal Texture Analysis (SFTA)

Geometric primitives that are self-similar and irregular in nature are termed as frac-

tals. Fractal Geometry was introduced to the world of research in 1982 by Mandelbrot
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[25]. FD measurements can be used to estimate and quantify the complexity of the

shape or texture of objects. Liver tumor texture is a combination of repeated pat-

terns with regular/irregular frequency. Tumor structure exhibit similar behavior, it

has maximum disparity in intensity texture inside and along boundary which serves

as a major problem in its segmentation and classification. Fractal dimension reflects

the measure of complexity of a surface and the scaling properties of the fractal, i.e.,

how its structure changes when it is magnified. Thus, fractal dimension gives a mea-

sure of the irregularity of a structure. In fact, the concept of fractal dimension can be

used in a large number of applications, such as shape analysis and image segmenta-

tion.

Segmentation-based Fractal Texture Analysis (SFTA) algorithm introduced by

Costa et al. [26] consists of decomposing the input image into a set of binary images

from which the fractal dimensions of the resulting regions are computed in order to

describe segmented texture patterns. In order to decompose the input image, a new

algorithm, named two-threshold binary decomposition (TTBD) is used. Then SFTA

feature vector is constructed as the resulting binary images size, mean gray level and

boundary represent fractal dimension. The fractal measurements are employed to

describe the boundary complexity of objects and structures segmented in the input

image using box counting algorithm.

3.5 Shape Feature Analysis

It is important to classify masses whether it is malignant or benign based on shape

morphology. Several shape morphologies are used as follows:

3.5.1 Circularity

Circularity feature is used to measure the degree of tumor. The roundness tumor is

one of the criteria of benign; the probability of masses as being benign is higher

when circularity is higher. The circularity values is between 0 and 1. If it is equal

to 1, this means that the tumor is circular and matches benign tumor. On the other

hand, if the circularity is much smaller than 1, this implies the tumor is far from a

circle and it is malignant.

Circularity =
4𝜋A
p2

where A is the area of the tumor and P is the tumor perimeter.

Area: is the actual number of pixels in the tumor region.

Perimeter: is the distance around the boundary of the regular/irregular tumor

region.
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3.5.2 Solidity

Solidity feature used to measure the density of the objects. If the solidity approxi-

mately is equal to 1, which means the object is completely solid. If solidity <1, the

object is irregular.

Solidity =Area∕Convex hull

3.5.3 Compactness

Area = |O|

Perimeter = length (E)

where O is a set of pixel that belongs to the abnormality segmented and E edge

pixels (subset of O).

Compactness = Perimeter2

Area

3.5.4 Radial Angle

The speculation is an indicator of the malignant masses. The Radial Angle is used to

differentiate the shape of edges of the tumor as speculated or as round and smooth.

When tumors tend to be more round, its Radial Angles tend to be near 180 and the

average of the Radial Angles tends to be larger. On the other hand, if the tumor with

a speculated edge will have a smaller averaged Radial Angle.

3.5.5 Circular Equivalent Diameter

Equivalent diameter is the scalar value that specifies the diameter of a circle with the

same area as the region.

EquivDiameter =
√

4A
𝜋

4 Liver Tumors Diagnosis-Based Classification System

The classification stage is one of the characterization techniques that is used to pre-

dict and describe data classes into benign and malignant.
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4.1 Random Forests (RF)

RF algorithm is considering one of the best known classification algorithms, which is

able to classify big data in short time with high accuracy. RF starts with a standard

decision tree machine learning technique. The input is entered at the top and as it

traverses down the tree, the data gets bucketed into smaller and smaller sets. The

ensemble of simple trees vote for the most popular class. The main principle behind

ensemble methods is that a group of weak learners can come together to form a

strong learner [27].

4.2 Artificial Neural Network (ANN)

ANN has been developed as generalizations of mathematical models of biological

nervous systems. Simple cells called neurons form the brain, and each neuron is a

specialized cell that processes the incoming information and conducts it to the next

neuron. The learning capability of an artificial neuron is achieved by adjusting the

weights in accordance to the chosen learning algorithm. ANN is composed of an

input layer, an output layer and one or more hidden layers. Each layer is composed

of neurons. Several ANN classifiers are used for medical image analysis [28, 29]. In

this paper, backpropagation neural network is constructed with 7 hidden, 3 output

Layers, and and number of training epochs 1000.

4.3 K-Nearest Neighbor (KNN)

KNN is a very simple and nonparametric classifier based on the nearest neighbor. A

new sample is classified based on majority of k nearest neighbor. In this classifier,

the Euclidean distance is used. It simply works based on a minimum distance from

the searching query to the training one to determine the k-nearest neighbors. KNN

is simple, high variance, and nonlinear and the disadvantage is it is expensive at

test time. After specifying the k-nearest neighbor classes, the new sample follows

(predicts) the major class of KNN [30].

4.4 Support Vector Machine (SVM)

SVM is first introduced by Vapnik (1995) and widely used in machine learning. SVM

modeling algorithm computes the optimal separating hyperplane with the maximum

margin by separating a positive class from a negative class. It is directly motivated

by Kernels. Kernel functions are used to map the input data into a higher dimension
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space, where the data are supposed to have a better distribution and then an optimal

separating hyperplane in the high-dimensional feature space is chosen. In this paper,

the linear kernal function is used for simplicity [31].

5 Proposed Liver Tumor Classification System

The proposed CAD system consists of four main phases to classify liver CT abnor-

mality into benign, malignant, and normal as shown in Fig. 1.

Feature extraction phase: In this phase, we used feature extraction methods such

as GLCM, FOS, LBP, SFTA, Shape features, and Feature Fusion to discriminate

between benign and malignant tissues.

Normalization phase: We applied data normalization technique to decrease the

gap between features and to reach all features near to others. All values exclusive

between [0, 1] are used to increase the classification rate especially in the features

with high values.

Feature reduction phase: The main purpose of feature reduction is to determine

a small set of features from whole features in the problem. The features extracted

have irrelevant, redundant, misleading, and noisy features. Remove these data that

affects the prediction and classifiers accuracy can be useful. Principle Component

Analysis (PCA) is used to reduce dimensionality between the extracted features.

Classification phase: The classifiers KNN, ANN, SVM and RF are used to clas-

sify abnormality into three classes (normal, benign, and malignant). We used voting

system to vote for high accuracy selected from these classifiers to increase the effi-

ciency of the proposed system.

Analysis and evaluation: Evaluation criteria for classifiers performance using

confusion matrix, ROC and these parameters “TP, FP, TN, FN, Precision, Recall,

Accuracy, and Over-all accuracy.”

Fig. 1 The proposed CAD system for liver tumor diagnosis
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6 Experimental Results and Discussion

In this section, the performance of the proposed diagnosis system is presented. The

used programming tool is MATLAB V. 7.9 and the perfromance was measured using

DELL with Intel, Core i7, CPU 2.2 GHz, memory 8GB, and operating system MS

Windows 7.

6.1 CT Data Set Description

CT scanning is a diagnostic imaging procedure that uses X-rays. The proposed sys-

tem will work on a difficult dataset with different tumors. The dataset is divided into

three categories depending on the tumor type and abnormality: Normal, Benign,

and Malignant. 62 image in normal cases, 392 in benign cases, and 308 in malig-

nant cases. All these ground truth tumor images were croped by two expertise. Each

image has resolution dimensions 64 × 64 pixel [3].

6.2 Performance Analysis

The performance of liver tumor classification is analyzed with the following parame-

ters: Accuracy is a statistical measure used to measure the proportion of true cases

among the total number of cases examined, can be calculated using the equation:

Accuracy = (TP + TN)
(TP + TN + FP + FN)

(2)

Recall is the proportion of positive cases that were correctly identified, calculated

using the following equation:

Recall = TP
(TP + FN)

(3)

Precision is the proportion of the predicted positive cases that were correct, as

calculated using the equation:

Precision = TP
(TP + FP)

(4)

where TP, FP, TN, FN being the number of true positives, false positives, true neg-

atives, and false negatives, respectively.
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Fig. 2 Samples of shape features results for different tumors

6.3 Feature Extraction and Classification Accuracy

The proposed CAD system consists of four main phases, in the feature extraction

phase five sets of texture features are calculated for each ROI. These features are

obtained from Gray-Level co-occurrence matrices, which are constructed to extract

feature vector with 68 values to represent each ROI. Seventeen features were used to

represent ROI: Energy, Entropy, homogeneity, Contrast, Dissimilarity, Angular Sec-

ond Moment (ASM), Correlation, Variance, Maximum Probability (MP), Cluster

Tendency, Cluster Shade, Cluster prominence, Sum Entropy, Sum Average, Entropy

Difference, Sum variance, and Difference Variance with four directions (0◦, 45◦,

90◦, 135◦) and one displacement equal to 1 is used. LBP is constructed to extract

feature vector using mean, variance, skewness, and kurtosis to represent each ROI.

FOS is used to construct feature vector for each ROI composed from (mean, vari-

ance, skewness, and kurtosis). SFTA is constructed to obtain feature vector for each

ROI with 36 values. The SFTA features correspond to the number of binary images

obtained by TTBD multiplied by 3. Then these measures are calculated from each

binary image: fractal dimension, mean gray level and size. Five shape features are

extracted to represent each ROI: Circularity, Solidity, Compactness, Radial Angle,

and Circular Equivalent Diameter as shown in Fig. 2.

Finally, fused features were adopted to address some of the limitations of the fea-

ture extraction methods utilities. It is a process of combining feature vectors from dif-

ferent sources with the aim of maximizing the useful information content. It improves

the reliability or discrimination capability and offers the opportunity to minimize the

data retained. The fact of combining multiple features derived from multiple meth-

ods does improve the correct classification rate. The features extracted from GLCM,

LBP, FOS, SFTA, and shape features are combined in one feature vector (V) with

117 values to improve the performance of correct classification rate.

Normalization function is applied to decrease gap between features and normal-

izing all features between [0, 1]. Also, features dimensionality are reduced using

PCA to increase the classifier performance with high prediction and decrease time

computation.
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Table 1 Precision, Recall, and Accuracy for three classes Normal (N.), Benign (B.), and Malignant

(M.) using four feature methods (GLCM, LBP, FOS, SFTA, Feature Fusion) and four classifiers

(KNN, RF, ANN, SVM)

Meth Class. Precision Recall Accuracy Time/S

B. M. N. B. M. N. B. M. N.

GLCM

(68)

KNN 100 100 100 100 100 100 100 100 100 1.19

RF 100 100 100 100 100 100 100 100 100 3.07
ANN 100 100 100 100 100 100 100 100 100 7.17
SVM 100 100 100 100 100 100 100 100 100 0.87

LBP

LBP

(4)

KNN 88.3 76.98 83.33 80.94 87.17 71.11 84.44 81.72 76.67 0.78

RF 97.39 91 80 90.32 97.57 87.78 93.18 93.63 83.68 3.90
ANN 98.65 95.63 97.12 97.02 98.65 92.89 97.83 97.12 95.43 7.23
SVM 79.55 76.8 84 93.59 77.17 72.22 81.86 86.76 84.78 0.84

FOS

FOS

(4)

KNN 92 88.44 80 94.02 82.6 83.33 90.9 83.52 80 0.8

RF 88.28 83.7 75.43 96.58 83.7 77.78 92.24 83.7 80 4.37
ANN 89.26 80 100 92.31 86.96 83.33 90.76 83.33 90 2.48
SVM 77.33 84 100 99.15 78.48 71.11 86.89 75.45 70 0.94

SFTA

SFTA

(36)

KNN 96.46 91.66 100 93.16 95.65 100 94.78 93.62 100 0.98

RF 95.73 92.55 100 95.73 94.57 88.89 95.73 93.55 94.12 4.36
ANN 100 100 100 100 100 100 100 100 100 5.63
SVM 99.15 96.81 100 100 98.91 83.33 99.57 97.85 90.91 1.13

Fusion

Fusion

(117)

KNN 92.6 90.74 87.33 90.5 98 85 92.54 94.23 88.57 1.78

RF 100 100 100 100 100 100 100 100 100 2.66
ANN 90.16 88.57 88.57 89.94 96 90 92 93.73 89.27 19.7
SVM 88.46 87.39 100 89.84 97 100 89.15 91.94 100 1.30

Finally, for the classification experiment and evaluations, we used four different

classifiers to classify feature vectors which represent abnormality ROI. These four

classification methods are KNN, ANN, RF, and SVM. Each classifier has pros and

cons in terms of time execution and accuracy as seen in Table 1. Cross validation is

used for training and testing cases. 70% used for training cases and 30% for testing.

Table 1 shows the precision, recall, and accuracy for the three classes Normal,

Benign, and Malignant using four feature extraction and fused future (GLCM, LBP,

FOS, SFTA) and four classifiers (KNN, RF, ANN, SVM). The final decision is

dependent on multiple classifier voting system based on weighted or a majority of
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Fig. 3 The precision average for each classifier and feature extraction method

Fig. 4 The recall average for each classifier and feature extraction method

Fig. 5 The overall accuracy for each classifier and feature extraction method
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voting system. From the results, the GLCM feature extraction method with all clas-

sifier has high accuracy with 100% for precision, recall, and accuracy Followed by

SFTA method, the artificial neural network with SFTA feature extraction has high

accuracy 100%. As we can see SVM classifier has very small time consumption in all

feature extraction methods in comparison with ANN and RF classifiers. Figures 3,

4, and 5 showing the over-all precision, recall and accuracy for normal, benign, and

malignant classes. As seen the high accuracy is obtained from GLCM.

7 Conclusion and Future Work

A CAD system is proposed to distinguish between benign and malignant tumors

using normalized texture and shape features which extracted from multiple feature

extraction methods (GLCM, LBP, SFTA, and FOS) to overcome the limitation of

single-scale feature extraction, also fused features is used to increase the efficiency

and stability of liver tumor diagnosis. Principle component analysis is used to reduce

the feature dimensionality and decrease the homogeneity between features. In classi-

fication phase, multiple classifiers are used (KNN, SVM, ANN, and RF) with voting

system to increase the efficiency of classification rate with high accuracy results.

The proposed CAD system achieved a total classification performance of 100%. The

proposed system is robust and can help doctors for further treatment. In the future,

we plan to search for the features that are independent on the resolution (or on the

reconstruction diameter) and take more in the consideration tumor shape, location,

and size.
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Computer-Aided Acute Lymphoblastic
Leukemia Diagnosis System Based
on Image Analysis

Ahmed M. Abdeldaim, Ahmed T. Sahlol, Mohamed Elhoseny
and Aboul Ella Hassanien

Abstract Leukemia is a kind of cancer that basically begins in the bone marrow. It
is caused by excessive production of leukocytes that replace normal blood cells.
This chapter presents Computer-Aided Acute Lymphoblastic Leukemia (ALL) di-
agnosis system based on image analysis. It presented to identify the cells ALL by
segmenting each cell in the microscopic images, and then classify each segmented
cell to be normal or affected. A well-known dataset was used in this chapter
(ALL-IDB2). The dataset contains 260 cell images: 130 normal and 130 affected by
ALL. The proposed system starts by segmenting the white blood cells. This process
includes sub-processes such as conversion from RGB to CMYK color model,
histogram equalization, thresholding by Zack technique, and background removal
operation. Then some features were extracted from each cell, each of them repre-
sents aspects of a cell. The extracted features include color, texture, and shape
features. Then each feature set was exposed to three data normalization techniques
z-score, min-max, and grey-scaling to narrow down the gap between the features
values. Finally, different classifiers were used to validate the proposed system. The
proposed diagnosing system achieved acceptable accuracies when tested by
well-known classifiers; however, K-NN achieved the best classification accuracy.
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1 Introduction

Microscopic blood cell images enable doctors for diagnosing several diseases.
Leukaemia can be considered as a type of blood cancer, it can be detected via the
medical analysis of white blood cells or leucocytes. French–American–British
(FAB) determined two types of leukaemia; Chronic, which are subclassified into
Chronic Myelogenous Leukaemia (CML) and Chronic Lymphocytic Leukaemia
(CLL). Acute, which is subclassified into: Acute Lymphoblastic Leukaemia
(ALL) and Acute Myelogenous Leukaemia (AML) [1].

Acute lymphoblastic leukemia can be diagnosed by the morphological identi-
fication of lymphoblasts by microscopy, the immunophenotypic assessment of
lineage commitment, and developmental stage by flow cytometry [2]. Blood
samples can be observed and diagnosed for different diseases by doctors. Any
human-based diagnosing suffers from nonstandard precision as it basically depends
on doctor’s skill; also it is unreliable in a statistical point of view. There are
currently various systems that can count the number of blood cells based on
measuring the physical and chemical properties of blood cells using a light detector
that uses fluorescence or electrical impedance to identify cell types [3].

Although the quantification results are precise, it costs much money, also it does
not detect the morphological abnormalities of the cells; therefore, a complementary
blood analysis based on microscopic image is required. Image processing and their
subsections like image segmentation can provide solutions for counting the number
of cells in the blood, and accordingly, it can provide valuable information about
cells morphology. Automated diagnosing systems are more accurate and not tem-
peramental like human-based systems. Also, they are statistically reliable and can
be generalized. So, the white blood cell (WBS) affected by acute lymphoblastic
leukemia will be counted and classified.

There are three main components of blood image: red blood cells, platelets, and
leucocytes. The red blood cells transport oxygen from the hurt to all organs and
living tissues and in the same time, they carry away carbon dioxide. They are
present at a percentage up to 50% of the total blood volume. RBCs’ diameter is 6–
8 μm. The WBCs play an important role in the body’s immune system as they
defend the body against infection and diseases. Therefore, analysis and classifica-
tion of WBC are essential.

WBCs can be classified into two groups (by the presence of granules in the
cytoplasm). The first group is Granulocytes, which includes basophil, eosinophil,
and neutrophil. Basophil is responsible for allergic reaction and antigen, basophil’s
granules are of irregular distribution, they represent only 0–1% of all lymphocytes in
human blood [4]. Eosinophil plays an important role in killing parasites, they present
at 1–5% in human blood [5]. Neutrophil is most abundant in the blood stream.
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It has multiple-lobed nuclei, they present in human blood at a percentage ranging
between 50 and 70% [6]. The second group is agranulocytes, it includes lymphocyte
and monocyte. Lymphocyte is very common in human blood, with a percentage of
20–45% [7]. Monocytes are the largest WBCs; they represent 3–9% of circulating
leucocytes [8].

Lymphocytes are regularly shaped and have a compact nucleus with regular and
continuous edges. On the contrary, lymphocytes that are suffering from ALL are
called lymphoblast. They are irregularly shaped and contain small cavities in the
cytoplasm (termed vacuoles) and spherical particles within the nucleus (termed
nucleoli), the more morphological changes increasing the more severity of the
disease indicated [9]. Healthy and acute lymphoblastic leukemia lymphocytes are
shown in Table 1.

Although, leukocytes can be easily identified (as they appear darker “purple”
than the background), but due to wide variations in their shapes, dimensions, and
edges, the analysis and the processing become very complicated. The generic term
leucocyte refers to a set of cells that are quite different from each other. Thus, these
cells can be distinguished according to their shape or size.

Image analysis techniques were adopted in several fields; medical [10–12] and
others [13, 14]. Mohapatrain [15] used an ensemble classifier system for the early
diagnosis of acute lymphoblastic leukemia in blood microscopic images. The
identification and segmentation of WBCs were done followed by extracting dif-
ferent types of features. Features covered most aspects of WBC such as shape,
contour, fractal, texture, color, and Fourier descriptors. Finally, an ensemble of
classifiers is trained to recognize acute lymphoblastic leukemia. The results of this
method were good, however, the reproducibility of the experiment and comparisons
with other methods are not possible as the dataset was not available for public. In
[16], it was proposed a technique to segment the acute leukemia cell images by
transforming the RGB color space to C-Y color space in the C-Y color space, the
luminance component is used to segment (ALL). The proposed algorithm runs on
100 microscopic ALL images and the experimental result shows that it achieved a
good segmentation of ALL from its complicated background, as the segmentation
accuracy reached 98.38%.

Table 1 Normal and affected Lymphocyte cells

Type Lymphocyte
WBC Normal cells Affected cells

Samples from dataset [9]
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While in [17], two sets of blood WBC images were used in this study’s
experiments. The first contains 555 images with 601 white blood cells. They were
collected from Rangsit University. The second contains 477 cropped WBC images
which were downloaded from CellaVision.com. The proposed system comprises a
preprocessing step, nucleus segmentation, cell segmentation, feature extraction,
feature selection, and classification. Naïve Bayes classifiers were applied for per-
formance comparison. It was found that the proposed method is consistent and
coherent in both datasets, with dice similarity of 98.9 and 91.6% for average seg-
mented nucleus and cell regions, respectively. Furthermore, the overall correction
rate in the classification phase is about 98 and 94% for linear and naïve Bayes
models, respectively.

In [18], an automated blast counting method to detect acute leukemia in blood
microscopic images was proposed to identify the WBCs through a thresholding
operation performed on the HSV color space S component. Morphological erosion
for image segmentation was done. The results of this study were promising;
however, no features or classifiers were presented. Also, there is no method to
determine the optimum threshold for segmentation. Also in [3], the whole leucocyte
was isolated and then the nucleus and cytoplasm were separated, then different
features, such as shape, color, and texture are extracted. The feature set was used to
train different classification. 245 of 267 total leucocytes were properly identified
(92% segmentation accuracy). Different classification models were tested; however,
the support vector machine with a Gaussian radial basis kernel has the highest
performance for the identification of acute lymphoblastic leukemia by achieving a
93% of accuracy and a 98% of sensitivity.

In this chapter, it is focused only on the acute lymphoblastic leukemia (ALL),
which is well known as it affects basically children and older people. Children
under 5 years and older people over 50 years are at higher risk of acute lym-
phoblastic leukemia, also, it can be fatal if it is not treated earlier as it is rapidly
spread into some vital organs and the bloodstream too [19]. Therefore, earlier
diagnosis greatly aids in providing the appropriate treatment for ALL and is
developing a fully automated computer-aided diagnosis system for detection, seg-
mentation, feature extraction, and classification of WBCs affected by acute lym-
phoblastic leukemia. The system inputs are microscopic images (some affected by
ALL while others not), and the decision is taken by the model is the identifying
whether each image is suffering from acute lymphoblastic leukemia or not.

The remainder of this chapter is presented as follows. Section 1 gives an
overview of the related works; Sect. 2 describes in details the proposed system. The
results and discussions are presented in Sect. 3. Finally, the conclusions and future
chapter are discussed in Sect. 4. The proposed computer-aided acute lymphoblastic
leukemia diagnosis system.
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2 The Proposed System

The proposed computer-aided acute lymphoblastic leukemia diagnosis system aims to
optimally select the most powerful features that can be used in the lymphoblastic leu-
kemia diagnosis system. The proposed lymphoblastic leukemia diagnosis system con-
sists of threebasicphases: Image segmentation, feature extraction, and classification.The
overall architecture of the proposed system and its phases are summarized in Fig. 1.

2.1 Cell Segmentation Phase

Unlike many methods in the literature, the proposed system detects the nuclei and
the entire membrane at the same time.

Each image in the dataset contains only one cell. The images are in RGB color
space which is difficult to be segmented. So, the images were converted to CMYK
color space (Eqs. 1–4). In fact, leukocytes are more contrasted in the Y component
of CMYK color model because the yellow color is presented in all elements of the
image; then Y was used as the whole cell and M as the nucleus.

K=min 255− r, min 255−G, 255−Bð Þð Þ ð1Þ

C=
255−R−K
255−K

ð2Þ

M=
255−G−K
255−K

ð3Þ

Y=
255−B−K
255−K

ð4Þ

For Y component, segmentation is a bit easier because the whole cell exists in
pure black color; so the non-black elements were ignored in the image. However,
for M component, it was a bit challenging because of the variation of magenta color
levels in the image. Therefore, as in [3], the segmentation was performed by Zack
algorithm [20] which was used to determine the thresholding value. Before it is
applied, a histogram for the grayscale cell image has to be produced then the
intensity values of it are exposed to the Zack’s. The thresholding value estimation
by Zak’s can be calculated by constructing a line between the maximum (a) and the
minimum (b) of the histogram grey level axis, where the minimum (b) is larger than
0. The distance (L) which is the length between the line and the histogram is
computed for all values between (b) and (a). The thresholding value is the value of
the grey intensity axis when the distance (L) reaches its maximum value. This
algorithm is particularly effective when the object pixels produce a weak peak in the
histogram. Figure 2 shows how threshold value can be calculated by Zack
algorithm.
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Cleaning the image edge is a simple task. In this chapter, in order to remove the
nonlymphocyte cells, the roundness equation (Eq. 5) was used, as the lymphocyte
cell has a unique circular shape, so it measures how closely the morphology of a
shape to be a circle is. Roundness is dominated by the shape’s gross features rather

Fig. 1 The proposed lymphoblastic leukemia diagnosis System
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than the definition of its edges and corners, or the surface roughness of a manu-
factured object:

Roundness =
4 × π × Area

Convex Perimeter
ð5Þ

If roundness is equal to 1 then the shape is circular, the closer the roundness to 1
the closer the shape has a circular shape. Roundness is relatively insensitive to
irregular boundaries. After several trials on the images, it was assumed that the best
minimum roundness value for a Lymphocyte cell is 0.52. Beside roundness, the
solidity of the object, solidity (Eq. 6) was calculated. It can be defined as the ratio
of the area of an object to the area of a convex hull of an object.

Solidity =
Area

ConvexArea
ð6Þ

A solidity value of 1 signifies a solid object, and a value less than 1 represents
that an object has an irregular boundary (or containing holes). After several trials, it
was considered the minimum value of solidity for a lymphocyte cell is to be 0.98.

So, if the roundness and the solidity of an object are more than the assumed
values then this object classified is as a lymphocyte cell and it proceeds to the final
step, otherwise, it does nothing. Filling hole method [20] was used to recover
images from distortion of important pixels resulted after the previous preprocessing
operations.

Fig. 2 First Image from the data set. Second threshold calculated by Zack’s
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2.2 Feature Extraction Phase

Feature extraction in image processing is a technique of transforming the input data
into the set of features. In order to construct an effective feature set, several pub-
lished articles were studied, it was noted that certain features were widely used as
they gave good classification results. Three types of features were extracted from
the segmented cells including shape features, color features, and texture features.
Table 2 summarizes the all extracted features and their numbers.

2.2.1 Shape Features

Starting from binary images of the nucleus and the nucleus with cytoplasm, the
extracted shape features include: Area, Perimeter, Major Axis Length, Minor Axis
Length, Convex Area, Convex Perimeter, Orientation, Roundness, Solidity, Elon-
gation, Eccentricity, Rectangularity, Compactness, Convexity, and the Area Ratio.
All these features were calculated for two types of images (nucleus and nucleus
with cytoplasm). In this chapter, 30 shape features were extracted.

2.2.2 Color Features

The color features are the most discriminatory features of blood cells. The mean,
standard deviation, skewness, kurtosis, and entropy were calculated from the three
channels (red, green, blue) of each image. The extracted color features included
only 15 features.

2.2.3 Texture Features

The texture features were extracted from each cell image in the grey level format. The
following descriptors were evaluated: Autocorrelation, Contrast, Correlation, Cluster
Prominence, Cluster Shade, Dissimilarity, Energy, Homogeneity 1, Homogeneity 2,
Maximum Probability, Sum of Squares Variance, SumAverage, SumVariance, Sum
Entropy, Difference Variance, Difference Entropy, Information Measure of Correla-
tion 1, Information Measure of Correlation 2, Inverse Difference is Homom, Inverse
Difference Normalized, and Inverse Difference Moment Normalized. These features

Table 2 Types of the
extracted features

Feature type Numbers

Color features 15
Shape features 30

Texture feature 84
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were calculated for the 0, 45, 90, and 135 angles. The extracted texture feature set
contains 84 features.

Unfortunately, the shape features cannot only be trusted because they are sen-
sitive to segmentation errors. Thus, these features were combined together with
regional features, which are less susceptible to errors. We have one more feature set
that was hybridized by color and texture features. The combination of shape, color,
and texture features produces a feature set of 129 features.

2.3 Feature Normalization

To narrow down the gap between the highest and the lowest value of extracted
features and to improve the classification results. Three different normalization
techniques were applied; they include grey-scaling, min-max and Z-score
techniques.

2.3.1 Grey-Scaling

It is an image normalization technique used to convert a matrix to a greyscale
image. This can be performed by scaling the entire image to the range of brightness
values from 0 to 1. It works by normalizing each individual columns or rows to a
range of brightness values from 0 to 1.

2.3.2 Min-Max

Data are scaled to a fixed range usually 0–1. The cost of having this bounded range
in contrast to standardization is that it will be ended up with smaller standard
deviations, which can suppress the effect of outliers. Min-max scaling (Eq. 7) is
typically done via the following equation:

Xi =
Xi −Xmin

Xmax
, ð7Þ

where Xi is the original feature vector, Xmin is the minimum value of that feature
vector, and Xmax is the maximum value of it.

2.3.3 Z-Score

In this normalization method, the mean and the standard deviation of each feature
are calculated (Eq. 8). Next, the mean was subtracted from each feature. Finally, the
product values were divided by the standard deviation.
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Zi =
Xi −X
σ

, ð8Þ

where Xi is the original feature vector, X is the mean of that feature vector, and σ is
its standard deviation.

2.4 Classification Phase

The proposed system can be considered a binary classification problem because
there are only two classes (normal or affected cell) as outputs and number of
variables (features) as inputs. In this chapter, as there are different number of
features (starting from 5 to 127), several classifiers were used. The extracted feature
sets were tested by k-Nearest Neighbor (k-NN) [21] using the Euclidean distance
measure with different values of k, Naive Bayes (NB) [22, 23], by a Gaussian (G)
and kernel data distribution (K), support vector machines [24] with different kernels
and Decision Trees [25]. The chosen classifiers proved to achieve acceptable results
with other pattern recognition problems [26, 27]. The performance of the models
was evaluated using a k-fold, cross validation. Considering k = 10, the whole
dataset is randomly divided into tenfolds.

3 Experimental Results and Discussions

The proposed system was implemented by “MATLAB 2016b” on “Windows 7 (64
bit). The dataset was provided by Department of Information Technology –

Università degli Studi di Milano [9]. The dataset was captured with an optical
laboratory microscope coupled with a Canon PowerShot G5 camera. All images are
in JPG format with 24-bit color depth. The images were taken with a different
magnification of microscope ranging from 300 to 500. The ALL-IDB database has
two distinct versions (ALL-IDB1 and ALL-IDB2). The proposed system worked on
the ALL-IDB2 version which has been designed for testing the performances of
classification systems. The ALL-IDB2 is a collection of cropped area of interest of
normal and blast cells that belongs to the ALL-IDB1 dataset. It contains 260
images, half of them lymphoblast’s. ALL-IDB2 images have similar grey level
properties to the images of the ALL-IDB1, except the image dimensions.

The accuracy (Eq. 9) was used to test the classification performance of the
proposed system:

Accuracy=
TP+TN

TP+TN+FP+FN
, ð9Þ
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where

• TP (True positives) is the number of elements that are correctly classified as
positive by the test.

• TN (True negatives) is the number of elements that are correctly classified as
negative by the test.

• FP (False positive) is also known as type I error, it is the number of elements
that are classified as positive by the test, but they are not.

• FN (True positive) is also known as type II error, it is the number of elements
that are classified as negative by the test, but they are not.

In order to investigate the performance of the segmentation, the output of the
segmentation process was compared to that was provided by the data set truth table.
Figures 3, 4 and 5 show the segmentation results of some images from the data set.

The segmentation accuracy was tested using (Eq. 9) and the achieved accuracy
reached 99.2%, represents 189 true positives, 69 true negatives, 2 false positives,
and there were no false negative cell images out of 260 cell images. As mentioned,
the proposed system produced several feature sets (six feature sets). Each was
exposed to three data normalization techniques, so 18 feature sets were produced.
Tables 3, 4, 5, 6, 7, and 8) represent the classification accuracy of each of the
extracted feature sets when tested by k-nearest neighbor, Naive Bayes by a
Gaussian (G), and kernel data distribution (K), support vector machines and
decision trees classifiers.

In order to investigate the performance of the used classifiers, the best classifi-
cation accuracy achieved by each of them was presented, as seen in Fig. 7.

From Fig. 7, it is obvious that the classification accuracy did not go lower than
86%; however, the best classifier was K-NN. This matches with our previous work
[28], that K-NN has several parameters like the distance function as well as the
number of neighbors that can adapt the learning mechanism toward improving the
classification performance. As three normalization techniques were adopted in this

Fig. 3 Samples of the data sets
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chapter, so a comparison between the best and the worst classification accuracy for
each of them is shown in Fig. 8.

Figure 8 shows the three used normalization techniques and the best and the
worst classification accuracy. It is seen that they have almost the same performance
for the best experiment; however, the grey-scaling has the best accuracy of the
worst experiments.

The performed experiments included also the relationship between the number
of features and the classification accuracy. Figure 9 shows the relationship between
the number of features and the achieved accuracy.

From Fig. 9, it is noted that the accuracy gets better the when number of features
increased for all the used classifiers. Also, the worst accuracy did not go lower than
80% except for the Naive Bayes. It is also noticed that the gap between the lowest
and the highest number of features in terms of accuracy is not high as it does not
exceed 5%.

Fig. 4 Leucocyte segmentation. Up whole leucocyte images. Down nucleus images
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Fig. 5 Leucocyte identification (border highlighted). Up whole leucocyte cell images. Down
nucleus cell images

Table 3 Classification
performance of some texture
features with the three
normalization techniques

Classifier Grey-scaling Z-Score Min-max

Knn 95.78 88.82 89.25
SVM-RBF 90.87 89.27 83.64
SVM-L 89.07 89.87 68.35
SVM-P 92.18 90.56 88.46
NB-G 83.5 82.12 78.3
NB-K 86.14 86.78 81.94
TREE 88.48 88.59 86.13

Table 4 Classification
performance of all texture
features with the three
normalization techniques

Classifier Grey-scaling Z-Score Min-max

Knn 90.94 95.99 92.57
SVM-RBF 91.49 69.77 93.41
SVM-L 90.14 92.55 89.58
SVM-P 88.96 87.83 92.51
NB-G 79.66 84.09 84.4
NB-K 82.7 86.81 86.44
TREE 79.66 89.28 85.47
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Table 5 Classification
performance of some color
features with the three
normalization techniques

Classifier Grey-scaling Z-Score Min-max

Knn 88.95 88.66 87.96
SVM-RBF 82.38 88.12 77.97
SVM-L 77.7 86.98 69.75
SVM-P 85.4 88.77 86.08
NB-G 80.58 83.14 72.89
NB-K 82.24 82.29 77
TREE 88.02 85.43 85.09

Table 6 Classification
performance of all color
features with the three
normalization techniques

Classifier Grey-scaling Z-Score Min-max

Knn 86.93 89.63 87.57
SVM-RBF 87.53 89.83 88.45
SVM-L 72.43 81.52 73.48
SVM-P 91.62 90.35 92.52
NB-G 72.16 77.61 76.89
NB-K 79.52 80.23 79.38
TREE 84.51 85.715 89.41

Table 7 Classification
performance of colors and
texture features with the three
normalization techniques

Classifier Grey-scaling Z-Score Min-max

Knn 96.42 90.69 93.63
SVM-RBF 94.41 65.3 93.57
SVM-L 92.51 93.73 95.34
SVM-P 94.06 88.59 94.87
NB-G 87.85 82.83 90.34
NB-K 85.73 83.3 89.45
TREE 84.59 82.15 90.93

Table 8 Classification
performance of colors, shape
and texture features with the
three normalization
techniques

Classifier Grey-scaling Z-Score Min-max

Knn 96.01 84.69 81.38
SVM-RBF 92.80 65.98 82.68
SVM-L 93.43 91.54 89.05
SVM-P 93.89 89.01 91.15
NB-G 89.97 82.81 83.89
NB-K 86.02 81.99 82.62
TREE 86.81 82.29 81.55
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Fig. 7 Different accuracies based on different classifiers
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Fig. 8 Different accuracies based on different normalization methods

Fig. 9 Different accuracies based on different number of features
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4 Conclusions and Future Works

This chapter focused on lymphocyte cells which are affected by lymphoblastic
cancer. The main objective of this chapter is to identify the lymphocyte by seg-
menting the microscopic images then diagnose (classify) each segmented cell to be
normal or affected. The ALL-IDB2 published dataset was used in this chapter to test
the efficiency of the proposed diagnosis system. The dataset contains 260 cell
images; 50% are normal, and the rest 50% are affected by ALL. The proposed
system starts with segmentation which included the conversion from RGB to
CMYK color model then contrast stretching by histogram equalization then
thresholding and noise removal including background removal operation. Second,
some features were extracted from each cell. They can be classified as color,
texture, and shape features. Third, three data normalization techniques (z-score,
min-max and grey-scaling) were applied to each extracted features to improve the
classification performance. Finally, different classifiers were used (K-Nearest
Neighbor, Naive Bayes, Support vector machines and Decision Trees) to test the
efficiency of the proposed system. The performance of the proposed system was
acceptable in terms of the segmentation performance as well as the accuracy of all
classifiers, especially K-NN which achieved the best classification accuracy. The
future work might include the extension of this chapter to cover the other kind of
white blood cancers.
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Telemammography: A Novel Approach
for Early Detection of Breast Cancer
Through Wavelets Based Image Processing
and Machine Learning Techniques

Liyakathunisa Syed, Saima Jabeen and S. Manimala

Abstract Telehealth monitoring is an innovative process of synergising the bene-

fits of information and communication technologies (ICT) and Internet of Things

(IoT) to deliver healthcare services to remote, distant, and underserved regions. The

objective of this study is to deliver healthcare services to patients outside the con-

ventional settings by connecting the patient and healthcare providers with technol-

ogy. As technologies for telehealth monitoring have become more advanced, they

have become fully integrated into delivery of healthcare service. One of the most

publicized telehealth services is the use of telemammography in the early diagnosis

of breast cancer from remote and rural locations. Automated detection and classifi-

cation of tumor in telemammographic images is of high importance for physicians

for accurate prediction of the diseases. This study presents advances in telehealth

services and also proposes novel telemammography system for early detection of

breast cancer from remote and underserved areas. In this study, we have used effi-

cient wavelet-based image processing techniques for preprocessing, detection, and

enhancing the resolution of mammographic images. A detailed comparative analysis

is performed to select the best classification model using different classification algo-

rithms. We have used Multi-Layer Perceptron Neural Networks, J48 decision trees,

Random Forest, and K-Nearest Neighbor classifier for classifying the tumor into

three categories namely: benign, malignant, and normal. The classification is based

on the area, volume, and boundaries of tumor masses. All the tumor features and
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classification methods are compared using Accuracy, Sensitivity, Specificity, Pre-

cision, and Mean Square Error. Experimental results on the Mammographic Image

Analysis Society (MIAS) database are found to give the best results when neural

network classifier is used for classification of mammographic images.

1 Introduction

Health care is one of the worlds biggest economic challenges, it is estimated that over

200 million people in the world suffer from chronic diseases like Alzheimer’s Dis-

ease, Arthritis, Asthma, Cancer, Chronic Obstructive Pulmonary Disease (COPD),

Cystic Fibrosis, Diabetes, and Heart diseases. The aging population will further place

significantly higher burden on the healthcare systems. In 2010, there were 207 mil-

lion people over 75 years of age worldwide. This figure is estimated to rise to 265

million by 2020 [1]. All of these challenges drive for an immense need for tele-

health services for remote monitoring of patients for improved patient health care

and reduce cost. Telehealth can be defined broadly as the use of electronic informa-

tion and telecommunications technologies to provide access to health assessment,

diagnosis, intervention, consultation, supervision information, and education across

distance [2].

The use of Information and Communication Technology (ICT) and Internet of

Things (IoT) has dramatically revolutionized health care by improving the quality

of patientcare and lowering costs. Telehealth innovations are considered to have

immense potential in health care which will be very helpful to resolve signifi-

cant issues. The potential benefits include continuous monitoring of patient health,

regardless of patients location, enhanced quality of care, enhanced accessibility to

health care, and reduced cost of care. Telehealth and telemammography emerged

with aspire of providing healthcare services; former by remotely monitoring a

patients condition such as blood pressure, heart rate and measures of health status

while latter is involved with the secure transfer of mammographic images from one

place to another. Telehealth services comprise of teleconsultation, remote patient

monitoring, and Intraoperative Monitoring (IOM). Teleconsultation is associated

with sharing of medical information such as CT, MRI or ultrasound scans taken

by local physician who incorporates these images into an electronic medical record

and forwards to an expert for analysis and treatment recommendations. In Remote

Patient Monitoring (RPM), sensors placed on a device store and transmit physiolog-

ical data of a patient with the help of wireless solutions for review by a health pro-

fessional. In result of happy marriage of software and hardware technology under

the umbrella of Internet of Things (IoT), where IoT connects healthcare devices like

MRI, CT scanner or other lab test equipment to Internet, trillions of data are being

produced through connecting multiple devices and sensors with cloud and making

sense of data with intelligent tools. This data prompts the need of complex algorithm

to analyze it in order to assist medical professionals for their appropriate health rec-

ommendations; e.g., in diabetes management, real-time transmission of blood glu-
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cose and blood pressure readings enables immediate alerts for patients and health-

care providers to intervene when needed. Analyzing data has significant importance

among all these stages, i.e., from health data collection and transmission, its evalua-

tion, to notify, and to intervene. Hence, there is a need of exploiting soft computing

and machine learning techniques on top of traditional approaches which lack effi-

ciency in accessing, processing, and analyzing the complex-natured medical data

collected in the form of images.

This chapter discusses analysis of telemammogram images where tumors from

mammogram images are aimed to be mined, then these extracted tumors are clas-

sified as benign, malignant or normal by means of soft computing techniques.

Section 2 presents some related work in telehealth and telemammography by means

of soft computing techniques. Section 3 presents challenges in telehealth monitor-

ing. Then, machine learning and image processing techniques to medical image

analysis are discussed in Sects. 4 and 5. Section 6 presents the proposed framework

for telemammography based on image processing and machine learning approach.

Result analysis and discussion are provided in Sect. 7, while Sect. sec008 presents the

conclusion.

2 Related Work in Telehealth and Telemammograpy Using
Soft Computing Techniques

A large amount of work has been done in the past several years on image processing

and medical imaging following different research directions but the work done in the

field of telehealth and telemammography is not yet satisfyingly enough.

The use of various techniques such as Bayesian classifier, Artificial Neural Net-

work (ANN), wavelet transform, fuzzy c-means clustering, fuzzy index, connected

component analysis, local density measures, stochastic resonance noise, geometric

linear discriminant analysis and support vector machines, etc., has been made to

work with abnormalities in mammograms and ultrasound images.

Li and Chen in 2016 [3] presented a review on computer-aided detection (CAD)

methods, served as a second view for radiologists in the early detection of breast

cancer, with mammography in order to detect and classify abnormalities. Image

processing techniques and pattern recognition are typical ways to detect and clas-

sify abnormalities in mammograms. It is reported that there is still need to improve

abnormalities classification whereas recent research trend of using deep learning

methods for classification is encouraged. Su in 2011 [4] used texture and morpholog-

ical features to automatically detect, segment and classify breast tumors in Ultrasonic

images. Neural network was used to detect region of interest (ROI) by considering

local characteristics of texture and position. Segmentation was performed by a graph

theory-based clustering algorithm, modified normalized cut approach and regional-

fitting active contour model. For the last step of classification, eight features (three

textures and five morphologic) are extracted from each breast tumor. An unsuper-
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vised approach was adopted using affinity propagation clustering to classify malig-

nant and benign tumors by making use of the extracted texture and morphological

features.

Based on some previous results, Nascimento et al. in 2016 [5] stated that morpho-

logical features perform better than texture features in order to classify breast tumors

and also reduced number of features give better performance than large number of

features. The scalar selection technique with correlation and Fishers Discriminant

Ratio (FDR) were used for identifying most important features. K-fold cross valida-

tion was performed to evaluate classifiers where neural networks showed better per-

formance over Support Vector Machines (SVM) to classify breast lumps. In another

work presented by Wahdan et al. in 2016 [6], a system is proposed to detect breast

tumors from ultrasound images which are considered less expensive and less invasive

than x-rays in mammography and computerized tomography. The proposed system

consists of preprocessing, feature extraction and classification. Gaussian blurring,

anisotropic diffusion, and histogram equalization are used to reduce noise and to

enhance the image quality in preprocessing step. Features are extracted and reduced

using Principle Component Analysis (PCA) in the second step. In the third step,

images are classified as with/without tumors by employing two different classifi-

cation methods; i.e., SVM and ensemble classifier using bagging technique which

were implemented using Weka 3.6.9. bagging ensemble classifier have shown better

performance over SVM.

A system is proposed in [7] to segment and classify the breast cancer in ultrasound

images. ROIs are identified using marker controlled watershed transformation tech-

nique. Statistical and texture features are extracted by applying wavelet transform.

Then identified ROIs are differentiated as normal or focal lesion and focal lesion

as malignant or benign using SVM, K-NN, and CART. Study demonstrates that the

SVM and CART showed best results using texture features to differentiate between

normal and focal lesion and CART gave best result in classifying malignant and

benign by considering both statistical and texture features.

3 Telehealth and TeleMammography

There are people all over the world, suffering from various chronic diseases, as they

do not have ready access to efficient health monitoring systems. Telehomecare also

known as remote patient monitoring focuses on the delivery of health care to patients

outside of conventional care settings (e.g., a patient’s home), made possible by con-

necting the patient and healthcare provider through technology [8]. Small powerful

wireless solutions connected through IoT are now making it possible for monitor-

ing to come to these patients instead of vice versa [9]. The use of IoT in health care

has significantly revolutionized by lowering costs and improving quality. With the

advent of IoT and wireless sensors, patient health data can be elicited from a variety

of sensors, image, and data analytics algorithms can be applied to analyze the data,

generate reports, and share it with medical professionals through wireless connectiv-
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ity for further diagnosis and intervention purpose, which was never before available

for access from remote patients and underserved areas. Thus, IoT-based solutions are

making it possible to improve health and reduced cost by increasing the quality care

with availability of experts’ specialist intervention.

As technology for collecting, analyzing, and transmitting data in IoT continues

to mature, more and more exciting new IoT-driven healthcare applications and sys-

tems emerge [9]. A variety of wireless health monitoring systems such as IoT wear-

able healthcare gadgets are used to capture patient health data, also smartwatches

for heart disease, Google smart contact lenses for diabetes patients, Leaf healthcare

ulcer sensor, wearable sensors and monitoring patches, FDA-cleared Body Guardian

which integrates ECG, heart rate, respiration rate, physical activity data, and Aga-

matrix IBGStar blood glucose monitoring system are used for healthcare monitoring

(Fig. 1).

Patient data collected from different sources is sent through cloud and IoT to the

central processing unit. Analysis is performed on this unstructured and semistruc-

tured data by applying complex image processing and machine learning algorithms

in order to provide clinical decision support system, evaluate and generate reports,

share it through wireless connectivity with medical professionals. If there are any

areas of concern, notification alerts will be sent to patient care givers and specialist

intervention will be provided in case of emergencies.

Thus Tele-health care may be defined as the use of information technology to

provide healthcare services at a distance. It includes anything like medical services

at the inpatient or at the outpatient stage [10]. A much earlier intervention can be

provided to patients with efficient data transmission and accurate analysis of the

patient data.

Telemedicine can be extremely advantageous for people living in isolated com-

munities and remote regions. In recent years, it has been widely applied in almost

all medical domains. With Advances in IoT and remote patient monitoring systems,

patients living in underserved areas with limited medical expertise can be examined

by a doctor or a specialist, who can provide a precise and complete examination. The

patient does not need to travel the normal distances, like the earlier conventional hos-

pitals approaches [11] (Fig. 2).

Telemedicine is widely used in most of the healthcare sectors, few of the advances

and implications of telemedicine in healthcare are as below:

Fig. 1 Remote patient monitoring process
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Fig. 2 Telemedicine system

Telecolposcopy: It involves a distant expert colposcopists evaluation of women with

potential lower genital tract neoplasia. Existing telemedicine network and computer

systems provide an audiovisual interface between local colposcopists and expert col-

poscopists at other locations [12].

Telepsychiatry: Is the application of telemedicine to the specialty field of psychiatry.

The term typically describes the delivery of psychiatric assessment and care through

videoconferencing [12].

Telemedicine in pregnancy: One area of women’s health care where telemedicine

has offered some of the greatest opportunities is in pregnancy and prenatal care.

There are many examples of the use of telemedicine in pregnancy, one being the

remote and distant monitoring of blood glucose in diabetic pregnancies [11, 12].

Telemedicine in fetal monitoring in high-risk pregnancy has shown high efficacy

and less cost effective.

TeleMammography: is one of the areas in which telemedicines is showing major

growth.

3.1 TeleMammography

Breast cancer is the most common cause of cancer death in women between age of

40 and 45 years. It is one of the leading causes of mortality in women. The World
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Health Organizations International Agency for Research on Cancer in Lyon, France,

estimates that more than 1,50,000 women worldwide die of breast cancer each year

[13]. It is expected that 89,000 new cases of breast cancer will be found each year. It

is estimated that in 2012, 1.7 million new cases and 5,21,900 deaths from this cause

were detected worldwide [14]. One out of every 15 newly born girls is expected

to develop breast cancer. In addition, 80% of cancer cases detected in low-income

countries are at a stage where cure is impossible and palliation is the only possible

treatment. For breast cancer in high-resource countries, the fatality rate is 23.9, while

it is 56.3 for low-income countries [15, 16]. Mammography, Xeroradiography, and

Thermography are used for the detection of cancer [16].

A cancerous tumor in the breast is a mass of breast tissue that is growing in

an abnormal, uncontrolled way. The primary signatures of this disease are masses

and micro-calcifications. Masses are space occupying lesions, described by their

shapes, margins, and dense properties. Micro-calcification is tiny deposits of cal-

cium that appear as small bright spots in the mammogram. Small clusters of micro-

calcification appearing as collection of white spots on mammograms show an early

warning of breast cancer (Fig. 3).

Tumors will appear as shades of gray, while calcifications (micro-calcification)

are white. Benign lesions are most often circumscribed and in regular contours, while

tumors often appear as spiculated masses (needle-like shapes).

Benign and malignant calcifications:

The term benign implies a mild and nonprogressive disease, and indeed, many kinds

of benign tumor are harmless to the health. Malignant is a medical term used to

describe a severe and progressively worsening disease. Malignant tumor is synony-

mous with cancer. Cancer is a class of disease in which a group of cells displays

uncontrolled growth (division beyond normal limits), invasion (intrusion on and

destruction of adjacent tissues), and sometimes metastatic (spread to other locations

in the body via lymph or blood). These three malignant properties of cancers differ-

Fig. 3 Micro-calcification
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entiate them from benign tumors, which are self-limited, do not invade or metastasize

[17].

Primary prevention seems impossible, since the cause of this disease still remains

unknown. An improvement of early diagnostic technique is critical for women’s qual-

ity of life [18]. Early detection of cancer does the treatment easier, reducing risks and

the percentage of mortality upto 25% [19].

There is a clear evidence which shows that early diagnosis and treatment of breast

cancer can significantly increase the chance of survival for patients [20, 21]. The

early detection of cancer may lead to proper treatment. Mammography is the main

test used for screening and early diagnosis. Mammograms are good at catching infil-

trating breast cancer. The current clinical procedure is difficult, time consuming,

and demands great concentration during reading. Due to large number of normal

patients in the screening programs, there is a risk that radiologists may miss some

subtle abnormalities [22].

Mammography test can be performed either through film mammography or digi-

tal mammography. Although both film and digital mammography use X-rays to pro-

duce an image of the breast. The actual procedure of positioning and compressing

the breast for examination are identical. There are several differences between these

two types of mammography that should be noted.

Film Mammography: This has been successfully used as a screening tool for

breast cancer for 35 years, which uses film to produce an image of the breast. Even

though film mammography is considered a very good screening tool for detecting

irregular breast characteristics, studies have revealed that film mammography is less

sensitive for women who have dense breasts. Perhaps the most limiting issue with

film mammography is the film itself. Once an image of the breast has been created

on the film, it cannot be significantly altered, magnified, or brightened, which would

allow a better assessment of the image [23].

False-negative results:

∙ A false-negative mammogram looks normal even though breast cancer is present.

Overall, screening mammograms do not find about 1 in 5 breast cancers.

∙ Women with dense breasts have more false-negative results. Breasts often become

less dense as women age, so false negatives are more common in younger women.

False-positive results:

∙ A false-positive mammogram looks abnormal but no cancer is actually present.

Abnormal mammograms require extra testing (diagnostic mammograms, ultra-

sound, and sometimes MRI or even biopsy) to find out if the change is cancer.

∙ False-positive results are more common in women who are younger, have dense

breasts, have had breast biopsies, have breast cancer in the family, or are taking

estrogen.

In order to elevate the above limitations, digital mammography is being used for

screening of breast cancer.
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Digital Mammography: Digital mammography is one of the several new breast-

imaging technologies developed to improve the detection of breast cancer in its ear-

liest stages. Approved by the Food and Drug Administration in 2000, digital mam-

mography is done the same way traditional mammography is done but, instead of

the X-rays being detected on a photographic film, the X-rays are converted to digital

images read by a computer [24].

Digital mammography is more advanced to the conventional film-screen mam-

mography for cancer detection in women. Digital mammography is most efficient

as it includes improved image archiving over hard-copy storage [24, 25]. This elec-

tronic method allows images to be stored and shared more easily than film mam-

mography. Images created by digital mammography can be modified, for example,

images can be enhanced or brightened for further evaluation [24, 25]. Digital mam-

mography uses less radiation when compared to film mammography by lowering the

dose of radiation exposure in women.

Image processing algorithms can be applied to the mammogram images to detect

abnormalities. Digital mammography images can be transmitted, archived, and inter-

preted offsite, which allows for increased access to high-quality imaging. Digital

mammography supports Picture Archiving and Communication System (PACS), and

hence postprocessing of image is possible unfortunately, most of rural women do not

undergo routine annual mammography because of nonavailability of mammography

services and high cost [25]. With the advancement in ICT and the use of IoT tech-

nologies, women from rural and underserved areas can be well connected to experts

and thereby reducing the mortality rate caused by breast cancer.

A telemammography service offers low-cost healthcare services at the doorstep

of rural breast cancer victim [26]. The quality of health care will be improved faster

resulting in a better diagnosis, as remote experts can be consulted for complicated

cases of abnormal findings, by providing better access control to medical facilities

for women at remote locations for consultation, early screening and education [25,

27, 28].

Multiple international organizations in Europe, America, and Japan collabo-

rated in the development of the Digital Imaging and Communications in Medicine

(DICOM) standards for the transmission of radiographic images [29]. These DICOM

standards were adopted in Europe under the name MEDICON and this standard-

ization paved the way for all teleradiography and specifically telemammography for

women [11]. Telemammography for women is rapidly becoming a standard in todays

world.

3.2 Technical Challenges in Telehealth and
Telemammography

The rapid increase in cases is due to several factors, according to the world health

organization, including the asymptomatic nature of the disease in its early stage,
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the high dropout rate of patients due to lack of critical information. Barriers to

improved telemammography surveillance also include socioeconomic factors, geo-

graphic challenges, and lack of patient and physician awareness regarding the impor-

tance of annual mammographic examinations, as well as demographic and cultural

barriers among minorities.

Although not unique to telemammography, some of the common telehealth chal-

lenges are security and resolution [30]. Security services can be broadly classified as

confidentiality, availability, and integrity of patients health data. The Health Insur-

ance Portability and Accountability Act (HIPAA) was enacted in 1996 (Pub. L 104–

191) [31]. Congress sought to streamline electronic health record systems while pro-

tecting patients, improving healthcare efficiency, and reducing fraud and abuse. As

per the HIPAA, the requirements of security services such as confidentiality, avail-

ability, and integrity of patient health records have to be met in any tele-healthcare

Network [32].

Security: Robust and highly efficient security measures are required to ensure that

health information is disclosed only to authorized individuals. Access to patient

information should be granted only to authorized medical practitioner and patient

care. In order to ensure integrity of data only accurate information should be trans-

mitted electronically, with the use of IoT and wireless transmission patient infor-

mation should be readily available to specialist for intervention in case of areas of

serious concerns.

Image Resolution: High-resolution, quality videos, and images require a significant

amount of network bandwidth (the maximum capacity for data transfer available to

an information system or organization). Low-resolution videos and images require

less bandwidth, but they provide poorer quality images that may be blurry. Although

high-resolution technologies are often necessary for providers to accurately inter-

pret the results of an image or scan, in some instances low-resolution images have

been shown to provide enough detail to permit clinical Diagnosis [30, 33]. Another

challenging issue at the image processing server is failures to obtain the images of

adequate quality for grading such as masses and micro-calcifications is not visible,

small vessels are blurred major arcade vessels are just blurred, significant blurring

of major arcade vessels in more than one-third of the image. These images have to be

preprocessed by applying appropriate denoising and deblurring filters for accurate

grading. Image restoration and enhancement techniques can be used to improve the

visibility of mammography details from photography.

4 Machine Learning Techniques in Medical Image Analysis

4.1 Overview of ML Techniques

Machine learning explores the study and construction of algorithms that can learn

from and make predictions on data [34]. These techniques are employed in var-
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ious applications such as optical character recognition (OCR), computer vision,

search engines, spam filtering, detection of network intruders, etc. In data analyt-

ics, machine learning is a way to develop complex models and algorithms that can

be used for prediction, also known as predictive analytics. Based on past relation-

ships and trends in the data, these analytical models allow researchers and scientists

to generate reliable, repeatable decisions, and results [35]. Some commonly used

machine learning algorithms are linear regression, logistic regression, decision tree,

SVM, Naive Bayes, KNN, K-means, Random Forest, Gradient Boost and Adaboost,

and Dimensionality reduction algorithms.

Machine learning algorithms are categorized into three broad classes:

∙ Supervised Learning: Here, a given set of independent variables (also known as

predictors) are used to predict a dependent variable as a target/outcome variable.

A function based on these set of variables is produced to map inputs to desired out-

puts. The process of training the model continues until it gives satisfactory level of

accuracy on the training data. Decision Trees, Nave Bayes Classification, Regres-

sion, Logistic Regression, SVM, KNN, Random Forest, and Ensemble methods

are some examples of supervised learning.

∙ Unsupervised Learning: Here, no target/outcome variable to predict is used.

Supervised learning is used to form clusters in different groups. Some examples

of unsupervised learning are Apriori algorithm, K-means, Principle Component

Analysis (PCA), and Singular Value Decomposition (SVD).

∙ Reinforcement Learning: Machine is trained to make specific decisions in this

algorithm where machine trains itself continuously using trial and error by learn-

ing from past experience with the aim to capture best possible knowledge to make

accurate business decisions. Markov Decision Process is an example of reinforce-

ment learning.

There are a number of research efforts employing machine learning techniques in

the field of medical image analysis.

4.2 Feature Extractions

Features extraction and selection of relevant features have main importance and cru-

cial task in breast cancer depiction and classification. The performance and execution

time of the classifier depends on the suitable features and their dimension. Classifiers

exhibit poor accuracy and complications if encountered with too many irrelevant fea-

tures. Improved accuracy is achievable by selecting appropriate features. Literature

shows that malignant and benign lesions are differentiated using features related with

morphology and texture of the tumors. Some studies in the literature found the better

performance of morphological features set than texture features. In [36], ultrasound

images are preprocessed by wavelet filters to reduce speckle noise then 57 texture

and shape features were extracted to classify breast tumors. Local features of texture
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and position are incorporated in [4] to generate region of interest (ROI) by using a

self-organizing map neural network then ROI were partitioned into clusters using a

modified normalized cut approach. Three textures and five morphologic features are

extracted from each breast tumor to provide a basis for classification of malignant

and benign tumors by using affinity propagation clustering scheme. [6] used PCA

to reduce the dimensions of the feature vector for the step of feature extraction and

dimensionality reduction.

4.3 Classification Techniques

There are a number of techniques used for classification in medical image analysis

such as decision trees, neural networks, etc. These classifiers use training data to

construct the learning model in order to predict the class of new instances. Following

is a brief overview of some of the classification techniques which have widely been

used in medical image analysis:

4.3.1 Decision Tree Classifier

A decision tree is generated from a training dataset. The leaf nodes represent the

class labels while the intermediate nodes split the dataset into subsets. The division

of the training set continues till all the records in the training set are covered by the

decision tree. The main problem in this classifier is that there could be more than

one decision trees for a single dataset. To choose the best decision tree amongst

the candidate decision trees, a number of quality matrices can be used; e.g., gini

index, entropy, and misclassification error. Decision tree is well suited for categorical

features/attributes while continuous attributes are discretized before the construction

of the decision tree. Being popular classifiers, decision trees are used in different

domains such as activity recognition, expert systems, medical diagnosis, etc. ID3,

C4.5, C5, and CART are some of the examples of decision tree algorithms.

4.3.2 K-Nearest Neighbor (KNN) Classifier

This is one of the popular classification technique in which unknown instances are

classified based upon their similarity/distance with the records in the training set.

Either similarity or distance of a test record is computed with every record of the

training set. Then, all the records are sorted according to the proximity function (sim-

ilarity/distance). Afterwards, top-k records are chosen to be the k-nearest neighbors

of the test record. If k-nearest neighbors of a record contain instances of more than

one class then the decision is made according to the majority vote. The main issue of

this algorithm is selecting value for k. In case of smaller value of k, KNN is sensitive

to noise while for a very big value of k, the decision of classifier may be hijacked
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by the majority ive classes in the neighbor. Selecting appropriate proximity function

depends on the nature of the underlying dataset.

4.3.3 Naive Bayes Classifier

It is a probabilistic classifier based on the Bayes theorem. Suppose X is a set of

attributes representing a record and y is the class label then according to the Bayes

theorem:

P(X|y) =
P(X, y)
P(y)

⇒ P(X, y) = P(X|y) × P(y) (1)

P(y|X) =
P(X, y)
P(X)

⇒ P(X, y) = P(y|X) × P(X) (2)

P(y|X) =
(P(X|y) × P(y))

P(X)
(3)

where P(X) is called evidence and is fixed for a given record therefore, it is not

necessary to compute. P(y) is called prior which is simple and straightforward to

be computed from the training dataset. The remaining part of the above Eq. 3 is

only P(X|y) known as class conditional probability which can be estimated either by

Nave method or Bayesian belief network. According to Nave, all the attributes are

statistically independent. We can write P(X|y) = P(X1,X2,Xn|y). If the attributes are

assumed to be independent then

P(X1,X2,… ,Xn|y) = P(X1|y).P(X2|y),… ,P(Xn|y) =
n∏

i=1
P(Xi|y) (4)

Equation 4 is substituted in Eq. 3 to calculate the posterior P(y|X). The posterior

P(y|X) is calculated for each class label and the class label with the highest proba-

bility is assigned to the unknown X record.

4.3.4 Random Forest

As the name of this algorithm illustrates, forest is a collection of trees. It comes

under the umbrella of ensemble classifier. The training set is divided into a number

of random subsamples spaces (sub-training sets). A decision tree is created for each

training subset leading to a number of decision trees known as random forest. A test

sample is assigned class label by each and every decision tree. The final decision

is made on the basis of majority vote of the decision trees. The main issue of this

algorithm is to decide about the number of trees in the forest. The time complexity

of a single decision tree is O(mn log n) but for M number of trees in the forest,
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computational complexity becomes O(M(mn log n)) where m is the number of

attributes, n is the number of records in the training dataset.

4.3.5 Support Vector Machine

Support vector machine (SVM) is a non-probabilistic binary linear classifier used

to analyze data for classification and regression analysis. It belongs to the family

of supervised learning models with associated learning algorithms. A model gener-

ated by an SVM training algorithm assigns new examples to one category of the two

marked categories given a set of training examples. Classification of breast tumor

in ultrasound images was made by using support vector machines and neural net-

works [5]. Neural networks with selected stop criterion performed better than SVM

in the study. Two classification approaches; i.e., SVM and ensemble classifier using

bagging are employed for classification step in [6] and a comparison is also made

between the two techniques. The study shows the better performance of ensemble

classifier using bagging technique over the SVM classifier. In [7], SVM, KNN and

CART are employed for classification of normal or focal lesion from the identified

ROIs and then to classify focal lesion as malignant or benign.

4.4 Application of ML to Medical Image Analysis

The use of machine learning techniques is dramatically increasing in medical image

analysis for computer-aided diagnosis in recent years which can help to extract

reliable diagnostic cues. ML techniques are heavily being investigated for diagnos-

ing abnormalities in thoracic, abdominal, brain, and retinal imaging. In neurode-

generative diseases, ML-based approaches are using brain MR images to diagnose

Alzeimer’s disease or other forms of dementia or predict conversion to dementia

from mild cognitive impairment (MCI). ML is also being used to detect diabetic

retinopathy in retinal fundus photographs [37].

5 Image Processing Techniques for Medical Image Analysis

Medical image analysis and processing has emerged into one of the most significant

fields within scientific imaging due to rapid and continuing progress in computerized

image analysis and visualization methods, it has become a vital part within health

care for early detection, diagnosis, treatment planning, guiding, and monitoring of

disease progression [38].The major strength in the application of computers to med-

ical imaging lies in the use of image processing techniques for effective visualization,

analysis, and intervention. Medical images are always visual in nature, subjective

analysis can be performed by an expert interpretation based on his/her experience
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and expertise. However with advances in image processing techniques, if analysis

is performed with the appropriate logic, it can potentially add objective strength to

the interpretation of the expert. Thus, it becomes possible to improve the diagnostic

accuracy and confidence of even an expert with many years of experience [39].

A sequence of image processing techniques are required, for the effective analysis,

detection, and visualization of medical images,each of these techniques is discussed

in the following sections.

5.1 Image Preprocessing

Digital images have some degree of noise and get corrupted with noise during its

acquisition from various sensors and transmission by different media. The most com-

monly used medical images modalities are MRI (Magnetic Resonance Imaging), CT

(Computed Tomography), Mask and contrast images (Digital subtraction angiog-

raphy), and X-ray equipments. Usually, the existence of noise into medical image

reduces the visual quality that complicates early detection, analysis, diagnosis, and

treatment. The perception of the addition of noise as artifacts can lead to false diag-

nosis. Generally, MRI images are corrupted with speckle noise and Rician noise. CT

images are contaminated with gaussian, salt and pepper, and structural noise [40].

Image denoising techniques are necessary to remove random additive noises while

retaining as much as possible the important image features. The main objective of

these types of random noise removal is to suppress the noise while preserving the

original image details [41, 42].

Spatial images can be filtered using linear or nonlinear filtering techniques. Filter-

ing can be performed in two modes namely correlation and convolution. Depending

on the noise in the image one can select either average, disk, Gaussian, Laplacian, or

log filters. Median filtering is a nonlinear operation often used in image processing

to reduce “salt and pepper” noise. A median filter is more effective than convolution

when the goal is to simultaneously reduce noise and as well as preserve edges [43].

Every pixel in denoised image contains the median value in the m-by-n neighbor-

hood around the corresponding pixel in the input image.

Statistical filters like average filter, Wiener filter can be used for removing additive

white gaussian, random and salt and pepper noise which has been acquired during

image transmission and acquisition, but wavelet based denoising techniques proved

better results than these filters [42, 44].

Wavelet transforms compress the essential information in an image into a rel-

atively few, large coefficients which represent image details at different resolu-

tion scales. In recent years, there has been a fair amount of research on wavelet

thresholding and threshold selection for image denoising [45–47]. In our proposed

approach, we have used wavelet-based denoising for removal of noise and blur from

the degraded low-resolution medical images.
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Fig. 4 Image decomposition using DWT

5.1.1 Proposed Wavelet Based Denoising

Wavelet Transforms decompose the image into different frequency subbands, nor-

mally labeled as LL(Low-Low), LH(Low-High), HL(High-Low) and HH(High-

High) frequencies, as in the schematic, depicted in Fig. 4. The LL subband can be

further decomposed into four subbands labeled as LL, LH, HL, and HH.

In wavelet decomposition of an image, we obtain one approximate (LL) and three

details (LH, HL and HH) subbands, detail coefficients in the subbands(LH, HL and

HH) are dominated by noise while approximate coefficients with large absolute value

carry more image information than noise. Replacing noisy coefficients by zeros and

an inverse wavelet transform lead to a reconstruction that has lesser noise.

Normally hard thresholding and soft thresholding techniques are used for

denoising:

Hard Thresholding

D(X,T) = X if |X| > T
= 0 if |X| < T

(5)

Soft Thresholding

D(X,T) = Sign(X) × max(0,X − T) (6)

where X is the input subband, D is the denoised band after thresholding and T is the

threshold level. The denoising algorithms, which are based on thresholding suggests

that each coefficient of every detail subband is compared to threshold level and is

either retained or killed if its magnitude is greater or less respectively.

In our proposed approach, we have adapted soft thresholding technique for denois-

ing of degraded images. Selecting an optimum threshold value (T) for soft threshold-

ing is not an easy task. An optimum threshold value should be selected based on the

subband characteristics. In wavelet subbands, as the level increases the coefficient

of the subband becomes smoother. For example, when an image is decomposed into

two levels DWT using Daubechies 4 tap (DB4) wavelet transform, we get eight sub-
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bands as shown in Fig. 4 above. The approximate coefficients(LL) are not submitted

in this process. Since, on one the hand, they carry the most important information

about the image, on the other hand the noise mostly affects the high frequency sub-

bands. Hence the HH subband contains mainly noise The HH subband of first level

contains large amount of noise, hence the noise level is estimated for the LH, HL,

and HH subbands using Eq. 7. For estimating the noise level, we use the Median

Absolute Deviation (MAD) as proposed by Donoho [48].

𝜎 =
Median|Yij|
0.6745

,Yij𝜖LH,HL,HH (7)

Once the noise level is estimated, we select the threshold value T . The threshold

value T is estimated using Eq. 6.

T = 𝜎 − (|HM − GM|) (8)

Here 𝜎 is the noise variance of the corrupted image. As given in [41], the Harmonic

Mean(HM) and Geometric Mean(GM) are best suited for the removal of Gaussian

noise, hence we use the absolute difference of both the Harmonic Mean (HM) and

Geometric Mean (GM) or either of the means also can be considered for denoising

the image corrupted by Gaussian noise.

The harmonic mean filter is better at removing Gaussian type noise and preserving

edge features than the arithmetic mean filter. Hence, we have considered harmonic

mean than arithmetic mean. The process is repeated for LH and HL bands and thresh-

old is selected for all the three bands once threshold is estimated, soft thresholding

of Eq. 6, is performed to denoise the image.

HM = M2
∑M

i=1
∑M

j=1
1

g(i,j)

(9)

GM =
[ M∏

i=1

M∏

j=1
g(i, j)

] 1
M2

(10)

Based on understanding, the conceptual theme of HM and GM for selecting the

threshold, it can be clearly evident that our proposed approach for denoising the

image results in a smoother image.

5.2 Image Enhancement

Digital image processing systems have the ability to preprocess the images with

mathematical settings that enhance the quality of images. Image interpolation tech-

niques are used to enhance the quality of digital images, image super resolution
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techniques have proven to be very successful in obtaining a high-resolution image

for analysis of medical images [42]. Super resolution refers to the process of pro-

ducing a high spatial resolution image than what is afforded by the physical sensor

through postprocessing, making use of one or more LR observations [49].

In our proposed approach, wavelet-based interpolation is applied to enhance the

quality of image to produce a high-resolution image which can be used for fur-

ther analysis and diagnosis. In wavelet-based interpolation, the image contains one

low-frequency (LL) subband and three high-frequency subbands (HL, LH, and HH)

resulting in wavelet coefficient image of sizeM × N. Each subband contains different

information about the image. The HL and LH subbands contain edge information in

different direction. Dropping the HH subband does not impact the perceptual qual-

ity of the upsampled image. Hence, we drop the HH subband. The next step is to

obtain an image of size 2M × 2N. The LL subband is multiplied by a scaling factor.

We consider the scaling factor as two. The HH subband is a matrix of zeros with

dimensions M × N. The new LH and HL subbands are generated by inserting zeros

in alternate rows and columns, as shown in Fig. 5. Applying inverse DWT, we obtain

an image with double the resolution to that of the original image.

Fig. 5 DWT based interpolation
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5.3 Image Segmentation

Segmentation of the image is basically subdividing the image into its constituent

components, regions or objects. Segmentation is a middle-level image processing

technique, where input is a digital image and output could be extracted attributes

like edges, contours, etc.

Image segmentation algorithms can be based on either discontinuity or similar-

ity. Discontinuity algorithms are based on abruptly changing intensity for example

points, lines or edges in an image. Similarity based algorithms partition an image into

segments or regions based on a set of predefined criteria like thresholding, region

growing, region splitting or region merging, etc.

5.3.1 Segmentation Based on Discontinuity

A mask of 3X3 with middle element as 8 and all other elements value as -1 can be

used to detect a point in an image. Line can be detected using four masks representing

horizontal, vertical, or diagonal. In order to detect an edge in an image either first-

order derivative or second-order derivative is used. Many operators are available for

detecting edges in literature like Prewitt, Sobel, Laplacian, Robert or Mexican hat,

and many more. After obtaining the edge pixels it should properly be linked to get

meaningful edges, which can be achieved either by locally processing similar pixels

or global processing using Hough transform or graph theoretic techniques [41, 50].

5.3.2 Segmentation Based on Thresholding

Image segmentation based on thresholding can be implemented using single or mul-

tiple thresholds. These algorithms are very simple to implement. Depending on the

number of class objects present, thresholds are chosen. Consider an image containing

three regions or classes, then two thresholds T1 and T2 are required.

The algorithms can be implemented as follows:

If f (x, y) < T1; Pixel belongs to region 1

If f (x, y) > T1 and f (x, y) < T2; Pixel belongs to region 2

If f (x, y) > T2; Pixel belongs to region 3

Depending on how the function f (x, y) is chosen the threshold can be local or

global. Basic global thresholding can be performed by using intensity of the image.

When converting a grayscale image to binary all the pixels greater than some thresh-

old T are converted as black pixels otherwise white pixels. Clean segmentation is

possible only when shadows are eliminated from the image. When thresholding

depends on the local characteristics of the image, then it is called local thresholding

and it gives better segmentation when compared to global thresholding.

Sometimes, the image may be taken at different illumination conditions. Hence,

the image with uneven illumination requires little transformation using thresholding
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for a part of the image instead of the whole image, i.e., adaptive thresholding. These

algorithms need to address two key issues regarding subdividing the image and esti-

mating threshold for each sub-image. Thresholds can be based on many parameters

like multispectral, color, three-dimensional histogram, etc.

5.3.3 Region Based Segmentation

Segmentation of image is performed based on regions. Any algorithm designed using

the concept of regions should satisfy the following basic requirement: Segmenta-

tion must be complete. Points within the region must be connected Regions must be

disjoint. All points in a segmented region must have the same intensity.(Intra-class

Similarity) Intensity of two regions must be different.(Inter-class dissimilarity)

Segmentation based on regions can be broadly classified into Region Growing

and Region Splitting and Merging.

5.3.4 Region Growing

Region growing is a procedure that groups the pixels or sub-regions into a larger

region based on predefined criteria. These algorithms start with seed points and from

these seed points the regions are grown until the neighboring pixels fails the condi-

tion or criteria. The real challenge to region growing algorithms lay in selecting the

seed points. Depending on the problem domain, similarity and dissimilarity mea-

sure can be selected. Some of the similarity measures could be intensity in case of

grayscale images, color in case of color images, texture, etc. [41, 50].

5.3.5 Region Splitting and Merging

In region splitting algorithms, initially the given image is split into several disjoint

regions and an attempt is made to either split or merge the regions based on the five

rules discussed above [41, 50].

6 Framework for TeleMammography Using Image
Processing and Machine Learning

Figure 6 illustrates the proposed framework for automatic detection of Cancerous

tumors through Telemammography and Data Analytics.

Data Acquisition
At the primary health care, data will be collected by trained physician which consist

of Electronic Medical Records (EMR) and mammogram images of patients. These
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Fig. 6 Proposed framework for detection and classification of telemammography images

images are taken by the local physician are incorporated into an electronic medical

record and transmitted through IoT wirelessly to the image processing server. Clin-

ical data such as Name, PatentId, Age, gender, address and nonclinical data such as

pathological reports, Mammogram Images, Blood Pressure, Diabetic Status will be

collected. The storage format of these data is in diverse formats such as structured,

semi structured, or unstructured format. During transmission of the images, DICOM

standards have been considered. DICOM supports integration of imaging equipment

from different manufacturers to support a range of modalities, as well as computed

radiography and digitized film radiographs. DICOM conforms to international stan-

dard in the market [51].

Preprocessing

At the image processing server, the data collected includes Electronic medical

records of patients which consists of patients examination findings (identification,

demographic and medical information) along with mammographic images.

Frequently, the information collected will not be in a format ready for analysis [52].

Preprocessing is the primary step in many systems in medical image segmentation

and analysis. During image acquisition, different visual angles of patients cause

bright speckles to spread over the image i.e. inhomogeneous background. These

images are also corrupted during transmission. The task of image preprocessing is
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to enhance the quality of the image and to reduce speckle without destroying the

important features of mammographic images for diagnosis. A series of preprocess-

ing steps are proposed in order to obtain a high-resolution mammographic image,

which can be used for further analysis and diagnosis.

Highly efficient preprocessing techniques, listed below are applied.

1. Wavelet-based denoising by fixing an optimum threshold value based on subband

characteristics.

2. Wavelet-based interpolation to enhance the quality of the low-resolution images.

Image Segmentation

The preprocessed that is denoised and enhanced images are further segmented using

region growing segmentation technique and morphological operations. Morpholog-

ical operations try to simplify the image by preserving the important characteristic

of an image. A morphological transformation would satisfy the basic principles like

invariability to translation and scaling, and possess local knowledge. It is also worth

to note that the transformation would not cause any abrupt changes. Minkowskis

algebraic operations like vector addition and subtraction are called as dilation and

erosion. Hit or miss operation is another morphological transformation used to find

local patterns of pixels in an image. When an image is transformed using erosion fol-

lowed by dilation operations, a new morphological transformation known as opening

is evolved. Dilation followed by erosion is called closing [53].

Top-hat filtering or transformation is a tool to extract the object from the image

even when the background is dark. Bottom hat filter or transformation is applied

when the object is dark and the background is bright [53].

Features from the preprocessed mammographic images are extracted by

∙ Applying Top-Hat morphological operation

∙ Region Growing based segmentation techniques

The acquired mammographic images are preprocessed using wavelet-based

denoising and converted to grayscale. Further, the image is enhanced using our pro-

posed wavelet based interpolation techniques to clearly identify the region of interest

using top-hat morphological transformation. The resultant image is segmented using

region growing method. The features like area and volume of the tumor is computed

from the segmented region mammographic image.

Area = [bwarea(′segmented_binary_image′) ∗ 0.035 ∗ 0.034] cm2
(11)

Volume = [Area ∗ 0.5] cm3
(12)

The features area and volume are sent to the classification algorithm to classify

the sample as benign, malignant or normal.

Measuring a tumor mass is one of the most tedious tasks for most radiologists.



Telemammography: A Novel Approach for Early Detection of Breast Cancer . . . 171

Classification

In this study, several machine learning algorithm such as Neural Networks, J48 Deci-

sion Trees, Random Forest and K- Nearest Neighbor are applied on the extracted

features by segmentation technique to classifying the tumor into Benign, Normal,

and Malignant.

The mammographic clinical descriptors considered for classification are

∙ Area: the number of pixels in the tumor region

∙ Volume: For volume computation, the shape of the tumor nodules was approxi-

mated to an ellipsoid

∙ Radius:Approximate radius (in pixels) of a circle enclosing the abnormality

∙ Background Tissue: Fatty, Fatty-glandular, Dense-glandular

∙ Centroid: x and y image coordinates of center of abnormality

∙ Edges or boundaries of abnormality: Calcification, circumscribed masses, Spicu-

lated masses, ill-defined masses, Architectural distortion, Asymmetry, Normal

Nonclinical descriptors such as ImageId and Patient Id are also included.

In total, nine features are considered to measure the severity of abnormality such

as Benign, Normal, or Malignancy of Mammographic images, a matrix data is cre-

ated and fed into the classification algorithms for training and testing.

Data Visualization: Reports are generated by applying data visualization techniques

and sent to Web User Interface at the Web Server. People diagnosed with diabetic

retinopathy and glaucoma are directed for further treatment through our web-based

user interface and mobile app which can be accessed from any part of the world. The

report will direct them for further treatment.

Web Server: A Mammographic File Accessing System (MFAS) is designed which

is based on Web User Interface, the MFAS consist of two groups of users Group 1

are patients and Group 2 consists of medical experts. In our proposed approach, first

the user has to authenticate with username and password. Once authenticated, user

will be allowed to enter the patientId and request for information, the request will

be transferred to Computing Center which consists of Image processing and Data

Analytics server, the request will be processed and response will be returned back

to user, users will be able to view patients information such as patient report, which

states the number of true positive rate and true negative rate, severity of abnormality

such as Benign, Malignant, or Normal and advise them for further treatment. Medical

experts will be authorized to view the report as well as the mammographic images, as

the resultant image is of much higher resolution with fine details and more accurate

because of machine prediction, it will be very helpful for the medical experts for a

proper treatment recommendation.

Mobile App: A Mobile App is also designed for the Mammographic File Accessing

System, through which patients can be notified by sending notification alerts which

will be transmitted wirelessly.

Hence, our proposed telemammography system will be highly efficient in early

detection and prevention of breast cancer which is a major cause of mortality in

women in rural areas.
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7 Implementation and Results

Mammographic Image Analysis Society (MIAS) database has been used in this

research. The database contains 322 digitized mammograms. The database has been

reduced to a 200 micron pixel edge and padded/clipped so that all the images are

1024× 1024 [54].

Our proposed algorithm for detection and classification of severity of tumor in

mammographic images consists of following steps.

1. Apply forward Discrete Wavelet Transform (DWT) to the low-resolution mam-

mogram images to a specified number of levels. At each level, one approximation,

i.e., LL subband and three detail subbands, i.e., LH, HL and HH coefficients are

obtained.

2. The wavelet decomposed image contains LL, LH, HL, and HH subbands.

(a.) Obtain the noise variance (𝜎) using Eq. 7, Sect. 5.1 from our proposed

wavelet based denoising for LH, HL and HH subbands of level one.

𝜎 =
Median|Yij|
0.6745

,Yij𝜖LH,HL,HH

(b.) Compute Eq. 8, Sect. 5.1 and select the threshold (T) for LH, HL and HH

subbands of level one.

T = 𝜎 − (|HM − GM|)

where

HM = M2
∑M

i=1
∑M

j=1
1

g(i,j)

(13)

and

GM =
[ M∏

i=1

M∏

j=1
g(i, j)

] 1
M2

(14)

(c.) Denoise all the detail subband coefficients of level one (except LL) using

soft thresholding given in Eq. 6, Sect. 5.1 by substituting the threshold value

obtained in step (2b).

D(X,T) = Sign(X) ∗ max(0,X − T) (15)

3. Apply inverse DWT to obtain a High-Resolution restored mammographic image.

4. Apply wavelet-based interpolation technique, discussed in Sect. 5.2 to obtain an

enhanced quality image.

5. Perform morphological top-hat filtering on the input image.
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6. Apply region growing Segmentation technique.

7. Extract the tumor masses.

8. Compute the Area and Volume of the tumor masses.

9. Apply Machine learning algorithm(Neural Networks, Random Forest, Decision

Trees and K-Nearest Neighbor) to classify the severity of the tumor into Benign,

Normal or Malignant.

7.1 Telemammography Image Results

The results for the three different cases of mammography images are shown below:

Case 1 (Fig. 7).

Case 2 (Fig. 8).

Case 3 (Fig. 9).

Fig. 7 a Mammogram image b Preprocessed image c Enhanced image d Segmented image with

malignant tumor

Fig. 8 a Mammogram image b Preprocessed image c Enhanced image d Segmented image with

malignant tumor
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Fig. 9 a Mammogram image b Preprocessed image c Enhanced image d Segmented image with

benign tumor

7.2 Classification Results

Four different machine learning techniques were used to classify the mammography

images into Benign, Normal, and Malignant class. The validation of the classifiers

was performed using 10-fold cross-validation technique, in 10-fold cross validation,

the original sample is randomly partitioned into 10 equal size subsamples. Of the 10

subsamples, a single subsample is retained for testing the model, and the remaining

nine(10 − 1) subsamples are used for training the data. The cross-validation process

is then repeated 10 times (the folds), with each of the 10 subsamples used exactly

once as the validation data. The 10 results from the folds will then be averaged to

produce a single estimation.

Classification Results using Neural Networks, K-NN, Random Forest, and Deci-

sion Trees are discussed in sections to follow

(i) Neural Networks based Classification

Table 1 Classification results using multilayer perception neural network (MLP NN) for Mam-

mogram images

Stratified cross validation

Correctly classified instances 158

Accuracy 96.9325%

Incorrectly classified instances 5

Accuracy 3.0675%

Kappa statistic 0.9422

Mean absolute error 0.0264

Root mean squared error 0.1387

Relative absolute error 7.423%

Root relative squared error 32.9795%

Total number of instances 163
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Table 2 Confusion matrix of classification using multi-layer perception neural network (MLP NN)

for mammogram images

Benign Normal Malignant ¡– classified as

33 0 3 Benign

0 103 0 Normal

2 0 22 Malignant

We considered using only one layer as a hidden layer in this network since almost all

applications perform well using single-hidden layer MLPNN classifiers. The number

of input and output neurons in input and output layers were set to 9 and 3 with respect

to the number of features and the number of result values (class labels). In order to

choose the optimal number of hidden neurons, we checked the accuracy and MSE

of this classifier for different numbers of hidden neurons for the training set (Tables

1 and 2).

Classification Results:

Time taken to build model: 156.49 s

Test mode: 10-fold cross validation

(ii) K-Nearest Neighbor

In this classifier, the Euclidean function is used as a distance measurement for cal-

culating the distance between a new instance and the training instances. In order to

choose an optimal K parameter value for this classifier, the accuracy and the mean

square error of K-NN for different K values (the number of neighbors) is calculated.

The 10-fold cross-validation technique was used for this calculation. K= 3 is the best

choice for the parameter k as accuracy is maximum and mean squared error (MSE)

Table 3 Classification results using K-Nearest Neighbor (K = 3) for Mammogram images

Stratified cross validation

Correctly classified instances 153

Accuracy 93.865%

Incorrectly classified instances 10

Accuracy 6.135%

Kappa statistic 0.8837

Mean absolute error 0.0508

Root mean squared error 0.1781

Relative absolute error 14.2777%

Root relative squared error 42.3423%

Total number of instances 163
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Table 4 Confusion matrix of classification using K-Nearest Neighbor (K = 3) for Mammogram

images

Benign Normal Malignant ¡– classified as

31 0 5 Benign

0 103 0 Normal

4 1 19 Malignant

is minimum at this point. The accuracy of the K-NN hypothesis was tested with the

test set. The results are presented in Tables 3 and 4.

Classification Results:

Time taken to test model on training data: 0.01 s

Test mode: 10-fold cross validation

(iii) Random Forest based Classification

In random forest, n-decision trees were generated for our dataset using random

selected attributes. The value of n was fixed after multiple trials and when the accu-

racy value starts to get stabilized. Random forest classifier was tested using n-trees

equal to 100, 200, 300, respectively (Tables 5 and 6).

Classification Results

Bagging with 200 iterations and base learner

Time taken to build model: 0.16 s

Test mode: 10-fold cross validation

Table 5 Classification results using Random Forest- Mammogram images

Stratified cross validation

Correctly classified instances 154

Accuracy 94.4785%

Incorrectly classified instances 9

Accuracy 5.5215%

Kappa statistic 0.8944

Mean absolute error 0.208

Root mean squared error 0.2584

Relative absolute error 58.5022%

Root relative squared error 61.4298%

Total number of instances 163
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Table 6 Confusion matrix of classification using Random Forest for Mammogram images

Benign Normal Malignant ¡– classified as

31 1 4 Benign

0 103 0 Normal

2 2 24 Malignant

(iv) J48- Decision Trees based Classification

The Java implementation of the C4.5 decision tree classifier is called J48. Default

parameters in WEKA for J48 are used in this evaluation. The results are provided in

Tables 7 and 8.

Classification Results:

Time taken to build model: 0.01 s

Test mode: 10-fold cross validation

Table 7 Classification results using Decision Trees—Mammogram images

Stratified cross validation

Correctly classified instances 156

Accuracy 95.7055%

Incorrectly classified instances 7

Accuracy 4.2945%

Kappa statistic 0.9186

Mean absolute error 0.0403

Root mean squared error 0.1571

Relative absolute error 11.3393%

Root relative squared error 37.3594%

Total number of instances 163

Table 8 Confusion matrix of classification using Decision Trees— Mammogram images

Benign Normal Malignant ¡– classified as

32 1 3 Benign

0 103 0 Normal

3 0 21 Malignant
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Fig. 10 Confusion matrix

7.3 Performance of Classification Results

Experiments were performed on 163 MIAS database with nine descriptors. Ten-

fold cross-validation technique (66% is used for Training and 34% for testing) was

performed on different classification algorithms such as Multilayer Perceptron Neural

Network (MLP NN), K-Nearest Neighbor, Random Forest and Decision Trees.

After applying different machine learning techniques to the training and testing

data using 10-fold cross validation, the performance of different classifiers was eval-

uated using confusion matrix data. A confusion matrix is a tabular representation

that provides classifiers performance based on the correctly and incorrectly predicted

benign or malignancy cases shown in Fig. 10.

In General

True positive = correctly identified

False positive = incorrectly identified

True negative = correctly rejected

False negative = incorrectly rejected

Accuracy, Sensitivity, Specificity, and Precision are used in order to measure the

performance of each classifier where:

1. Accuracy: is the percentage of correct predictions. On the basis of Confusion

Matrix, it is calculated by using the below equation

Accuracy = (TP + FP)
(TP + FP + TN + FN)

(16)

2. Sensitivity (Recall): is the ability of a test to correctly identify those with the

disease. Sensitivity is measured using the equation

Sensitivity = TP
(TP + FN)

(17)
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3. Specificity: is the ability of the test to correctly identify those without the disease.

Specificity is measured using the equation

Specificity = TN
(TN + FP)

(18)

4. Precision: is also called positive predictive value, that is retrieved instances that

are relevant of positive predictive value. It is measured using the equation

Precision = TP
(TP + FP)

(19)

7.4 Comparative Analysis of Different Classifiers for
Mammogram Images

The performance of the classifiers has been measured by considering Accuracy,

Specificity, Sensitivity, Mean Absolute Error, Precision, and Time.

After running the different classifiers on the training and testing dataset, the con-

fusion matrix was generated using cross-validation technique to reflect the TP, TN,

FP, and FN. However, the classifiers performance can be measured and evaluated

by accuracy, precision, sensitivity and specificity for selected features. The values

generated from the confusion matrix of each classifiers are used to calculate the

accuracy, precision, sensitivity and specificity.

A summary of classifiers performance in terms of Accuracy, Sensitivity, Speci-

ficity, Precision, Mean Square Error and Time is shown in Table 9. Accuracy value

represents the total number of correct predictions made by the classifier. According

to the analysis, Decision Trees has the highest accuracy when compared to other

classifiers. Higher sensitivity represents the higher ability of the corresponding clas-

sifier to recognize patients with Malignant tumor which helps the physician in accu-

rate diagnosis of the tumor, whereas higher specificity describes a higher ability of

Table 9 Comparative analysis of different classifiers for mammogram images

Classifier Accuracy

(%)

Sensitivity Specificity Mean

Square

Error

Precision Time (s)

MLPNN 96.93 98.13% 98.42% 0.1387 98.75% 156.49

K-NN 93.865 96.83 96.85 0.178 97.45 0.01

Random

forests

94.47 96.93% 97.72% 0.2584 98.75% 0.16

Decision

trees

97.70 88.88% 97.63% 0.1571 91.4% 0.01
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Fig. 11 Comparative analysis of different classifiers

the classifier to identify patients without a disease i.e. benign tumor or normal cases.

Multi Layer Perceptron Neural Network has the highest Sensitivity and Specificity

i.e. is the ability to correctly identify Malignant and Benign cases. Although in most

applications, accuracy is used to evaluate models performance, in medical appli-

cations sensitivity and specificity are also more important. The reason behind their

importance is their power in detecting how likely will the classifier decide if a patient

suffer from benign or malignant tumor.

Precision refers to the level of measurement and exactness of description in mam-

mographic images. Therefore, in our results, the optimal classifier is Multilayer Per-

ceptron Neural Network(MLP NN) then followed by Random Forest and K-NN.

MLP Neural Network also has the Least Mean Square Error compared to Decision

trees, K-NN and Random forests.

From the Table 9, it is evident that Multilayer Perceptron Neural Network has

the highest Sensitivity, Specificity, and Precision with least MSE compared to other

classifiers, Hence MLP NN can be considered as the best classifier for detecting

malignant and benign tumors (Fig. 11).

8 Conclusion

This pilot research demonstrates the efficient use of technology in telehealth mon-

itoring and telemammography in a collaborative and community practice, is a fea-

sible solution and will improve access to the quality of healthcare services. Tele-

health will reduce emergency departmental visits and hospital stays, and increases

patient satisfaction and quality of life. Our studies have focussed on the use of tele-

health for telemammography. As a result, a new framework for telemammography is

introduced which is based on image processing and machine learning techniques to

achieve better performance in terms of accuracy and precision. Furthermore, the pro-
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posed approach can be helpful to improve the physician’s ability to detect and analyze

pathologies leading for more reliable diagnosis and treatment of breast cancer.
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Image Processing in Biomedical Science

Lakshay Bajaj, Kannu Gupta and Yasha Hasija

Abstract Images have been of utmost importance in the life of humans as vision is
one of the most important sense, therefore, images play a vital role in every indi-
vidual’s perception. As a result, image processing from its very first application in the
1920s to till date has advanced many folds. There are various fields in which image
processing flourished but one of the major and upcoming field is Medical Science.
There has been a dramatic expansion inMedical Image Processing in last two decades
due to its ever-increasing and non-ending applications. The main reason that the field
evolved in such short time is because of its interdisciplinary nature, it attracts expertise
from different background like Computer Science, Biotechnology, Statistics,
Biology, etc. Computerised Tomography (CT), Positron Emission Tomography
(PET),Magnetic Resonance Imaging (MRI), X-Ray,GammaRay, andUltrasound are
some of the commonly usedmedical imaging technologies used today. The rush in the
development of new technology demands to meet the challenges faced such as—how
to improve the quality of an image, how to automatemedical imaging and predictions,
and how to expand its reach to all medical fields. The sole and only purpose of this
chapter is to provide an introduction to medical image application and techniques so
that more interest can be developed for further research in the same field.

1 Introduction

The term image processing, in general, refers to the processing of images using
mathematical operations where input can be an image, series of images, videos, or
even video frames. When we refer to image processing, generally we refer to digital
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image processing but two other types are also possible, i.e. analog and Optical
image processing. Image processing has advanced many folds in the last decade.

1.1 History

Historical roots of the digital signal processing go way back to the
twenty-fifth-century BC and are related to the ‘Palermo stone’ with earliest records
of Nile’s floods observed on the time base of 12 months. Processing of these
records was concentrated on the prediction of floods fundamental for watering fields
[1].

The scientific essentials of digital image processing techniques depend on
numerical investigation that blocks the innovation of present day computers by
numerous hundreds of years utilising works of eminent mathematicians including
that of Isaac Newton (1643–1727), Joseph Louis Lagrange (1736–1813), and
Leonhard Euler (1707–1783). The framework hypothesis presented amidst the
nineteenth century incorporating thoughts of Gottfried Wilhelm Leibnitz (1646–
1716), and Carl Friedrich Gauss (1777–1855) organised together are currently one
of the fundamental scientific instruments [1].

The maiden utilisation of digital picture started in the daily paper industry, as
pictures were sent by an undersea submarine link between London and New York.
The Bartlane cable picture transmission framework was presented in the 1920s
which diminished the time contrasted with the time required before to transport a
photo over the Atlantic from over 7 days to under 3 h. Specific printing equipment
coded pictures for connect transmission and after that recreated them at the recipient
end. The pictures were transmitted in this way and recreated on a broadcast printer
that was fitted with typefaces reproducing a halftone design. Initially, there were
some problems that appeared in improving the visual quality of these digital
images, some of them being the selection of printing procedures and how the
intensity level can be distributed. The methods that were used to print these early
images were discarded by the end of 1921 for a technique that was based on
photographic projection built from perforated tapes at the telegraphic receiving end.
The Bartlane system’s competency was increased by 15 times in the year 1929 [2].

The examples mentioned above only involve digital images but are not con-
sidered results of digital image processing as computer were not used for the
production of these images. Digital Image Processing is solely dependent on the
development of computers because of the need of high storage and computational
powers. Table 1 shows how the advancement of computer took place over the time.
In the late 1960s and early 1970s, the medical field began to use the digital image
processing. Johann Karl (1887–1956) was the first researcher who laid the foun-
dation of computer tomography which completely opened the gate of digital image
processing for the medical field. In the medical field, images obtained are used for
research purposes and for extracting information about the various biological
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changes taking place below the skin or may be on the skin. Therefore, it helps in
determining an unsure disease making diagnoses a bit more uncomplicated or
straightforward. The development of new and better medical imaging technologies
like Computerised Tomography (CT), Positron Emission Tomography (PET),
Magnetic Resonance Imaging (MRI), and much more have certainly revolutionised
this field.

2 Applications in Biomedical Science

Medical imaging is widely used in medical science for determination of the internal
structures of the human body and diagnosis of diseases. The internal part of the
body can be touched without actually having to open the body [3]. Hence, medical
imaging is important for the detection and assessment of the treatment of a disease.
The various techniques for medical imaging include- X-ray imaging, Gamma ray
imaging, Ultrasound, Computes Tomography (CT) Scanner, PET (Positron
Emission Tomography) and Magnetic Resonance Imaging (MRI) (Fig. 1) [4].

2.1 X-Ray Imaging

Nowadays, X-ray imaging is the most common and one of the oldest imaging
technique used for clinical purposes. X-Rays can penetrate the human body, and so

Medical 
Imaging

X-Ray 
Imaging

Gamma Ray 
Imaging

Positron 
Emission 

Tomography

Ultrasound 
Imaging

Computed 
Tomography

Magne c 
Resonance 

Imaging

Fig. 1 The various
techniques for medical
imaging include- X-ray
imaging, gamma ray imaging,
ultrasound, Computes
Tomography (CT) scanner,
PET (Positron Emission
Tomography) and Magnetic
Resonance Imaging (MRI)
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are used to detect the anatomical structure of the body. X-Rays are generated when
high-speed electrons interact with heavy atoms like tungsten. The resultant loss of
energy produces X-ray photons. X-rays are electromagnetic waves whose wave-
length varies between 0.01 and 10 nm. Since these rays have a short wavelength,
they can easily penetrate and transmit through the human body. Usually, X-rays
having wavelength in the range of 0.01 and 0.1 nm are used for diagnostic appli-
cations as they have lower energy while the ones with higher energy are used for
therapeutic purposes [4]. X-rays are generated in a scattered manner, which are
made to pass through a narrow X-ray tube, consisting of an anode and a cathode, to
produce a concentrated beam of X-ray radiation. The radiation beam is concentrated
over a particular part of the body which needs to be scanned [2]. The X-rays
penetrate through the body and undergo absorption and scattering as they pass
through the body.

Different tissues of the body absorb different amount of X-rays depending on
their density, resulting in a variation in the intensity of the radiation escaping from
different locations of the body. The variation is determined by subtracting the
emitted radiation from the body with the X-ray radiation passed through the body.
This intensity variation is scanned and recorded on a radiographic film to produce
an X-ray radiograph (an image that is produced on a fluorescent screen or a pho-
tographic film). In this way, the 3D (three-dimensional) internal structure of the
human body is recorded on a film as its 2D (two-dimensional) projection [4].

The X-ray imaging technique is generally used for the clinical diagnosis of
bones. It is the most commonly used imaging technique as it has a low cost and is
easier to implement. It also has certain drawbacks such as the final image would be
incomprehensible if there is an uneven distribution of the radiation intensity on the
subjected body part [5].

2.2 Gamma Ray Imaging

Gamma ray imaging, also known as SPECT (Single-Photon Emission Computed
Tomography), is widely used in nuclear medicine and astronomical studies. In
nuclear medicine, it is used to produce 3D images of organs and even the entire
human body [6]. Gamma rays are produced by the decay of radioactive isotopes
such as Potassium-40, Thallium-201, Iodine-123, and Gallium-68. An unstable
nucleus goes to a stable state by releasing nuclear energy and emitting photons such
as gamma photons, alpha, and beta particles [7]. This generation of gamma photons
is known as gamma decay given by the (Eq. 1).

X
YA→ X

YA+GammaRays, ð1Þ

where A is a radioactive element, X is the total number of nucleons, and Y is the
number of protons.
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In this imaging system, the patient is injected with a gamma-emitting
radioisotope into its blood stream through the use of radiopharmaceutical drugs.
This is absorbed by the tissues and result in the emission of gamma rays. These rays
transmit through the body and are then detected by the gamma ray detectors that are
surrounding the patient. SPECT imaging is executed by using gamma camera (or
scintillation camera), which provides 2D images of a 3D structure [6]. Multiple 2D
images or projections are acquired from different gamma ray detectors placed at
different angles to the body. A tomographic reconstruction algorithm is then used to
produce a 3D view of the body [7].

Gamma ray imaging is a low-cost technique but produces poor quality images
because of scattering problems. It is used to detect the location of bone pathologies
such as tumours or diseases, cardiovascular problems, and thyroid [2].

2.3 Positron Emission Tomography (PET)

Like gamma ray imaging, PET is also a radionuclide imaging technique. In this
imaging method, beta decay (a type of radioactive decay) of radioisotopes is taken
into use. Beta decay produces positrons or beta particles having a positive charge.
A significant amount of kinetic energy is also released along with the positron.
Examples of positron emitting radioisotopes are Oxygen-15, Nitrogen-13,
Carbon-11, and Fluorine-18 [8]. Most of these isotopes have relatively short
half-lives due to which the execution of this technique needs to be done as fast as
possible. The beta decay is given (Eq. 2).

X
YA→ X

YA+Positrons, ð2Þ

where A is a radioactive element, X is the total number of nucleons, and Y is the
number of protons.

As the positron travels, it loses its kinetic energy and slows down. It ultimately
collides with a neighbouring electron. They annihilate each other to produce two
gamma ray photons having 511 keV energy (Eq. 3) [7].

e− + e+ → 2γ ð3Þ

The two gamma photons are emitted in opposite directions, i.e. 180° apart from
each other. Hence, it is possible to locate their source through a straight line of
coincidence also known as Line of response.

PET follows the same procedure as SPECT, with a difference that gamma rays
are generated indirectly by positron emitting radioisotopes. The two gamma pho-
tons can be detected by scintillation cameras within a small time frame also known
as coincidence detection. Therefore, the source location and distribution can be
determined through image reconstruction algorithms by detecting multiple coinci-
dences [7].
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The main feature of PET is that it can retrieve both the functional and the
metabolic information of the tissue which is possible because of the unique inter-
action of the positron with the tissue’s material. PET is well suited for monitoring
the body at early stages of a disease [7]. PET imaging has the ability to detect many
types of cancer in a single experiment. Also, PET imaging using Fluorine-18 as a
radioisotope, which is the most commonly used isotope, has been useful in deter-
mining the metabolism and flow of blood in the tissue. This information is very
important for detecting the presence of tumours [9].

2.4 Ultrasound Imaging

Ultrasound imaging, which came up in the 1970s and 1980s, make use of ultra-
sound waves. A sound wave is a mechanical wave which causes back and forth
vibration of the particles in the elastic medium in which it is travelling. A sound
cannot propagate through vacuum as it does not have any particles [11]. Human
ears can detect only those sound waves that have a frequency in the range of
15–20 kHz. Thus, the sound waves with a frequency higher than 20 kHz are not
audible to humans. Such waves are known as ultrasound waves. The principle of
reflection, refraction, and super-position are followed by light as well as sound
waves. Therefore, when a sound wave is incident on a surface that marks the
change in medium, a part of it is reflected and the rest is transmitted to the second
medium at a different angle. The attenuation of a sound wave depends on the
various mechanical properties of the medium such as elasticity, viscosity, density
and scattering properties [10].

For generating ultrasound images, ultrasound waves are passed through the
patient’s body. A high-frequency (1–5 MHz) sound generating system transmits
ultrasound waves to the body. The system comprises a computer, a display and a
piezoelectric crystal-based transducer consisting of a sender and a receiver. The
ultrasound waves sent to the body undergo reflection and refraction when a change
of medium takes place between tissues, such as fluid and bone tissues. The reflected
waves or echoes are received by the receiver of the probe and are sent to the
computer, which calculates the distance of the tissue from the probe by using the
speed of sound in the tissue. This information is used to construct a
two-dimensional image of the tissue or organ [2].

Ultrasound imaging has most of its applications in medical science. It can be
used to obtain images of an unborn child from the mother’s uterus, but it can also be
misused to determine the sex of the unborn baby. It is also effectively used in the
imaging of anatomical structures, characterising tissues and measuring blood flow
in the body [10]. The major reasons for its success are features such as low cost,
safety and portability. Also, in certain imaging scenarios, it can generate images of
comparable quality to CT and MRI [11].
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2.5 Computed Tomography (CT)

The term tomography is made up of the Greek words tomos (i.e. a cut or a slice) and
graphein (i.e. to write). During the CT process, each image produced is a section or
a slice of an organ, bone or tissue of the body. These slices are the projections or the
two-dimensional views of the body generated by X-ray imaging. These 2D images
are taken at multiple angles around a single axis of rotation to produce a 3D view of
the body. This is a great advancement in the imaging techniques and is very useful
for certain scenarios, where a three-dimensional view is necessary such as detection
of 3D shape of a tumour for its diagnosis [12].

CT imaging technique follows the same basic principle as that of X-ray imaging.
X-rays are sent to the patient’s body, which travel through the body and are col-
lected by an array of detectors. The reconstruction algorithms are then used to
reconstruct a two-dimensional image of the body. A 3D image is reconstructed by
piling the 2D reconstructed images along the z-axis [12].

CT scan can be used to detect changes in the internal structure of lungs, to detect
a fracture in bones, and generate images of the heart and brain. It has also proven to
be very beneficial for cancer treatments by the following ways:

• Helps in the diagnosis of a tumour
• Determines the shape and size of the tumour
• Provides data about the different stages of cancer
• Helps in planning the appropriate treatment
• Directs where to perform a biopsy procedure
• Detects whether a treatment is effective
• Detects the unusual growth or recurrence of a tumour.

CT imaging enables to acquire images in a short period of time [13]. The images
acquired are clear and have a high-contrast resolution. Also, it can capture almost
every area of the body, which allows the doctors to get a full body scan of the
patient. However, the X-rays generated during a CT scan are a form of ionisation
radiation which can be very harmful. These rays can damage the body cells
including DNA and cause cancer. Children are more sensitive to these radiations
than the adults. Thus, certain established guidelines need to be followed before
performing a CT scan [13].

2.6 Magnetic Resonance Imaging (MRI)

Like Computed Tomography, MRI is also a tomography technique that generates a
three-dimensional image of the anatomical structure of the body and therefore, it
provides both the structural and the functional information about the internal organs
and tissues. But, unlike Computed Tomography, it does not produce images based
on the transmission of radiations through the body. Instead, it works on the
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principle of a directional magnetic field associated with moving charged particles. It
is based on the nuclear magnetic resonance (NMR) property of some selected nuclei
in the matter of the body. Certain nuclei when placed in an external magnetic field,
emit and absorb radio frequency energy. Hydrogen atoms are most commonly used
in MRI as they are plenty of hydrogen atoms present in most living organisms,
particularly in the form of fat and water [12].

MRI produces good quality images that are rich in information. Certain
improvements have been made to MRI, by introducing MR Spectroscopy and
Functional Magnetic Resonance Imaging (fMRI). These provide effective means to
obtain local characteristic information about the functional behaviour of the organs
and tissues. Functional MRI can be used to determine the response of different parts
of the brain to a passive activity in an inactive state. For example, Functional MRI
can be used to obtain images of the brain through which the changes in the blood
flow when an acoustic signal is presented to the subject [12].

MRI is the most widely used imaging technique today for diagnosing brain
tumours. A brain tumour is a substance that is either formed due to an uncontrolled
growth of cells in the brain or spread from other organs having cancer. Detection of
a brain tumour in its early stage helps in determining a proper treatment such as a
surgery, chemotherapy, etc. MRI can also provide information about the shape and
size of the tumour in the brain [14].

A significant advantage ofMRI is that it does not transmit any ionisation radiations
through the patient’s body, and so does not cause any harmful effect to the patient.
Another advantage is that it is fast and produces images with a very high spatial
resolution that are in the range of 1–0.01 mm. Therefore, it provides an effective
method for imaging the anatomical structures along with their functional character-
istics such as oxygenation and blood flow [15]. But, due to heterogeneity in the
magnetic field, deviation in temperature or motion of the tissue, noise can be intro-
duced to the MRI images. Thus, de-noising of the images becomes mandatory [14].

3 Techniques Used in Biomedical Science

3.1 Image Segmentation

Image segmentation is considered to be most crucial part of image processing.
Segmentation is nothing but the division of something into distinct parts or sections.
Therefore, image segmentation can be defined as subdividing an image into several
regions or objects until the region of interest is reached [16]. Many segmentation
methods have been developed over the time for medical imaging which has
tremendously changed the way of medicine, diagnosis and treatment. With the
advancement in imaging technique, it has become easier for the biologist to view a
variety of biological phenomenon or processes. The main purpose of image seg-
mentation is to provide better visual quality of image so that the process of
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detection can be more efficient and effective. However, medical image processing
may include more reasons such as:

• Disease Diagnosis
• Disease Progression
• Quantification
• Monitoring.

Glancing back at the historical backdrop of strategies and systems proposed with
regards to medical image segmentation, we can say that there is an incredible
change in such manner. With the progression of time, more viable and proficient
procedures have been discovered as appeared in (Fig. 2).

3.1.1 Edge Detection

Edge in an image is defined by pixel because an edge occurs where there is a sharp
change in the intensity or value of pixel [18]. For example, an image with black
filled circles on white background, an edge will be the periphery of the circle. Edge
detection is considered to be a full-fledged field in image processing for that reason
it is used as a base for other segmentation techniques [19]. Region boundaries and
edges are narrowly related because of which the edges recognised are sometimes
nebulous. So, the user needs to define the parameters of the program in order to get
the edge detected. Edge detection methods are discussed below.
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Fig. 2 Medical image
segmentation techniques
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Robert Edge Detection Filter The first ever edge detection filter introduced in
1965 by Lawrence Roberts [16]. A simple but quick method as it detects high
spatial frequency regions in the image which mostly resemble to edges. It makes
use of horizontal and vertical masks which convolve the entire image and hence
detect the edge [18].

 Gx                                                            Gy
-1 0

0 +1

0 -1

+1 0

Sobel Edge Detection Filter Introduced by Irwin Sobel (1970) is considered to
be the simplest edge detection filter [16]. It comprises of two masks, one being
vertical and the other one being horizontal, therefore contemplated as linear filter.
The filter makes use of a 3*3 matrix to calculate an approximate value of first-order
x-derivative and y-derivative operators. It leads to the points where the gradient is
the highest. Sobel operator has ‘2’ and ‘−2’ values in centre of first, third rows of
the vertical mask and first, third column of the horizontal mask which increases the
intensity of edge. It is widely used in MRI [21].
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Canny Edge Filter It is one of the most robust edge detection methods when it
comes to detecting edges by removing noises from the image. It is one of the most
sophisticated programs and still outperforms a number of other algorithms. The
filter approximates the value of the first derivative of 2D Gaussian unlike the Sobel
filter which is a plus as it smoothens the images and able to identify weak edges
[20]. It is very useful in CT scans [21].

3.1.2 Threshold Method

Threshold method is the most common but powerful method used in image seg-
mentation for analysing the foreground excluding the background of the image
[16]. The input image is a grey-scale image and is converted to a white and black
image or a binary image in the output. It works on the basis of intensity, dividing
the image into two parts with two different intensities. The first part of the image
consists of the foreground which has the pixels having intensity greater or equal to
the threshold and the second part consists of background having pixels intensities
less than the threshold. Its application is found mostly in CT scans where thresh-
olding is used to extract the bone area from the background [22]. There are two
types of thresholding methods—(1) Global Thresholding (2) Local Thresholding as
given in (Table 1).
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3.1.3 Region Growing Method

Region growing is another common and popular image segmentation technique.
The technique is simple as it begins by considering each pixel as a segment [23].
Then the region of interest is picked up using predefined condition. Initial point or
region of interest can be defined either manually or through edge or intensity detail
of image. Those set points are called as seeds. Once the seed or region is selected,
the region starts growing on the basis of the homogeneity (e.g. greyscale, colour,
texture, shape, etc.) of its neighbouring pixels.

The main application of this method in the medical field is to represent tumour
regions [23]. The method has a disadvantage that it significantly depends on initial
seed point selection which can be done either by using additional operators or doing
it manually [22]. Therefore, it is clear that the program cannot work on its own.
Some of the recent region growing methods in medical image segmentation are
discussed in brief below.

• It is used in brain abnormality segmentation. The method works on the basis of
seed growing region. It takes MR images of different sizes of the brain of both
female and male adults. The brain tissue and background are then divided
further into different categories so that different sized MR images are received as
input [24].

• It is also used in ultrasound image segmentation. The seed points are auto-
matically detected that are based on textual features with help of co-occurrence
matrix. This method is faster as it automatically selects the seeds rather than
doing it manually [25].

Table 1 Types of thresholding methods [20, 22, 25, 26]

Name Methodology Advantage Disadvantage

Global
thresholding

Fix a threshold value then
pixels larger than that are
converted into white
pixels and the others are
black

Simple and offer a lot of
alternatives for
determining threshold

Grayscale distributions
of bright objects and
dark background is
assumed to be constant

Local
thresholding

Splits the image into
various sub-images and
by virtue of that
calculates the threshold
value for each sub-image

When global
thresholding lacks, i.e.
the constant threshold
value is not uniform then
local thresholding will
resolve the problem by
setting a fitting threshold
at each pixel

Time required to
segment an image is
more
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3.1.4 Clustering Based Method

Objects having same characteristics are grouped together, hence are known as
clusters. Clustering approach is considered to be an unsupervised method as it does
not make use of the training set rather train itself using available data [17, 22]. The
inability to learn is balanced by repetitively dividing the image using segmentation
process and then demonstrating the divisions. In other words, this method tries to
summarise the existing data and tries to train itself using that data [17]. The method
is quite appropriate for medical image segmentation as for the anatomy of human,
objects with similar attributes are grouped together and different objects in another
group [18]. There are two methods of clustering that are most commonly used for
medical image segmentation—K-means, and Fuzzy c-means.

K-means It is the most extensively used unsupervised method. First, the image is
divided into K clusters which is done by repetitively calculating intensity values of
isolated class or K cluster of the image. Then the segmentation is done by putting
every data point/pixel into a cluster which has the nearest distance to clusters mean
[22].

Fuzzy c-means (FCM) It is also an unsupervised method. The difference between
the two processes is that K-means method categorises the points as a separate class
whereas this method allows to connect the points to many classes. It is one of the
most appropriate clustering methods for medical image segmentation [17].

Some of the recent works in medical image segmentation are discussed below in
brief.

• FCM is used in the segmentation of MR images. A new version FCM has made
it possible to automatically determine the number of clusters required for seg-
mentation process. This method uses a statistical histogram to reduce the iter-
ation time and during the iteration process, an ideal number of clusters are
detected. The new version came out to be more accurate and faster than the basic
version [27].

• LM-K means technique is also used for MR image segmentation. A simple
K-mean method is applied after pre-processing and converted into a supervised
method by the use of Levenberg–Marquardt optimisation technique. This
method achieved higher precision in comparison to the classic approach [28].

3.1.5 Bayesian Approach

Bayesian approach is mostly used for classification purpose, therefore, allowing the
use of prior information which benefits in the image analysis [17]. The method
works on the principle of posterior probability, which abridges the level of one’s
certainty pertaining to a particular situation. In order to derive prior knowledge of a
specific object shape, a training set of shape samples is required, and such knowl-
edge can be expressed as a prior distribution, which expounds and represents the
local as well as global variations in the training set, for defining a Bayesian estimate
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as the most favourable solution for the object contour [29]. This method is so vast
and useful that it can be applied to segment almost any biomedical image (e.g. MRI,
CT Scans, and Ultrasound images, etc.). There are four most used Bayesian
approaches in image segmentation (Fig. 3) that are discussed below in brief.

Maximum a Posterior (MAP) In Bayesian figures, MAP estimation is an
approach to the back assignment. The MAP can be utilised to obtain a summit
estimation of an unnoticed measure occurring in the establishment of experimental
test data. It is closely interrelated to Fisher’s procedure of Maximum probability
(ML) technique despite the fact that possesses an increased enhancement reason
which coordinates a first portion over the measure one longings to inexact. MAP
estimation can be viewed as regularisation of ML assessment [30, 31].

Markov Random Field (MRF)Markov random field (MRF) hypothesis gives a
helpful and reliable method for displaying setting context-dependent elements, for
example, image pixels and related features highlights. It fundamentally makes
utilisation of undirected diagram that decides the Markov estimations of some
self-assertive factors contained inside a graphical model. MRF is very much like the
Bayesian approach in perspective of illustration. The main distinction is that this
approach is undirected though the Bayesian method is included directed graphs
[32, 33].

Maximum Likelihood (ML) It is considered as one of the most essential seg-
mentation algorithms that have been generally utilised as a part of numerous
applications, including some biomedical image processing problems [35]. In a few
situations, it is additionally used to boost the probability work when we are given
with settled measure of information together with its factual model from where
qualities are chosen of the parameters that complete general employment of
amplification [30, 34].

Expectation Maximisation (EM) It is a general procedure for discovering
(ML) estimates with incomplete information. In EM, the total information is
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Maximum a 
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Fig. 3 Bayesian approaches
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considered to comprise of the two sections, one of which is only observed while
other is missing (or unobservable, and hidden). With just the fragmented data or
information, an EM methodology endeavours to tackle the ML estimation issue.
This approach works on the basis of iterations. Here steps are performed in alter-
ations; The E-step computes the conditional expectation of the unobservable labels
given the observed data and the current estimate and then substitutes the expec-
tations for the labels. The M-step performs maximum likelihood estimation as
though there was no missing information [36]. The obtained data is then used for
the following E-step and the procedure goes on [31].

3.1.6 Deformable Model

Another recently used technique is the deformable methods, which are based on the
boundaries of the objects. Shape, evenness and internal forces along with the
external forces on the object are the characteristics that are taken into consideration
for the analysis of the image boundaries. This has made this method an appealing
approach for image segmentation [37]. The object boundaries are defined using
shapes and closed arcs. Initially, a closed curvature or plane is placed close to the
selected edge in order to outline the object boundary and then it goes under iterative
reduction movement. The internal forces are developed to keep the segmentation
process effortless. In order to initiate a plane towards the desired part in the image,
the external forces are also developed. This method has significant advantages of
piece-wise continuity and noise insensitivity. The deformable methods can be
categorised into two main categories—parametric deformable methods (explicit)
and nonparametric deformable methods (implicit) as shown in (Fig. 4) [17].

Deformable 
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Boundary-
Based
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Based
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Fig. 4 Deformable methods
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Parametric deformable methods This method, also known as active contours,
uses a finite number of parameters. The shape model is characterised by making use
of curves produced by the parameters [17]. The model further has two types:

• Boundary-based method—The required object boundary is acquired by esti-
mating the object boundary of interest and then imposing feature matching and
smoothness constraints on it. This method is very noise sensitive as the
boundary information can be easily altered by any sort of noise [38].

• Region-based method—The image is partitioned into homogeneous regions by
applying smoothness constraints on the image instead of applying on the
boundary. Thus, this type of image segmentation method is called region-based
method [38].

A major disadvantage of these methods is that it is not easy to manage unknown
segmentation of entities [39].

Nonparametric deformable methods Based on the idea of convolution theory,
these methods are also known as geometric active contour methods. A level set
function is made use of along with the added time feature in order to outline the
curve for segmentation [17]. Unlike the parametric deformable methods, these
methods do not make use of parameters for the evaluation of the curve. These
overcome the drawbacks of the parametric models as it can manage changes in the
topological aspects. Edge- and region-based methods can also be used by these
methods but the execution is very different from that of parametric deformable
methods [40].

Deformable models provide a unique and influential approach for image seg-
mentation as it unites physics, geometry and the approximation theory. These
models are used for segmenting, tracking and matching the internal structures of the
body by using information about the size, shape and location of the structures.
These models have various applications in the analysis of medical images which
includes segmentation, matching, motion tracking and shape representation. The
variations in the biological structures over time and among different persons can be
handled by these models [41].

Table 2 lists all the image segmentation method discussed in this chapter and
compares them. The comparison is based on their methodology, advantages, disad-
vantage and the application in various medical fields. These methods have been
developed overtime for the segmentation of both biomedical images and images
related to different fields. This will help in choosing the best method for a given
condition or as indicated by the required result.
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3.2 Feature Extraction

Feature extraction is the stage where the desired part of the image is acquired.
Feature extraction methods are basically designed with an intent so that different
representations of the characters (e.g. solid binary character, character contours,

Table 2 Comparison of image segmentation methods [16–20, 22, 23, 26, 28, 29, 37, 41]

Name Methodology Advantages Disadvantages Application

Edge
detection

Discontinuity
detection, generally
tries to locate sharp
change in the
intensity or value of
pixel

Easy to implement
and works well for
images with good
contrast between
regions

Cannot be applied
to all sorts of
problems

Can be applied in
all types of
biomedical image
segmentation

Threshold Divides image into
two segments on
basis of intensity.
The first part being
foreground and
second being
background

Does not need prior
knowledge of
image, simple, fast,
and easy to
implement

Does not consider
spatial information
of images which
leads to sensitivity
to noise and
intensity in
homogeneities

Applicable to
structures that
have divided
intensity for, e.g.
CT scans

Region
growing

Considering each
pixel as a segment
or seed. If the
neighbouring
regions have same
property, combine
them

Simple, assure
continuity and more
immune to noise

Requires at least
one seed point,
therefore the result
significantly
depends on the seed
point selection

Images having
high-contrast
boundaries for
e.g. MRI

Clustering Pixels with same
properties are
grouped together

Simple, require less
time

Does not refer to
spatial information,
difficulty in pixel
value similarity

Used for MRI,
does not work
well for CT scans

Bayesian
approach

An ideal classifier
which utilises
posterior
probability
distribution as the
distinguishable
function by
estimating
statistical properties
such as likelihood

Joins the earlier
accessible data with
the given
information and
offers a reasonable
circumstance for a
broad assortment of
models

Does not give
legitimate ways to
make sense of
priors and makes
utilisation of
posterior
distributions which
are exceedingly
subject to priors

These are mainly
applicable to any
kind of medical
image for
verification
problems

Deformable Based on the
boundaries of the
objects; considers
features such as
smoothness, shape,
internal and
external forces on
the object

Accommodates the
variations in
biological
structures over
time; provides
sub-pixel sensitivity
and is noise
insensitive; ensures
piece-wise
continuity

Slows down the
system as it requires
the adjusting of
parameters

Work best with
statistical regional
data of the picture.
Segmenting,
tracking and
matching the
anatomical
structures of the
body
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skeleton or grey-level sub-images) of each individual character can be obtained.
Therefore, it is very useful in medical modalities as it makes the diagnosis easier.
Various feature extraction methods are discussed below.

3.2.1 Low-Level Feature Extraction

The low-level feature may be defined as basic features that can be automatically
extracted from the image even without making use of the shape information.
Thresholding method is also a form of low-level feature extraction technique.
Apparently, high-level feature extraction makes use of low-level feature extraction
in order to find shapes in an image [42]. A well-known fact, that people can be
recognised from caricaturists portraits, i.e. the first low-level feature extraction
called edge detection the aim of which is to produce line drawing. There are some
very basic techniques and on the contrary, some advanced ones, thereby we will
have a brief look on some of the most popular approaches (Table 3).

3.2.2 High-Level Feature Extraction

High-level feature extraction is mainly concerned with finding shapes. For example,
for recognising faces automatically, an approach can be used to extract the com-
ponents features such as the eye, the ear, and the nose which are major facial

Table 3 Brief description of low-level feature extraction techniques [23, 42, 46]

Name Methodology Types

First-order
edge
detection

Highlights image contrast, which is the
difference in intensity. Therefore emphasises
change. These are group operators, the aim of
which is to deliver an output approximate to
result of first-order differentiation

Roberts cross, smoothing,
Sobel, Prewitt and Canny

Second-order
edge
detection

An alternative to first order, f(x) is greatest
where the rate of change is greatest and zero
when rate of change is constant. At the peak
of the first-order derivative, the rate of change
is constant. This is where the sign changes in
the second-order derivative

Laplacian, and Marr–
Hildreth

Image
curvature
detection

Curvature is considered as the rate of change
in edge direction. Therefore, rate of change
illustrates the points in a curve; corners are
the point where the edge direction changes
rapidly, whereas when there is little change it
corresponds to straight lines

Planar curvature, curve
fitting and Harris corner
detection

Optical flow
estimation

Used to detect moving objects. The points
which move faster are made brighter so that
they can be detected easily

Area-based approach, and
differential approach
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features. These features are found by determining their shape as the white part in
eyes is ellipsoidal, the mouth can appear as two line upside down and similar for
eyebrows two line in opposite orientation. Shape extraction simply implies finding
their position, size and orientation. Extraction is more complicated than detection as
extraction infers that we have all the information regarding shape such as position
and size, detection, on the other hand, infers to having a mere knowledge of the
existence of shape in the image [23, 43]. The most commonly used feature
extraction techniques have been presented in (Table 4).

3.2.3 Flexible Shape Extraction

The last section discussed on how to find shapes by matching which infers to
information of a model (mathematical or template) of the shape required. The shape
extracted there was fixed, they are flexible in a way the parameters define the shape,
or how the parameter defines the appearance of a template. However, it is not
always possible to provide a model with sufficient accuracy or template for the
target shape. In that case, we need techniques that may evolve to the target, or
adjust the result according to the data which implies the need to use flexible shape
extraction, therefore, some of the most popular approaches are presented in
(Table 5). The techniques can be distinguished on the basis of matching functional
which is used to indicate the extent of match between the shape and data. [44].

Active shape model finds its application in MRI, and face recognition. Recently,
a similar approach has also been developed that also incorporates textures, known
as active appearance model (AAM). One major difference in these two is that AAM
explicitly includes textures and updates the model parameter so that the points can

Table 4 A brief description of high-level feature extraction techniques [23, 43]

Name Methodology Types

Pixel
operation

Shape is obtained from the image on the basis of its
pixel. The brightness of the pixel forming shape is
obtained and then it is extracted from the background. If
background details are known then the background is
removed from the images leaving only the pixels forming
the shape

Thresholding and
background
subtraction

Template
matching

Shape extraction is done by matching pixels with a
predefined model. We just need to match the template
with an image, where the template is a sub-image
containing shapes that we need to find. The template is
centred on an image point and then it is counted how
many points match with the image. The point with the
max no of match is considered to be the shape

Intensity template,
and binary
template

Hough
transform

Locate shapes in images. A better version of template
matching as it produces same results faster. It is achieved
by reconstruction of template matching process based on
evidence gathering approach

Lines, circle and
ellipse detection

202 L. Bajaj et al.



be moved nearer to image points by matching texture. Some of the essential dif-
ferences between AAM and ASM are mentioned below [47].

• ASM makes use of texture information that is local to a point, whereas AAM
makes use of texture information in the whole region,

• ASM tries to minimise the distance between image point and model point on the
one hand, AAM tries to minimise the distance between a target image and a
synthesised model on the other hand

3.3 Image Classification

Medical image classification can play a vital role in diagnosis and even for teaching
purpose. There are many machine learning methods that can be used for classifi-
cation of images. One way to classify is to find the texture of the image and analyse
it. In texture classification, the aim is to allocate an unknown sample image to a
known texture class. It has some very important application in computer image
analysis as well as in medical imaging. Efficient image texture is required for
successful classification and segmentation. Another way is by using Neural Net-
works Classification. Neural networks have appeared to be an important tool in
recent times. It involves a multilayer perception which is used for learning purpose
and is considered to be a standard supervised network. Another popular method is
K-Nearest neighbour which works by placing k diverse points in the feature space
characterised by clustering objects. After insertion of points, every object is
assigned to the cluster that has a contiguous centroid. The position of each k point is

Table 5 Brief description of flexible shape extraction techniques [23, 44, 47]

Name Methodology Types

Deformable
template

Aimed to find facial features for the purpose of
recognition for example, it may consider an eye
to be comprised of an iris that sits within the
sclera and which can be modelled as a
combination of circles that lies within parabola

Optimisation technique,
and gradient technique

Active
contour
(snakes)

Set of points which aim to enclose target shape.
It is basically like a balloon which is placed over
the shape and it shrinks until it fits the target
shape. In this way set of points are arranged so
as to describe a feature enclosed by it

Energy minimisation,
greedy algorithm Kass
snake

Active
shape model

The approach is concerned with a point model of
a shape: the variation in these points is called the
point distribution model. The aim is to capture
all possible variations. The statistics related to
the variation of the point’s position describes the
way in which the shape appears

Active shape model, and
active shape appearance

Image Processing in Biomedical Science 203



altered again once the groups have been assigned. This step is iterated until the
centroids movement becomes static. This repetition will formulate a metric that
needs to be calculated by splitting the objects into different clusters [48]. Some of
the popular classification techniques are discussed below.

3.3.1 Texture Classification

Texture classification is an image processing technique that classifies the features of
images based on their texture properties. The goal of this technique is to assign a set
of known texture classes to a sample image [48]. Image texture classification is an
important method in computer vision and image processing related areas. An
effective classification method should have an efficient description of the texture of
an image. The texture can be described by defining the basic primitive patterns and
their replacement rules [49]. Texture classification when done manually becomes
variable and depends on the individual visual perception. Thus, tools for automated
pattern recognition and image analysis are necessary that provide objective infor-
mation and help in reducing the variability. Most of the textual features fall under
the following three categories—

• Syntactic This type of texture analysis analyses the primitive features of the
image [48].

• Statistical The basic statistical features are mean, standard deviation, energy
and variance. More advanced features such as sum average, sum entropy, sum
variance, angular second movement, correlation, contrast, etc., also come under
this category. The coarseness of a texture in a particular direction can be
evaluated by computing run-length features. A grey-level run contains a set of
consecutive colinear pixels in a given direction [48].

• Spectral The co-occurrence or run-length features may not be able to identify
larger scale changes in spatial frequency. This comes under spectral features
[48].

Texture analysis methods are of four types—statistical, geometrical,
model-based and signal processing [48]. The statistical method derives a set of
statistics from the relationship of local features by analysing the spatial distribution
of the grey-values in the image. Texture analysis using Grey Level Co-occurrence
Matrix (GLCM) is a statistical method that considers the spatial relationship of
pixels. A GLCM is created by characterising the texture of an image by computing
how often pairs of pixels with specific values, and in a specific spatial relationship
occur in an image. For example, contrast calculates the variations in the GLCM,
correlation calculates the probability of occurrence of the specified pixel pairs,
homogeneity evaluates the proximity of the distribution of elements in the GLCM
to the GLCM diagonal, and energy gives the sum of squared elements in the
GLCM. The matrix provides the statistical information about the texture of an
image [49].
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Texture classification techniques are used mostly in industrial and medical
surface assessment. For example, classification and segmentation of images of
satellites, searching defects and diseases, segmentation of textured regions in
document analysis, etc. Although it has various useful applications, it is not widely
used in industries [48].

3.3.2 Neural-Based Classification

Neural Network in recent times has become one of the most important tools for
classification. Neural Networks have shown promise so that it can be used as an
alternative to conventional classification methods. There are several advantages of
using neural networks, some of these are mentioned below.

• It is a self-adaptive method driven by data, means that they can adjust them-
selves to data without the need of any explicit specification of functional or
distributional of model.

• Considered to be universal functional approximator which can approximate
almost any function with arbitrary accuracy.

• Neural networks are nonlinear model which helps them to model complex
real-world applications.

• Able to estimate the subsequent probabilities, on the basis of which classifica-
tion rules are established.

Neural Networks make use of both supervised and unsupervised techniques.
With time, medical imaging is gaining importance in the diagnosis of diseases.
Methods like Artificial Neural Networks (ANN) have gained considerable attention
in recent times for use in medical imaging. We do not aim to go into details of any
specific algorithm or illustrate experimental results, rather our aim is to summarise
major strengths and weaknesses in medical imaging. Therefore, we now discuss the
strengths and weakness of neural networks [48].

Major strengths There are different types of neural networks that are most
widely used in medical image processing—Hopfield neural network, Feedforward
neural network and Self-organising feature map (SOM).

• The main advantage Hopfield neural network provides in medical imaging is
that the problem of medical imaging reconstruction can be solved by minimising
the energy function so that the network converges to stable state. When com-
pared with conventional techniques, even the idea of optimisation of medical
images by Hopfield neural networks makes processing of medical images a lot
easier.

• The feedforward neural network is also a supervised technique. This type of
technique is considered to be one of the best in medical image processing when
standards are available. When compared with Hopfield technique or any other
convention technique, the method has an edge because of its ability to control
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the negotiation between the noise performance and resolution of image recon-
struction. The method is easy to implement as compared to others.

• When there are no standards, Self-organising feature map (SOM) is an exciting
alternative to supervised techniques. It has the ability to learn and differentiate
different medical image information.

In general, neural network methods that are employed in medical image pro-
cessing when compared to other conventional methods, the time was recorded to be
negligible small when a trained neural network method is applied to solve medical
image problem, although the training time is more for neural networks [50, 51].

Weakness Though, ANN has several applications it also has several limitations:

• The first problem arises that how to choose an efficient neural network method
and architecture related to it. However, some work has been done on model
selection in recent times but there is still no appropriate data describing what
type of network should be built for a particular task. Therefore, networks have to
be designed by trial and error, however, this pragmatic approach to network
design is difficult to overcome. Furthermore, a danger always resides of over-
training the neural networks which may minimise the error measure but may not
correspond to searching a well-generalised neural network.

• The second problem arises due to its black box character. A trained neural
network always provides a corresponding output for an input but the problem
does not explain how it reached to that output and how reliable is that output. In
medical imaging, it is certainly problematic which limits the use of neural
networks [50, 51].

3.3.3 Support Vector Machine (SVM)

SVM is a binary classifier that tends to generalise better, as it classifies two classes
of instances by finding the maximum separating hyper plane between the two [48].
It can be fed the grey-level values of the raw pixels directly with only some
pre-processing done like the selection of certain pixels following the configuration
of autoregressive features. Thus, SVM includes both feature extraction and clas-
sification. The feature extraction is performed implicitly by a kernel, which is the
scalar product of two mapped patterns. A kernel can perform the same functions as
that of the conventional feature extraction methods such as statistical feature
extraction [52].

A binary class regulated classification is done by taking n training samples
(<xi>, yi), where <xi> = (xi1,xi2,…,xim) is an input feature vector and yi ∈
{−1, +1} is the target label. The job of the classifier is to learn the patterns in the
training samples in such a way that it can predict a yi for an unknown xi consis-
tently. As SVM includes feature extraction also, nonlinear mapped input patterns
can be used as feature vectors. SVM primarily performs binary classification but
can be extended to multi-class situations as well by adopting one-against-others
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decomposition method. This functions by first applying SVM’s in order to separate
one class from all the other classes, and then deciding between the classes [53].

SVM classifiers have several advantages over other classifiers. These are as
follows:

• Solves small sample size class.
• Works effectively in higher dimensional spaces.
• Performs well even when training data is not sufficient [54].
• Mathematically, much less severe.
• Nonlinear mapped input patterns can be used as feature vectors.
• Based on structural risk minimisation.
• Does not degrade due to noisy data.

Thus, SVM’s are well suited for image classification [45].

3.3.4 K-Nearest Neighbour (KNN)

K-nearest neighbour-based classifier is one of the simplest and most widely used
techniques for classification of a multi-class image. The KNN method classifies an
input feature vector X by determining the k-closest neighbouring classes according
to an appropriate distance metric [55]. Each element in the space is defined by
position vectors in a multidimensional feature space. Distance is an important
element of this method. Thus, the best-fit class for a point can be predicted. If the
value of k is one, then the method merely becomes the nearest neighbour method
and the element is classified as the nearest neighbour class [56].

The distance metric used in the KNN algorithm is the Euclidean distance, which
is the distance between two points in the Euclidean space. The distance between
two points A = (ax, ay) and B = (bx, by) in two-dimensional Euclidean geometry
is given in (Eq. 4).

dða, bÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

bx− axð Þ2 + by− ayð Þ2
q

ð4Þ

Let P and Q be two points in an n-dimensional Euclidean space such that
P = (p1, p2, p3,…., pn) and Q = (q1,q2,q3,…., qn), then the Euclidean distance
between P and Q is given by (Eqs. 5–6) [43]—

dðP,QÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðp1− q1Þ2 + ðp1− q1Þ2 +⋯+ ðpn− qnÞ2
q

ð5Þ

dðP,QÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑n
i=0 ðpi− qiÞ2

q

ð6Þ

For an optimal value of k, the K-nearest neighbour-based classifier yields good
performance [55].
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4 Future Research

So far, image processing has numerous applications such as image noise reduction,
defect detection, food quality evaluation, medical imaging, etc. With the
advancements in technology, its use in biomedical science (e.g. X-ray imaging,
Gamma ray imaging, PET, CT, and MRI) has increased manifolds. However, not
much research has been done on the application of image processing in derma-
tology. It can be used to detect skin diseases by extracting useful information from
the images of the skin. Thus, more research needs to be done in this field.

5 Conclusion

This chapter gives a brief overview of biomedical applications and techniques that
come under medical image processing. Image processing majorly comprises of
image segmentation, feature extraction and image classification. A number of
diseases and problems are found in the various medical modalities that come under
the medical field. Thus, this chapter basically examines the various methods that
may be implemented in all these modalities in order to help solve a particular issue
in the medical field. Each technique has many advantages as well as some disad-
vantages. Based on the type of application and the resources available, the subse-
quent methods are selected for performing image processing. In spite of several
decades of research up till now, there is no universally accepted method for image
processing, as the result of image processing is affected by lots of factors, such as:
homogeneity of images, spatial characteristics of the image continuity, texture and
image content. Along these lines, there is no single strategy which can be viewed as
useful for all kind of images, similarly, not all techniques can be used for a specific
sort of image. Therefore, there is still a huge scope for developing more powerful
and effective methods.
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Automatic Detection and Quantification
of Calcium Objects from Clinical Images
for Risk Level Assessment of Coronary
Disease

R. Priyatharshini and S. Chitrakala

Abstract Medical diagnosis is often challenging, owing to the diversity of medical
information sources. Significant advancements in healthcare technologies, poten-
tially improving the benefits of diagnosis, may also result in data overload while the
obtained information is being processed. From the beginning of time, humans have
been susceptible to a surplus of diseases. Of the innumerable life-threatening dis-
eases around, heart disease has garnered a great deal of consideration from medical
researchers. Coronary Heart Disease is indubitably the commonest manifestation of
Cardiovascular Disease (CVD), representing some 50% of the whole range of
cardiovascular events. Medical imaging plays a key role in modern-day health care.
Automatic detection and quantification of lesions from clinical images is quite an
active research area where the challenge to obtain high accuracy rates is an ongoing
process. This chapter presents an approach for mining the disease patterns from
Cardiac CT (Computed Tomography) to assess the risk level of an individual with
suspected coronary disease.

Keywords Image segmentation ⋅ Active contour model ⋅ Coronary disease
diagnosis ⋅ Calcium object detection ⋅ Risk level categorization

1 Introduction

Cardiovascular diseases, the leading reason behind premature death in the world,
include heart attacks, strokes, and different vascular diseases. A series of envi-
ronmental, social, and structural changes that occur over time leads to exposure to
risk factors for chronic diseases. Cardiovascular Disease (CVD) is common within
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the general public, affecting the greater part of adults past the age of 60 years.
Whereas a general assessment of the relative risk for CVD is approximated by
investigating the number of prior risk factors present in a patient, additional precise
estimation of the absolute risk for a primary CVD event is essential when designing
treatment recommendations for a selected individual. Cardiovascular disease is
instigated by disorders of the heart and blood vessels, and includes coronary heart
disease (heart attacks), cerebrovascular disease (stroke), hypertension, peripheral
artery disease, congenital heart disease, and heart failure. The major reasons for
cardiovascular disease are tobacco use, physical inactivity, an unhealthy diet, and
harmful use of alcohol.

Generally speaking, the excess calcium present in the blood stream accumulates
as coronary plaque, incorporated in progressive plaque layers, and develops into
hardened calcified plaque. A review of the literature shows that the amount of
calcium present in the artery is a key indicator for the risk assessment of CHD.
Calcium quantification is routinely carried out on low-dose, non-contrast enhanced
CT scans, annotating all calcium objects contained in the primary vessels of the
heart. Subsequently, on the basis of all selected calcium objects, the quantification is
done by using different scoring methods such as Agatston, volume, and mass to
assess the risk level of the Individuals. In clinical practices, the scoring of coronary
artery calcification is challenging task for the radiologist. Further, higher error
percent in calcium score quantification of individual is observed in the manual
assessing method. Computer-aided recognition and quantification of calcifications in
the arteries deliver better results than the conventional manual methods. An
approach to detect and quantify the calcium deposits (lesions) in the coronary artery
is required to assess the risk level of an Individual for immediate treatment planning.

2 Research Background

Detecting anatomical structures and locating abnormalities or lesions are the key
objectives of medical image analysis. Machine learning approaches are increasingly
successful in image-based diagnosis, disease prognosis, and risk assessment [1, 2].
An approach to automatically detect and quantify calcium lesions on non-contrast-
enhanced cardiac computed tomographic images has been proposed [3]. First,
candidate calcium objects are determined from the CT scan using an atlas-based
estimate of the coronary artery locations, which permits the system to assign calcium
lesions to the correct coronary arteries. The system uses a machine learning approach
to discriminate true calcium objects from all detected candidate objects. A limitation
of this system is that the patient scans were acquired on equipment from only one
vendor, Siemens. A supervised classification-based approach is proposed to dis-
tinguish the coronary calcifications from all the candidate regions [4]. A two-stage,
hierarchical classifier is developed for automated coronary calcium detection. At
each stage, they learn an ensemble of classifiers where each classifier is a
cost-sensitive learner trained on a distinct asymmetrically sampled data subset.
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A method for automatic coronary calcium scoring with low-dose, non-contrast-
enhanced, non-ECG-synchronized chest CT is developed [5]. First, a probabilistic
coronary calcium map was created using multi-atlas segmentation. This map
assigned an a priori probability for the presence of coronary calcifications at every
location in a scan. Subsequently, a statistical pattern recognition system was
designed to identify coronary calcifications by texture, size, and spatial features.
The spatial features were computed using the coronary calcium map. The detected
calcifications were quantified in terms of volume and Agatston score. To auto-
matically identify and quantify calcifications in the coronary arteries, a supervised
machine learning system was developed [6]. First, candidate calcium objects were
extracted from the images based on their intensity. Each of these candidate calci-
fications was described with a set of features, characterizing its size, shape, inten-
sity, and location information. Potential calcifications that the system could not
label with high certainty were detected and optionally selected for expert review.
Finally, identified calcium objects were quantified with the volume and Agatston
score.

A novel distance-weighted lesion-specific Coronary Artery Calcium quantifi-
cation framework has been developed to predict cardiac events [7]. This framework
consists of a novel lesion-specific Coronary Artery Calcium quantification tool that
measures each calcific lesion’s attenuation, morphologic, and geometric statistics
and a distance-weighted event risk model to estimate the risk probability caused by
each lesion and a Naive Bayesian-based technique for risk integration. A vessel
segmentation method is developed which learns the geometry and appearance of
vessels in medical images from annotated data and uses this knowledge to segment
vessels in unseen images [8]. Vessels are segmented in a coarse-to-fine fashion.
First, the vessel boundaries are estimated with multivariate linear regression using
image intensities sampled in a region of interest around an initialization curve.
Subsequently, the position of the vessel boundary is refined with a robust nonlinear
regression technique using intensity profiles sampled across the boundary of the
rough segmentation and using information about plausible cross-sectional vessel
shapes. An approach to automatically detect and quantify coronary artery stenosis
was developed for diagnosing coronary artery disease [9]. First, centerlines are
extracted using a two-point minimum cost path approach and a subsequent
refinement step. The resulting centerlines are used as an initialization for lumen
segmentation, performed using graph cuts.

All the level set segmentation methods presented above are based on image
gradient intensity making them prone to leaking problems in areas with low contrast
[10]. Medical images typically suffer from insufficient and spurious edges inherent
to physics of acquisition and machine noise from different modalities. Detecting
anatomical structures and locating abnormalities or lesions are the key objectives of
medical image analysis. The automatic detection and quantification of lesions from
clinical images is quite an active research area, where the challenge to obtain high
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accuracy rates is an ongoing process. To better discriminate lesions from other
objects, more optimal features are required [11]. Although disease patterns provide
important information about biomarkers from clinical images, it is no easy problem
to detect and quantify them to assess the risk level of an individual.

3 Coronary Calcium Scoring for Risk Level Assessment
of Coronary Disease

Medical imaging plays a key role in modern-day health care. Given the immense
possibilities in high-quality images of anatomical structures in human beings,
efficiently analyzing these images can be of immense use to clinicians and medical
researchers in monitoring disease. Imaging modalities such as Computed Tomog-
raphy (CT), Magnetic Resonance Imaging (MRI), and Positron Emission Tomog-
raphy (PET) are commonly used to detect biomarkers of coronary disease
diagnosis. A biomarker is a perceptible substance in the body that stipulates a
particular disease state, organ function, or other aspects of health. Physicians and
researchers use biomarkers or disease patterns to help predict, diagnose and treat a
variety of disease states.

Coronary artery calcium scores have been recognized as independent markers
for an adverse prognosis in coronary disease. Assorted methods have been proposed
to this end, the most frequently used being the Agatston score. Other methods
described include calcium volume and mass scores [12]. A framework for
extracting disease patterns is essential, especially in coronary disease diagnosis
which upgrades clinical decision making and plays a vital role in Clinical Decision
Support (CDS). Hence, algorithms need to be developed that can automatically
extract disease patterns from multimodal clinical data, paving the way for early
detection of disease. Mining disease patterns finds applications in Image-guided
surgery and intervention therapy planning as well as guidance. An approach to
segment the coronary artery from CT images in order to detect the calcium objects
has been developed for assessing the risk level of an individual with suspected
coronary disease.

The overview of the proposed coronary disease diagnosis system is shown in
Fig. 1. The processes associated with the given architecture are as follows: Image
segmentation, feature selection and risk level categorization. For diagnosing the
coronary disease from Cardiac CT, first an approach for segmenting the region of
interest from the cardiac CT image is proposed and discussed in Sect. 3.1. An
embedded feature selection method for optimal feature set selection is proposed and
discussed in Sect. 3.2 to detect calcium objects in the segmented artery. The risk
level assessment of an individual is discussed in Sect. 3.3.
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3.1 Cardiac CT Image Segmentation

A Dual-Phase Dual-Objective approach using the Active Contour Model based
region-growing technique (DPDO-ACM) is proposed to segment the coronary
artery from the cardiac CT image. The classical active contour model, also called
snake, is represented by a parametric curve which can move within the spatial
domain of an image where it is assigned. A moving equation is defined to evolve
the contours with a set of points pðs, tÞ= ððxðs, tÞ, yðs, tÞÞ on an image parameter-
ized as w.r.t s←½0, 1� and t as the time.

Image energy in the proposed method is derived from the robust image gradient
characteristic which provides the active contour a global representation in geo-
metric configurations, rendering the method much more robust in handling image
noise, weak edges, and initial configurations. The proposed method contains an
image attraction force that propagates contours toward artery boundaries, along
with a global shape force that deforms the model according to the shape distribution
realized from the training set. The image attraction force, derived through the
interaction of gradient vectors, differs from traditional image intensity gradient-
based approaches, because it makes use of pixel interactions over the image area.
A shape distance is described to evaluate dissimilarity among shapes.

The internal energy force Eint is calculated from the curvature using Eq. (1) to
maintain the search within the spatial image domain using the first and second
derivatives of p(s).

Eintðpðs, tÞÞ= 1
2

αðsÞ ∂pðsÞ
∂s

����
����
2

+ βðsÞ ∂
2pðsÞ
∂s2

����
����
2

" #
ð1Þ

where α(s) is the curve tension parameter and β(s) the rigidity parameter.

Fig. 1 Overview of proposed system for risk level assessment of coronary disease
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The external energy force Eext is calculated using Eq. (2) from the image
information, where ∇IP(S) is the surface gradient computed at p(s) and γ a weight
parameter.

EextðpðsÞÞ= − γ ∇IðpðsÞÞj j2 ð2Þ

The fitness value (image energy) Ei,j is calculated in the searching window using
Eq. (3) where Eint and Eext are the internal and external energy functions.

Ei, j =Eint +Eext ð3Þ

To reduce the extensive computations of the traditional ACM, dual contours are
used in our proposed method to steer the parallel evolution of active curves. Dual
objectives have been formulated in our proposed method to drive an image
attraction force that propagates contours toward artery boundaries, along with a
global shape force that deforms the model according to shape characteristics. The
curve evolves to minimize the total energy function using Eq. (4).

Esnake = argmin
j
ððEi, jÞ,KðtÞÞ, j←Wi ð4Þ

The dual objectives formulated are given below:
Objective function 1: To find X = ½x1, x2, . . . xn�, which minimizes curvature KðtÞ

where X is an n-dimensional vector for the equation of curve y= f ðXÞ.
Objective function 2: To find the control point Pi which minimizes image energy

Ei, j within its searching window, where Piji= f1, 2, . . . ng is the set of control
points of the parametric curve.

The DPDO-ACM algorithm is given below.

Declare:

KðtÞ Curvature
Eint Internal energy
Eext External energy
Ei, j Total image energy
Esnake Level set energy function
α(s) Curve tension parameter
β(s) Rigidity parameter
∇IP(S) Surface gradient computed at p(s)
γ Weight parameter
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Step 1. Initialize dual contours.
Step 2. For every contour,
Step 3. Create signed distance map from the mask.
Step 4. For every pixel in create signed distance map,

Step 4:1 Calculate curvature KðtÞ using Eq. (5).

KðtÞ = X∙ðtÞ Y ∙∙ðtÞ − X∙∙ðtÞy∙ðtÞ
X∙ðtÞ2 + Y ∙ðtÞ2
h i1.5 ð5Þ

Step 4:2 Calculate internal energy Eint using (1).
Step 4:3 Calculate external energy Eext using (2).
Step 4:4 Calculate total image energy Ei, j using (3).

Step 5. Evolve the curve to a pixel with minimum curvature and image energy
using the following level set re-initialization function with Eq. (4).

A screenshot of the segmented artery using the DPDO-ACM is shown in Fig. 2.
The segmented artery from coronary CT is used further for detecting and

Fig. 2 Results of coronary artery segmentation
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quantifying lesion using agatston score in Sect. 3.2 for categorizing the risk level of
an individual with suspected coronary disease.

3.2 Detection and Quantification of Calcium Objects

For a CT input image, two fundamental morphological functions, erosion and
dilation, are utilized to remove noise and enhance the vessels. Coronary calcifi-
cations appear as high-density structures in the coronary calcium CT scan. It is
inherently difficult to identify them automatically. It is apparent that the choice of
features plays an important role in resolving the problem. Several features—based
on the appearance, shape, and size of the calcifications—were used to detect
calcium objects. During online processing, when the user supplies an input image,
the artery is segmented and candidate calcium objects selected, based on the min
HU intensity threshold. From the selected set of candidate objects, selective fea-
tures are extracted which successfully capture calcium object characteristics and
the textural distribution of the pixels that form the feature vector. After the true
calcium objects are detected, their quantification is done applying the agatston
scoring method, using which the risk level of coronary disease of an individual is
assessed.

The Correlation-Based Embedded Feature Selection (CB_EFS) algorithm aims
to select the most appropriate subset of features that adequately describe a given
classification task. The proposed CB-EFS method starts with a randomly selected
subset and generates its successors by adding the remaining features from the
feature subset sequentially. In every step, the newly generated subset is evaluated
with an independent measure Im and a learning algorithm A. For the optimal subset
of cardinality K, it searches all possible subsets of cardinality K + 1. A subset
generated at cardinality K + 1 is evaluated by an independent criterion Im and
compared with the previous optimal subset. Then a learning algorithm A is applied
to the current optimal subset and the performance compared with that of the optimal
subset at cardinality K. If the performance of current subset at cardinality K + 1 is
higher than the previous optimal subset at cardinality K then the current subset is
assigned as optimal subset. This process is iteratively done until the stopping the
criterion is met and finally it returns the optimal subset. The algorithm of our
proposed CB-EFS method is summarized as follows.
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Input:

{ , }D X L= // A training dataset with n number of features where 1 2,{ , ... }nX f f f= and L 

are labels

Output:

'
optX //An optimal subset

Declare:

'X  : Initial feature subset

optX  : Initial optimal subset

θ  : Stopping criterion 

mI  : Independent evaluation measure

A : Learning algorithm

δopt   : Initial optimal subset evaluated by the learning algorithm

optφ  : Initial optimal subset evaluated by the independent evaluation measure 

Xg : Subset generated

Step 1. Start

Step 2. Begin 

Step2.1 Let the initial feature subset  be 'X and assign 'X to optX .

Step2.2 Evaluate 'X using the independent evaluation measure mI and assign   

it to optφ

Step 2.3 Evaluate 'X using Mining Algorithm A and assign it to δopt . 

Step 2.4. Calculate the cardinality of 'X and assign it to C0

   C0=C(X’);

Step 3: For each K=C0+1 cardinality of X’

Step 4: For each i=0 to n features
Step 4.1 Generate subset gX for evaluation with cardinality K.

{ }g opt iX X f= ∪

Step 4.2 Evaluate the current subset using mI and assign it to φ if gX is 

optimal.

( , );g ME X Iφ =
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Step 4.3 IF (φ > optφ  ) 

then

optφ  =φ ; 

'
optX = gX  ; 

Step4.4 Evaluate '
optX by learning algorithm A and assign it to δ.

'( , );optE X Aδ =

Step 4.5 Compare δ and δopt to find the optimal subset.

IF (δ >δopt )

'
optX

= optX ;

δopt = δ; 

Else

   Return '
optX and go to step 3.

Step 5 The most optimal feature subset '
optX is selected.

Step 6. End

Optimal features selected using CB_EFS are used to detect the true calcium
objects from candidate calcium objects. The result of detected calcium objects using
CB_EFS method is shown in Fig. 3. Quantification of detected calcium objects using
Agatston score for assessing the risk level of an individual is discussed in Sect. 3.3.

Fig. 3 Results of detected calcium from a coronary CT image
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3.3 Risk Level Assessment of Coronary Disease

The coronary CT is a noninvasive CT scan of the heart. It is used to calculate the
risk of developing coronary artery disease by measuring the amount of calcified
plaque in the coronary arteries. The Coronary Artery Calcium Score measured in
Agatston units is a method of measuring calcification in the coronary arteries. It is
used to measure the overall coronary calcified plaque burden, thereby delivering
prognostic information regarding the occurrence of future cardiovascular events.
The Agatston rating was proposed by Agatston and helps physicians identify
pre-symptomatic clients at risk for a cardiac malfunction using Eq. (6).

AS=Ai*Wi ð6Þ

where AS is the Agatston score and Ai the area of the calcified lesion with different
HU ranges. The weighting factor Wi is defined using Eq. (7).

Wi =

1, 130HU ≤ Ii <200HU
2, 200HU ≤ Ii <300HU
3, 300HU ≤ Ii <400HU
4, 400HU ≤ Ii

8>><
>>:

, ð7Þ

where Ii is the maximum intensity of the calcification. Wi offers a range from 1 to 4,
according to established ranges for a pixel with the largest depth in the plaque. The
rating for any plaque is simply the solution of the plaque spot in that slice, as well
as a weighting factor. Therefore, an insignificant Hounsfield unit difference yields a
major Agatston score difference. The calcium objects detected in the coronary CT
with the help of the CB-EFS method are quantified using the Agatston score, and
the risk level of an individual is assessed based on the calcium score guidelines
given in Table 1.

Table 1 Calcium score
guidelines

Total score Risk category

0 Very low
1–10 Low
11–100 Moderate
101–400 High
>400 Very high
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4 Experimental Results

A coronary CT, acquired from a Somatom Definition AS + CT scanner with a slice
thickness of 3 mm, is taken for the experiment. The 105 images gathered are
divided into a training dataset of 55 images and a testing dataset of 50 images. The
proposed risk level categorization approach has been tested over a corpus of 50
patients’ coronary CT images and various metrics have been evaluated from the
tested results. The proposed risk level categorization system for diagnosing coro-
nary disease has been tested with the coronary CT image dataset. A well-known
confusion matrix was attained to calculate sensitivity, specificity and accuracy. The
confusion matrix for the two-class problem is represented using a 2 × 2 matrix, as
shown in Table 2. The upper left cell represents the number of samples classified as
true while they were true (TP), and the lower right cell represents the number of
samples classified as false while they were actually false (TN). The other two cells
indicate the number of samples misclassified. Particularly, the lower left cell
indicates the number of samples classified as false while they actually were true
(FN), and the upper right cell indicates the number of samples classified as true
while they actually were false (FP).

For a multi-label classification problem with the n× n matrix, the diagonal
elements represent the TP of the respective classes. The FN for a class is the sum of
values in the corresponding row (excluding the TP of that class) and the FP for a
class is the sum of values in the corresponding column (excluding the TP of that
class). The TN will be the sum of all columns and rows excluding that particular
class column and row. The confusion matrix illustrating the performance of the risk
level categorization system using our proposed CB-EFS approach is shown in
Table 3. Among the 50 patients, five scans were assigned to different risk cate-
gories; and it was discovered that one was off by two categories, and the others
were off by one category. It is observed from Table 3 that cases close to the
boundary can easily move to the neighbouring category.

Table 2 Confusion matrix for the two-class problem

Actually healthy Actually not healthy

Classified as healthy TP FP
Classified as unhealthy FN TN

Table 3 Results of risk level
categorization of coronary
disease (Confusion matrix
representation)

Risk level Very
low

Low Moderate High Very
high

Very low 15 1 0 0 0
Low 0 8 0 1 0
Moderate 0 0 11 1 0
Moderate
high

0 0 0 7 1

Very high 0 0 1 0 5
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5 Conclusion and Future Works

From the clinical imaging modalities (coronary CTs), patients were assigned dif-
ferent risk categories on the basis of the whole-heart Agatston scores. While these
approaches show promising results, there are still a number of elements that are to
be considered, each of which could lead to a potential rise in accuracy. Algorithms
are needed to handle the noise and artifacts that may arise due to thermal, cardiac
and breathing motion. Research is needed to explore other features that can effi-
ciently distinguish between calcified and noncalcified regions. Going forward, this
system could be extended to diagnose diseases based on multimodal medical data,
and the calcium score can be used as a predictor of stenosis and myocardial
ischemia.
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Semi-automated Method for the Glaucoma
Monitoring

Nesma Settouti, Mostafa El Habib Daho, Mohammed El Amine Bechar,
Mohamed Amine Lazouni and Mohammed Amine Chikh

Abstract The current trend of computer vision and image processing systems in

biomedical field is the application of the Computational Intelligence (CI) approaches,

which include the use of tools as machine learning and soft computing. The CI

approaches bring a new solution to automatic feature extraction for a particular task.

Based on that techniques, we have proposed in this work a semi-automated method

for the glaucoma monitoring through retinal images. Glaucoma is a disease caused

by neuro-degeneration of the optic nerve leading to blindness. It can be assessed

by monitoring Intraocular Pressure (IOP), by the visual field and the aspect of the

optic disc (ratio cup/disc). Glaucoma increases the rate of cup/disc (CDR), which

affects the loss of peripheral vision. In this work, a segmentation method of cups and

discs regions is proposed in a semi-supervised pixel-based classification paradigm

to automate the cup/disc ratio calculation for the concrete medical supervision of the

glaucoma disease. The idea is to canvas the medical expert for labeling the regions

of interest (ROI) (three retinal images) and automate the segmentation by intelligent

region growing based on machine learning. A comparative study of semi-supervised

and supervised methods is carried out in this proposal, by mono approaches (deci-

sion tree and SETRED) and multi-classifiers (Random Forest and co-Forest). Our

proposition is evaluated on real images of normal and glaucoma cases. The obtained

results are very promising and demonstrate the efficacy and potency of segmentation

by the multi-classifier systems in semi-automatic segmentation.
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1 Introduction

The majority of applications in the field of medical diagnostic aid require the acqui-

sition of imaging data of various natures: radiologies, scanner or MRI examinations,

ultrasound imaging, video, etc. A fundamental task in the processing of this data is

segmentation, i.e., the extraction of structures of interest in images, in 2D or 3D for-

mat. This information serves, in particular, as a basis for the visualization of organs,

the classification of objects, the generation of simulation models, or surface or vol-

umetric measurements. In this work, we are interested in the annotation of images

at the pixel level by a semi-automatic segmentation approach. This method requires

more or less important interaction of the expert. This type of tool is useful either to

process the data directly or to define a reference result that can be applied for the

evaluation of automatic segmentation methods.

Automatic image segmentation aims at the automated extraction of objects char-

acterized by a border (contour). Its purpose is to cluster pixels according to prede-

fined criteria, usually the gray levels or the texture. The pixels are thus grouped into

regions, which constitute a partition of the image. Nevertheless, this task remains

difficult to achieve especially in the cases where the edges of an object are miss-

ing and/or there is a low contrast between the regions of interest (ROI) and the

background.

Segmentation of retinal images, mainly the fundus images, is an important step

in the medical monitoring of glaucoma. Indeed, the diagnosis of glaucoma is deter-

mined by doctors in studying many factors: family history, the intraocular pressure,

the thickness of the central cornea, the appearance of the anterior chamber angle, the

optic nerve configuration including nerve fiber layer, and the optic nerve function.

For now, the diagnosis cannot be based on a single analysis. For example, looking for

a high intraocular pressure is the first step to detect glaucoma. However, one-third

of patients with glaucoma have normal intraocular pressure. Most glaucoma screen-

ing tests are time consuming and require the intervention of glaucoma specialists

and the use of diagnostic equipment. Consequently, new automated techniques for

diagnosing glaucoma at an early stage, combining precision and speed, are required.

Many approaches have been proposed in the literature for the segmentation of the

fundus of the eye images in order to extract the region of the optical disc. These works

can be distributed within the families of approaches such as segmentation methods,

feature extraction techniques, and classification methods that include supervised and

unsupervised algorithms.

Supervised segmentation using methods such as neural networks and support vec-

tor machines (SVMs) lead to high precision, but generally, these techniques require a

large amount of labeled data for their learning, and the unavailability of labeled data

due to the boring task of labeling pixels and images, or the unavailability of experts
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(e.g., medical imaging), make the task particularly difficult, expensive, and slow to

acquire in real applications. On the other hand, unsupervised learning methods such

as K-Means and C-Fuzzy Means (FCM) suppress labeling costs but perform less

than supervised methods. To solve these problems, we propose a semi-supervised

learning (SSL) approach for the segmentation of the cup and disc regions in the

objective of medical monitoring by the calculation of the CDR ratio.

The availability of unlabeled data and the difficulty of obtaining labels, make the

semi-supervised learning methods gain great importance. With the goal of reducing

the amount of supervision required compared to supervised learning, and at the same

time improving the results of unsupervised clustering to the expectations of the user.

The question that arises is whether the knowledge of points with labels is sufficient to

construct a decision function that can correctly predict the labels of unlabeled points.

Different approaches propose to deduct unlabeled points of additional information

and include them in the learning problem. Several semi-supervised algorithms such

as self-training [36], Co-training [6], Expectation Maximization (EM) [27], and in

the last few years, the ensemble method co-forest [12, 25] have been developed, but

none of them were used for semi-supervised segmentation.

A method of segmentation and automatic recognition of regions cups and discs

for measuring the CDR report in a semi-supervised context is proposed here. The

intervention of an ophthalmologist expert is important in identifying cups and discs

areas in retinal image. For this, the expert will realize a windowing of 5% of the

image data set (3 retinal images). This approach helps to automate the segmentation

of glaucoma’s parts using intelligent techniques.

Thus, a comparative study of several techniques is proposed. The principle is

based on a region growing by classifying the neighboring pixels from the pixels

of interest of the image using semi-supervised learning. The points of interest are

detected by the Fuzzy C-Means (FCM) algorithm. Four classifiers with different

principle are applied in this work: Decision Tree (mono-supervised classifier), Ran-
dom Forest (supervised ensemble method) SETRED (method of self-learning in

SSL), and the algorithm co-Forest (Ensemble method in SSL). This study will adapt

the best approach to the segmentation of retinal images with minimal intervention

of the medical expert.

This work is organized as follows: in Sect. 2, a review of some segmentation and

pixel-based classification methods of the retinal images is performed. We explain

then in Sect. 3, the general process of our proposed approach and its different steps

(characterization, pretreatment and SSL classification methods). After that, we vali-

date our approach and the choices we have made in an experimental phase. Moreover,

we show the capacity of our approach to automatic segmentation by applying several

methods. Finally, we come to an end with a conclusion that summarizes the contri-

butions made and the tracks defining possible opportunities for future work as well

as the difficulties faced with the realization of this work.
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2 State of the Art

Glaucoma is an eye disease associated with abnormal increase in the pressure of

the ocular fluid. This abnormal pressure leads gradually and most often painless to

irreversible visual impairment. It can be evaluated by monitoring the appearance of

the optic disc (CDR Disc Cup Report).

The CDR value increases with the increase of neuro-degeneration and retinal

vision is lost completely in the CDR value = 0.8. Several methods for extracting

features from images of the eye funds are reported in the literature [1, 7, 17, 19,

23, 28]. The techniques described in the literature for the location of the optical disc

are generally intended to identify either the approximate center of the optical disc or

to place it in a specific region, such as a circle or a square. Lalonde et al., used the

Canny detector [23] Ghafar et al. [17], the Hough transform to detect the optical disc

(OD). Bock et al. [7], called for the concept of principal component analysis (PCA),

bitsplines and Fourier analysis for feature extraction and Support Vector Machines

(SVM) as classifier for predicting glaucoma.

The retinal image automatic analysis is becoming an important screening tool for

the early detection of eye diseases. The manual review of the Optical Disc (OD) is a

standard procedure used to detect glaucoma. The best way to control the glaucoma

disease is by using the digital retinal camera. These images are stored in RGB format,

which is divided into three channels: red, green, and blue. Other studies have focused

on image processing techniques to diagnose glaucoma based on the CDR evaluation

of retinal color images.

Madhusudhan et al. [26] have developed a system for processing and auto-

matic image classification based on the usual practice in clinical routine. Therefore,

three different image processing techniques namely multi-thresholding segmentation

methods based on active contours region are proposed for the detection of glaucoma.

Mohammad et al. [29] have presented an approach which includes two main steps.

First, a pixel-based classification method for identifying pixels which may belong to

the boundary of the optic disc. Second, a match-up of the circular template to esti-

mate the approximation of the circular edge of the optical disc. The characteristics

of the used pixels are based on the texture which is calculated from the local picture

intensity differences. The Fuzzy C-Means (FCM) and Naive Bayes are used to group

and classify image pixels.

Chandrika et al. [11] adopted an automatic identification technique of optical disc

retinal images by calculating the ratio CDR. In the first place, a threshold is applied

and then the image segmentation is performed using k-means and the Gabor wavelet

transform. Second, the contour smoothing of the disc and the optical cup is per-

formed using different morphological characteristics.

More conventionally, Hatanaka et al. [18] proposed a method to measure the ratio

cup/disc with a vertical profile on the optical disc. The edge of the optical disc is then

detected by using a Canny edge detection filter. The resulting profile is made around

the center of the optical disc in the vertical direction. Thereafter, the edge of the

vertical area on the cup profile is determined by a thresholding technique.
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Joshi et al. [20] implement an automatic technique for the parameterization of

the optical disc (OD) according to the segmented cup and disc regions obtained

from the monocular retinal images. A new OD segmentation method is proposed,

integrating the information of the local image around each point of interest in the

multidimensional function space. This is in order to provide robustness against the

variations found in and around the OD region. A method of segmentation of the cup

is also proposed, it is based on anatomical evidence such as vessel bends at the border

of the cup, deemed relevant by experts in glaucoma. A multi-step strategy is used to

obtain a reliable subset of vessel bends called r-bends followed by a fitting to derive

the desired cup boundary.

Burana-Anusorn et al. [10] have developed an automatic approach for the calcu-

lation of CDR ratio from images of the eye funds. The idea is to extract the optical

disc by using a contour detection approach and the level set approach by individ-

ual variation. The optical cup is then segmented using a color component analysis

method and method of thresholding level set. After obtaining the contour, a step of

adjusting by ellipse is introduced to smooth the obtained results. The performance

of this approach is assessed by comparing the automatically calculated CDR with

that calculated manually. The results indicate that the approach of Burana-Anusorn

et al., reached a precision of 89% for the analysis of glaucoma. As a consequence,

this study has a good potential in automated screening systems for early detection of

glaucoma.

Recently, Khalid et al. [22] have proposed the deployment of dilation and ero-

sion with fuzzy c-means (FCM) as an effective technique for segmentation cup and

optical disc color images of the eye funds. Previous works have identified the green

channel as the most suitable because of its contrast. Hence, at first, the extracted

green channel is segmented with FCM. In another test, all the images are pretreated

with dilation and erosion to remove the vascular network. Segmentation is assessed

on the basis of the labels described by ophthalmologists. The CDR measures are

calculated from the diameter ratio of the cup and segmented disc. The assessment

shows that the omission of the vernacular area improves the sensitivity, specificity,

and accuracy of the segmented result.

Sivaswamy et al. [35] were interested in the problem of segmentation of the optic

nerve head (ONH) which is of crucial importance for the assessment of automated

glaucoma. The problem of segmentation involves segmenting the optical disc and the

cup of ONH region. The authors highlighted the difficulty to evaluate and compare

the performances of existing methods due to the lack of a reference data set. On that

account, a complete set of retinal image data which include normal and glaucoma

eyes by manual segmentations of several experts was implemented. Both evalua-

tion measures based on size and contour are shown to evaluate a method on various

aspects of the problem of the evaluation of glaucoma.

From the literature study, several approaches are carried out to determine mostly

the cup and have focused on image processing techniques to diagnose glaucoma

based on the CDR evaluation of retinal color images. Computational Intelligence

(CI) approaches are alternative solutions for traditional automatic computer vision

and image processing methods; they include the use of tools as machine learning
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and soft computing. In this study, we have proposed a new CI approach for the seg-

mentation process by an iterative learning algorithm to achieve a semi-automatic

classification procedure that promises to be more accurate than traditional super-

vised pixel-based methods. A comparative study will be conducted between mono

and ensemble classifier to analyze their impact on the accuracy of prediction in pixel

classification task.

3 The Proposed Approach

The aim is to automatically recognize cups and discs regions (Fig. 1) that are essential

for measuring the progression of glaucoma. To do this, we propose an approach

based primarily on a semi-supervised pixel-based classification.

The intervention of an ophthalmologist expert is important in identifying the disc

and cup retinal image. We were inspired by the principle proposed by Reza et al.

[4] in the step where the expert is appealing to windowing the region of interest on

a minimum of images. In our application, we randomly select three images (5% of

the image data set), the labeling step is made by tagging three windows (disc, cup,

and background). Thereafter, a characterization phase takes part, where each pixel

is represented by a color features.

Our contribution is the application of semi-supervised classification techniques

on pixels appraised by the doctor to form a robust and reliable hypotheses that allows

pixel-based classification. The proposed algorithm is illustrated in Fig. 2. The idea is

to realize at first a preprocessing that allows us to score some pixel in cups and discs

regions using the fuzzy c-means method. For a better learning, a classification will

be applied to the vicinity of each region of interest that was marked in the preprocess-

ing phase. This phase will be conducted by four different classification approaches

(Decision trees [9], Random Forests [8], SETRED self-training algorithm [24], and

Random Forests in semi-supervised learning co-Forest [25]).

Fig. 1 Glaucomatous

papillary excavation

(increasing the ratio

cup/disc)
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Fig. 2 The proposed approach to semi-automatic segmentation process

3.1 Feature Extraction Methods

Color Spaces

Different color spaces have been used in pixel-based classification for segmentation

purposes, but many of them share similar characteristics. Therefore, in this work,

we are interested in five more representative color spaces that are commonly used in

image processing [16]: RGB, LUV, HSV, HSL, YUV.

RGB Color Space

The RGB space is a fundamental and commonly used color space in various com-

puter vision application, it is about describing color by three components: red, green,

and blue. Components are combined in various ways to reproduce different colors in

the additive model.

HSV Color Space

In the work of [21], they define the Hue as the property of a color that varies in pass-

ing from red to green, the Saturation as the property of a color that varies in passing

from red to pink, the Value (also called Intensity or Lightness or Brightness) as the

property that varies in passing from black to white. The HSV is a linear transforma-

tion of RGB to high intensity at white lights, ambient light, and surface orientations

relative to the light source.
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Table 1 Characterization

parameters table
Features Formulas

RGB R(i, j)
G(i, j)
B(i, j)

LUV L = 116( Y
Yn
)1∕3 − 16 Si

Y
Yn

> 0.008856

= 903.3( Y
Yn
) Si

Y
Yn

≤ 0.008856

U = 13L(U′ − U′
n)

V = 13L(V − V ′
n)

HSV H =
G−B

(Max−Min)
Si R = Max

=
B−R

(Max−Min)
+ 2 Si G = Max

=
R−G

(Max−Min)
+ 4 Si B = Max

S =
Max(R,G,B)−Min(R,G,B)

Max(R,G,B)

V = Max(R,G,B)
YUV Y = 0.2989R + 0.5866G + 0.1145B

U = 0.5647(B − Y) = −0.1687R
− 0.3312G + 0.5B
V = 0.7132(R − Y) = 0.5R
− 0.4183G − 0.0817B

LUV Color Space

The aim of LUV color space is to produce a more linear color space. Perceptual

linear means a variation of the same quantity of color has to produce a variation of

which the same visual importance.

YUV Color Space

The YUV space is mainly used for analog video, this representation model is used

in the PAL and NTSC video standards. The luminance is represented by Y, whereas

the chrominances U and V are derived from the transformation of the RGB space.

Table 1 summarize the characterization parameters of each color space.

3.2 Points of Interest Detection

Considering the time computing, especially in a semi-supervised context, has led us

to propose a phase detection process known as points of interest. The objective of

this phase is to minimize the computation time and the other to start learning semi-

supervised via voltage pixels belonging to our target. We propose the implementation

of cluster centers by fuzzy C-means method “FCM”.
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Fuzzy C-means method (FCM) is an unsupervised fuzzy clustering algorithm.

From the C-Means algorithm (C-means), it introduced the concept of fuzzy set in

the definition of classes: each point in the data set for each cluster with a certain

degree, and all clusters are characterized by their center of gravity. Like any other

clustering algorithms, it uses a criterion of minimizing the intra-class distance and

maximizing the inter-class distances, but giving a degree of membership in each class

for each point. This algorithm requires prior knowledge of the number of clusters and

generates classes through an iterative process by minimizing an objective function.

The whole FCM process [5, 14] can be described in the following steps:

Algorithm 1 Fuzzy C-Means Pseudocode

1: for t = 1, 2, do
2: 𝐒𝐭𝐞𝐩𝟏 Calculate the cluster center c(t)i =

∑N
j=1(𝜇

(t−1)
ij )mxj

∑N
j=1(𝜇

(t−1)
ij )m

3: 𝐒𝐭𝐞𝐩𝟐 Calculate the distances D2
ijA avec:

D2
ijA = (xjci)TA(xjci), 1 ≤ i ≤ nc, 1 ≤ j ≤ N.

4: 𝐒𝐭𝐞𝐩𝟑 Update the Fuzzy partition matrix: 𝜇
(t−1)
ij = 1

∑nc
k−1(DijA∕DkjA)2∕(m−1)

5: end for
6: return ||U(t) − U(t−1)|| < 𝜖

3.3 Classification Methods

With the availability of unlabeled data and the difficulty of obtaining labels, semi-

supervised learning methods have gained great importance. Unlike supervised learn-

ing, the semi-supervised learning is the problems with relatively few tagged data and

a large amount of unlabeled data. The question is then whether the mere knowledge

of the items with labels is sufficient to construct a decision function that can cor-

rectly predict the labels of unlabeled points. Different approaches propose to deduct

untagged items, additional information and include them in the learning problem.

In this classification part, we focus on improving the performance of supervised

classification using unlabeled data (SSL). We set up the first semi-supervised clas-

sification under the classification problems, limited to the use of methods of sets

in semi-supervised classification. Therefore, we propose in this work to apply the

method set type of multi-classifier systems compared to single-supervised learn-

ing classifiers methods and semi-supervised: Decision tree [9], Random Forests
[8], SETRED auto-learning algorithm [24], and Forests in semi-supervised learning

co-Forest [25].

Decision Trees

Decision trees (DT) represent a very effective method of supervised learning. The

goal of DT is to partition a set of data into the most homogeneous groups possible

from the point of view of the variable to be predicted. As input, we use a set of data

to classify and get a tree, which resembles very much to an orientation diagram, as
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output. A decision tree consists of a root that is the starting point of the tree, nodes,

and branches that connect the root with the nodes, the nodes between them and the

nodes with the leaves. There are several algorithms present in the literature, such as:

CART [9], ID3 Quinlan86 And C4.5 [32]. In this work, we limit ourselves to the

application of the CART algorithm (Classification and Regression Tree).

Self-Training Paradigm

SETRED (self-training with data editing) is the most popular algorithm proposed by

Li et al. [24]. Here, the authors studied the potential of data editing techniques as a

confidence measure which allows it to reduce the risk of adding mislabeled data to

the training set. This paradigm is an iterative mechanism. Its principle is to train a

supervised classifier on labeled pixels to predict the labels of unlabeled pixels. After-

ward, it iteratively enriches the labeled set by adding newly labeled examples with

high confident predictions from the unlabeled data (confidence data). In SETRED,

the CEWS (Cut Edge Weight Statistic) [30] rule is applied to measure the confidence

level on unlabeled examples. The main steps to calculate the confidence measure are

as follows:

The Nearest Neighbor Rule

The nearest neighbor rule (NNR) was proposed by Fix and Hodges [15], it is a non-

parametric method where the classification is obtained for an unlabeled data taking

into account the class of its nearest neighbor in the learning samples. The calculation

of the similarity between data is based on distance measurements. Afterward, this

rule was developed to k − NNR, k represents the size of the neighborhood. The label

of a non-classified data is that of the majority class among the labels of its k nearest

neighbors.

The Relative Neighborhood Graph

The neighborhood graph is a computational geometry tool that has been exploited

in many machine learning applications. By definition, a neighborhood graph G =
(V ,E) [13] associated with a set of labeled pixel whose vertices S compose the set

of edges E. Each pixel in a neighborhood graph is represented by a vertex, existing

in the edge between two vertices xi and xj if Eq. 1 is verified.

(xi, xj) ∈ E ⇔ dist(xi, xj) ≤ max (dist(xi, xk), dist(xj, xk)),∀ xk ∈ TR, k ≠ i, j (1)

With: dist(xi, xj): the distance between xi et xj.

The Cut Edge Weight Statistic

Using the previous definition to construct a relative neighborhood graph, Muhlen-

bach et al. [30] exploited the edge information to calculate a statistical weight in order

to cut edges of different classes. The SETRED [24] algorithm follows this principle

for the confidence measure.

In the first step, a supervised hypothesis is learned using the labeled pixels. Sec-

ond, the application of the cut edge weight statistic [30] algorithm, to calculate the
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ratio Ri by the Eqs. (2, 3, 4, 5). To judge whether the data is well ranked, the ratio

Ri must be greater than a threshold that is set by the user. For more information, one

may consult [24, 30].

Ri =
Ji
Ii

(2)

With:

Ii =
∑

( j∈Neighborhood(xi))
wij (3)

Ji =
∑

( j∈Neighborhood(xi),yj≠yi)
wij (4)

wij =
1

((1 + dist(xi, xj)))
(5)

Ensemble Method: Random Forests

Random Forest (RF) is a predictor that combines a set of decision trees. In the spe-

cific case of CART models (binary tree), Breiman [8] proposes an improvement of

bagging with a random forest induction algorithm Forest-RI (Random Input) which

uses the “Random Feature Selection” method proposed by Amit and Geman [3]. The

induction of the trees is done without pruning and according to the CART algorithm

[9], however, at each node, the selection of the best partition based on the Gini index

is done only on a subset of attributes (usually equal to the square root of the total

number of attributes) selected randomly from the original space of features [34]. The

global prediction of the random forest is calculated by taking the majority of votes

of each of its trees. This algorithm is defined by Breiman as follows (Algorithm 1)

[8]:

Algorithm 2 Pseudocode of the Random Forest algorithm

Input: The Training set T , Number of Random Trees L.

Output: TreesEnsemble E
Process: E = ∅
for i = 1 → L do

Ti ← BootstrapSample(T)
Ci ← ConstructTree(Ti) where at each node:

∙ Random selection of K =
√
M Variables from the whole attribute space of dimension M

∙ Select the most informative variable from K using Gini index

∙ Create children nodes using this variable

E ← E ∪ {Ci}
end for
Return E
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The Random Forest in Semi-supervised Learning “co-Forest” Algorithm
co-Forest is an algorithm that extends the paradigm of co-Training [6] using Random
Forest [8]. It was introduced by Li and Zhou [25] in the application to the detection

of micro-calcifications in the diagnosis of breast cancer. This ensemble method uses

N ≥ 3 classifiers instead of 3 by Tri-training [37]. The N − 1 classifiers are used to

determine confidence examples, called concomitant ensemble = hi = HN−1. Confi-

dence of an unlabeled pixels can be simply estimated by the degree of agreement

on the labeling, i.e., the number of classifiers which are agreements assigned by hi
label.

The functioning of co-Forest can be summarized in the following steps

(Algorithm 2):

Algorithm 3 co-Forest Pseudocode

1: for each iteration do
2: 𝐒𝐭𝐞𝐩𝟏 co-Forest starts learning H∗

on bootstrap of L (labeled pixels).

3: 𝐒𝐭𝐞𝐩𝟐 all concomitant set examines each sample from U (unlabeled pixels images).

If the number of voters agree on the label of xu > 𝜃,

Then xu is labeled and copied into a new set L′.
4: 𝐒𝐭𝐞𝐩𝟑 Introduces a weight of the predictive confidence by the concomitant set, due to the

situation where L ≥ U which will affects the performance of hi
5: 𝐒𝐭𝐞𝐩𝟒 Each random tree is refined with newly marked L ∪ L′ selected by his concomitant

set under the following condition examples:

ei,t.Wi,t < ei,t−1.Wi,t−1

where W =
∑

wij et wij: predictive confidence of Hi on xi in L′
6: end for
7: return

To insure the success of this ensemble method, two conditions must be satisfied:

∙ Each individual predictor should be relatively good,

∙ Each individual predictor should be different from each other.

Even more simple, it is necessary for the individual predictors to be good classifiers,

and where a predictor is wrong, the other must take over without making mistakes.

For maintaining the diversity in co-Forest, the application of Random Forest can

inject random learning. To affirm this condition, the authors of co-Forest have set a

threshold for the labeling of U, where the only U pixels whose total weight is smaller

than ei,t−1.Wi,t−1∕ei,t will be selected.

In summary, the principle of co-Forest (Fig. 3) consists of N random trees that

are first learned on bootstrap set of L to create a random forest. Then, at each itera-

tion, each random tree will be refined with the newly labeled samples selected by its

concomitant set, only when the confidence of the labeled examples exceeds a certain

threshold 𝜃. This method will reduce the chances of used biased tree in a Random
Forest when we use unlabeled data. More details on the co-Forest algorithm are in

the papers [12, 25, 33].
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Fig. 3 Schematic diagram of co-Forest algorithm

4 Results and Experiments

The retinal image database was constructed from local real images acquired within

the eye clinic (clinic LAZOUNI Tlemcen). Eye Backgrounds RTVue XR 100 Avanti

Edition of Optovue company provides RGB color images of size 1609 × 1054 pix-

els. One hundred and three retinal images of the eye funds have been used to test the

proposed segmentation algorithm. The ground truth is achieved by using the average

segmentation provided by two manual different experts in ophthalmology. We built

a learning base, where the expert selects three regions: cup, disc (ROI: regions of

interest) and bottom (stopping criterion) (Fig. 4).

In our experiments, we have selected 5% of the database (3 images) to achieve

learning. The expert ophthalmologist intervenes in the labeling of these three images

by size windowing [576–50466 pixels], allowing a better understanding of areas of

interest. In the semi-supervised learning portion, a classification is applied to the

vicinity of a degree equals to 50. The application of all methods (Random Forest and

co-Forest) with a number of trees equal to 100 being was chosen. The evaluation
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Fig. 4 a Cup, b Disc and c background

Table 2 Classification

parameters
Labeled set 3 images

Learning set 33 images

Test set 20 images

Number of clusters 3

Neighborhood of the pixel 50

Confidence level 75%

Number of trees 100

Cross validation 5

is carried out with a cross-validation equals to 5. The details of the experimental

parameters are summarized in Table 2.

Table 3 summarizes the classification performance by the four approaches super-

vised and semi-supervised on 20 test images for the recognition of regions cup and

disc. The results achieved by the overall approaches Random Forest and co-Forest
guarantee greater precision of segmentation of the two target regions. However, poor

Table 3 Classification performance by the supervised and semi-supervised techniques with 5% of

labeled pictures

Learning type Techniques Accuracy performance (%) on 20 images

Cup Disc

Supervised learning CART tree 53.50 72.97

Random forest 75.60 92.28

Semi-supervised

learning

SETRED–CART 75.56 60.74

co-Forest 89.00 93.50
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results were obtained by the decision tree CART but the semi-supervised mode has

improved the performance for the method SETRED-CART . Our approach by the

algorithm co-Forest realizes the best segmentation performance for both regions and

especially the cup area that is most difficult to extract. These results allow us to con-

solidate our proposal and affirm its rigor and robustness for-pixel-based classification

by region growing task by semi-supervised learning.

4.1 Discussion

For completeness, and to establish a visual assessment of the performance of our

approach, we have randomly selected six images of the test basis (Fig. 5) to dis-

cuss the performance and quality of segmentation by four single and multi-classifier

Images CART Random Forests SETRED co-Forest

Fig. 5 Examples of automatic segmentation image by the various techniques
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approaches supervised mode and semi-supervised namely, respectively, the decision

tree and Random Forest and the method SETRED and co-Forest.
Thus, a comparative study of several techniques is proposed. The principle is

based on a region growing classifying the neighboring pixels from the pixels of inter-

est of the image semi-supervised learning. In our process, we have used the Fuzzy

C-Means (FCM) algorithm to detect the pixels of interest, in order to achieve the seg-

mentation of target regions. The pixels of interest generate by FCM in the pictures

N
◦

2, 3, and 4 (Fig. 5) leads to poor segmentation by the use of mono-classifiers

(CART and SETRED); unlike the multi-classifiers (Random Forest and co-Forest)
was able to successfully separate the cup region.

Another advantage of using the methods together is the network power separation

vessel and the bottom region as clearly shown in pictures 2, 3 and 4 (Fig. 5). However,

as we can also see in the image 3 (Fig. 5), the contribution of non-labeled pixels to the

overall method co-Forest has allowed proper identification disc unlike the Random
Forest. We also notice in the image 1 (Fig. 5) misclassification of pixels of the whole

cup approaches except the algorithm co-Forest.
As a whole, this work has allowed us to see a multitude of research avenues

that are available for automatic segmentation of images. The idea to extrapolate the

region segmentation by pixel-based classification semi-supervised learning context

by the approach co-Forest allowed us to exploit the non-labeled data in the estab-

lishment of the set-prediction model. In this sense, non-labeled data has reinforced

the recognition of regions of interest for a report cup/disc calculated approximating

that of the ophthalmologist.

A comparison of the cup/disc reports performed by an ophthalmologist and the

proposed methods on fifteen random images is shown in Fig. 6. Differences in the

ophthalmologist’s CDR ratios compared to the proposed supervised methods (CART

Fig. 6 The cup/disc ratio comparison between the expert and proposed methods calculation. From

1–8 normal, from 9–15 glaucoma
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and Random Forest) are widely discarded in cases of glaucoma and normal cases.

Even though the CDR ratios calculated by the ensemble approach are closer to the

optimal (expert measure).

However, our results for the semi-supervised algorithms co-Forest and SETRED
were slightly different in the value of the ophthalmologist, but our method co-Forest
tended to show smaller variations in normal cases and glaucoma cases, with almost

similar extent to that of the expert.

5 Conclusion

Machine learning (ML) can be used in both image processing and computer vision

but it has found more use in computer vision than in image processing. The goal of

machine learning is to optimize differentiable parameters so that a certain loss/cost

function is minimized. The loss function in ML can have a physical meaning in

which case the features learned can be quite informative but this is not necessarily

the case for all situations. Computational Intelligence (CI) approaches are alterna-

tive solutions for automatic computer vision and image processing systems; they

include the use of tools as machine learning and soft computing. The aim is to have

an complete autonomy of the computer, but this might not be easily achievable. In

this work, we have demonstrated that the semi-supervised learning might be the best

solution. Indeed, we have proposed a method of automatic segmentation of disc

and cup regions in retinal images by pixel-based classification in semi-supervised

learning.

The objective is to involve the expert learning of our model for a better discrimina-

tion of regions of interest. Evaluation and segmentation of images tests are performed

using the algorithm Fuzzy C-Means. A growth of region is developed by classifying

the neighboring pixels by applying four classifiers: Decision Tree, Random Forest,
the method SETRED and co-Forest.

The results are very convincing and encouraging, showing a great capacity for

recognition and segmentation of target regions, this being clearer by applying the

Random Forest in semi-supervised learning co-Forest , heuristics of these ensemble

methods allows, using multiple classifiers, to greatly explore the solution space, and

by aggregating all predictions, we will take a classifier that considers all this explo-

ration. The contribution of non-labeled data in the establishment of the prediction

model can reinforce learning and recognition of relationships between pixels and

region.

However, there are some points that deserve some discussion and further devel-

opment in future works. One must say that the main limitation of our method is the

long time processing. Further work to reducing the constraints over time achieving

is currently underway to an complete autonomy. One of the proposed solutions to

deal with this problem is the parallel programming. Indeed, our algorithm allows

us to use a master/slave architecture. In another way, we are currently developing

a new semi-automatic segmentation approach based on superpixel-by-superpixel
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classification [2], where superpixels should both increase the speed and improve

the quality of the results.
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Abstract Security systems using one identification tool are not ideal. Multisystem

security, which using two or more types of security levels like for example using

identification password and card, can increase the security of a system, however it

is not an ideal security system. Password maybe hacked or forgotten, and Identifica-

tion card is something we have and could be stolen. This chapter proposes a cascaded

multimodal biometric system using fingerprint and iris recognition based on minu-

tiae extraction for fingerprint identification and encoding the log-Gabor filtering for

iris recognition. The experiments compare FAR, FRR, and accuracy evaluation met-

rics for a unimodal biometric system based on either fingerprint or iris and the cas-

caded multimodal biometric system that sequentially utilizes the fingerprint and iris

traits. The proposed system has FAR = 0, FRR = 0.057, and accuracy 99.86%. The

results show the superior performance of the proposed multimodal system compared

to the unimodal system.
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1 Introduction

Security systems using one identification tool are not ideal. Multisystem security,

which using two or more types of security levels like for example using identifica-

tion password and card, can increase the security of a system, however it is not an

ideal security system. Password maybe hacked or forgotten, and Identification card is

something we have and could be stolen. Another way for increasing security is using

biometrics, which everyone owns unique biometrics data and cannot be forgotten

or stolen. Single biometric systems suffer from some problems like noise in sensed

data, non-universality, spoof attacks, intra-class variations, and inter-class similari-

ties. Fusion in multimodal biometric systems can be performed using data accessible

in any of the modules. Fusion can happen at these levels: (i) sensor level (ii) feature

level (iii) score level (iv) rank level and (v) decision level. Different biometric data

sources can be utilized as a part of a multimodal biometric system. In view of these

sources, multimodal biometric systems could be classified into six distinct classi-

fications: multi sensor, multi algorithm, multi instance, multi sample, multimodal

and hybrid. The motivation for working on this chapter is to solve these problems,

using an implementation of the multimodal biometric system. Multimodal biometric

system is the use of a combination of two or more biometric types to increase the

security of a system. In this chapter, a multimodal biometric system using fingerprint

and iris recognition system with fusion at cascaded advanced decision level will be

introduced.

2 Related Work

Multimodal biometric systems become one of the best security system solutions for

most applications in present time. Many researchers have been working on multi-

modal biometric system. A good survey of the multimodal biometric system was

provided by Ross et al. [1]. In this survey, the researchers focused on levels of

fusion and score level fusion. Analysis and descriptions on recent multimodal bio-

metric system fusion are contained in the ISO/IEC Technical Report [2]. The report

explains requirements supporting multimodal biometric systems. Many research

papers explained the types of levels of fusion in multimodal biometric systems. A

composite fingerprint image, combining multi part fingerprints, which the user puts

finger on a fingerprint sensor surface proposed by Ratha et al. [3]. A face recogni-

tion system combining visible and thermal Infrared (IR) images at sensor level was

proposed by Singh et al. [4]. Another face recognition system performing a fusion

of visual and thermal infrared images without eyeglass at sensor level was proposed

by Kong et al. [5]. Fusion of face and iris at feature level was proposed by Son et

al. [6]. fusion of hand and face at feature level was performed by Ross et al. [7] and

the experiments were performed in three different scenarios. A theoretical frame-

work for combining classifiers was developed by Kittler et al. and various classifier
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combination strategies were discussed in [8]. Three different classifiers based on the

k-nearest-neighbor (k-NN) classifier, logistic regression and decision trees were used

to compare the performance at score level fusion by Verlinde et al. [9]. Linear dis-

criminant function and the decision trees at the fusion of match scores were used by

Jain et al. [10]. The performance of different fusion methods and normalization tech-

niques in a fusion scenario involving fingerprint, hand geometry and face modalities

studied by Jain et al. [11].

Many researchers represented the various types of multimodal biometric frame-

works according to the sources of biometric data being fused. A multi-sensor fin-

gerprint system using two sensors (optical and capacitive sensors) was discussed by

Marcialis et al. [12]. A multi-algorithm biometric system integrating three different

minutiae-based fingerprint matchers was proposed by Jain et al. [13]. Another multi-

algorithm gait recognition framework which uses different gait classifiers based on

different environmental circumstances was introduced by Han and Bhanu [5]. A

multi-instance iris recognition system using a combination of right iris and left iris

for the same person is introduced by Wang et al. [14]. A multi-sample system using a

composite fingerprint template from multi imprints of the same finger using mosaick-

ing algorithm is proposed by Jain et al. [15]. A hybrid system using multi-sensor and

multi-sample of face recognition system is introduced by Bowyer et al. [16]. A mul-

timodal biometric system using face, fingerprint, and voice traits is proposed by Jain

et al. [17]. Another multimodal biometric system using face and palmprint is intro-

duced by Yao et al. [18].

Ross and Jain proposed multimodal biometrics system in 2003 [19]. Fusion levels

of multimodal biometric systems were introduced in details in Chap. 3. Fingerprint

and iris fusion attracted the attention of many researchers. In 2009 Baig et al. [20]

presented a multimodal biometric system based on iris and fingerprint using single

hamming distance matcher. They used database of WVU containing 400 images and

set the threshold equal to EER, the purpose was to improve the percentage of ERR. In

2010 Jagadeesan et al. [21] created a 256-bit cryptographic key using fingerprint and

iris based on minutiae extraction and Daugman’s approach respectively. Jagadeesan

used CASIA database for iris and puplicly available database for fingerprint and

make the fusion of the multimodal system at the feature level.

Radha et al. [22] in 2012, proposed a multimodal biometric system using finger-

print and iris at feature extraction fusion level. The proposed system used a combined

feature vector from both fingerprint and iris. The proposed system was built using

log Gabor filter feature vectors extraction of both modalities.

The final match score generated by Hamming distance. Using database of 50

users the experimental results of FAR, FRR, and execution time were 0%, 4.3, 0.14 s

respectively. Abdolahi et al. [23] in 2013 proposed a multimodal biometric frame-

work with two modalities; fingerprint and iris, using fuzzy logic and weighted code.

Fusion at decision level combines results after binarizing fingerprint and iris images.

Fingerprint and iris codes are weighed as 20% and 80% respectively. The FAR, FRR

and accuracy results achieved from this system were 2%, 2%, and 98.3% respectively.

http://dx.doi.org/10.1007/978-3-319-63754-9_3
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3 Biometric System Process

As an intelligent system [24, 25], the general structure of any biometric framework

includes five operations as illustrated in Fig. 1 and listed below.

3.1 Biometric Data Acquisition

This process is responsible for collecting a biometric sample from the suitable sen-

sors or devices. A sensor is converting the captured raw signal into a biometric sam-

ple, e.g. a unique finger impression picture, iris picture or voice recording.

3.2 Feature Extraction

This process is in charge of extracting a set of distinguished features from each bio-

metric sample. These features should be discriminatory enough to represent each

individual. The extracted features will be used as a reference during the recognition

phase.

Fig. 1 General structure of biometric system
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3.3 Data Storage

All the extracted features during enrollment stage are saved in a data storage system.

Along with these features, some other information that related to each individual

are also saved such as ID, name, privileges. Biometric and non-biometric data are

frequently saved in a distinctive database for security and protection concerns.

3.4 Comparison or Matching Process

In this process, the features are extracted from the input trait are compared to all

registered biometric information in the database. There are two main processes: ver-

ification or identification. Verification means, an inquiry is addressed “Is this indi-

vidual who he claims to be?” When doing verification process, a matching score is

computed between the input biometric and the corresponding registered biometric

information. In an identification process, the inquiry being addressed is “Who is this

individual?” So that, the input biometric is compared to all enrolled biometrics for

all individual and return the matching scores.

3.5 Decision Subsystem

In light of the matching score(s), the decision process figures out whether the

acquired biometric and the enlisted data represent one individual. In verification,

the choice is made based on the matching score is either acceptable or not. In the

identification scenario, one enrolled identity corresponds to the enrolled biometrics

and has the best matching score coincide with the selected choice strategy.

4 Biometric System Errors

The combination of two single biometric qualities is once in a while read precisely

the same. This happens because of different reasons, for example, modifications in

user’s biometric qualities, damaged sensing condition, user’s sensor communication

and modifications in surrounding conditions. In this way, the result of a biometric

system is a matching score calculates the similarity comparing tested template with

the stored template.

The biometric system decision relies on a set of threshold t. When the decision

score s is greater than the threshold t the test template and stored template are referred

to as matched and they both belong to the same user. Otherwise, when decision

score s is smaller than threshold t, the test template and stored template are referred
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to as not matched and the input template does not belong to an authorized user.

This can lead us to the definitions of genuine distribution, and imposter distribution.

Genuine distribution occurrs when the test template and stored template are matched

with matching score s greater than the threshold t. Imposter distribution occurred

when the test template is not matched with the stored template or matching score s

is smaller than the threshold t (Fig. 2).

False Acceptance Rate (FAR) is the percentage of frauds that were incorrectly

recognized over the total number tested. Sometimes it is referred to as False Match

Rate FMR.

False Reject Rate (FRR) is the percentage of users that are not recognized falsely

to the total numb er tested. Sometimes it is referred to as False Non Match Rate

FNMR. Consolidating the FAR and FRR represents the Total Error Rate using

the following equation: TER = (Number of False Accepts + Number of False

Rejects)/(Total Number of Access).

When increasing the threshold t for high system security, the False Reject Rate

FRR increases as well. When decreasing the threshold t to make system tolerant,

the False Accept Rate FAR increases as well too. Hence, there is a need to balance

between FAR and FRR. The Receiver Operating Characteristics curves (ROC) can

be used for measuring the performance of the biometric system. ROC draw the rela-

tion between FAR and sensitivity (which equals to 1-FRR) (Fig. 3).

Fig. 2 Biometric system

error rates: The curves show

FAR and FRR for a given

threshold t over the genuine

and imposter

distributions [26]

Fig. 3 Receiver Operating

Characteristic curve [27]
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5 Privacy Issues and Social Acceptance

Acceptability of biometric systems depends on its simplicity and comfort of use.

Other factors like cultural, ethnic, and religious also affect the acceptability of the

biometric system. As an instance is utilizing biometric traits that do not need contact

such as voice, iris, or face reflect high acceptability. Users are more convenient with

systems that require less interaction from the user. Biometric traits that acquired

with no user interaction may be acquired with no user knowledge and this could be

dangerous to privacy of the user. “Privacy is the ability to lead life free of intrusions

to remain autonomous, and to control access to ones personal information” [26].

Biometric traits utilization considers some security issues [28, 29] that should be

tended to be mentioned. Biometric system users need assurance that their biometric

data is secured and protected against misuse and used only for the planned reasons.

Most companies using biometric systems store the biometric data in a decentralized

encoded database to ensure the security and protection of the biometric data [26].

6 Biometric Systems Challenges

In these days several biometric recognition systems rely only on using one single

biometric characteristic to recognize users. Although single biometric systems can

offer reliable applications for verification and identification, some limitations and

vulnerabilities challenging these single biometric systems like [7]:

Noisy Data The captured biometric data usually contains noise according to, for

example, imperfect acquisition conditions or variants in biometric characteristic

itself like dirt on fingerprint sensor or a scratch on a fingerprint image. Genuine

users always rejected as a result of noise in sensed data.

Non Universality According to some reasons biometric recognition systems some-

times are not capable of capturing perfect biometric data from genuine users result-

ing in an error named Failure To Enroll (FTE). For instance, drooping eyelids, long

eyelashes or certain pathological conditions of eyes may prohibit the iris recognition

system from capturing perfect iris data from users.

Spoof Attacks Imposters can try to mimic behavioral biometrics like signature and

voice for an enrolled user. Also, creating biometric artifacts can spoof attack phys-

ical biometrics such as iris or fingerprint. However, physical traits such as finger-

prints and iris are also vulnerable to spoof attacks by creating biometric artifacts.

In 2002, Matsumoto et al. [30] explained how fingerprints could be spoof attack as

imposters can create gummy fingers using easily obtainable tools and cheap mate-

rials. These gummy fingers are granted with high degrees using several fingerprint

recognition applications [30]. In 2004, Uludag et al. [31] suggested different ways

to protect biometric systems from spoof attacks like liveness detection and detection

of known artifacts. Another way by challenging user response like repeating some

words “please repeat after beep: 1-5-9-8”.
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Intra-class variations Some biometric traits change over time like hand geometry

and wrong interaction from the user with the sensor represent the main reasons rep-

resenting intra-class variation. In 2004, Uludag, [31] introduced a solution for intra

class variation by storing multiple templates and update these templates periodically

over time for each user.

Inter-class similarities Individuals’ feature spaces overlapping introduce inter class

similarity. The inter-class variation appears in large population identification systems

and can result in bigger false acceptance rate. A solution for this problem is to iden-

tify the upper bound capacity of users that can be identified effectively using the

biometric system.

7 Multibiometric Systems Fusion Levels

Multimodal systems can be constructed in several different ways, based on the bio-

metric information sources and design of the system. Multimodal as usual refers to

the system where two or more different biometric sources are in use (such as Iris

and fingerprint), however the term multibiometrics is more common. Multibiomet-

ric systems include multimodal systems, and also number of different settings.

In the multimodal biometric system, fusion schemes can be performed at any

of these different levels; at the sensor level, at the feature-extraction level, at the

matching-score level, rank level and at the decision level. Chapter 3 discusses in

details the different levels fusion.

8 Multibiometric Systems Evidence Sources

Different biometric data are utilized as part of a multimodal biometric system. In

view of these sources, multimodal biometric systems are classified as six distinct

classifications [1]: multi-instance, multi-sensor, multi-algorithm, multi-modal sys-

tems and hybrid.

Multi-sensor biometric systems acquire the same biometric trait from two or more

different sensors. Multi-instance biometric systems use one sensor to capture two or

more different instances of the same biometric modality. Multi-algorithm biometric

systems process the acquired biometric trait by more than one algorithm. Multimodal

biometric systems can use one or more sensors to capture more than one different

traits of biometric. Hybrid system means mixing more than one of the above types.

Chapter 4 will represent in details sources of evidence in multibiometric systems.

http://dx.doi.org/10.1007/978-3-319-63754-9_3
http://dx.doi.org/10.1007/978-3-319-63754-9_4
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9 Multimodal Biometric Advantages Over Single Biometric

This part represents multimodal biometric systems advantages over single biometric

systems [7].

Non-universality is addressed by Multibiometric systems. For instance, when the

fingerprints of a user have a poor quality it prevents the user from being enrolled to

the system; so usage of other biometric modalities like voice, face, iris, etc. allow

systems to utilize other biometric modality and to register an individual to the system.

Multibiometric also addressed the spoof attack as it becomes more difficult for

an imposter to spoof multi biometrics of a genuine user at the same time. Using

the appropriate fusion technology can possibly help finding if an individual is an

imposter or a genuine user. More difficulties could be added to prevent imposters to

be enrolled in the system like; the system can ask the user to present modalities in

random order, or the system may ask the user to pronounce certain words or numbers

to make sure that the user is really alive.

Multibiometric applications report the noisy sensed data effectively. The possibil-

ity to depend on data obtained from other traits can come over the noisy sensed data

from one biometric trait. Even if many multibiometric systems consider the qual-

ity of the sensed data while executing the fusion process and this is a challenging

problem itself, multibiometric systems can significantly use these benefits.

Multibiometric systems addressed the problem of fault tolerant by remaining to

work even if the information of a certain biometric source is unreliable according to

software or sensor faults. In identification systems with large user population usually

exist fault tolerance.

The accuracy of biometric systems is improved by fusing evidence from multi

biometric sources. Using the suitable sources of evidence and the best fusion tech-

nique assures the matching accuracy improvement.

10 Biometric Systems Applications

Applications of Biometrics can be organized as three main groups [26]:

1. Business applications, for example, PC system login, e-trade, Internet access,

ATMs or credit cards, physical access control, mobile telephones, personal digital

assistant (PDA)s, medical records management, distance learning, and so on.

2. Administration applications, for example, national ID card, driver’s license, social

security, border control, passport control, welfare-disbursement, and so forth.

3. Legal applications, for example, body identification, criminal examination, ter-

rorist identification, parenthood determination, and so forth.
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11 Proposed Multimodal Biometric System Using
Fingerprint and IRIS

In multimodal biometric systems, two or more biometrics are employed (e.g. IRIS,

fingerprint, face etc.) to enhance system performance and accuracy. The proposed

system uses two biometrics; Fingerprint and IRIS. The Proposed system works at two

levels; at first level the extracted Fingerprints features are extracted and compared

with stored finger prints templates stored in the database, second level the IRIS fea-

tures are extracted, compared and matched with stored IRIS templates stored in the

database. Level-II works only if Level-I is not passed. The fusion is accomplished

at cascaded advanced decision level. If Level I is matched, the system avoids for

matching IRIS extracted further at level II Fig. 4.

Fig. 4 Proposed system overview
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11.1 Level I: Fingerprint

11.2 The Human Fingerprint [27]

Most human body skin is smooth, and contains oil glands and hair, but palm and fin-

ger’s skin contain no oil glands or hair. Palms and fingers contain a flow pattern of

valleys and ridges. Finger ridges (also called friction ridges) help in catching objects,

and improve sensing surfaces. Two layers form the friction ridges; Inner layer called

dermis, and outer layer called epidermis. Ridges that appear on epidermis enhance

the friction between hand and surfaces. Uniqueness of friction ridges even with iden-

tical twins helps using it in fingerprint recognition systems for human identification

and verification (Fig. 5).

11.3 Fingerprint Recognition

One of the most used single biometrics is fingerprint because it is the most proven

modality for user identification. Fingerprint is composed of ridges and valleys found

on finger surface. After fingerprint image acquisition, three main steps for fingerprint

recognition using minutiae extraction technique which are:

1. Image Enhancement

2. Minutiae Feature Extraction

3. Comparison and Matching

Fig. 5 Two types of skin on the human body: a smooth skin and b friction ridge skin [27]
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11.4 Image Enhancement

Fingerprint image acquisition sometimes results in noisy data like holes, smudges

or creases, and this lead to unsuccessful efforts for recovering real valleys or ridges.

There is a need for an enhancement algorithm to enhance the structure clarity of

valleys and ridges of the image to mask lost regions.

The enhancement process begins with normalizing the input image so that image

mean and variance are identified and estimate the image orientation. The resulted

image is used to compute a frequency image from which the region mask is acquired

using block classification of normalized image. Finally, Gabor filters applied to val-

ley and ridge pixels of normalized image to output the enhanced image of fingerprint.

Figure 6b, c shows the mask region and enhanced images of the fingerprint respec-

tively.

11.5 Feature Extraction

Before extracting the minutiae features, a thinning algorithm is applied to the

enhanced fingerprint image after being binarized to decrease the thickness of ridges

to a single pixel. Minutiae features are the bifurcations and ridge endpoints that are

extracted from the resulted skeleton image. Minutiae points’ location and orientation

are extracted and stored to create a feature set. The crossing number (CN) method

uses eight neighborhood connected pixels to extract minutiae points by extracting

bifurcations and ridge endings from the enhanced image by testing the nearest pix-

els to each ridge pixel using 3 × 3 window. The crossing number (CN) for a given

ridge can be defined as:

CN = 1
2

8∑

k=1
|Vk − Vk+1| (1)

where Vi is the pixel value at index i and V9 = V1. According to CN, the ridge

pixels can be classified as a ridge ending, bifurcation, or not minutiae point, when

CN equals 1, 3, or otherwise respectively. Figure 6d shows the minutiae points on

the skeleton image. The feature vector for each detected minutiae point contains its

spatial coordinates, and the ridge segment orientation. The following data is stored

for each minutiae point extracted:

∙ The coordinates x and y,

∙ Ridge segment orientation, and

∙ Minutiae type (bifurcation, ridge, or ending)
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Fig. 6 Fingerprint minutiae feature extraction. a original image. b mask image. c enhanced image.

d skeleton image with the minutiae points

11.6 Comparison and Matching

Minutiae points extracted from the stored database, and the query fingerprint is pre-

sented to the matching algorithm. The matching algorithm finds the association

between the input query fingerprint and the stored template that maximizing the

number of minutiae pairings. Consider A = ma1,…mam denotes the set of extracted

minutiae points from the template in the stored database, and B = mb1,…mabm be

the extracted minutiae points from the input query fingerprint; where mi = x; y; 𝜃, x

and y represents the spatial coordinates of a minutiae point and 𝜃 is its orientation.

The two minutiae sets are paired if both satisfy the following geometric distance Ds
and angle difference Da constraints:

Ds(mai ,mbj ) =
√

(xai − xbi )
2 + (yai − ybi )

2
< rd, (2)

Da(mai ,mbj ) = min (|𝜃ai − 𝜃bi |, 360 − |𝜃ai − 𝜃bi |) < ra, (3)
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where rd, and ra are the allowed difference between the two minutiae pair. The sim-

ilarity score is computed based on the number of matching minutiae pairs Nm and a

total number of minutia points in the database template Na and the query fingerprint

image Nb.

Sfinger =

√
N2
m

NaNb
(4)

The generated similarity score Sfinger between the tested and stored images is

passed to the decision level. In the decision level, the Sfinger is compared to a decision

threshold. If the Sfinger is greater than or equal to the decision threshold then the user

is identified/verified and the system ends, otherwise the system moves to the next

level (i.e. iris recognition).

12 Level II: IRIS

The Human Iris IRIS is a thin circular velum, lies between lens and cornea of

the eye Fig. 7. IRIS consists of many layers, dense pigmentation cells contained

in epithelium; the lowest layer. Above the epithelium layer lies the stromal layer

which contains two iris muscles, blood vessels and pigment cells. The color of IRIS

determined by density of stromal pigmentation. The externally visible surface of the

multi-layered iris contains two zones, which often differ in color [16]. An external

ciliary zone and an inward pupillary zone, and these two zones are separated by the

collaret-which shows up as a crisscross example.

Arrangement of the iris starts by the third month of embryonic life [16]. The one

of a kind example on the surface of the iris is formed the first year of life, and pig-

mentation of the stroma happens for the initial couple of years. Arrangement of the

novel examples of the iris is arbitrary and not identified with any hereditary vari-

ables [32]. The main trademark that is subject to hereditary qualities is the pigmen-

tation of the iris, which decides its shading. Because of the epigenetic way of iris

examples, according to an individual contain totally autonomous iris examples, and

Fig. 7 Human eye

view [16]
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indistinguishable twins have uncorrelated iris designs. For further points of interest

on the life structures of the human eye counsel the book by Wolf [16].

Iris Recognition Each person has a unique iris print which remains stable over his

life. Two Circles could estimate The iris region, a circle for the pupil boundary (a

central solid black circle of eye) and the other one is for the iris boundary (an annular

ring between the pupil boundary and sclera). Pupil size changes according to light;

when eye exposed to light the pupil expands, and when dark pupil contracts. Iris is

unique for each individual as it contains the unique flowery pattern. The eyelashes

and eyelids usually block the lower and upper portions of iris region. Sometimes

reflections exist corrupting the iris configuration. A technique is required to locate

the circular iris region, and separate and reject these objects. A standard algorithm

for detecting Iris boundary is the Hough transform which can be used to derive the

radius and center coordinates of the iris and pupil regions. The major steps for iris

recognition are:

1. Iris and pupil segmentation

2. Normalization

3. Extracting Features

4. Comparison and Matching

Before applying the four steps mentioned above, iris image need to be captured

using a suitable high-quality iris camera because the four steps will depend on image

quality.

12.1 Iris and Pupil Segmentation

First; we use Canny edge detector to create an edge map. In order to effectively high-

light the iris boundary, the gradients were weighted more in the vertical direction.

While for pupil detection, the gradients were equally weighted in both directions.

Figure 5.5b, c shows the full edge map and vertical edge map obtained by the Canny

edge detector. By using the edge map, the circular Hough transform parameters are

chosen. These parameters are: radius r, center coordinates xc and yc to define the

circle according to this equation:

x2c + y2c − r2 = 0 (5)

The best circle radius and center coordinates are the maximum points in the

Hough space. Note, the Hough transform for the iris is computed firstly. Once the iris

region is detected, the second Hough transform is applied within the iris region to

detect the pupil. Figure 8d shows the resulted iris and pupil segmentation. To detect

the eyelids, linear Hough transform is used to fit a line on the upper and lower eyelid.

When using all gradient data it is found that the eyelids are aligned horizontally,

and the eyelid edge interacts with the circular iris outer boundary. When using ver-

tical gradients only to detect iris outer boundary decrease the impact of the eyelids

http://dx.doi.org/10.1007/978-3-319-63754-9_5


264 M. Elhoseny et al.

Fig. 8 Iris segmentation. a original image. b edge map. c vertical edge map. d segmented iris and

pupil boundaries

when performing Hough transform technique, and some edge pixels of the iris circle

can be neglected. Using this technique make iris circle localization more accurate

and more efficient as it decreases the edge points tested in Hough space.

13 Normalization

The normalization is applied on the segmented iris region to have fixed dimensions of

different iris images. The normalization is based on Daugman’s rubber sheet model

[19]. The iris region I(x; y) is transformed into the strip. The mapping is done by

transforming the Cartesian coordinates (x; y) into its polar coordinates (r; 𝜃) equiv-

alent using

I(x(r, 𝜃), y(r, 𝜃)) ⟶ I(r, 𝜃) (6)

with x(r; 𝜃) = (1 − r)xp(𝜃) + rxi(𝜃) and y(r; 𝜃) = (1 − r)yp(𝜃) + ryi(𝜃). Where xp; yp
and xi; yi are the pupil and iris boundaries coordinates along the 𝜃 direction. The

value of 𝜃 and r belongs to [0; 2𝜋], and [0; 1] respectively. The center of the coor-

dinate system is at the pupil center. The reflections, eyelashes, and eyelids removed

from the normalized image. Here, the polar transformed image has 20 × 240 dimen-

sion represents the radial and angular resolutions as shown in Fig. 9a.

Fig. 9 Iris normalization and feature coding; a normalized image. b feature codes. c mask image
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13.1 Extracting Feature

In this stage, the most discriminative characteristics of the iris region are only

extracted and encoded in a compact form to improve the accuracy recognition rate.

Log-Gabor filter is used to extract iris features. The log-Gabor filter works as a band-

pass filter to analysis the texture of the image. The encoding process [33] generates

a bitwise template of the iris region by analysis phase information. The filter’s phase

is categorized into one of four quadrants where each quadrant is represented by two

bits.

Here, the total number of bits in the template is 9600. A noise mask is also gen-

erated to highlight areas such as eyelids, eyelashes, and reflections identified in the

segmentation stage. Figure 9b, c shows the encoding features and the mask region.

The result vector is used to make the comparison between the stored iris database

and query iris image.

13.2 Comparison and Matching

The matching is accomplished between iris codes Ic generated from iris database

images and iris query image using Hamming distance technique. The Hamming dis-

tance measures the difference between two bit iris codes using the following equa-

tion:

SIris =
‖IcA

⨁
IcB

⋂
ImA

⋂
ImB‖

‖ImA
⋂

ImB‖
(7)

where IcA, IcB are the iris codes for stored database image and query image, and

ImA, ImB denotes the noise masks.
⨁

,

⋂
are the Boolean operators XOR and AND.

This matching score SIris is used as input to the decision level. so that if the SIris is

smaller than or equal to the decision threshold then the user is identified/verified and

the system ends, otherwise the system rejects the user.

14 Experimental Results

MATLAB 7.8.0.347(R2009a) is the programming language used to implement this

system. The testing of the performance of the proposed system is applied using the

following two databases: 1—CASIA-Iris V1 [34]; It contains 756 images acquired

from 108 individuals. 7 images for each eye are captured with an advanced home-

made camera for iris. All stored images are formated as BMP with resolution 320

× 280. 2—FVC 2000 (DB4B) and 2002 (DB1B,DB2B,DB3B) [35]. Each databases

contain 80 fingerprints (80) acquired from ten persons; eight impressions from each

person. The FVC database is free downloaded. In this proposed system, the first
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Table 1 Confusion matrix

Predicted template

Actual Yes No

Yes TP FN

Template No FP TN

40 individuals are selected from CASIA Iris V1 and FVC 2000 and 2002 for the

experiment; 35 individuals enrolled into system database (4 images for each), and

3 images for each individual is used for testing. Images of individuals from 36 to

40 are not registered in the system but used for testing only. The experiment went

through four levels; Fingerprint recognition Level, Iris recognition Level, cascaded

multimodal biometric level based on fingerprint and iris recognition, and multimodal

biometric level based on Fingerprint and Iris recognition using AND rule at decision

level fusion. Biometric applications have a number of performance measures used to

characterize the performance of biometric systems. False Acceptance Rate (FAR),

False Reject Rate (FRR), system accuracy, and Receiver Operating Characteristics

curves (ROC) are the most important performance measures in biometric systems.

False Acceptance Rate (FAR) is the percentage of imposters that were incorrectly

recognized over the total number of imposters tested. False Reject Rate (FRR) is the

percentage of clients that are not recognized falsely to the total number of clients

tested. Receiver Operating Characteristics curves (ROC) used for visual compari-

son of classification models FAR, FRR and Accuracy can be calculated using the

confusion matrix shown in Table 1.

True positives (TP): refers to the number of users correctly identified by the sys-

tem. True negatives (TN): refers to the number of non-users correctly not identified

by the system. False positives (FP): refers to the number of non-users were iden-

tified by the system. False negatives (FN): the number of users not identified by

the system. FAR, FRR, and Accuracy can be calculated according to the following

equations using Sensitivity which is true positive rate and specificity which is true

negative rate:

FAR = FP
TN + FP

. (8)

FRR = FN
TP + FN

. (9)

Acc. = TP + TN
TP + TN + FP + FN

. (10)
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14.1 Lever 1: Fingerprint Recognition Results

In this level, fingerprint Image is captured by a fingerprint scanner device, the cap-

tured image is usually corrupted because of some noises like holes, creases, and

smudges, so the image needed to be enhanced to improve the quality of finger-

print image using Gabor Filter algorithm and this is the second step. In step 3; the

enhanced image is binarized and passed to a thinning algorithm to increase ridge

thickness to be one single pixel. The last step is matching in which the input minutiae

is compared with stored minutiae templates in database, if matching score is smaller

than the given threshold, identification is complete else identification is rejected. In

this experiment different thresholds are chosen from 0.25 to 0.7 step 0.05. When

using small thresholds the False Accept Rate is increased and False Reject Rate

and Accuracy is decreased. With increasing the threshold to 0.6 False Reject Rate

is increased slightly, Accuracy also is increased obviously, and False Accept Rate

is decreased obviously too. When increasing threshold than 0.6 Accuracy starts to

decrease again, and False Reject Rate extremely increased. The experiment results

are represented in Table 2.

Figure 10 represents the performance measures; FAR, and FRR curves for the

fingerprint recognition system using minutiae extraction, and Fig. 11 represents the

accuracy curve.

14.2 Level 2: Iris Recognition Results

In this level Iris Image is captured by a suitable device, then automatic segmenta-

tion is applied using Hough transform to generate edge map circles and detect iris

Table 2 Finger print recognition results using minutiae extraction

Finger Threshold FAR FRR Accuracy

0.25 0.8838 0 0.1383

0.3 0.5289 0.0095 0.484

0.35 0.1998 0.0381 0.8043

0.4 0.0488 0.1048 0.9498

0.45 0.012 0.1524 0.9845

0.48 0.0034 0.1714 0.9924

0.5 0.002 0.2095 0.9929

0.55 0 0.2571 0.9936

0.6 0 0.4286 0.9893

0.65 0 0.5143 0.9871

0.7 0 0.6667 0.9833
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Fig. 10 FAR and FRR

curves for fingerprint

recognition using minutiae

extraction

Fig. 11 The accuracy curve

for fingerprint recognition

using minutiae extraction

boundaries and eyelids, this step is preprocessing. Next step is normalization; in

which Iris image is transformed into a strip which involves of points acquired from

the outer boundary of iris to the outer boundary of the pupil and normalized to make

the strip size constant for different iris images. Features are extracted using Haar

wavelet in which Iris image is fragmented into four factors i.e., diagonal, vertical,

horizontal, and approximation. The approximation factors are fragmented into four

factors. The series of steps are reiterated for five levels and the last level arguments

are collected to create a vector. The collected vector is binarized to compare eas-

ily between the query image and iris codes stored in the database. The last step is

matching in which comparison between query images and iris codes from the stored

database is done using hamming distance algorithm. The experiment results are rep-

resented in Table 3.

Figure 12 represents the performance measures; FAR, and FRR curves for the Iris

recognition system using minutiae extraction, and Fig. 13 represents the accuracy

curve.
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Table 3 Iris recognition results using Hamming distance

IRIS threshold FAR FRR acc

0.1500 0.000000 1.000000 0.975000

0.1600 0.000000 0.990500 0.975200

0.1700 0.000000 0.990500 0.975200

0.1800 0.000000 0.981000 0.975500

0.1900 0.000000 0.981000 0.975500

0.2000 0.000000 0.961900 0.976000

0.2100 0.000000 0.952400 0.976200

0.2200 0.000000 0.895200 0.977600

0.2300 0.000000 0.847600 0.978800

0.2400 0.000000 0.742900 0.981400

0.2500 0.000000 0.628600 0.984300

0.2600 0.000000 0.466700 0.988300

0.2700 0.000000 0.381000 0.990500

0.2800 0.000000 0.314300 0.992100

Fig. 12 FAR and FRR

curves for Iris recognition

using Hamming Distance

Fig. 13 the accuracy curve

for Iris recognition using

Hamming Distance
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14.3 Level 3: Multimodal Biometric System Results Using
Fingerprint and Iris

In this level, the fingerprint image is captured for an individual, enhanced using

Gabor Filter algorithm, binarized and passed to thinning algorithm, extract minu-

tiae points, matching with stored templates. If the matching score between the input

pattern and the stored template is greater than the given finger threshold then identi-

fication/verification is complete else Iris Image is captured for the same individual,

automatic segmentation is applied using Hough transform, preprocessing, normal-

ization, features extraction using Haar wavelet, binariztion, matching using hamming

distance algorithm.

If the matching score is smaller than the given iris threshold the identifica-

tion/verification is complete else system stops with no identification/verification. In

this experiment different thresholds are chosen from 0.25 to 0.7 step 0.05 for fin-

gerprint and one threshold for Iris 0.28; this threshold is chosen as it is the smallest

one achieving the highest accuracy of the tested thresholds with fingerprint thresh-

olds and to reduce the computational complexity. When using small thresholds for

fingerprint the False Accept Rate is increased and False Reject Rate and Accuracy

are decreased. With increasing the threshold to 0.5 False Reject Rate is increased

slightly, Accuracy also is increased obviously, and False Accept Rate is decreased

obviously too. When increasing threshold than 0.6 Accuracy starts to decrease again,

and False Reject Rate extremely increased. The experiment results are represented

in Table 4.

Figure 14 represents the performance measures; FAR, and FRR curves for the

Cascaded multimodal biometric system using finger print recognition and Iris recog-

nition, and Fig. 15 represents the accuracy curve.

Table 4 Cascaded multimodal biometric system results using finger print recognition and Iris

recognition

Finger threshold FAR FRR Accuracy

0.3 0.5289 0.0095 0.484

0.35 0.1998 0.019 0.8048

0.4 0.0488 0.0286 0.9517

0.45 0.012 0.0381 0.9874

0.48 0.0034 0.0381 0.9957

0.5 0.002 0.0571 0.9967

0.55 0 0.0571 0.9986

0.6 0 0.1619 0.996

0.65 0 0.181 0.9955

0.7 0 0.219 0.9945
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Fig. 14 FAR and FRR

curves for the cascaded

multimodal biometric system

Fig. 15 The accuracy curve

for the cascaded multimodal

biometric system

The next curve Fig. 16 represents the Receiver Operating Characteristics (ROC)

to compare the results of single biometric system using fingerprint and the cascaded

multimodal biometric system using fingerprint and Iris recognition. In this curve,

the sensitivity (true positive rate) of the multimodal system is farther from the diag-

onal than the sensitivity of single modal. This means that the multimodal biometric

system is more accurate than the single biometric system.

14.4 Level 4: Multimodal Biometric System Results Using
Fingerprint and Iris at Decision Level Fusion Using
and Rule

In this level, fingerprint and iris images are captured in parallel for the same indi-

vidual. Each image is processed using the same steps in the previous level. As for

fingerprint, the image is enhanced using Gabor Filter algorithm, binarized and passed
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Fig. 16 The ROC curve for

fingerprint recognition and

cascaded multimodal

biometric system using

fingerprint and iris

to thinning algorithm, minutiae points extracted, and finally matched with the stored

templates. For the iris image, automatic segmentation is applied using Hough trans-

form, preprocessing normalization, Features extraction using Haar wavelet, binariz-

tion, finally using hamming distance algorithm for matching.

If the matching score for both fingerprint and iris are greater than or equal to the

pre-specified threshold for both finger and iris the individual is accepted to access

the system otherwise the individual is not accepted and have no wright to access the

system. In this experiment the system increase the overall security and false accept

rate is totally decreased; however, the accuracy is decreased and false reject rate is

increased. Also, in this experiment, the time needed for identification or verification

is increased as it requires to work on both fingerprint and iris for each user even if

one of them is sufficient for identification or verification.

In this experiment, different thresholds are chosen from 0.3 to 0.7 step 0.05 for

fingerprint and one threshold for Iris 0.28; this threshold is chosen as it is the one

achieving the highest accuracy of the tested thresholds and to reduce the computa-

tional complexity.

The experiment results are represented in Table 5.

Figure 17 represents the performance measures; FRR curve for the multimodal

biometric system using fingerprint and iris recognition at decision level fusion using

the AND rule, and Fig. 18 represents the accuracy curve.

However, using AND rule increase system security as it requires the user to enrol

both fingerprint and iris together to the system, but the cascaded system achieved

more accuracy than using the AND rule.
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Table 5 Multimodal biometric system results using AND rule

Finger Threshold FAR FRR Accuracy

0.3 0 0.314286 0.992143

0.35 0 0.333333 0.991667

0.4 0 0.390476 0.990238

0.45 0 0.428571 0.989286

0.48 0 0.447619 0.98881

0.5 0 0.466667 0.988333

0.55 0 0.514286 0.987143

0.6 0 0.590476 0.985238

0.65 0 0.67619 0.983095

0.7 0 0.790476 0.980238

Fig. 17 FAR and FRR

curves for the multimodal

biometric system using

fingerprint and iris at

decision level fusion using

AND rule

Fig. 18 The accuracy curve

for the multimodal biometric

system using fingerprint and

iris at decision level fusion

using AND rule
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14.5 Conclusion

Most Security systems can be considered as one of these three types; knowledge

based; “What you know” like PIN, passwords, or ID however it may be guessed,

forgotten, or shared. Another type is token “What you have” like cards, or key; it

may be lost or duplicated and it can be stolen. Last type is the use of biometrics;

“What you are” like fingerprint, IRIS, face …, etc.

Biometric identification systems have the ability to recognize individuals by mea-

suring and analyzing physiological or behavioral characteristics and comparing them

against template set stored in the database. Unimodal biometric systems suffer from

some problems like noise in sensed data, non-universality, spoof attacks, intra-class

variations, and inter-class similarities.

Multimodal biometric system is the use of a combination of two or more biometric

types to increase the security of a system (like: Fingerprint and Iris) to increase

security for user identification or verification.

Five levels of fusion in multimodal biometric systems: sensor level; in which

raw data captured by the sensor are combined, feature level; in this level, features

created from each user biometric process are combined to make a single feature

set, score level; in which match scores provided by different matchers representing

degree of similarity between the input and stored templates, are fused to reach the

final decision, rank level; each biometric subsystem assigns a rank to each enrolled

identity and the ranks from the subsystems are combined to obtain a new rank for

each identity, and decision level; the final result for every biometric subsystem are

combined to obtain final recognition decision.

Multibiometric systems categorized into six different types: multi sensor; uses

more than one sensor to capture biometric trait to extract various data, multi algo-

rithm; in which more than one algorithm applied to the same biometric data, multi

instance; use more than one instance of the same biometric (for example, left and

right index fingers or left and right irises), multi sample; more than one sample of

the same biometric are captured using the same sensor to acquire a more complete

representation of the underlying biometric, multimodal; combine evidence of two or

more biometric traits, and hybrid; refers to systems using two or more of the other

five mentioned categories.

In this chapter a proposed system using Fingerprint and Iris recognition is pre-

sented based on minutiae extraction for fingerprint recognition and hamming dis-

tance for IRIS Recognition. The proposed system is implemented with MATLAB

7.8.0.347(R2009a) using dataset from CASIA Iris V1 for Iris recognition and FVC

2000 and 2002 DB1 A for fingerprint recognition.

The experiment results carried on datasets from CASIA Iris V1 for Iris recogni-

tion and FVC 2000 and 2002 DB1 A for fingerprint recognition. It compares FAR,

FRR, and accuracy metrics for Fingerprint standalone recognition system and the

multimodal biometric system based on Fingerprint and Iris and shows that the mul-

timodal system results of FAR and FRR are decreased and accuracy is increased

compared to the fingerprint standalone system.
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Suspicious and Violent Activity Detection
of Humans Using HOG Features and SVM
Classifier in Surveillance Videos

Produte Kumar Roy and Hari Om

Abstract Crimes such as theft, violence against people, damage to property, etc.,

have become quite common in a society, which a serious concern. The traditional

surveillance systems act like post mortem tools in the sense that they can be used for

the investigation to detect the person behind the theft, but it is only after the crime has

already occurred. In this chapter, we propose a method for automatically detecting

the suspicious or violent activities of a person from the surveillance video. We train

the SVM classifier with the HOG features extracted from the video frames of two

types: frames showing no violent activities and those showing violent activities like

kicking, pushing, punching, etc. In the testing phase, the frames from the surveillance

video are read and processed in order to classify them as violent or normal frames.

If the frames classified as violent frames are detected, an alarm is raised to alert

the controller. It can be used to keep track of the time duration for which a person is

found loitering at a place being monitored. If the time exceeds a predefined threshold,

the alarm is raised to alert about any potential suspicious activity so that it can be

checked on time.

1 Introduction

Nowadays, the crime and violence have increased in society in a big way, requiring

a person to seek safety and security at each stage of his life. Surveillance camera

systems are available to keep an eye on the live happenings in a region of inter-

est. Monitoring such places using cameras are much cheaper than employing human

resource who can continuously monitor the live footage for any violent or suspicious

action. Even if one manages to hire person(s) to do such task, the efficiency of a per-

son in doing it would be prone to errors as 82% of security observers have multiple
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simultaneous duties such as checking-in visitors, attending calls, etc. Thus, there is

a need for an intelligent autonomous surveillance system that can detect the suspi-

cious and violent activities of humans in surveillance videos to prevent damage on

time. In this chapter, an appropriate algorithm is proposed to meet the above need.

Though such systems have been developed, yet it is challenging because there are

many issues that need be addressed. One of the issues to be addressed is how intelli-

gent is the system to understand the human behaviour in a region being monitored.

Our work focuses on better understanding of human-movement predominantly sus-

picious behaviour, in order to recognize an intruder using the human movement-

detection algorithm. Also, the actions like kicking, pushing, punching, etc., are

treated as violent/abnormal activities and an alarm is raised whenever such acts of

violence are in process so that no further damage can take place. We analyze, detect

and track the motion of a person in a given surveillance video and based upon it we

categorize whether there are some kinds of acts of violence, viz. kicking, pushing,

punching or a potential suspicious activity like loitering or looking around with mali-

cious intent. To detect acts of violence, a support vector machine (SVM) classifier

is pretrained with several examples of acts of kicking, pushing and punching. When

the classifier is trained, every fifth frame of the video is provided to the classifier

to detect if there is any violence of the above-mentioned categories. If the classifier

returns positive result classifying the frame as one in which some act of violence is

found, then an alarm is raised to alert the observer. We can use it to compute the

time for which a particular person is present in a particular frame loitering there. If

the time thus calculated for the person exceeds a pre-determined threshold, then an

alarm is raised indicating a potential suspicious activity. Thus, the real-time detec-

tion of suspicious human movement can be used to overcome the shortcomings of

the existing systems and to provide a proper automated surveillance system.

2 Methodology

The basic steps of a typical video surveillance system are as follows:

∙ Building a background model

∙ Foreground pixel extraction

∙ Object segmentation

∙ Object classification

∙ Object tracking

∙ Action recognition

The very first step is building a background model whose sole purpose is to rep-

resent the environment in the absence of foreground objects. In literature, there are

many methods for building the background models [2] that differ in the ability to

get updated to reflect the alterations in the environment. These methods are broadly

classified as adaptive and non-adaptive techniques. The foreground pixel extraction

step separates the pixels of an image that are not part of the background model.
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This difference forms the basis for further analysis in subsequent steps. Some of the

methods for foreground pixel extraction are background subtraction, optical flow,

temporal differencing, etc. [4–6]. Object segmentation step groups the similar fore-

ground pixels into homogeneous regions using some similarity metrics. Some of the

similarity metrics for object segmentation are location based, colour based, proxim-

ity based or hybrid of some or all of the above [7]. The fourth step is object classi-

fication. There can be several types of moving objects in the area being monitored

and a different tracking method may be used for each type. For example, the moving

objects may be humans, vehicles or objects of interest of an investigation applica-

tion. Thus, the object classification can be referred to as standard pattern recognition

task. Two main categories of moving object classification are motion based classifi-

cation [10] and shape based classification [7]. Different shape information of motion

regions like boxes, points, blobs and silhouettes are used for the above classification

task. The next step is object tracking that can be defined as a method of locating

the object(s) in motion over a time duration, primarily matching or associating the

target objects in consecutive frames. Low video frame rate as compared to the rate

of object motion poses a great challenge in object tracking. The situation becomes

worse when the background has objects similar in features to that of the foreground

objects, or there are objects that pose severe occlusion to the object being tracked.

The main categories of object tracking methods include region based, contour based,

feature based, model based and their hybrid forms. The final step is action recogni-

tion, which is roughly a process of identifying the actions in order to understand what

is occurring in the environment [10]. In an automatic video surveillance system, there

is a great practical importance of suspicious human behaviour [3]. The recognition

is achieved through a combination of image processing and artificial intelligence

approaches. The former is used to extract low level image features while the later

provides expert decisions. There exist several works on low level image features like

object detection, recognition and tracking, but few provide reliable classification and

analysis of human activities from the video frame sequences. The main steps in our

work can be listed as follows:

1. To extract frames from training surveillance video

2. To prepare ground truth

3. To extract HOG (histogram of oriented gradients) features from frames

4. To generate training feature matrix

5. To prepare class label matrix for training feature matrix

6. To train SVM (support vector machine) classifier

7. To detect motion in test (input) video

8. To track and predict the movement of each person in video

9. To send every fifth frame of input video to SVM classifier

10. To raise alarm if test frame is classified as frame with violent activity

We now elaborate these steps.
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2.1 To Extract Frames from Training Surveillance Video

We extract the frames of the training surveillance video using VideoReader function

in MatLab and store them in .jpg format.

2.2 To Prepare Ground Truth

The frames so extracted from the video are analyzed and categorized into frames

containing normal activity or any form of violent activity, viz. kicking, pushing,

punching, etc.

2.3 To Extract HOG (Histogram of Oriented Gradients)
Features from Frames

The histogram of oriented gradient is a feature descriptor used to detect objects

and they are mainly suited for detection of humans in images. The HOG descriptor

technique counts the occurrence of gradient orientation in localized portions of the

image—detection window, or the region of interest. The HOG descriptor is imple-

mented as follows (Figs. 1, 2 and 3):

∙ The image is divided into small connected regions, referred to as cells. For each

cell, a histogram of gradient direction for the pixels is calculated.

∙ Each cell is discretized into angular bins in accordance to the gradient orientations.

There is a contribution of the weighted gradient to the corresponding angular bins

for each cell.

∙ Blocks are considered as spatial regions of groups of adjacent cells. Formation of

the blocks is the basis for grouping and normalizing the histograms.

∙ Block histogram is represented by the normalized group of histograms. The

descriptor is in turn represented by the set of these block histograms.

2.4 To Generate Training Feature Matrix

The HOG features are generated for the normal frames as well as the frames show-

ing violent activity to obtain the feature matrix. This feature matrix is used for

training the SVM Classifier. The HOG features generated for each frame is of size

1× 189036.
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Fig. 1 A frame from

surveillance video showing

violent activity

Fig. 2 HOG features

visualization of above frame.

cell size is 8× 8

Fig. 3 HOG visualization

plotted on original frame
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2.5 To Prepare Class Label Matrix for Training Feature
Matrix

A class label matrix is created for each kind of frame. The normal frames are labelled

as 1 and the frames showing a violent activity are labelled as 2. The class label matrix

is used for training the SVM classifier.

2.6 To Train SVM (Support Vector Machine) Classifier

The SVM classifier was developed by Vapnik (A training algorithm for optimal mar-
gin classifier). Using the training feature matrix and the class label matrix, we train

the SVM classifier that predicts the class label of an input test video frame. Classi-

fication is one of the sub-parts of machine learning algorithms. The support vector

machine is a supervised learning model that is used for data classification and regres-

sion analysis. Consider samples from two classes that are mapped in space. The SVM

tries to find a linear decision surface (hyperplane) that can separate the samples of

these classes in such a way that the border line samples of each class have the largest

distance or gap or margin between them. These border line samples of each class

are called the support vectors. In case such linear decision surface does not exist, the

data is mapped into a much higher dimensional feature space, where the separating

hyperplane can be found. The feature space may be constructed using the mathemat-

ical projection, one of them is kernel trick. The SVM is important mainly due to the

following (Fig. 4):

∙ It is robust to large number of variables and relatively smaller number of samples.

∙ It can learn simple to highly complex classification models.

∙ It can make use of sophisticated principles of mathematics to avoid over fitting.

∙ It produces superior empirical results.

2.7 To Detect Motion in Test (Input) Video

We input the test video to the main module that reads the video frame by frame and

the motion of the person(s) in video is detected by background subtraction using the

adaptive Gaussian mixture model. The binary image so obtained is generally noisy.

The noise is removed using the morphological operations like erosion and dilation.

Finally, the blob analysis detects the groups of connected pixels, which are likely to

correspond to moving objects. Figures 5, 6, 7 and 8 show background frame, current

frame, background subtracted frame (noisy) and background subtracted frame after

noise removal using morphological operations, respectively.
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Fig. 4 SVM classifier for

two class labels

Background Subtraction: It is a process used to extract the foreground of an

image for further analysis. Simple background subtraction techniques such as frame

differencing, mean and median filtering are fast, but their global and constant thresh-

olds make them inefficient for the challenging real-world problems. The adaptive

background mixture model handles the challenging situations such as bimodal back-

grounds, long-term scene changes and repetitive motions in clutter. It can further be

improved by incorporating the temporal information, or using some regional back-

ground subtraction in conjunction with it.

Morphological Operations: The dilation operator takes two pieces of data as

input. The first is the image which is to be dilated and the second is a small set of

coordinate points, known as a structuring element. The basic effect of the dilation

operator on a binary image is to gradually enlarge the boundaries of regions of fore-

ground pixels (generally white pixels). Thus, the areas of foreground pixels grow in

size while the holes within those regions become smaller. In order to compute the

dilation of a binary image by a structuring element, we take each of the background

pixels in the input image one by one and superimpose the structuring element on the

binary image in such a way that the origin of the structuring element coincides with

the input pixel position. If at least one pixel in the structuring element coincides with

a foreground pixel in the image, then the input pixel is set to the foreground value. If

all the corresponding pixels in the image are background, the input pixel is assumed

as the background value. The erosion operator takes two pieces of data as input. The

first is the image which is to be eroded and the second is a small set of coordinate

points, known as a structuring element. The basic effect of the erosion operator on

a binary image is to erode the boundaries of regions of foreground pixels (generally

white pixels). Thus, the areas of foreground pixels shrink in size and the holes within

those areas become larger.
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Fig. 5 Background frame BackGround

Blob Analysis: This process is used to isolate the blob(s) (objects) in a binary

image, calculate its various features like area, centroid, bounding box coordinates,

etc., and then it uses them to classify the blobs as per the needs. A blob consists of a

group of connected pixels. To find out whether the pixels are connected, we observe

their connectivity that tells which pixels are neighbors and which are not. The two

most common types of connectivity are: 4-connectivity and 8-connectivity. The 8-

connectivity is more accurate than the 4-connectivity, but the 4-connectivity is often

applied since it requires fewer computations and hence can process an image faster.

There are a number of algorithms for finding the blobs and these algorithms are often

called as connected component analysis or connected component labelling. Example

of such an algorithm is the Grass-fire algorithm. Area of a blob is the number of

pixels covered by the blob and the area feature is used to remove blobs that are too

big or too small from the image. Bounding box of a blob is the minimum rectangle

which contains the blob. It is defined by going through all pixels for a blob and

finding the four pixels with the minimum x-value, maximum x-value, minimum y-

value and maximum y-value, respectively. A bounding box can be used as a ROI

(Region Of Interest). The bounding box ratio of a blob is defined as the height of the

bounding box divided by its width. Compactness of a blob is defined as the ratio of

the blob’s area to the area of the bounding box. This is used to distinguish compact

blobs from non-compact ones. In our work, the blob analysis is used in the process

of detection of the moving persons in a surveillance video.

2.8 Track and Predict the Movement of Each Person in Video

We use the Kalman filter with constant velocity to track and predict a person in a

video. When a person goes out of the frame, its track is deleted from memory. The

short lived tracks are ignored and the reliable tracks are dealt with. The Kalman filter

is used wherever we have uncertain information about some dynamic system and we
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Fig. 6 Current frame Current Frame

Fig. 7 After background

subtraction

BackGround Detected

Fig. 8 After removing

noise using morphological

operations
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can make an intelligent guess about what the system is going to do next. Even if

there is interference with the clean motion we guessed about, the Kalman filter is

good at figuring out what actually happened. It can take advantage of the correlation

between phenomena that one would not have generally thought of exploiting. The

Kalman filters perform well for dynamic systems. They are light on memory as they

do not need to keep any history other than the previous state, and hence are very fast,

making them well suited for real time problems and embedded systems.

2.9 To Send Every Fifth Frame of Input Video to SVM
Classifier

While reading the input video frame by frame, we consider every fifth frame of the

test video for prediction by the trained SVM classifier model so that the frame can

be categorized as either normal frame or one which has violent activity in it and

accordingly an alarm can be raised to alert the human observer at the other end. We

send every fifth frame for prediction instead of all the frames of the test video because

checking all the frames would make the detection system lag as prediction by SVM

model does take some time for outputting the predicted label for a test frame.

2.10 To Raise Alarm if Test Frame is Classified as Frame
with Violent Activity

The SVM classifier predicts the label of a test frame and tells whether it is normal

frame or the one which shows some violent activity. If it is of the second type, then the

system raises an alarm in the form of a popup message box and some sound to alert

the human observer sitting in the control room. There is another alert mechanism

for this system that keeps a track of how long a particular person appears in the

region being monitored. If the time limit for a person exceeds a certain threshold

value (which is pre-determined in our case and can be set to any value based on the

application and region being monitored), then the system treats the person loitering

and alerts the human observer in the control room about the potential suspicious

behaviour of that person by raising an alarm in the form of a popup message box

and some sound. The flowchart of the proposed system is shown in Fig. 9. There are

primarily two types of learning: supervised and unsupervised learning.

Supervised Learning
∙ In this case, the patterns are discovered in the data that relate the data attributes

with the target class attributes. It is like learning in the presence of an expert or

teacher.

∙ Training data is labelled with a class or value, which means that the expert/teacher

provides with correct class of the training data and the system learns from it.
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Fig. 9 Flow chart of proposed detection system
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Any error is reported as feedback to the system and the system updates itself

accordingly. The training is repeated over and over until the system achieves a

desired experience level to correctly classify the test data.

∙ The main goal here is to predict a class or value label of the test data. The super-

vised learning algorithms include decision trees, support vector machine, neural

networks, Bayesian classifiers, etc.

∙ In our work, the system is trained with samples of the frames depicting the violent

activities and then a model is developed that classifies a frame of a test video as

normal or violent one. Thus, it is supervised learning in the sense that the system

is first shown which one is normal and which one is violent frame. As more and

more variety of training frames are available, the system develops the ability to

classify the frames more accurately.

Unsupervised Learning

∙ It is like learning in the absence of a teacher. The system learns on its own by

exploring the training data to find some intrinsic structures in it. Thus, it is self-

guiding learning algorithm with internal self evaluation against some criteria.

∙ There is no knowledge of output class or value. The training data is unlabelled or

the value is unknown.

∙ The main goal here is to determine data patterns or grouping. Examples of algo-

rithms using unsupervised learning are: k-means, genetic algorithm, clustering

approaches.

∙ If unsupervised learning is used in our suspicious violent activity detection from

the surveillance videos, then the system forms two clusters by itself: one of the

normal frames and other one of frames depicting violent activities by observing a

large number of training videos and based on the suitable features to distinguish

in the clusters formed. When the test frame is input for classification, it may give

a probabilistic output indicating the probability of it belonging to each of the two

clusters formed, instead of a crisp output in the form of a single cluster it belongs

to. Using unsupervised learning, it becomes more efficient over time as it witnesses

more training videos. Its one disadvantage is that it needs a lot of training videos

to give a correct classification; thus, increasing the training time.

3 Experimental Results

The proposed system can detect the violent activities fairly well and the motion detec-

tion is also quite accurate. The person moving is being surrounded by a rectangle

along with a tracking number displayed on the top of the bounding box (rectangle).

The corresponding background subtracted video is shown along with the original

one. We have used a total of 835 video frames from the UT-Interaction dataset, ICPR

contest on Semantic Description of Human Activities (SDHA), for training the SVM

classifier. Table 1 shows the distribution of frames. The HOG feature vector gener-



Suspicious and Violent Activity Detection of Humans Using HOG Features . . . 289

Fig. 10 Normal frames (Frames showing no violent activity)

ated for each frame is of size 1× 189036 and thus the total training feature matrix is

of size 835× 189036 as there are 835 frames.

For testing purpose, we have input a video to the system and if there is any frame

present in the video showing any of the violent activities, the system pauses there to

raise an alarm in order to alert the observer about it. The observer decides what to

do next whether to take action responding to the alarm raised or to let the surveil-

lance proceed treating the alarm just raised as a false alarm. We have run the sys-

tem on several input videos and the result so obtained has been recorded in Table 2.

Table 3 provides the confusion matrix and the final results are shown in Table 4. In

case a particular person has been tracked in a video for a duration greater than a

Table 1 Training set distribution

Training set

Description Number of frames Class label

Normal frames (no violent activity depicted) 576 1

Frames depicting violent activities viz. kicking,

pushing or punching

259 2

Table 2 Classification results on testing set

Testing set

Description Number of frames No. of frames

correctly classified

No. of frames

incorrectly classified

Normal frames (no

violent activity)

540 479 61

Frames showing

violent activities

454 414 40
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Table 3 Confusion matrix of experimental results

Class 1 Class 2

Class 1 479 61

Class 2 40 414

Table 4 Final experimental results

Precision Recall F1 score Accuracy

0.92 0.89 0.90 0.898

Fig. 11 Violent frames (Frames showing violent activities like kicking, pushing or punching)

pre-determined threshold, an alarm is raised saying the person is loitering and that

there may be a potential suspicious activity. This part has been done fairly accurate

and the decision lies in the hands of the observer in control room to determine if the

loitering is normal or may lead to any suspicious activity (Figs. 10 and 11).

4 Future Work

Although our system performs well and achieves almost 89% accuracy in detecting

suspicious and violent activities of humans in surveillance videos; we however like

to outline some of the future work that we would undertake in order to improve and

make the system more robust.

We would like to use more accurate optical flow features along with background

subtraction for motion segmentation. The optical flow features are very common

for assessing motion from a set of images, which is an approximation of the two-

dimensional flow field from the image intensities. It is the velocity field, which wraps

one image into another very similar image.
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We have used surveillance videos recorded from the single camera for the system.

We would configure the system to provide more accurate and robust results by using

videos of the same region of interest captured by multiple cameras kept at different

angles. For this, we need to have a synchronization and calibration module which

would help these cameras work in coordination to produce more accurate detection

of suspicious and violent human activities.

The feature matrix that we have generated to train our SVM classifier is quite

large with its dimension being 835× 189036 and the memory occupied by it on disc

is around 650 MB. So, we would like to use a feature reduction algorithm to minimize

the number of relevant features so as to achieve dual advantage viz. smaller feature

matrix with no compromise on the training quality. With smaller feature matrix,

the system can run much faster with improved accuracy. Apart from HOG features,

we would also like to use other features such as shape descriptors so that the human

activity is detected more accurately and the number of false alarms is greatly reduced.

We would like to train a cascade of different types of detectors/classifiers rather than

just using the SVM classifier so that the prediction of the category of a frame is a lot

more accurate than in the current system.

Currently, we have just kept track on the amount of time a person is found moving

continuously only in the region being monitored by the surveillance camera. If the

time exceeds a pre-determined threshold, then the system flags the person as loiter-

ing, indicating some potential suspicious act may be performed by him. To add to

it, we would like to introduce a mechanism that even if the person goes out of frame

for a little while and again returns, he would not be regarded as a new person and the

time duration calculation for him would continue from when he left the field of view

of the camera. This can be achieved by configuring the system to pause the timer for

a particular person for some time even after he has gone out of the frame. The timer

resumes if the person returns within the field of view of the camera within the stipu-

lated time duration for which the timer has been paused for a particular person. The

duration for which the timer has to be paused would be preset and pre-determined

after observing the patterns of several surveillance videos. If the person is out of

frame for a longer duration than what was preset, the timer eventually resets for that

person. This way, the field of view of the surveillance camera would not be a bar in

detection process to some extent.

The likelihood of tracking errors can be reduced by using a more complex motion

model such as constant acceleration, or using multiple Kalman filters for every

object. In present implementation, it has been assumed that all people move in a

straight line with constant velocity. We would like to make our trained classifier

model more robust by training it with more varieties of violent activities so that the

classification error is reduced.

Besides the existing suspicious and violent activity detection system, an iden-

tity detection system (in the form of face cataloger) can also be developed by using

the PTZ (pan-tilt-zoom) camera. It can be used to acquire high-resolution images

of human faces involved in violent or suspicious activity as detected by the system.

There would be an underlying face detection algorithm incorporated in the system.

The moment any suspicious or violent activity is detected, the face recognition mod-
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ule will be triggered and the PTZ camera would accordingly be controlled to acquire

a zoomed-in image of the human faces involved in the abnormal activity. This data

so acquired can later be used for investigation purposes. The functionality is like

once the (frontal) face image is detected, the camera gets centred on the face and is

zoomed-in. The pan and tilt of the camera gets adjusted based on the relative dis-

placement of the centre of the face with respect to the centre of the image. With the

help of intrinsic calibration parameters of the camera and the current zoom level,

the relative image coordinate displacements are translated into desired or relative

pan and tilt angles.

5 Conclusion

The smart surveillance systems can transform the traditional video surveillance sys-

tems from mere data acquisition tool to the information and intelligence acquisition

systems. The situational information captured along with real time acquisition of the

surveillance data can provide the system an important mechanism to maintain the

situational awareness and imparting higher security. In our method, we have used

the HOG (histogram of oriented gradients) features of the frames to train the SVM

classifier to classify the input test frames to either normal frame or frame showing

some act of human violence. If it is of the second type, then an alarm is raised by

the system to alert the observer sitting in the control room about the violent activity.

Our system can also perform the motion detection of a human using the mixture of

Gaussian model, followed by the morphological operations to reduce the noise from

the foreground detected binary image, and then blob analysis to find the connected

components. The system keeps track of the time duration for which a particular per-

son is found moving in a region being monitored. The system alerts the observer in

the control room indicating that suspicious activity may be carried out by the person

as he has been found loitering by the system for more than a preset time duration.

We have made it to work with real time video acquisition and making it more robust

by using more number of relevant features apart from the HOG features to train the

SVM classifier and to minimize the number of false alarms. We will try to upgrade

the system to work with inputs from the multiple cameras placed at different angles

of the same region of interest to make the prediction more accurate. The feature vec-

tors generated need to be optimized to reduce their dimension in order to reduce

lagging in the operation.
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Hybrid Rough Neural Network Model
for Signature Recognition

Mohamed Elhoseny, Amir Nabil, Aboul Ella Hassanien
and Diego Oliva

Abstract This chapter introduces an offline signature recognition technique using

rough neural network and rough set. Rough neural network tries to find better recog-

nition performance to classify the input offline signature images. Rough sets have

provided an array of tools which turned out to be especially adequate for concep-

tualization, organization, classification, and analysis of various types of data, when

dealing with inexact, uncertain, or vague knowledge. Also, rough sets discover hid-

den pattern and regularities in application. This new hybrid technique achieves good

results, since the short rough neural network algorithm is neglected by the grid fea-

tures technique, and then the advantages of both techniques are integrated.

Keywords Offline signature ⋅ Recognition ⋅ Neural network

1 Introduction

Human identification based on biometrics is becoming popular because of ease-of-

use and reliability. The use of biometric technologies for human identity verification

is necessary for many routine activities such as in government, legal, and commer-

cial transactions, boarding an aircraft, crossing international borders and entering a
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secure physical location. Biometric systems are based on physiological or behavioral

features that are difficult for another individual to reproduce, thereby reducing the

possibility of forgery.

A handwritten signature is considered as a behavioral characteristic based biomet-

ric trait in the field of security and the prevention of fraud. Handwritten signature

is already the most widely accepted biometric for identity verification in our society

for years. The long history of trust of signature verification means that people are

very willing to accept a signature-based biometric authentication system. It aims to

enable computers to verify the identity of a person without human intervention.

Signature identification can be implemented using two approaches: The first is

online, where the image is captured directly as handwriting trajectory. The second

is offline [14, 15], in which we use a digitizer in order to acquire a digital image.

This chapter implements the offline approach that analyzes the static picture of the

signature where it is the most commonly used.

Various Handwritten signature recognition algorithms have been proposed to

achieve better results. These algorithms include template artificial neural networks,

Neurofuzzy, Wavelet Neural, Dynamic time Warping, hidden Markov models, sup-

port vector machines (SVM), and Bayesian networks.

Offline Signature Recognition plays an important rule in today’s world. It refers to

the branch of computer science that involves authenticating the identity of a person

by converting signature images into a form that the computer can manipulate and

test. Signature identification system can contribute tremendously to the advancement

of the automation process of human verification and can reduce the probability of

signature forgery.

Over the past decades a considerable amount of time and effort has been expended

researching and developing systems of Offline Signature Recognition, but there are

still shortcomings in the techniques used to develop these systems. One of the rea-

sons for slow advancements in the offline signature verification systems is that the

signatures of a particular person are not exactly the same.

During the application of the recognition system we may require that the signa-

tures should be made carefully but there are always some differences we must deal

with. This requires that the identification system should be flexible and allow cer-

tain variations within the set of the signatures put down by one person. Much more

difficult, and hence more challenging to researchers, is the ability to recognize hand-

written characters. The complexity of the problem is greatly increased by the noise

problem and by the almost infinite variability of handwriting as a result of the mood

of the writer and the nature of the writing.

1.1 Research Objective

Although, handwritten signature recognition has made tremendous achievements in

the area of human authentication, it still suffers from different challenges such as the

signatures of a particular person are not exactly the same. During the application of
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the recognition system we may require that the signatures should be made carefully

but there are always some differences we must deal with. This requires that the iden-

tification system should be flexible and allow certain variations within the set of the

signatures put down by one person.

The type of error we want to reduce is the rejection of the genuine signatures. On

the other hand, in order to reduce misclassification and improve forgery resistance

we must require that certain important features should be exactly recurrent and we

must strictly demand their presence. The errors we are trying to minimize in this

case are: acceptance of a fake signature and classifying one person’s signature as

belonging to another one.

Another difficulty, and hence another challenge to researchers, is the ability to

automatically recognize handwritten signatures. The complexity of the problem is

greatly increased by the noise problem and by the almost infinite variability of hand-

writing as a result of the mood of the writer and the nature of the writing. These

characteristics have made the progress of handwritten signatures more complex and

difficult than other biometric verification systems.

Although many efforts and techniques for treating handwritten signatures have

been done, these techniques still faceintegrated into the the problems of Lack of

semantics, long training time, proneness to overfitting, and large feature vector.

These problems result in that the signature recognition systems have low perfor-

mance level. Hence, an evolutionary rough neuron is needed. In this chapter, the

rough neural network and rough sets have been used. Also, a modified rough neural

network based on grid features using signature segmentation is introduced.

1.2 Research Goal

According to the previous work, some researchers have reported success using rough

neural network techniques for classification purposes. The rough neural networks

(RNNs) are the neural networks based on rough set and one kind of hot research

in the artificial intelligence in recent years, which synthesize the advantage of rough

set to process uncertainly question: attributes reduce by none information losing then

extract rule, and the neural networks have the strongly fault tolerance, self organiza-

tion, massively parallel processing, and self-adapted. So that RNNs can process the

massively and uncertainly information, which is widespread applied in our life.

This chapter introduces offline signature recognition using rough neural network.

Rough neural network tries to find better recognition performance to classify the

input offline signature images. Since offline handwritten signature suffers from con-

fusion and inconsistency, a knowledge representation system that represents the data

variation, in addition to an innovative classifier is used. Rough sets have provided

an array of tools which turned out to be especially adequate for conceptualization,

organization, classification and analysis of various types of data, when dealing with

inexact, uncertain, or vague knowledge. Also, rough sets discover hidden pattern

and regularities in application. Thus, the main issue tackled in this paper is auto-

adaptation occurred in the model of rough neural networks.
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Rough sets and rough neuron are integrated in the structure of neural network

model. Rough sets are used in the preprocessing step to optimum the input features

for the network. Rough sets are used for discovering the suitable neural networks

structure and removing noise appeared in our picture. Also, by setting the neuron

attribute in the form on knowledge representation table, rough set can determine

the need to reduce the network structure by deleting one or more neurons. Using

this pruning technique, network with smaller number of neurons and a higher accu-

racy rate is obtained. Finally, classification is immediately implemented using rough

neural network.

Although rough neuron achieves good results, it still suffers from the depend-

ability of the classification process on irrelevant and large set of attributes that are

not needed in decision making, and thus cause long training time. Thus, a sampling

technique is needed in the preprocessing stage.

2 Related Work

A handwritten signature is considered as a behavioral characteristic based biomet-

ric trait in the field of security and the prevention of fraud. Signature verification

presents three likely advantages over other biometric techniques from the point of

view of adoption in the market place. First, It is the mean accepted method to declare

someone’s identity in our society for years. The long history of trust of signature ver-

ification means that people are very willing to accept a signature-based biometric

authentication system [1].

Second, most of the new generation of portable computers and personal digital

assistants (PDAs) use handwriting as the main input channel. Third, a signature may

be changed by the user, similarly to a password, while it is not possible to change

fingerprints, iris, or retina patterns.

The image of the signature is a special type of object when treated as the subject

of the recognition process. One of the problems which are likely to arise is that the

signatures of a particular person are not exactly the same. Of course, during the

application of the recognition system we may require that the signatures should be

made carefully but there are always some differences we must deal with.

This requires that the identification system should be flexible and allow certain

variations within the set of the signatures put down by one person. The type of error

we want to reduce at this moment is the rejection of the genuine signatures. On the

other hand, in order to reduce misclassification and improve forgery resistance we

must require that certain important features should be exactly recurrent and we must

strictly demand their presence. The errors we are trying to minimize in this case are:

acceptance of a fake signature and classifying one person’s signature as belonging

to another one.

Automatic signature verification systems, like all other biometric verification sys-

tems, involve two processing modes: training and testing. In the training mode, the

user provides signature samples that are used to construct a model or prototype repre-
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senting some distinctive characteristics of his signature. In the testing mode, the user

provides a new signature, along with the alleged identity, and the system judges the

likely authenticity of the presented sample with respect to the alleged class model.

Signature identification system has specific phases. First capturing the signature

using sensors. Capturing a signature is the process of obtaining information about the

signature, which can include both spatial and dynamic information. This information

is turned into a form that can be interpreted and processed by a computer. The spatial

information is the visual aspects of a signature, such as its shape and size, while

the dynamic information relates to the writing process of the signature and defines

aspects such as the speed and pressure used. Next phase the core feature extraction is

processed where the most significant features are extracted. Finally, a good classifier

is needed.

There are two data acquisition methods used for capturing written signatures and

the data that is extracted from them; these are the dynamic (online) and static (offline)

methods. This paper implements the offline approach that analyzes the static picture

of the signature where it is the most commonly used.

Dynamic signatures capture both the spatial and the dynamic information of a

signature. The dynamic features that are captured include one or more of the follow-

ing attributes as the signature is written: acceleration and velocity; the position of

the pen; the pressure that is applied; and the pen inclination [2, 3].

Dynamic information is not limited to these factors as it can include any infor-

mation that is relevant to the writing process. The capture of a signature’s dynamic

information requires the use of specialized hardware such as a digitizing tablet, or an

electronic pen, that captures the written attributes and converts them into processable

data.

The advantage of using dynamic signatures for verification is that they produce

a greater number of defining features than their static counterparts, making forged

signatures easier to detect. The added advantage of digitally capturing this data is that

there is typically less preprocessing required than static signatures, making feature

extraction easier.

Using this method to capture the writing process also has its associated disadvan-

tages. The main disadvantage is that these tools are not very common and as such,

cannot be utilized for every situation where signature verification is required. As well

as this, their use is unnatural for the user, which could negatively affect the writing

of the signature.

More recent approaches exploit the use of a video camera which is focused on

the writing of the signature and can be carried out using ordinary pen and paper.

This allows the handwriting to be recovered from its spatiotemporal representation,

which is given by the sequence of images that are produced [3].

A static signature is the visual representation of a signature that has been written

out in its entirety. Because of this, a static signature is only captured once the writing

process has been completed, allowing for visual aspects such as the size, slope, and

curvature to be extracted. It is these visual aspects and their derivatives that allow

similar signatures to be grouped together and differentiated from others that do not

belong in the same group.
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A signature is generally written on paper using a standard pen, meaning that the

signature is not initially in a digital format. Because of this, the signature has to

be captured and transformed into a format that can be processed by a computer.

The conversion of a signature to a digital format is carried out either by taking a

photograph or scanning the signature.

Both of these methods produce a digital image from which defining features of

the signature can then be extracted. In society, a signed hardcopy of a document is

the general requirement for binding that document to the signatory. For this purpose,

a digitally captured signature.

Many approaches have been developed to counterfeit the signature identification

problem such as distance classifiers, artificial neural networks, Neurofuzzy, Wavelet

Neural, Dynamic time Warping, hidden Markov models, support vector machines

(SVM), and Bayesian networks. But still there is a scope of work since these tech-

niques have weakness such as lack of semantics, long training time, proneness to

overfitting, and large feature vector. Distance classifiers were one of the first classi-

fication techniques used in the offline signature.

Verification a simple distance classifier is a statistical technique that usually rep-

resents a pattern class with a Gaussian probability density function (PDF). Each PDF

is uniquely defined by the mean vector and covariance matrix of the feature vectors

belonging to a particular class. When the full covariance matrix is estimated for each

class, the classification is based on Mahalanobis distance. On the other hand, when

only the mean vector is estimated, classification is based on Euclidean distance [4].

Fang et al. extracted a set of peripheral features in order to describe internal and

the external structures of the signatures. To discriminate between genuine signatures

and skilled forgeries, they used a Mahalanobis distance classifier together with the

leave-one-out, cross validation method. The obtained AERs were in the range of

15.6% (without artificially generated samples) and 11.4% (with artificially generated

samples) [5].

Another technique is the artificial neural network (ANN) is a massively paral-

lel distributed system composed of processing units capable of storing knowledge

learned from experience (examples) and using it to solve complex problems. Mul-

tilayer perceptron (MLP) trained with the error backpropagation algorithm has so

far the most frequently ANN architecture used in pattern recognition. Mighell et al.

were the first ones to apply ANNs for offline signature verification [5].

In a recent work, Armand et al. proposed the combination of the modified direc-

tion feature (MDF), extracted from the signature’s contour, with a set of geomet-

ric features. In the experiments, they compared RBF and resilient backpropagation

(RBP) neural network performances. Both networks performed writer-independent

verification and contained 40 classes—39 corresponding to each writer and one cor-

responding to the forgeries. In this case, skilled forgeries were used in the training

phase. The best classification rates obtained were 91.21% and 88.0%, using RBF and

RBP, respectively [5].

Another signature identification technique is Hidden Markov models that are

invented by Rabiner in 1989. They are finite stochastic automata used to model

sequences of observations. Although this technique is more suitable to model
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dynamic data (e.g., as speech and online signatures), it has also been applied in seg-

mented offline signatures. Generally, HMMs are used to perform writer-dependent

verification by modeling only the genuine signatures of a writer. In this case, the

forgeries are detected by thresholding [12].

Coetzer et al. used HMMs and discrete random transforms to detect simple and

skilled forgeries. In this work, some strategies were proposed in order to obtain noise,

shift, rotation, and scale invariances. Using a left-to-right ring model and the Viterbi

algorithm, EERs of 4.5% and 18% were achieved for simple and skilled forgeries,

respectively [5].

Another technique is dynamic time warping (DTW) that is a template match-

ing technique used for measuring similarity between two sequences of observations.

The primary objective of DTW is to nonlinearly align the sequences before they are

compared [12]. Despite being more suitable to model data that may vary in time

or speed, dynamic time warping has been used in offline signature verification. As

usually occurs in HMM-based approaches, a test signature is compared to the gen-

uine ones of a writer (writer-dependent verification), and a forgery is detected by

thresholding.

Wilkinson and Goodman used DTW to discriminate between genuine signatures

and simple forgeries. Assuming that curvature, total length, and slant angle are con-

stant among different signatures of the same writer, they used a slope histogram to

represent each sample. In the experiments, they obtained an EER of 7%. Increases

in the error rates were observed when the forgers had some a priori knowledge about

the signatures.

Another technique is Support vector machines (SVMs) is a kernel-based learn-

ing technique that has shown successful results in applications of various domains

(e.g., pattern recognition, regression estimation, density estimation, novelty detec-

tion, etc.). Signature verification systems that use SVMs as classifiers are designed

in a similar way to those that use neural networks. That is, in a writer-dependent

approach, there is one class for the genuine signatures and another class for the forg-

eries. In addiction, using one-class SVMs, it is possible to perform training by using

only genuine signatures [5, 12].

Ozgunduz et al. used support vector machines in order to detect random and

skilled forgeries. To represent the signatures, they extracted global geometric fea-

tures, direction features, and grid features. In the experiments, a comparison between

SVM and ANN was performed. Using an SVM with RBF kernel, an FRR of 0.02%

and an FAR of 0.11% were obtained, whereas the ANN, trained with the backprop-

agation algorithm, provided an FRR of 0.22% and an FAR of 0.16%. In both exper-

iments, skilled forgeries were used to train the classifier.

Md. Itrat Bin Shams proposed a method of identifying handwritten signature by

a good algorithm capable of identifying a signature with high accuracy. First a sig-

nature image is segmented and then data is extracted from individual blocks. After

data is collected then accuracy is measured from both numbers of segments along

with regular line matching coefficient. A mathematical formula is used to perform

the accuracy measurement. As the level of accuracy is determined from both num-

ber of segments and similarity of lines in these segments, reliability of this method
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is very high. It has the capability to identify even a skilled forgery. this technique

achieves a matching percentage of 84.5% [5].

Daramola Samuel and Ibiyemi Samuel proposed an offline signature verification

system that incorporates a novel feature extraction technique. Three new features

are extracted from a static image of signatures using this technique. they are image

cell size, image center angle relative to the lower cell corner and pixel normalized

angles relative to the lower cell corner. From the experimental results, the new fea-

tures proved to be more robust than other related features used in the earlier systems.

The proposed system has 1% error in rejecting skilled forgeries and 0.5% error in

accepting genuine signatures [5, 12].

Marianela Parodi proposed feature extraction approach for offline signature veri-

fication based on a circular grid. Graphometric features used in the rectangular grid

segmentation approach are adapted to this new grid geometry. A Support Vector

Machine (SVM) based classifier scheme is used for classification tasks. The FRR is

18.75 and FAR is 2.1 [5, 12].

3 Rough Set

The rough set theory is an extension of set theory for the study of intelligent system

with indiscernible, ambiguous, and imperfect data information. Rough set theory

appeared two decades ago. Its main thrust is used in attribute reduction, rule gen-

eration, and prediction. The rough set concept was introduced by Pawlak [17]. This

theory became very popular among scientists around the world in the last decade,

and it is now one of the most developed AI methods. The primary goal of this new

emerging theory is to classify the information from incomplete information. Its suc-

cessful application to a variety of problems has shown its usefulness and versatility.

The decision table in a rough set scheme plays an important role in clarifying a dis-

cretized feature values.

The Rough Sets approach provides mathematical techniques for discovering reg-

ularities in data. The principle notion of Rough Sets is that lowering the principle

in data representation makes it possible to uncover patterns in the data, which may

otherwise be obscured by too many details. At the basis of Rough Sets theory is the

analysis of the limits of discernibility of subsets X of objects from the universe of

discourse U. Let U be a set of objects (universe of discourse), A be a set of attributes,

an information system is a pair S =< U,A >. An attribute a ∈ A can be regarded as

a function from the domain U to some value set Va. A decision system is any infor-

mation system of the form 𝛼 = (U,A ∪ {d}), where d ∉ A is the decision attribute.

The elements of A are called conditions attributes.

An information system [18] may be represented as an attribute value table, in

which objects of the universe and columns label rows by the attribute. Similarly, a

decision table may represent the decision system.

With every subset of attribute B ⊆ A one can easily associate an equivalence rela-

tion IB on U: IB = {(x, y) ∈ U ∶ for every a ∈ B, a(x) = a(y)}. Then IB = ∩a∈BIa. If
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X ⊆ U, the sets {x ∈ U ∶ [x]B ⊆ X} and {x ∈ U ∶ [x]B ∩ X ≠ 𝜑}where [x]B denotes

the equivalence class of the object x ∈ U relative to IB, are called the B-lower and

B-upper approximation of X in S and denoted by BX, BX. It may be regarded that

BX is the greatest B-definable set contained in X, and BX is the smallest B-definable

set containing X. This definition is clearly depicted in Fig. 2.

We now define the notions relevant to knowledge reduction. The aim is to obtain

irreducible but essential parts of the knowledge encoded by the given information

system; these would constitute reducts of the system. So one is, in effect, looking

for maximal sets of attributes taken from the initial set (A, say) which induce the

same partition on the domain as A. in other words, the essence of the information

remains intact, and superfluous attributes are removed. Reducts have nicely char-

acterized in [2–4] by discernibility matrices and discernibility functions. Consider

U = {x1, x2, ..., xn} and A = {a1, a2, ..., am} in the information systemS =< U,A >.

But the discernibility matrix 𝛩(S), of S is meant an n × n matrix such that

cij = {a ∈ A ∶ a(xi) ≠ a(xj)} (1)

A discernibility function fS is a function of m Boolean variables a1, ..., am corre-

sponding to the attributes a1, ..., am, respectively, and defined as follows:

fS(ā1, ..., ām) = ∧{∨(cij) ∶ 1 ≤ i, j ≤ n, j < i, cij ≠ 𝜑} (2)

where∨(cij) is disjunction of all variables āwith a ∈ cij. It is seen in [5] that ai1 , ..., aip
is a reduct in S if and only if ai1 ∧ ... ∧ aip is a prime implicit (constituent of the

disjunctive normal form) of fS.

A principle task is the method of rule generation is to compute relative to a partic-

ular kind of information system, the decision system. Gelatinized versions of these

matrices and function shall be the basic tool used in the computation. R-reducts and

d-discernibility matrices are used for this purpose [9]. The methodology is described

below.

Let S =< U,A > be a decision table, with C and D = {d1, ..., dl} its sets of condi-

tion and decision attributes, respectively. Divide the decision table S =< U,A > into

l tables Si =< Ui,Ai >, i = 1, ..., l corresponding to the l decision attributes d1, ..., dl
whereU = U1 ∪ ... ∪ Ul and Ai = C ∪ {di}. Let {xi1, ...xip} be the set of those objects

of Ui that occur in Si, i = 1, ..., l. Now for each di-reduct B = {b1, ..., bk}, a discerni-

bility matrix is defined as follows

cij = {a ∈ B ∶ a(xi) ≠ a(xj)},
i, j = 1, ..., n (3)

for each object xj ∈ xi1, ..., xip the discernibility function

f xjdi = ∧{∨(cij) ∶ 1 ≤ i, j ≤ n, j < i, cij ≠ 𝜑} (4)
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where ∨(cij) is disjunction of all members of cij. Then f xjdi is brought to its conjunctive

normal form (c.n.f). One of thus obtains as a dependency rule ri. Pi → di where Pi
is disjunctive normal form (d.n.f) of f xjdi , j ∈ i1, ..., ip. The dependency factor dfi for

ri is given by

dfi =
card(POSi(di))

card(Ui)
, (5)

where POSi(di) = ∪X∈Idi li(X) and li(X) is the lower approximation of X with

respect to Ii. The nation of the Core is:

Core(C) =
{
a ∈ C ∶ cij = (a), for some i, j

}
(6)

or

Core(C) =
⋂

Re duct(C) (7)

where Re duct(C) is the family of all reducts for the set of condition attributes C.

The Core corresponding to this part of information cannot be removed without loss

in the knowledge that can be derived from it [9].

3.1 Rough Neuron

Rough Neuron is first proposed by Lingras in 1996 [16], the definition of rough neu-

ron has some relation with rough pattern; in the pattern each characteristic variable

contains the upper boundary and the lower boundary. These characteristic variables

cannot describe with accuracy count, but two boundary values or some change sector

describe are more appropriate. So the rough neuron is more suitable for this infor-

mation.

The rough neuron is constituted by traditional neuron and rough set. When the

input of neural network is not a single but a range, such as the temperature of cli-

mate (daily maximum temperature, daily minimum temperature), rainfall (yearly

maximum rainfall, yearly minimum rainfall), if we use traditional neural network,

we cannot get good results and the error is relatively large. But if we use the neural

network based on rough neuron, we can solve these problems well. Experiment [8],

showed that the neural network based on rough neuron can improve the network

performance and reduce errors.

Wei Wang proposed the model of the rough neural network and compared it with

the traditional neural network. Rough neuron is used for classification. Rough Neural

Networks (RNN) consists of rough neurons. Rough neuron defined by representing

interval of values where both the upper and lower bounds are used in computations.

Each rough neuron is made up of a combination of two individual neurons, namely

lower boundary neuron and upper boundary neuron [4, 13]. The lower bound neu-

ron, deals only with the definite or certain part of the input data and generates its
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output signal called as the lower boundary signal. The second neuron called the

upper boundary neuron processes only that part of the input data which lies in the

upper boundary region evaluated based on the concepts of rough sets and generates

the output called upper boundary Signal.

This interpretation of upper and lower boundary regions is limited only to the

learning or training stage of the neural network.

Rough neuron (r) is connected to another rough neuron (s) through two or four

connections. Fully connected connection where upper and lower neuron of (r) con-

nected to both upper and lower neuron (s).

Excitatory partial connection where upper neuron of (r) connected to upper neu-

ron of (s), lower neuron of (r) connected to lower neuron of (s). Inhibitory partial

connection where upper neuron of (r) connected to lower neuron of (s), lower neuron

of (r) connected to upper neuron of (s). The lower boundary and the upper boundary

neurons have a generalized sigmoid transfer function [2–10].

F(x) = 𝛼∕(1+e𝛽.x+𝜁) (8)

The Input for both the upper and lower neurons will be:

(input) =
∑

(x − weight)2 (9)

The output of the lower and upper are attained as shown below:

(output)lower = min
(
F
(
inputlower

)
,F (inputupper)

)
(10)

(output)upper = max
(
F
(
inputlower

)
,F (inputupper)

)
(11)

The combined output of the rough neuron is:

output = (output)lower + (output)upper (12)

Training in rough neural are similar to conventional neural network [3]. During

training the network uses inductive learning principle to learn from the training set.

In supervised training the desired output from output neurons in the training set is

known, the weight is modified using learning equation. Neural network uses back-

propagation technique for training, Training using rough Back propagation perform

gradient descent in weight space on an error function.

3.2 Hybrid Model of Rough Neural

This section presents an implementation for offline signature recognition system

using evolutionary Model. The approach used in this system involves two main

stages:
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∙ Rough Sets in Preprocessing

∙ Rough Neurons in Post Processing

This approach concern on the recognition stage of offline signatures images, it

uses Rough Neurons as a powerful classifier technique The following algorithm sum-

marize the behavior of Rough neural network Identification system.

Algorithm 1: Rough neural Network Identification

Input: a set of signature images for the trained persons

Output: classification of the signature images for each person

Begin

Step 1: preprocessing phase (Image processing)

Step 1.1: get bound box of image

Step 1.2: convert images to black and white

Step 2: determine structure of RNN (Rough set)

Step 3: classification phase (rough backpropagation)

Input:

Set of input features of signature images to be classified

Processing:

Step-3.1 for each attribute in the attribute set Do

Step-3.2 Compute the upper and lower rough neuron

Step-3.3 Build rough neural Networks

Step-3.4 Compute the relative error

Step-3.5 Calibrate the rough neural Network

Step-3.6 Repeat 4 and 5 until the error become minimum

Step-3.7 Return Class with minimum error.

Output: The final classification output.

End

3.3 Rough Sets in Preprocessing

In this section, the main problem of classifying node pixel is totally described. A

Knowledge representation system is constructed in which neither condition nor deci-

sion attribute is distinguished. Therefore we are basically not interested in depen-

dencies among attributes, but in description of some objects in terms of available

attributes, in order to find essential differences between objects of interest. The prob-

lem of differentiation of varies options is often crucial importance in pattern identi-

fication.

For any signature input pattern U of size M N consists of a set of pixels uij. The

knowledge representation table will be represented as characterization of handwrit-

ten signature figures. Each row ui. in the table represents object of the universe

where ui. = {ui1, ui2, ui3 ...,uiN} where N is the number of pixels in each row in

each signature images. Each column u
.j represent the attributes of that object where
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u
.j = {u1j, u2j, u3j ... ,uK j}. Where k equals Z x M where Z is the number of train-

ing signature images for each person and M represent the numbers of pixels in each

column in each signature images for that person.

Rough sets will be used for data analysis and feature selection with neural net-

works. Rough sets theory provides tools for expressing inexact dependencies within

data. A minimum description length principle (MDL principle) gives us the reason

of why we will use rough sets to reduce the input feature of the data, since MDL

is defined to be the minimum number of rules that describe rough neurons which

represent variations in data. According to the rough reduct, the date variation can

be characterized and then the difference between crisp and rough neurons can be

established. A reduct is a subset of attributes such that it is enough to consider only

the features that belong to this subset and still have the same amount of information.

If the decision table S has Z signature images for a particular person so by 𝛩(S) we

denote an Z x Z matrix(cij) called the discernibility matrix of S as shown in Eq. 2.1.

Such that i, j = 1, 2, 3 … Z , Where each element in 𝛩(S) represent pixels that are

different from their corresponding in other signature images for that person, this set

of pixels represented by rough neurons which represent reduct.

The main idea of the reduct algorithm is that if a set of attributes satisfies the

consistency criterion (i.e. be sufficient to discern all the required objects), it must

have a non-empty intersection with non-empty elements of the discernibility matrix.

One can prove that a ∈ CORE(C) if and only if there exist two objects, which have

the same value for each attribute from C except a, this statement may be expressed

by mean of matrix elements (cij) as shown Eq. 2.1.

The input data to the model will be quantized first, i.e. the feature defining the

problem should be identified and labeled. If the input data are given as real numbers

in the preprocessing stage, one has to divide the data into distinct sets and introduce

logical input variable ui. such that

IF(xi ∈ Xj) then (ui. = label(x
i
) = true (13)

The algorithm to compute reduct of S using indiscernibility matrix is reported

as “Min” performs an operation that is analogical to checking for prime implicates

of a Boolean function. The returned value is true if the argument R doesn’t contain

redundant attributes.

With the help of the reduct concept, Rough sets are used in the preprocessing

phase. It is an efficient way for data reduction that decreases size of input pattern.

Reducing the pattern size allow more speed of classification process, i.e. increase the

performance of the signature recognition system. This is done by using Rough sets

to determine the structure of the rough neural network. Since neurons in the input

layer can be crisp neurons or rough neurons, Rough sets determine the rough neurons

depending on the concept of reduct to overcome variability problem which means

the vagueness in the human signature identification as follow: if the corresponding

pixels in the signatures of one person have the same value then it is crisp neuron

otherwise it is considered to be rough neuron [9].

http://dx.doi.org/10.1007/978-3-319-63754-9_2
http://dx.doi.org/10.1007/978-3-319-63754-9_2
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Algorithm 2: Reduct Algorithm

Input: decision table S of signature images in binary form for particular person with set of

rules describing rough neuron

Output: S with minimal set of rules describing rough neuron such that the superfluous rules

is considered to be conventional neuron (distinguish rough and crisp neurons)

Processing:

Step 1: Compute indiscernibility matrix 𝛩(S) = (cij)using Equation 2.1

Step 2: Eliminate any empty or non-minimal elements of 𝛩(S) and create a discernibility list,

k = (k1, k2, ...,Kl)e,

where e is the number of any non empty element in 𝛩(S)

Step 3: Build families of sets R0,R1, ...,Re in the following way

◦SetR0 = 𝜑, i = 1 (14)

◦while i ≤ e do (15)

∙ S
i
=
{
R ∈ Ri−1 ∶ R ∩ ki ≠ 𝜑

}
(16)

∙ Ti =
⋃

k∈ki

⋃

R∈Ri−1∶R∩ki≠𝜑
{R ∪ {k}} (17)

∙Mi =
{
R ∈ Ti ∶ Min(R, k, i) = true

}
(18)

∙ Ri = Si ∪Mi (19)

∙ i = i + 1 (20)

The advantage of this approach becomes clear when the pixel corresponding to

the crisp neuron mismatch the correct one in some decision making or classification

process, i.e. different signature, then the tolerance will be exponentials increase. On

the other hand, pixels corresponding to the rough neuron will reduce the associated

tolerance or vagueness for human of the correct signature.

Also the limit occurred by our method can be defined by determining the pertur-

bation in the output depending on the changes in the feed forward network. Since the

output function is linearly piecewise increasing the function of the weigh link. Then

the perturbation in the output is equivalent to the perturbation the weigh link. we can

determine this perturbation if we prove that the transient equation is well posed.
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The well-posedness of the transient equation, that is considered to be initial value

problem, can be proved using the existence and uniqueness theorem by proving that

the output function satisfies the Lipschitz condition that states if f(x) is continuous

function, it satisfies the Eq. 2.4.

|||f
(
x1
)
− f

(
x2
)||| ≤ L ||x1 − x2 (21)

where x1 and x2 defined in the function domain. From the mean value theorem

f ′ (y(𝜁w)) =
f (y(w)) − f (y(0))

y(w) − y(0)
(22)

This leads to

f (y(w)) − f (y(0)) = f ′ (y(𝜉w))
[
y(w) − y(0) (23)

where 𝜉 ∈ [0, 1] Since the trajectory of Back propagation Net is given by

y(w) =
n∑

i=1
xi ∗ w + b (24)

where n is the number of neurons connected to the output neuron and b is the bias.

f (x) = 1
1+e−x

ℜ = (0, 1) 𝜕f (y(w))
𝜕w

= df
dx

dx
dw

= f (x)
[
1 − f (x)

n∑

i=1
xi (25)

𝜕f (y(w))
𝜕w

≤

n∑

i=1
xi Hence 0 ≤

𝜕f (y(w))
𝜕w

≤

n∑

i=1
xi (26)

f (y(w)) − f (y(0)) ≤
n∑

i=1
xi
[
y(w) − y(0)

f (y(w)) − f (y(0)) ≤ L
[
y(w) − y(0) (27)

where

L =
n∑

i=1
xi (28)

From the Existence and Uniqueness Theorm, the transient equation is will posed

deferential equation with Lipschitz constant

L̂ = 1 + L ‖A‖ (29)

where ‖A‖ defined as follows:

http://dx.doi.org/10.1007/978-3-319-63754-9_2
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‖A‖ =

n∑

i=1
xi − 1

n∑

i=1
xi

(30)

Hence the perturbation in the trajectory of transient equation in accordance with

the changes in the feed forward cloning template is given by

|y(w) − y(0)| ≤ k𝜀, k > 0, 𝜀 < w (31)

From Eq. 13, Eq. 15 and let k = 1 we get

|f (y(w)) − f (y(0))| ≤
|||||
w.

n∑

i=1
xi
|||||

(32)

This shows the maximum error that occurred in the Back propagation Net if the

connection is removed. If the maximum error is less than the tolerance value, the

weight value on the trajectory of rough neuron has no effect in the classification

process and hence can be removed, and so can decrease the amount of processing

and increase the efficiency of the classification process.

4 Rough Neural Model Using Segmentation

The approach used in this system involves three stages as shown in Fig. 1:

∙ Signature Preprocessing stage

∙ Feature Extraction

∙ Rough Neurons in Post Processing

This approach concern on the recognition stage of offline signatures images, it uses

grid features and Rough Neurons as a classifier technique.

Fig. 1 Signature

recognition algorithm using

segmentation based RNN

Signature Acquisi on 

Signature Image Bounding and Normaliza on 

Signature Image Segmenta on  

Extract Grid Features

Rough Neural Classifier 
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5 Signature Preprocessing Stage

In this stage, our algorithm has to deal with how to avoid the curse of dimension-

ality and how to improve generalization ability of classifiers. To implement dimen-

sionality reduction, a small but important subset of features is selected and a lower

dimensional data preserving the distinguishing characteristics of the original higher

dimensional data is extracted. First the signature images are aligned by the centers

of their bounding boxes. Next the signature is scaled into a fixed size, in this process

the area of Background is reduced by defining a fixed frame 512 × 467; which from

experiments shows features preserving. The size normalization in offline signature

verification is important because it establishes a common ground for image com-

parison. Next the positional information of the signature images is normalized by

calculating an angle 𝛩 about the centroid (x, y) such that rotating the signature by

𝛩 brings it back to a uniform baseline. The baseline is the imaginary line about

which the signature is assumed to rest [6]. This baseline is calculated from the linear

regression equation for y on x which has the following form

y = a + bx (33)

where b is the slope of the regression line and can be defined as follows:

b =

n∑

i=1
xiyi −

n∑

i=1
xi

n∑

i=1
yi

n

n∑

i=1
xi2 −

(
n∑

i=1
xi)

2

n

(34)

While a is the intercept point of the regression line and the y-axis and can be

defined as follows:

a =

n∑

i=1
yi − b

n∑

i=1
xi

n
(35)

where n is the number of pixels in the signature image. After the baseline is estimated

it is rotated along the horizontal line. This is done by calculating the angle𝛩 between

the estimated baseline the horizontal line as follows:

𝛩 = tan−1(b) (36)

Once the angle is computed, the signature images are signatures images for a partic-

ular person has a uniform shape that is identified clearly from the signature images

of other trained persons [6].
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When features are extracted from an image, their associated spatial information

is often lost, as only the frequency of the feature is kept, while its corresponding

location within the image is disregarded. It is this frequency information that is used

to construct a histogram that represents the signature. Because no spatial information

is captured, a potential problem that occurs is that two signatures which have very

different appearances may produce similar histograms. The result of this is that these

two signatures will produce a similarity score that is not representative of their true

similarity.

A method of solving this problem is to use region sampling, which is a technique

that provides spatial information for the extracted features by breaking an image

up into regions. The concept behind region sampling is that the same region across

multiple signatures will capture the same sections of signature. The goal of this is that

when corresponding regions are compared, the same sections will also be compared,

producing a more accurate similarity.

Once the signature has been normalized, the algorithm uses the uniform grid for

regions sampling, since it is simple and the images are size and rotation invariant. In

uniform grid: each region is of the same size and shape. This is carried out by placing

the grid lines at equally spaced positions along the x-axis of the image; creating the

vertical regions. Similarly, the horizontal regions are produced by placing grid lines

at equally spaced positions down the y-axis. This forms a 16 × 16 grid region [7]

The positions of both the horizontal and vertical grid lines are found by Eq. 38.

pi =

⌈

ix
∫

n

⌉

i = 1, 2,...,n-1 (37)

When classifying a signature, one of the key requirements is the extraction of fea-

tures that uniquely define it. This information allows the signature image to be broken

down into components that are more useful for describing its structure, differentiat-

ing it from other signatures when compared. These features allow information about

the image to be captured in a statistical manner. This statistical information provides

a new representation that allows two signature images to be compared with greater

ease.

After the signature has been segmented into a 16 × 16 equally regions, the objec-

tive is to extract the suitable features from each region to differentiate between them,

the extracted features are the “Width”, which is the distance between two points in

the horizontal projection in a binary signature image and must contain more than

three pixels of the image. And “Height”, that is the distance between two points

in the vertical projection and must contain more than 3 pixels of the image for a

binary image. Moreover, the “Aspect ratio,” which is defined as width to height of a

signature. And the Area of black pixels, that is the area of black pixels is obtained

by counting the number of black pixels in the binary signature images, separately.

Moreover, the “Normalized area of black pixels”, that is found by dividing the

area of black pixels by the area of signature image (width × height) of the signature.

And the “Maximum and Minimum values in vertical projection,” this corresponds
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to the highest and the lowest frequencies of black pixels in the vertical projection.

Moreover, the “Maximum and Minimum values in horizontal projection”, this

corresponds to the highest and the lowest frequencies of black pixels in the hori-

zontal projection. And the “baseline”, that is the vertical projection of binary sig-

nature image has one peak point and the global baseline corresponds to this point.

In addition to these features, “Center of gravity of a signature image” is obtained

by adding all x, y locations of gray pixels and dividing it by the number of pixels

counted. The resulting two numbers (one for x and other for y) is the center of grav-

ity location. The vertical center Cy is given by;

Cy =

ymax∑

y=1
y
xmax∑

x=1
b
[
x, y

]

xmax∑

x=1

ymax∑

y=1
b
[
x, y

]
(38)

While the horizontal center of the signature Cx is given by

Cx =

xmax∑

x=1
x
ymax∑

y=1
b
[
x, y

]

xmax∑

x=1

ymax∑

y=1
b
[
x, y

]
(39)

Moreover, the ‘Average of distances of each black pixel’ from the bottom left

corner of each segment. The vector distance for k th pixel in b th box at location (i,

j) is calculated as dbk =
√(

i2 + j2
)
. By dividing the sum of distances of all pixels

present in a box (region) with their total number , a normalized vector distance 𝛾b

for each box is defined by 𝛾b =
1
nb

nb∑

k=1
dbk where nb is number of pixels in bth box.

Moreover, the ‘Average of angles of each black pixel’ from the bottom left corner

of each segment the vector angle for kth pixel in bth box at location (i, j) is calculated

as 𝜃
b
k = tan−1 i

j
. By dividing the sum of angles of all pixels present in a box (region)

with their total number, a normalized vector angle 𝛾b for each box Is defined by

𝛾b =
1
nb

nb∑

k=1
𝜃
b
k where nb is number of pixels in bth Box. Once these above mentioned

features have been extracted, the average of them is taken that represent the best

choice for all features for the same segmented region. Each segment is represented

using this average value, so each signature image can be represented using 16 × 16

matrix, each value in this matrix is the average value of the features extracted from

the corresponding segment [7–9].
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6 Rough Neurons in Post Processing

Each segment average value in the 16 × 16 matrix corresponds to rough neurons in

the input pattern. Such that each rough neuron used to represent the maximum value

and the minimum value of the corresponding segment regions in the training set of

person’s signatures.

The proposed system uses a Backpropagation (BP) NNS for classification process.

There is a RNN for each of the trained persons. The structure of each RNN consists

of input layer, hidden layer, and output layer [9]. Neurons in the input layer are rough

neurons; the number of neurons in the input layer is equal to the number of a seg-

mented region in a signature image. The hidden layer consists of crisp neurons; the

number of neurons in the hidden layer is approximately double the input layer size.

The output layer consists of one crisp neuron that represents the output person corre-

sponding to the current signature input pattern. The computation parameters in the

Backpropagation classification algorithm include the learning rate of hidden neu-

rons 𝛼1 and the learning rate of output neuron 𝛼2, the stopping condition during the

learning phase include specific numbers of iterations or acceptable error rate.

Backpropagation algorithm uses sigmoid activation function to compute the out-

put, it also uses momentum term to increase the recognition ability. During the test

phase; if the output value of the crisp neuron is binary 1, then the input pattern rep-

resents that person, if the output value is binary 0, then the input pattern doesn’t

represent that person [2]. Back-Propagation propagates the input values through the

neural network in such way that calculates the output values, compare the obtained

output with the desired output and calculate its error, then it backward redistribute the

error to the neurons according to their contributions in the error and modifies their

synaptic weights [10, 11]. The fitness function of BP utilized is the sum-squared

error between the input to the system and the optimized parameters:

f (c) =
n∑

i=1

(||||
y(n) −

∧
y (n)

||||

)2

(40)

where n represents the number of input/output sample, y(n) represents the desired

output and

∧
y (n) represents the actual output [2, 3].

7 Experimental Results

The signature database includes signature images of ten trained persons, each person

has twenty signature images divided as ten signatures used during training phase

and the Other used during testing phase. According to our experimental results, the

experiments were applied on the set of training images for the trained persons, as

depicted in Fig. 2.
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Fig. 2 Sample signature images

Fig. 3 Conventional NN VS

Rough NN VS Rough NN

with segmentation

The introduced algorithm is applied with random initial weights and learning rate

of hidden neurons 𝛼1 has value of 0.01 and the learning rate of output neuron 𝛼2 has

value 0.001, the experiment is repeated five times for each training person due to

optimizing the weigh template.

A comparison between conventional NN and RNN and RNN with segmentation

for the ten persons is taken into account. As depicted in Fig. 4.3, RNN with segmen-

tation achieves more progressive tests for 10 persons than that of the conventional

NN and RNN and shows that the total identification percentage for conventional NN

is 89% and for RNN is approximately 95% and for RNN with segmentation is 98%

(see Fig. 3).
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Then using segmentation with RNN is more effective in terms of mean improve-

ment than Conventional NN and RNN. This chapter proposed a new technique to

improve the performance of handwritten signature identification process that is con-

sidered an easy and basic way for recognizing persons. This technique is based on

grid features and Rough Neural Network.

In the feature extraction phase signature images are segmented into equal number

of segments from which a set of local features are extracted. The application of grid

features coupled with well defined RNN contributed greatly to the generation of

robust signature models.

Uses grid features and rough neural networks where grid features based on

segmentation used for reducing the pattern size by extracting the most signifi-

cant attributes in signatures that can discriminate between different persons classes,

Rough neural networks used as a classifier for signature identification based on back-

propagation learning algorithm.

8 Conclusion and Future Work

Signature Identification is an important research area in the field of person authen-

tication. The goal of a signature recognition system is to verify the identity of an

individual based on an analysis of his or her signature through a process that dis-

criminates a genuine signature from a forgery one. It enables computers to recog-

nize handwritten signatures without human intervention. Signature recognition is a

necessary task in society, as signatures have a well established and accepted place

as a formal means of personal verification. Due to this, its potential applications are

numerous and include, personal verification for access control, banking applications,

electronic commerce, legal transactions.

The process of handwritten signature recognition follows the classical pattern

recognition model steps; that is, data acquisition, preprocessing, feature extraction,

classification (generally called “verification” in the signature verification field), and

performance evaluation.

Many approaches have been developed to counterfeit the signature identification

problem such as conventional neural networks, Neurofuzzy, Wavelet Neural, hidden

Markov models and support vector machines. Although these approaches have made

tremendous achievements in the area of person authentication, there is still a scope of

work since these techniques have weakness such as lack of semantics, long training

time, proneness to overfitting, and large feature vector.

The proposed work aims to provide a Rough Neural Network that is a hybrid

technique between modified neural network that contains rough neurons and rough

set. It presents a new approach for recognizing handwritten signatures. Rough sets

provides mathematical techniques for discovering regularities in data and uncover-

ing patterns in it, which may otherwise be obscured by too many details, it is used

for reducing the input pattern size by resolving the variability problem exists in sig-

natures, and to determine which neurons in the input layer considered being rough
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neurons while Rough neural networks use a combination of rough and conventional

neurons. Rough neuron is used as a classifier for signature identification based on

back propagation learning algorithm.

In the future we wish to extend the system to deal with more complex types of

data and solve inconsistencies found in it using granular computing as an emerg-

ing computing paradigm of information processing. Also we wish to implement full

biometric system identification such as online signature recognition and other bio-

metrics.
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A Novel Secure Personal Authentication
System with Finger in Face Watermarking
Mechanism

Chinta Someswara Rao, K.V.S. Murthy, R. Shiva Shankar
and V. Mnssvkr Gupta

Abstract Facial and Finger authentication plays a pivotal role for proving personal
verification in any organization, industry, enterprise, etc. In the previous works,
authentication systems are developed by using the password, pin number, digital
signature, etc., as a single source of identification. But all these systems can be
subjected to spoofing attack. In this paper, a novel authentication system is pro-
posed with image-in-image Fast Hadmard Transform (FHT) watermarking and
authentication with Singular Value Decomposition (SVD). The proposed system is
strong enough from attacks as the authentication is being done using face and finger
traits. The proposed work is useful for reducing the size of the database, identifi-
cation and authentication for bank systems, crime investigations, organizational
attendance systems, and for knowing student attendance system, unauthorized
copying, etc.

Keywords Face ⋅ Finger ⋅ Authentication ⋅ Personal verification ⋅ FHT ⋅ SVD

1 Introduction

Authentication is the act of confirming the truth of an attribute of a single piece of
data which is claimed true by an entity [1]. In contrast with identification, which
refers to the act of stating or otherwise indicating a claim purportedly attesting to a
person or thing’s identity, authentication is the process of actually confirming that
identity. It might involve confirming the identity of a person by validating their
credentials like face, finger in biometric systems.

In the previous system authentication can be proved by person’s password, pin
number, digital signature, etc., but this system remains failed because of spoofing
attacks by intruders. To stop these perfect digital copies and modified files, several
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methods such as copy protection and file encryption have been tried and until
recently, have failed. These old techniques suffer from major drawbacks. Once an
encrypted file has been decoded successfully, it can be copied as many times as for
redistribution with no encryption. Thus, there is a strong need for techniques to
protect the copyright for the content of owners. Cryptography and digital water-
marking are two complementary techniques to protect digital content [2].

Cryptography is the processing of information into an encrypted form for the
purpose of secure transmission. Before delivery, the digital content is encrypted by
the owner using a secret key. A corresponding decryption key is provided only to a
legitimate receiver. The encrypted content is then transmitted via Internet or other
public channels, and it will be not possible to pirate without the decryption key. At
the receiving end, the receiver decrypts the information using a secret key, which is
shared by both the delivering and receiving ends. However, once the encrypted
content is decrypted, it has no protection anymore. For example, an adversary can
obtain the decryption key by purchasing a legal copy of the media, but then
redistribute the decrypted copies of the original [3].

In response to these challenges, in this paper, digital watermarking techniques
have been proposed for authentication, storing, and protecting the digital content
even after it is decrypted. In digital watermarking, a watermark is embedded into a
covertext, resulting in a watermarked signal called stegotext which has no visible
difference from the covertext. In a successful watermarking system, watermarks
should be embedded in such a way that the watermarked signals are robust to
certain distortions caused by either standard data processing in a friendly envi-
ronment or malicious attacks in an unfriendly environment. In other words,
watermarks still can be recovered from the attacked watermarked signal generated
by an attacker if the attack is not too much [4, 5].

1.1 Digital Watermarking History and Terminology

1.1.1 History

The idea of communicating secretly is as old as communication itself. Stegano-
graphic methods made their record debut a few centuries later in several tales by
Herodotus, the father of history. Kautilya’s Arthasastra and Lalita Visastra are few
famous examples of the Indian literature in which secret writing or steganography
have been used. Few other examples of steganography can be found. An important
technique was the use of sympathetic inks. Ovid in his Art of Love suggests using
milk to write invisibly. Later, chemically affected sympathetic inks were developed.
This was used in First and Second World Wars. The origin of steganography is
biological and physiological. The term steganography came into use in 1500s after
the appearance of Trithemius book on the subject Steganographia. In First World
War, for example, German spies used fake orders for cigars to represent various
types of British warships-cruisers and destroyers [6, 7].
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1.1.2 Terminology

As most of the techniques used to hide or embed data in media share similar
principles and basic ideas, this section gives some definitions, to avoid confusion, to
clarify and show the difference between the different techniques. The various
information hiding techniques can be classified as given in Fig. 1

Steganography stands for the art, science, study, work of communicating in a way,
which hides a secret message in the main information. Steganography methods rely
generally on the assumption that the existence of the covert data is unknown to
unauthorized parties and are mainly used in secret point-to-point communication
between trusting parties. In general, the hidden data does not resist manipulation
and thus cannot be recovered.
Watermarking as opposed to steganography, in an ideal world can resist to
attacks. Thus, even if the existence of the hidden information is known, it should be
difficult for an attacker to remove the embedded watermark, even if the algorithmic
principle is known.
Data hiding and Data embedding are used in varying context, but they do typi-
cally denote either steganography or applications “between” steganography and
watermarking applications where the existence of the embedded data are publicly
known, but do not need to be protected.
Fingerprinting and labeling are terms that denote special applications of water-
marking. They relate to copyright protection applications, where information about
originator and recipient of digital data is embedded as watermarks. The individual
watermarks, which are unique codes out of a series of codes, are called “finger-
prints” or “labels.”

Information Hiding

Steganography Covert Channels Anonymity

Linguistic
Steganography Robust 

Copyright Marking

Semagram Open code Fingerprinting Watermarking

Visible
Watermarking 

Invisible
Watermarking 

Technical
Steganography

Copyright marking

Dual 
Watermarking 

Fragile  
Watermarking 

Fig. 1 Information hiding techniques

A Novel Secure Personal Authentication System with Finger … 321



Bit-stream watermarking is sometimes used for data hiding or watermarking of
compressed data, for example, compressed video.
Visible watermarks as the name says, are visual patterns, like logos, which are
inserted into or overlaid on images, very similar to visible paper watermarks.
Copy protection attempts to find ways, which limits the access to copyrighted
material and/or inhibit the copy process itself.
Copyright protection inserts copyright information into the digital object without
the loss of quality. Whenever the copyright of a digital object is in question, this
information is extracted to identify the rightful owner. It is also possible to encode
the identity of the original buyer along with the identity of the copyright holder,
which allows tracing of any unauthorized copies.

1.2 Research Problems and Motivations

A major research problem on digital watermarking is to determine best tradeoffs
among the distortion between the covertext and stegotext, the distortion between
the stegotext and forgery, the watermark embedding rate, the compression rate and
the robustness of the stegotext. Along this direction, some information theoretic
results, such as watermarking capacities and watermarking error exponents, have
been determined. Watermarking is not a new phenomenon. For nearly one thousand
years, watermarks on paper have been used to identify a particular brand (in the
case of publishers) and to discourage counterfeiting (in the case of stamps and
currency). In the contemporary era, proving authenticity is becoming increasingly
important as more of the world’s information is stored as readily transferable bits.
Digital watermarking is a process, whereby arbitrary information is encoded into an
image in such a way that the additional payload is imperceptible to the image
observer [8, 9].

Digital watermarking is a form of data hiding or steganography. Motivated by
growing concern about the protection of intellectual property on the Internet and by
the treat of a ban for encryption technology, the interest of watermarking techniques
has been increasing over the recent years [10]. In a digital image watermarking
system, information carrying watermark is embedded in an original image. The
watermarked image is then transmitted or stored. The received watermarked image
is then decoded to resolve the watermark.

Watermarking and cryptography encryption are closely related in the spy craft
family. Cryptography scrambles a message so it cannot be understood. A water-
marking method hides the message so it cannot be seen, a message in ciphertext
might cause suspicion on the recipient while an invisible message created with
steganographic methods will not. Note that watermarking is distinct from encryp-
tion. Its goal is not to restrict or regulate access to the host signal, but to ensure that
embedded data remain inviolate and recoverable [10]. There is little protection for
decrypted or descrambled content, which can be redistributed or misappropriated.
Digital watermarking is intended by its developers as the solution to the need to
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provide value added protection on top of data encryption and scrambling for
content protection.

1.3 Basic Principles of Watermarking

All watermarking methods share the same generic building blocks, a watermark
embedding system and a watermark recovery. Figure 2 shows the generic water-
mark embedding process. The inputs to the scheme are the watermark, the
cover-data and an optional public or secret key. The watermark can be of any nature
such as a number, text, or an image. The key may be used to enforce security that is
the prevention of unauthorized parties from recovering and manipulating the
watermark. All practical systems employ at least one key, or even a combination of
several keys [11].

Imperceptibility The modifications caused by watermark embedding should be
below the perceptible threshold, which means that some sort of perceptibility cri-
terion should be used not only to design the watermark, but also to quantify the
distortion. As a consequence of the required imperceptibility, the individual sam-
ples (or pixels, features, etc.) that are used for watermark embedding are only
modified by a small amount.
Redundancy To ensure robustness despite the small allowed changes, the water-
mark information is usually redundantly distributed over many samples (or pixels,
features, etc.) of the cover-data, thus providing a global robustness which means
that the watermark can usually be recovered from a small fraction of the water-
marked data. Obviously watermark recovery is more robust if more of the water-
marked data is available in the recovery process.
Keys In general, watermarking systems use one or more cryptographically secure
keys to ensure security against manipulation and erasure of the watermark. As soon
as a watermark can be read by someone, the same person may easily destroy it
because not only the embedding strategy, but also the locations of the watermark
are known in this case. These principles apply to watermarking schemes for all
kinds of data that can be watermarked, like audio, images, video, formatted text, 3D
models, model animation parameters, and others. The generic watermark recovery

Watermark (W)

Cover Data I

Secret/Public Key K

Watermark data IDigital Watermarking

Fig. 2 Generic watermarking schemes

A Novel Secure Personal Authentication System with Finger … 323



process is depicted in Fig. 3. Inputs to the scheme are the watermarked data, the
secret or public key and, depending on the method, the original data and/or the
original watermark. The output is either the recovered watermark W or some kind
of confidence measure.

1.4 Basic Requirements of Digital Watermarking

Depending on the watermarking application and purpose, different requirements arise
resulting in various design issues. Watermark imperceptibility is a common
requirement and independent of the application purpose. Additional requirements
have to be taken into consideration when designing watermarking techniques [12, 13]

1.4.1 Recovery with or Without the Original Data

Depending on the application, the original data is available or is not available to the
watermark recovery system. If the original data is available, it is usually advanta-
geous to use it, since systems that use the original data for recovery are typically
more robust. However, in applications such as data monitoring, the original data is
of no use because the goal is to identify the monitored data. In other applications,
such as video watermarking applications, it may be impracticable to use the original
data because of the large amount of data that would have to be processed. While
most early watermarking techniques require the original data for recovery, there is a
clear tendency to devise techniques that do not require the original data set [12, 13].

1.4.2 Verification of a Given Watermark

There are two inherently equivalent approaches for watermark embedding and
recovery. In the first approach, one watermark out of a predefined set of admissible
watermarks is embedded, and the watermark recovery tests the watermarked data
against the admissible set. The output of the watermark recovery is the index of the

Watermark W

Or Original data I

Test Data II

Secret/Public Key K

Watermark or confidence 
measure

Digital Watermark Recovery

Fig. 3 Generic watermark recovery scheme

324 C.S. Rao et al.



embedded watermark or a symbol “no watermark found.” In the second approach,
the embedded watermark is the modulation of a sequence of symbols given to the
watermark embedding system. In the detection process, the embedded symbols are
extracted through demodulation.

1.4.3 Robustness

Robustness of the watermarked data against modifications and/or malicious attacks
is one of the key requirements in watermarking. However, as said before, there are
applications where it is less important than for others.

1.4.4 Security Issues and Use of Keys

The conditions for key management differ greatly depending on the application.
Obvious examples are public-key watermarking systems versus secret-key systems
used for copyright protection. Watermarking methods using the original data set in
the recovery process usually feature increased robustness not only toward noise-like
distortions, but also distortions in the data geometry since it allows the detection
and inversion of geometrical distortions. In many applications, such as data mon-
itoring or tracking, access to the original data is not possible.

2 Cryptography Related to Watermarking

Most content protection mechanisms rely on cryptological (cryptographical or
steganographical) means for the provision of functionality. These mechanisms serve
one or more of the requirements in definitions for confidentiality through anonymity
that are commonly sought for in information security [14].

2.1 Cryptography

Cryptography is the science of using mathematics to encrypt and decrypt data.
Cryptography enables to store sensitive information or transmit it across insecure
networks, so that it cannot be read by anyone except the intended recipient. While
cryptography is the science of securing data, cryptanalysis is the science of ana-
lyzing and breaking secure communication.

Classical cryptanalysis involves an interesting combination of analytical reason-
ing, application of mathematical tools, pattern finding, patience, determination [15].
A related discipline is steganography, which is the science of hiding messages rather
than making them unreadable. Steganography is not cryptography; it is a form of
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coding. It relies on the secrecy of the mechanism used to hide the message. If, for
example, encode a secret message by putting each letter as the first letter of the first
word of every sentence, its secret until someone knows to look for it, and then it
provides no security at all. Amessage is known as a plaintext or cleartext. Themethod
of disguising the plaintext in such away as to hide its information is encryption and the
encrypted text is also known as a ciphertext. The process of reverting ciphertext back
to its original text is decryption.

2.2 Steganography

Steganography is the study of techniques for hiding the existence of a secondary
message in the presence of a primary message. The primary message is referred to
as the carrier signal or carrier message; the secondary message is referred to as the
payload signal or payload message. Classical Steganography can be divided into
two areas, technical steganography and linguistic steganography. The classification
of the various steganographic techniques is shown in Fig. 4 and described briefly in
the following section.

Technical steganography involves the use of technical means to conceal the
existence of a message using physical or chemical means. Examples of this type of
steganography include invisible inks.

Linguistic steganography itself can be grouped into two categories, open codes
and semagrams. The latter category also encompasses visual semagrams. These are

Steganography

Technical
Steganography

Linguistic
Steganography

Semagrams Open Codes

Visual 
Semagrams

Text
Semagrams

Jargon
Codes

Covered 
Ciphers 

Covered 
Ciphers 

Coursed
Ciphers 

Fig. 4 Classifications of steganographic techniques
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physical objects, depictions of objects or other diagrams with an ostensibly
innocuous purpose in which a message is encoded. Examples of semagrams include
the positioning of figures on a chessboard. Text semagrams are created by modi-
fying the appearance of a text in such a way that the payload message is encoded.

The category of open codes is characterized by embedding the payload signal in
the carrier signal in such a way in the carrier signal that the carrier signal itself can
be seen as a legitimate message from which an observer may not immediately
deduce the existence of the payload signal.

One of the most frequently cited examples is the cue code with which in World
War II Japanese diplomats were to be notified of impending conflict. In this code,
“HIGASHI NO KAZE AME” (“east wind, rain”) signified pending conflict with the
United States, while “KITANO KAZE JUMORI” (“north wind, cloudy”) indicated
no conflict with Russia and “NISHI NO KAZE HARE” (“west wind, clear”) with
the British Empire. Unlike jargon codes, which lead to atypical language that can be
detected by an observer, cue codes are harder to detect provided that their estab-
lishment has not been compromised.

2.3 Watermarking

Although cryptography and watermarking both describe techniques used for covert
communication, cryptography typically relates only to covert point-to-point com-
munication between two parties. Cryptography methods are not robust against
attacks or modification of data that might occur during transmission, storage or
format conversion. Watermarking, as opposed to cryptography, has an additional
requirement of robustness against possible attacks. An ideal cryptographic system
would embed a large amount of information securely, with no visible degradation to
the cover object. An ideal watermarking system, however, would embed an amount
of information that could not be removed or altered without making the cover object
entirely unusable. As a side effect of these different requirements, a watermarking
system will often trade capacity and perhaps even some security for additional
robustness.

The working principle of the watermarking techniques is similar to the cryp-
tography methods. A watermarking system is made up of a watermark embedding
system and a watermark recovery system. The system also has a key which could be
either a public or a secret key. The key is used to enforce security, which is
prevention of unauthorized parties from manipulating or recovering the watermark.
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3 Review of the State of the Art

The review of the state of the art is classified into two categories as authentication
and watermarking. In authentication category, the literature which is related to
biometric authentication is discussed, whereas in second category, the literature
which is related to digital image watermarking is discussed.

3.1 Watermarking

A modern proliferation and success of the Internet, together with availability of
relatively inexpensive digital recording and storage devices has created an envi-
ronment in which it became very easy to obtain, replicate, and distribute digital
content without any loss in quality. This has become a great concern to the mul-
timedia content publishing industries, because techniques that could be used to
protect intellectual property rights for digital media, and prevent unauthorized
copying did not exist. While encryption technologies can be used to prevent
unauthorized access to digital content, it is clear that encryption has its limitations
in protecting intellectual property rights, once content is decrypted, there is nothing
to prevent an authorized user from illegally replicating digital content. Some other
technology was obviously needed to help establish and prove ownership rights,
track content usage, ensure authorized access, facilitate content authentication, and
prevent illegal replication. This need attracted attention from the research com-
munity and industry leading to a creation of a new information hiding form, called
digital watermarking.

In 1994, Van Schyndelem et al. [16] changed the Least Significant Bit (LSB) of
an image to embed a watermark. Since then more and more researchers studied
digital watermarking problem. This section discusses some of the watermarking
techniques that have been implemented so far. Here also the results, advantages
including security, robustness, capacity, complexity, and the limitations of some of
these schemes are briefly discussed.

3.1.1 Spatial Domain Watermarking

In spatial domain watermarking, each pixel value of the image is modified
depending on the watermark signal pattern. Changing the pixel value does affect the
image statistics. Due to the constraint that the watermark should be imperceptible,
there cannot be much deviation from the original image statistics. This requires that
the change introduced in each pixel be less. One disadvantage of spatial domain
watermarking is not robust to attacks.

Van Schyndel et al. [16] presents LSB Method. One of the simplest methods to
insert data into digital signals in noise free environments is LSB coding. The LSBs
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of each pixel of the image is first set to zero or one. Zeros and ones are then used to
embed information in the LSB plane. For example, a binary black and white image
can be embedded in this host image. LSB coding introduces noise of at most one
unit, which, in practice, is imperceptible, as long as the host pixel value is not too
low. The traditional LSB coding has been used for a long time. Nowadays people
do not use LSB watermarking technique.

Van Schydel et al. [17] presents other LSB coding methods that use
m-sequences to transparently embed messages with greater security than straight-
forward LSB coding. A binary sequence is mapped from {0, 1} to {−1, 1}. In one
method, the message is embedded in the LSB plane using m-sequences. Unlike the
first one changing bit value in the LSB plane, the second adds messages in LSB
plane. Disadvantages of these methods are hostile parties know that all pixels are
changed with value ±1, partial knowledge of a m-sequence string enables the
recovery of the whole data, and this technique is fragile to all manipulations in the
frequency domain. Therefore, this LSB coding method is very vulnerable.

Huang et al. [18] presents a novel and robust color watermarking approach for
applications in copy protection and digital archives. This scheme considers
chrominance information that can be utilized at information embedding. This work
presents an approach for hiding the watermark into Direct Current (DC) compo-
nents of the color image directly in the spatial domain, followed by a saturation
adjustment technique performed in Red Green Blue (RGB) space. The merit of this
approach is that it not only provides promising watermarking performance but also
is computationally efficient.

3.1.2 Transform Domain Watermarking

In simple terms transform domain means that the image is segmented into multiple
frequency bands. Transform domain methods hide messages in significant areas of
the cover image which makes them more robust to attacks, such as compression,
cropping, and some image processing techniques than the LSB approach. However,
while they are more robust to various kinds of signal processing, they remain
imperceptible to the human sensory system. Here singular value decomposition-
based watermarking scheme is only discussed. Other transform domain techniques
are discussed in further sections.

Zhu et al. [19] presents SVD-based watermarking method. SVD deal with the
rectangle matrices directly and can extract better-quality watermarks. It takes little
time to embed and extract the watermark in large images and this method can avoid
some disadvantages such as the distortion caused by the computing error when
extracting the watermark in the diagonal direction.

Liang and Qi [20] presents Singular Value Decomposition (SVD)-Discrete
Wavelet Transformation (DWT) composite watermarking. Robustness against
geometric distortion is one of the crucial important issues in watermarking. Here,
watermarking is embedded in high-frequency image by singular value decompo-
sition. This is unlike traditional viewpoint that assumes watermarking should be
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embedded in low or middle frequency to have good robustness. Experimental
evaluation demonstrates that this algorithm is able to withstand a variety of attacks
including common geometric attacks.

3.1.3 DCT Domain Watermarking

Discrete Cosine Transformation (DCT)-based watermarking techniques are more
robust compared to simple spatial domain watermarking techniques [2, 21]. Such
algorithms are robust against simple image processing operations like low-pass
filtering, brightness and contrast adjustment, blurring, etc. However, they are dif-
ficult to implement and are computationally more expensive. At the same time they
are weak against geometric attacks like rotation, scaling, cropping, etc. DCT
domain watermarking can be classified into global DCT watermarking and
block-based DCT watermarking. One of the first algorithms presented by Cox et al.
used global DCT approach to embed a robust watermark in the perceptually sig-
nificant portion of the human visual system. Embedding in the perceptually sig-
nificant portion of the image has its own advantages, because most compression
schemes remove the perceptually insignificant portion of the image. The main steps
of any block-based DCT algorithm is depicted in Algorithm 1.

Algorithm 1: DCT Block-Based Watermarking Algorithm

1. Segment the image into nonoverlapping blocks of 8 × 8
2. Apply forward DCT to each of these blocks
3. Apply some block selection criteria (e.g., Human Visual System (HVS))
4. Apply coefficient selection criteria (e.g., highest)
5. Embed watermark by modifying the selected coefficients
6. Apply inverse DCT transform on each block

Most algorithms discussed here are classified based on steps 3 and 4, i.e., the
main difference between most algorithms is that they differ either in the block
selection criteria or coefficient selection criteria and based on the perceptual
modeling strategy incorporated by the watermarking algorithms.

Bors et al. [22] presents image watermarking using DCT domain constraints.
This algorithm selects certain blocks in the image based on a Gaussian network
classifier. The pixel values of the selected blocks are modified such that their
discrete cosine transform coefficients fulfill a constraint imposed by the watermark
code. The watermarks embedded by the presented algorithm are resistant to image
compression.

Hernandez et al. [23] presents DCT—domain watermarking techniques for still
images. The DCT is applied in blocks of 8 × 8 pixels. The watermark can encode
information to track illegal misuses. For flexibility purposes, the original image is
not necessary during the ownership verification process, so it must be modeled by
noise. As a result of their work, analytical expressions for performance measures
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such as the probability of error in watermark decoding and probabilities of false
alarm in watermark detection are derived.

Lu et al. [24] presents Block DCT-based Robust watermarking using side
information extracted by mean filtering. Here, the authors investigate the charac-
teristic of mean filtering to formulize the problems of watermark embedding and
extraction. This leads to a nonadditive embedding strategy and a sophisticated blind
detection mechanism. With regard to geometric attacks, block-based watermarking
and moment normalization are both addressed without relying on pilot signals. The
new watermarking scheme has been verified by Stirmark and a new benchmark.

Mohanty et al. [25] presents DCT domain visible watermarking technique for
images. In this technique, they describe a visible watermarking scheme that is
applied into the host image in the DCT domain. A mathematical model has been
developed for that purpose. They also present a modification of the algorithm to
make the watermark more robust.

3.1.4 Wavelet Domain Watermarking

This section discusses wavelet-based watermarking algorithms. Here, these algo-
rithms are classified based on their decoder requirements as blind detection or
non-blind detection. As mentioned earlier, blind detection does not require the
original image for detecting the watermarks, however, non-blind detection requires
the original image [26].

DWT Domain Watermarking

In the past few years, wavelet transform has been widely studied in signal pro-
cessing in general and image compression in particular. In some applications
wavelet-based watermarking schemes outperforms DCT-based approaches.

DWT Watermarking

DWT based watermarking schemes follow the same guidelines as DCT-based
schemes, i.e., the underlying concept is the same, however, the process to transform
the image into its transform domain varies and hence the resulting coefficients are
different. Wavelet transforms use wavelet filters to transform the image [27]. There
are many available filters, although the most commonly used filters for water-
marking are Haar wavelet Filter, Daubechies orthogonal filters, and Daubechies
bi-orthogonal filters. Each of these filters decomposes the image into several fre-
quencies. Single-level decomposition gives four frequency representations of the
images. These four representations are called the Low Low (LL), Low High (LH),
High Low (HL), High High (HH) subbands as shown in Fig. 5.
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DWT-Based Blind Watermark Detection

Lu et al. [28, 29] presents a novel watermarking technique called as “cocktail
watermarking”. This technique embeds dual watermarks which complement each
other. This scheme is resistant to several attacks, and no matter what type of attack
is applied, one of the watermarks can be detected. Furthermore, they enhance this
technique for image authentication and protection by using the wavelet based just
noticeable distortion values. Hence, this technique achieves copyright protection as
well as content authentication simultaneously [17, 28].

Zhu et al. [30] presents a multi-resolution watermarking technique for water-
marking video and images. The watermark is embedded in all the high-pass bands
in a nested manner at multiple resolutions. This technique does not consider the
HVS aspect.

Voyatzis and Pitas [31], who presented the “toral automorphism” concept,
provides a technique to embed binary logo as a watermark, which can be detected
using visual models as well as by statistical means, So in case the image is degraded
too much and the logo is not visible, it can be detected statistically using correla-
tion. Watermark embedding is based on a chaotic (mixing) system. Original image
is not required for watermark detection. However, the watermark is embedded in
spatial domain by modifying the pixel or luminance values. A similar approach is
presented for the wavelet domain, where the authors propose a watermarking
algorithm based on chaotic encryption.

DWT-Based Non-blind Watermark Detection

This technique requires the original image for detecting the watermark [32]. Most
of the techniques found in literature use a smaller image as a watermark and hence
cannot use correlation-based detectors for detecting the watermark; as a result they
rely on the original image for informed detection. The size of the watermark image
normally is smaller compared to the host image.

Xia et a1. [33] presents a wavelet-based non-blind watermarking technique for
still images, where watermarks are added to all bands except the approximation
band. A multi-resolution-based approach with binary watermarks is presented.

HH1LH1

HL1LL1

Fig. 5 Single-level
decomposition using DWT
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Here, both the watermark logo as well as the host image is decomposed into
subbands and later embedded. Watermark is subjectively detected by visual
inspection; however, an objective detection is employed by using norma1ized
correlation.

Raval and Rege [34] presents a multiple watermarking technique. The authors
argue that if the watermark is embedded in the low-frequency components it is
robust against low-pass filtering, lossy compression, and geometric distortions. On
the other hand, if the watermark is embedded in high-frequency components, it is
robust against contrast and brightness adjustment, gamma correction, histogram
equalization, and cropping and vice versa.

Kundur and Hatzinakos [35] presents image fusion watermarking technique.
They use salient features of the image to embed the watermark. They use a saliency
measure to identify the watermark strength and later embed the watermark addi-
tively. Normalized correlation is used to evaluate the robustness of the extracted
watermark. Later the authors propose another technique termed as FuseMark, which
includes minimum variance fusion for watermark extraction.

Tao and Eskicioglu [36] presents an optimal wavelet-based watermarking
technique. They embed binary logo watermark in all the four bands. But they
embed the watermarks with variable scaling factor in different bands. The scaling
factor is high for the LL subband but for the other three bands its lower. The quality
of the extracted watermark is determined by similarity ratio measurement for
objective calculation.

3.1.5 DFT Domain Watermarking

Discrete Fourier Transformation (DFT) domain has been explored by researches
because it offers robustness against geometric attacks like rotation, scaling, crop-
ping, translation, etc. This section, discusses some watermarking algorithms based
on the DFT domain [37].

Direct Embedding

There are few algorithms that modify these DFT magnitude and phase coefficients
to embed watermarks. Ruanaidh et al. proposed a DFT watermarking technique in
which the watermark is embedded by modifying the phase information within the
DFT. It has been shown that phase-based watermarking is robust against image
contrast operation.

Kang et al. [38] presents a new resilient watermarking algorithm. The watermark
is embedded in the magnitude coefficients of the Fourier transform re-sampled by
log-polar mapping. The technique is however not robust against cropping and
shows weak robustness against JPEG compression.

Solachidis and Pitas [39] presents a novel watermarking technique. They embed
a circularly symmetric watermark in the magnitude of the DFT domain. Since the

A Novel Secure Personal Authentication System with Finger … 333



watermark is circular in shape with its center at image cenetr, it is robust against
geometric rotation attacks. The watermark is centered on the mid frequency region
of the DFT magnitude. Neighborhood pixel variance masking is employed to
reduce any visible artifacts. The technique is computationally not expensive to
recover from rotation.

Ganic and Eskicioglu [40] presents a semi-blind watermarking technique. They
embed circular watermarks with one in the lower frequency while the other in the
higher frequency. They follow the same argument as that endorsed by embedding
watermarks in the low-frequency component, which is robust against one set of
attacks, while embedding in the high-frequency components is robust to another set
of attacks.

Template-Based Embedding

Pereira and Pun presents robust watermarking algorithm resistant to affine trans-
formations. They introduce the concept of template. A template is a structure which
is embedded in the DFT domain to estimate the transformation factor. Once the
image undergoes a transformation this template is searched to resynchronize the
image, and then use the detector to extract the embedded spread spectrumwatermark.

3.1.6 FFT and DHT Domain Watermarking

Pereira et al. [41] presents a watermarking algorithm based on Fast Fourier Trans-
formation (FFT) that is robust against compression attacks. It is a template-based
embedding algorithm similar to the one discussed in the previous section. Apart from
the template, an informative watermark is embedded to prove ownership. In case the
image undergoes a geometric distortion the template is reversed back to its original
location and then the watermark is extracted. They employ the concept of log-polar
maps and log-log maps to recover the hidden template. This technique is shown to be
robust against cropping, print and scan attack.

Falkowski and Lim [42] presents a watermarking technique based on
multi-resolution transform and comp1ex Hadamard transform. Initially the
multi-resolution Hadamard transform is applied to the image to decompose it into
various frequency bands like low–low, low–high, and high–high. The lowest fre-
quency band is then divided into 8 × 8 blocks and 2-Dimensional (D) complex
Hadamard transform is applied. Watermark is embedded in this domain by altering
the phase component of the most significant image component. The watermark is
embedded in the phase component because phase modulation is more robust to
noise than amplitude modulation. This scheme is shown to be robust against several
attacks like image compression, image scaling, dithering, cropping, and successive
watermarking.

Gi1ani and Skodras [43] presents another watermarking technique, which
embeds the watermark by modifying the high-frequency Hadamard coefficients. An
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image undergoes double frequency transform initially by Haar wavelet transform
and later by Hadamard transform. This gives rise to the multi-resolution Hadamard
frequency domain. The Hadamard transform concentrates most of the energy in the
upper left corner, and hence it is selected to embed watermark information.

3.1.7 Frequency Domain Watermarking

The basic principles of adding or changing components of digital images and other
digital documents can be transferred to other value domains [44]. In order to
integrate watermark information into frequency components, the document has to
be transformed into its frequency components. The LSB method is also applied in
the frequency domain by selecting the pixel based on the frequency. Most methods
involve the modification of transformed coefficients based on their frequencies due
to its imperceptibility. In a frequency-based watermarking scheme, the watermark
upon inverse transformation to the spatial domain, is dispersed throughout the
image making it very difficult for an attacker to remove the watermark without
causing significant damage to the image. In most cases digital watermarks are
integrated into the mid-band frequencies.

Shao et al. [45] presents a frequency domain watermarking algorithm for image
and video. By using a novel frequency division multiplexing structure, the infor-
mation watermark and synchronization template are jointly embedded both in the
frequency domain, thus the algorithm has resistance to geometric distortions and
real-time embedding for bit stream is possible. Detection result is improved by
using concatenation coding. Copy attack is combated by introducing low-frequency
content information in the watermark generation instead of using a second water-
mark. Experiments show the presented algorithm is robust and well suited for such
applications as copyright protection and broadcast monitoring.

3.1.8 Spread Spectrum Watermarking

Spread spectrum techniques used in digital watermarking is borrowed from the
communication field. The basic idea of spread spectrum is to spread the data across
a large frequency band. In the case of audio, it is the entire audible spectrum, in the
case of images, it is the whole visible spectrum. Spread spectrum is a military
technology designed to handle interferences and disturbances. In most cases, sig-
nals that represent the information are modulated at low intensity across the source
bandwidth. Spread spectrum communication is used in radar, navigation, and
communication applications. The information is weaved into the source material
using a secret key or an embedding procedure [46].

Xiao and Wang [47] present spread spectrum-based watermarking method. In
spread transform dither modulation, the watermark signal is embedded into the
spread transformed data, where spread transform is an important factor that affects
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the performances. Spread transform (also called projection) makes the embedding
distortion concentrating on one coefficient spread to multiple coefficients. This leads
to some advantages, such as the satisfaction of peak distortion limitations.

3.2 Authentication

The next stage in fingerprint automation occurred at the end of 1994 with the
Integrated Automated Fingerprint Identification System (IAFIS) competition. The
competition identified and investigated three major challenges:

(1) digital fingerprint acquisition,
(2) local ridge characteristic extraction, and
(3) ridge characteristic pattern matching [48].

The first Automated Fingerprint Identification System (AFIS) was developed by
Palm System in 1993.

The year 2000 envisaged the first face recognition vendor test (FRVT, 2000)
sponsored by the US Government agencies and the same year paved way for the
first research paper on the use of vascular patterns for recognition [49]. During
2003, ICAO (International civil Aviation Organization) adopted blueprints for the
integration of biometric identification information into passports and other Machine
Readable Travel Documents (MRTDs). Facial recognition was selected as the
globally interoperable biometric for machine-assisted identity confirmation with
MRTDs

Zhao et al. [50] proposed an adaptive pore model for fingerprint pore extraction.
Sweat pores have been recently employed for automated fingerprint recognition, in
which the pores are usually extracted by using a computationally expensive
skeletonization method or a unitary scale isotropic pore model. In this paper,
however, the author shows that real pores are not always isotropic. To accurately
and robustly extract pores, they propose an adaptive anisotropic pore model, whose
parameters are adjusted adaptively according to the fingerprint ridge direction and
period. The fingerprint image is partitioned into blocks and a local pore model is
determined for each block. With the local pore model, a matched filter is used to
extract the pores within each block. Experiments on a high-resolution (1200 dpi)
fingerprint dataset are performed and the results demonstrate that the proposed pore
model and pore extraction method can locate pores more accurately and robustly in
comparison with other state-of-the-art pore extractors.

Moheb et al. [51] proposed an approach to image extraction and accurate skin
detection from web pages. This paper proposes a system to extract images from
web pages and then detect the skin color regions of these images. As part of the
proposed system, using band object control, they build a Tool bar named “Filter
Tool Bar (FTB)” by modifying the Pavel Zolnikov implementation. In the proposed
system, they introduce three new methods for extracting images from the web pages
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(after loading the web page by using the proposed FTB, before loading the web
page physically from the local host, and before loading the web page from any
server). These methods overcome the drawback of the regular expressions method
for extracting images suggested by Ilan Assayag. The second part of the proposed
system is concerned with the detection of the skin color regions of the extracted
images. So, they studied two famous skin color detection techniques.

Kaur et al. [52] proposed a fingerprint verification system using minutiae
extraction technique. Most fingerprint recognition techniques are based on minutiae
matching and have been well studied. However, this technology still suffers from
problems associated with the handling of poor quality impressions. One problem
besetting fingerprint matching is distortion. Distortion changes both geometric
position and orientation, and leads to difficulties in establishing a match among
multiple impressions acquired from the same finger tip. Marking all the minutiae
accurately as well as rejecting false minutiae is another issue still under research.
Their work has combined many methods to build a minutia extractor and a minutia
matcher. The combination of multiple methods comes from a wide investigation
into research papers. Also, some novel changes like segmentation using morpho-
logical operations, improved thinning, false minutiae removal methods, minutia
marking with special considering the triple branch counting, minutia unification by
decomposing a branch into three terminations, and matching in the unified x-y
coordinate system after a two-step transformation are used in the work.

Le et al. [53] proposed online fingerprint identification with a fast and distortion
tolerant hashing method. National ID card, electronic commerce, and access to
computer networks are some scenarios where reliable identification is a must.
Existing authentication systems relying on knowledge-based approaches like
passwords or token based such as magnetic cards and passports contain serious
security risks due to the vulnerability to engineering-social attacks and the easiness
of sharing or compromising passwords and PINs. Biometrics such as fingerprint,
face, eye retina, and voice offer a more reliable means for authentication. However,
due to large biometric database and complicated biometric measures, it is difficult to
design both an accurate and fast biometric recognition. Particularly, fast fingerprint
indexing is one of the most challenging problems faced in fingerprint authentication
system. In this paper, they present a specific contribution by introducing a new
robust indexing scheme that is able not only to fasten the fingerprint recognition
process but also improve the accuracy of the system.

Ratha et al. [54] proposed an adaptive flow orientation based segmentation or
binarization algorithm. In this approach, the orientation field is computed to obtain
the ridge directions at each point in the image. To segment the ridges, a 16 × 16
window oriented along the ridge direction is considered around each pixel. The
projection sum along the ridge direction is computed. The centers of the ridges
appear as peak points in the projection. The ridge skeleton thus obtained is
smoothened by morphological operation. Finally minutiae are detected by locating
end points and bifurcations in the thinned binary image.

Jain et al. [55] proposed a Pores and Ridges: Fingerprint Matching Using Level
3 Features. Fingerprint friction ridge details are generally described in a hierarchical
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order at three levels, namely, level 1 (pattern), level 2 (minutiae points), and level 3
(pores and ridge shape). Although high-resolution sensors (∼ 1000 dpi) have
become commercially available and have made it possible to reliably extract level 3
features, most Automated Fingerprint Identification Systems (AFIS) employ only
level 1 and level 2 features. As a result, increasing the scan resolution does not
provide any matching performance improvement [17].

Vatsa et al. [56] proposed a combining pores and ridges with minutiae for
improved fingerprint verification. This paper presents a fast fingerprint verification
algorithm using level-2 minutiae and level-3 pore and ridge features. The proposed
algorithm uses a two-stage process to register fingerprint images. In the first stage,
Taylor series-based image transformation is used to perform coarse registration,
while in the second stage thin plate spline transformation is used for fine regis-
tration. A fast feature extraction algorithm is proposed using the Mumford–Shah
functional curve evolution to efficiently segment contours and extracts the intricate
level-3 pore and ridge features. Further, Delaunay triangulation-based fusion
algorithm is proposed to combine level-2 and level-3 information that provides
structural stability and robustness to small changes caused due to extraneous noise
or nonlinear deformation during image capture. They define eight quantitative
measures using level-2 and level-3 topological characteristics to form a feature
super vector. A 2n-support vector machine performs the final classification of
genuine or impostor cases using the feature super vectors. Experimental results and
statistical evaluation show that the feature super vector yields discriminatory
information and higher accuracy compared to existing recognition and fusion
algorithms.

Uludaga et al. [57] proposed a biometric template selection and update: a case
study in fingerprints. Sweat pores have been recently employed for automated
fingerprint recognition, in which the pores are usually extracted by using a com-
putationally expensive skeletonization method or a unitary scale isotropic pore
model. In this paper, however, real pores are not always isotropic. To accurately
and robustly extract pores, they propose an adaptive anisotropic pore model, whose
parameters are adjusted adaptively according to the fingerprint ridge direction and
period. The fingerprint image is partitioned into blocks and a local pore model is
determined for each block. With the local pore model, a matched filter is used to
extract the pores within each block. Experiments on a high-resolution (1200 dpi)
fingerprint dataset are performed and the results demonstrate that the proposed pore
model and pore extraction method can locate pores more accurately and robustly in
comparison with other state-of-the-art pore extractors.

Coetzee and Botha [58] proposed a binarization technique based on the use of
edges extracted using Marr–Hilderith operator. The resulting edge image is used in
conjunction with the original gray-scale image to obtain the binarized image. This is
based on the recursive approach of line following and line thinning. Two adaptive
windows, the edge window and the gray-scale window are used in each step of the
recursive process. To begin with, the pixel with the lowest gray-scale value is
chosen and a window is centered on it. The boundary of the window is then
examined to determine the next position of the window. The window is
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successively positioned to trace the ridge boundary and the recursive process ter-
minates when all the ridge pixels have been followed to their respective ends.

Bolle et al. [59] proposed the evaluation techniques for biometrics-based
authentication systems. Biometrics-based authentication is becoming popular
because of increasing ease-of-use and reliability. Performance evaluation of such
systems is an important issue. They endeavor to address two aspects of performance
evaluation that have been conventionally neglected. First, the “difficulty” of the
data that is used in a study influences the evaluation results. They propose some
measures to characterize the data set so that the performance of a given system on
different data sets can be compared. Second, conventional studies often have
reported the false reject and false accept rates in the form of match score distri-
butions. However, no confidence intervals are computed for these distributions,
hence no indication of the significance of the estimates is given. In this paper, they
compare the parametric and nonparametric (bootstrap) methods for measuring
confidence intervals. They give special attention to false reject rate estimates.

Yuan et al. [60] proposed a real-time fingerprint recognition system based on
novel fingerprint matching strategy. In this paper, they present a real-time finger-
print recognition system based on a novel fingerprint minutiae matching algorithm.
The system is developed to be applicable to today’s embedded systems for fin-
gerprint authentication, in which small area sensors are employed. The system is
comprised of fingerprint enhancement and quality control, fingerprint feature
extraction, fingerprint matching using a novel matching algorithm, and connection
with other identification system. Here, they describe their way to design a more
reliable and fast fingerprint recognition system which is based on today’s embedded
systems in which small area fingerprint sensors are used.

Cui et al. [61] proposed the research of edge detection algorithm for fingerprint
images. This paper introduces some edge detection operators and compares their
characteristics and performances. At last the experiments show that each algorithm
has its advantages and disadvantages, and the suitable algorithm should be selected
according to the characteristics of the images detected, so that it can perform
perfectly. The Canny operator is not susceptible to the noise interference; it can
detect the real weak edge. The advantage is that it uses two different thresholds to
detect the strong edge and the weak edge, and the weak edge will be included in the
output image only when the weak edge is connected to the strong edge. The Sobel
operator has a good performance on the images with gray gradient and high noise,
but the location of edges is not very accurate, the edges of the image have more
than one pixel. The Binary Image Edge Detection Algorithm is simple, but it can
detect the edge of the image accurately, and the processed images are not need to be
thinned, it particularly adapts to process various binary images with no noise. So
each algorithm has its advantages and disadvantages, and the suitable algorithm
should be selected according to the characters of the images detected, then it can
perform perfectly.

Li et al. [62] proposed the Image Enhancement Method for Fingerprint
Recognition System. In this paper, fingerprint image enhancement method, a
refined Gabor filter, is presented. This enhancement method can connect the ridge
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breaks, ensures the maximal gray values located at the ridge center and has the
ability to compensate for the nonlinear deformations. It includes ridge orientation
estimation, a Gabor filter processing and a refined Gabor filter processing. The first
Gabor filter reduces the noise, provides more accurate distance between the two
ridges for the next filter and gets a rough ridge orientation map while the refined
Gabor filter with the adjustment parameters significantly enhances the ridge, con-
nects the ridge breaks and ensures the maximal gray values of the image being
located at the ridge center. In addition, the algorithm has the ability to compensate
for the nonlinear deformations. Furthermore, this method does not result in any
spurious ridge structure, which avoids undesired side effects for the subsequent
processing and provides a reliable fingerprint image processing for Fingerprint
Recognition System. In a word, a refined Gabor filter is applied in fingerprint image
processing, then a good quality fingerprint image is achieved, and the performance
of Fingerprint Recognition System has been improved.

Mil’shtein et al. [63] proposed a fingerprint recognition algorithm for partial and
full fingerprints. In this study, they propose two new algorithms. The first algo-
rithm, called the Spaced Frequency Transformation Algorithm (SFTA), is based on
taking the Fast Fourier Transform of the images. The second algorithm, called the
Line Scan Algorithm (LSA), was developed to compare partial fingerprints and
reduce the time taken to compare full fingerprints. A combination of SFTA and
LSA provides a very efficient recognition technique. The most notable advantages
of these algorithms are the high accuracy in the case of partial fingerprints. At this
time, the major drawback of developed algorithms is lack of pre-classification of
examined fingers. Thus, they use minutiae classification scheme to reduce the
reference base for given tested finger. When the reference base had shrunk, they
apply the LSA and SFTA.

Another paper proposed a novel approach by Ross et al. [64] for minutiae
filtering in fingerprint images. Existing structural approaches for minutiae filtering
use heuristics and ad hoc rules to eliminate such false positives, where as gray-level
approach is based on using raw pixel values and a supervised classifier such as
neural networks. They proposed two new techniques for minutiae verification based
on nontrivial gray level features. The proposed features intuitively represent the
structural properties of the minutiae neighborhood leading to better classification.
They use directionally selective steerable wedge filters to differentiate between
minutiae and non-minutiae neighborhoods with reasonable accuracy. They also
propose a second technique based on Gabor expansions that result in even better
discrimination. They present an objective evaluation of both the algorithms. Apart
from minutiae verification, the feature description can also be used for minutiae
detection and minutiae quality assessment.

Karna et al. [65] proposed normalized cross-correlation-based fingerprint
matching. It has been in use for quite some time to perform fingerprint matching
based on the number of corresponding minutia pairings. But this technique is not
very efficient for recognizing the low-quality fingerprints. To overcome this
problem, some researchers suggest the correlation technique which provides better
result. Use of correlation-based methods is increasing day-by-day in the field of
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biometrics as it provides better results. In this paper, they propose normalized
cross-correlation technique for fingerprint matching to minimize error rate as well
as reduce the computational effort than the minutiae matching method. The Equal
Error Rate (ERR) obtained from result till now with minutiae matching method is
3%, while that obtained for the method proposed in this paper is approximately 2%
for all types of fingerprints in combined form.

Bazen et al. [66] proposed a correlation-based fingerprint verification system. In
this paper, a correlation-based fingerprint verification system is presented. Unlike
the traditional minutiae-based systems, this system directly uses the richer
gray-scale information of the fingerprints. The correlation-based fingerprint verifi-
cation system first selects appropriate templates in the primary fingerprint, uses
template matching to locate them in the secondary print, and compares the template
positions of both fingerprints. Unlike minutiae-based systems, the correlation-based
fingerprint verification system is capable of dealing with bad-quality images from
which no minutiae can be extracted reliably and with fingerprints that suffer from
nonuniform shape distortions. Experiments have shown that the performance of this
system at the moment is comparable to the performance of many other fingerprint
verification systems.

Lowe [67] proposed an approach to distinctive image features from
scale-invariant key points. This paper presents a method for extracting distinctive
invariant features from images that can be used to perform reliable matching
between different views of an object or scene. The features are invariant to image
scale and rotation, and are shown to provide robust matching across a substantial
range of affine distortion, change in 3D viewpoint, addition of noise, and change in
illumination. The features are highly distinctive, in the sense that a single feature
can be correctly matched with high probability against a large database of features
from many images. This paper also describes an approach to use these features for
object recognition. The recognition proceeds by matching individual features to a
database of features from known objects using a fast nearest neighbor algorithm,
followed by a Hough transformation to identify clusters belonging to a single
object, and finally performing verification through least-squares solution for con-
sistent pores parameters. This approach to recognition can robustly identify objects
among clutter and occlusion while achieving near real-time performance.

4 Methodology

Methodology consists of two phases called watermarking and authentication. For
watermarking, the FHT mechanism is used which is discussed in Sect. 4.1 in detail.
For authentication, the SVD mechanism is used which is discussed in Sect. 4.2 in
detail.
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4.1 Hadmard Transformation Theory

The Hadamard transform has been used extensively in image processing and image
compression [68–70]. In this section, we give a brief review of the Hadamard
transform representation of image data, which is used in the watermarking
embedding and extraction process. The reason for choosing FHT domain is also
discussed. Let [U] represents the original image and [V] the transformed image, the
2D-Hadamard transform is given by Eq. 1.

V½ �= Hn U½ �HN

N
ð1Þ

where Hn represents an N * N Hadamard matrix, N = 2n, n = 1, 2, 3, …, with
element values either +1 or −1.

The advantages of Hadamard transform are that the elements of the transform
matrix H. are simple: they are binary, real numbers and the rows or columns of Hn

are orthogonal. Hence the Hadamard transform matrix has the following property
shown in Eq. 2.

Hn =H*
n =HT =H− 1 ð2Þ

Since Hn has N orthogonal rows HnHn =NI (I is the identity matrix) and
HnHn =NHnH − 1

n , thus H − 1
n = Hn

N . The inverse 2D-fast Hadmard transfer (IFHT) is
given as Eq. 3.

U½ �=H− 1
n U½ �H*

n =
Hn V½ �HN

N
ð3Þ

For N = 2, the Hadmard matrix, H1, is called as core matrix, which is defined as
Eq. 4.

H1 =
1 1
1 − 1

� �
ð4Þ

The Hadamard matrix of the order n is generated in terms of Hadamard matrix of
order (n − 1) using Kronecker product ⊗, as Eq. 5 or 6

Hn =Hn− 1⊗H1 ð5Þ

or

Hn =
Hn− 1 Hn− 1

Hn− 1 −Hn− 1

� �
ð6Þ
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Since in our algorithm, the processing is carried out based on the 8 × 8
sub-blocks of the whole image, the third order Hadamard transform matrix H3 is
used. By applying Eq. (5) or (6) we will get the H3

Equivalently, we can define the Hadamard matrix by its (k, n)-th entry by writing
as Eqs. 7 and 8

k= ∑
m− 1

i=0
ki2i = km− 12m− 1 + km− 22m− 2 + . . . . + k12 + ko ð7Þ

and

n= ∑
m− 1

i=0
ni2i = nm− 12m− 1 + nm− 22m− 2 + . . . . + n12 + no ð8Þ

where the kj and nj are the binary digits (0 or 1) of k and n, respectively. Note that
for the element in the top left corner, we define: k − n − 0. In this case, we have
Eq. 9.

Hmð Þk, n =
1
2

m
2

− 1ð Þ∑
j
kjnj ð9Þ

The main steps of the watermark embedding process are depicted in Algorithm 2
and the extraction process is provided in Algorithm 3 which are also illustrated in
the block diagrams shown in Figs. 6 and 7.

Dividing

Non-overlapping 
Blocks

Original
Image

Randomly selects 
Positions

Watermark Computing FHT Inserting
Watermark

Watermarked Image

Fig. 6 Image-in-image watermark embedding process

A Novel Secure Personal Authentication System with Finger … 343



Algorithm 2: Watermark Embedding with FHT
Input: Facial Image (is denoted by f(x, y)), Fingerprint (is denoted by w(x, y))
Output: Watermarked Image

STEP 1: Fingerprint (watermark) w(x, y) is transformed into FHT coefficients. After
transformation, 16 × 16 watermark, Hadamard transform coefficients are
obtained. Here the DC component is stored in a key file and the AC components
are then selected for embedding

STEP 2: The facial image f(x, y), is also decomposed into a set of nonoverlapped blocks of
h × h, denoted by fk(x

1, y1), k = 0, 1,…, K − 1, where the subscript k denotes the
index of blocks and K denotes the total number of blocks

STEP 3: This Fast Hadamard Transforms algorithm, pseudo randomly selects the
sub-blocks from the original image by using java-sequence random number for
watermark insertion

STEP 4: The seed of this java-sequence and initial state are also stored in the key file. After
that, a FHT is performed on each selected sub-blocks of the original image

STEP 5: Let the watermark FHT coefficients are denoted by mi. The AC components of
FHT coefficients of the original image sub-blocks, before and after inserting
watermark are denoted by xi, and xi* respectively. Where i ∈ (0, n), with n the
number of the watermarked coefficients which is 16 in this experiment. The
watermark strength factor is denoted by α. The embedding formula is Xi* = αmi

The original coefficient Xi is replaced by Xi*
Here α is strength factor and its formula is α = β * mask1(j, k) * mask2(j, k) Where
β is the scaling factor, j and k indicate the positions of the sub-blocks

STEP 6: After the watermark insertion, a new 8 × 8 matrix of FHT coefficients is obtained.
The Inverse FHT is then applied to the 8 × 8 matrix using Eq. 1 to obtain the
luminance value matrix of the watermarked image sub-block fk

1(x1, y1)
STEP 7: After performing the watermark insertion for all the relevant sub-blocks of the

original image, the watermarked image f1(x, y) is obtained. At the same time, a key
file is also generated, which is needed for the decoding process

Performing
Extract 

Watermarked
Image Perform FHT

Watermark Inversing
FHT

Extracted

Fig. 7 Image-in-image watermark extraction process
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Algorithm 3: Watermark Extraction with FHT
Input: Watermarked Image (is denoted by f11(x, y))
Output: Facial image and fingerprint are extracted

STEP 1: Transforming all the relevant sub-blocks, f k
11(x1, y1), into the FHT domain, Here

obtain all the Hadamard transform coefficients embedded with the watermark
STEP 2: In each of the sub-block FHT coefficients, the watermark bits are inserted into the

bottom right sixteen middle and high frequency components. Let these components
are denoted by Xi*

1, the retrieved watermark FHT coefficients are denoted by mi
1,

where i ∈ (0, n), and the number of the watermarked coefficients n = 16
STEP 3: The watermark extraction formula is given as: m1

i =
X*1
i
α Where α is strength factor

and its formula is α = β * mask1(j, k) * mask2(j, k), Where β is the scaling factor,
j and k indicate the positions of the sub-blocks

STEP 4: The watermark FHT coefficients are extracted from all the sub-blocks of the
original image. Along with the DC component stored in the key file, the AC
coefficients are rearranged into a 16 × 16 FHT coefficients matrix

STEP 5: The watermark FHT coefficients are extracted from all the sub-blocks of the
original image

STEP 6: The extracted watermark image, w(x, y), is obtained by Inverse FHT of the
16 × 16 Hadamard coefficients matrix using Eq. 3

4.2 Theory of Singular Value Decomposition

Singular Value Decomposition (SVD) is said to be a significant topic in linear
algebra by many renowned mathematicians [71]. SVD has many practical and
theoretical values; special feature of SVD is that it can be performed on any real
(m, n) matrix. Let us say we have a matrix A with m rows and n columns, with rank
r and r < n < m. Then the A can be factorized into three matrices shown in Eq. 10.

A=USVT ð10Þ

and it is illustrated as follows:

=

m×nm×mm×n

A U S 
VT

n×n

where Matrix U is an m × m orthogonal matrix shown in Eq. 11

U = u1, u2, . . . , ur, ur+1, . . . , um½ � ð11Þ

columns vectors ui, for i = 1, 2, …, m, form an orthonormal set shown in Eq. 12

uTi uj = δij =
1, i= j
0, i≠ j

�
ð12Þ
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and matrix V is an n × n orthogonal matrix shown in Eq. 13

V = v1, v2, . . . , vr, vr+1, . . . , vn½ � ð13Þ

column vectors vi, for i = 1, 2, …, n, form an orthonormal set shown in Eq. 14

vTi vj = δij =
1, i= j
0, i≠ j

�
ð14Þ

Here, S is an m× n diagonal matrix with singular values (SV) on the diagonal.
The matrix S can be shown in Eq. 15

s=

σ1 0 . . . 0 0 . . . 0
0 σ2 . . . 0 0 . . . 0
⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮
0 0 . . . σ2 0 . . . 0
0 0 . . . σr 0 . . . 0
⋮ ⋮ ⋱ ⋮ σr+ 1 . . . ⋮
0 0 . . . 0 0 . . . σn
0 0 . . . 0 0 . . . 0

2
66666666664

3
77777777775

ð15Þ

For i = 1, 2, …, n, σi are called Singular Values (SV) of matrix A. It can be
proved that

σ1 ≥ σ2 ≥⋯≥ σr >0, and σr+1 = σr+2 =⋯= σN =0 ð16Þ

For i = 1, 2, …, n, σi are called Singular Values (SV) of matrix A. The vi’s and
ui’s are called right and left singular-vectors of A [1].

4.2.1 Authentication with SVD Approach

In this case, we redefined the matrix A as a set of the training face & finger images.
Assume each face &finger image has m × n = M pixels, and is represented as an
M × 1 column vector f, a ‘training set’ S with N number of face and finger images
of known individuals form an M × N matrix shown in Eq. 17

S= f1, f2, . . . , fN ð17Þ

The mean image f of set S, is given by Eq. 18

f ̄=
1
N

∑
N

i=1
fi ð18Þ

346 C.S. Rao et al.



Subtracting f ̄ from the original face & finger gives by Eq. 19

ai = fi − f ,̄ i=1, 2, . . . ,N ð19Þ

This gives another M × N matrix A; given by Eq. 20

A= a1, a2, . . . , aN½ � ð20Þ

Since {u1, u2, …, ur} form an orthonormal basis for R(A), the range (column)
subspace of matrix A. Since matrix A is formed from a training set S with N face &
finger images, R(A) is called a ‘subspace’ in the ‘image & finger space’ of
m × n pixels, and each u, i = 1, 2, …, r, can be called a ‘base’.

Let x (= [x1, x2, …, xr]
T) be the coordinates (position) of any m × n face image

finger f in the subspace. Then it is the scalar projection of f − f onto the base.

x= u1, u2, . . . , ur½ �T f − f ̄ð Þ ð21Þ

This coordinate vector x shown in Eq. 21 is used to find which of the training
images best describes the image f. That is to find some training face fi, i = 1, 2,…, N,
that minimizes the distance and it is shown in Eq. 22.

εi = x− xij jj j2 = x− xið ÞT x− xið Þ� �1 ̸2 ð22Þ

where xi is the coordinate vector of fi, which is the scalar projection of f i − f ̄ onto
the bases as shown in Eq. 23.

xi = u1, u2, . . . , ur½ �T f i − f ̄ð Þ ð23Þ

A face and finger f is classified as face & finger fi when the minimum εi is less
than some predefined threshold ε0 Otherwise the face and finger f is classified as
“unknown face & finger”.

If f is not a finger, its distance to the finger subspace will be greater than 0. Since
the vector projection of f i − f ̄ onto the face and finger space is given by Eq. 24.

f p = u1, u2, . . . , ur½ � ð24Þ

where x is given in Eq. 21.
The distance of f to the face & finger space is the distance between f i − f ̄ and the

projection fp onto the face and finger space given in Eq. 25.

εj = f i − f ̄ð Þ− fp
�� ���� ��

2 = f − f ̄− fp
� 	T

f − f ̄− fp
� 	h i1 ̸2

ð25Þ

If εj is greater than some predefined threshold ε1, then f is not a face and finger
image.
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The algorithm for face and finger recognition with SVD is explained in the
Algorithm 4.

Algorithm 4: Authentication with SVD

STEP 1: Compute the mean face and finger f ̄ of S by Eq. 18
STEP 2: Form a matrix A as shown in Eq. 20 with the computed f ̄

STEP 3: Calculate the SVD of A as shown in Eq. 10
STEP 4: For each face and finger, compute the coordinate vector xi. from Eq. 23

Choose a threshold ε1 that defines the maximum allowable distance from face
space
Determine a threshold ε0 that defines the maximum allowable distance from any
known face and finger in the training set S

STEP 5: For a new input face and finger image f to be identified,
calculate its coordinate vector x from Eq. 21, the vector projection fp, the distance
εf to the face and finger space from Eq. 25
If εf > ε1 the input image is not a face and finger

STEP 6: If εf < ε1, compute the distance εi to each image in database
If all εi > ε0, the input face and finger classified as unknown face
Else if εi > ε0, classify the input face and finger image as the known individual

5 Training Process

It consists of three phases named as reading, embedding and storing as shown in
Fig. 8. The process is depicted in Algorithm 5.

IMAGE DATABASE

+ 

READING PHASE

EMBEDDING PHASE

STORING PHASE

face ,
finger  
UNIQUE identification 
number is read

finger is inserted in face 
using algorithm 2 

watermarked face is stored 
in database

Fig. 8 Training process
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Algorithm 5: Training Process
STEP 1: The face of a human and fingerprint is read
STEP 2: Finger is hidden in face with Algorithm 2, the output image is said to watermarked

face
STEP 3: The watermarked face is stored in database using persons’s unique identification

number

6 Authentication Process

It consists of three phases namely reading, extraction, and authentication as shown
in Fig. 9. The process is depicted in Algorithm 6.

IMAGE 
DATABASE 

READING PHASE

EXTRACTION PHASE

AUTHENTICATION
PHASE

watermarked face is stored 
in database

finger is extracted from
face using algorithm 3 

face ,  
finger  
UNIQUE identification 
number is read

image is extracted from
database using UNIQUE 

identification number

=

≠
or

Fig. 9 Authentication process
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Algorithm 6: Authentication Process Algorithm
STEP 1: The face of a human and fingerprint is read
STEP 2: The person’s unique identification number is read
STEP 3: The watermarked image is read from database using the person’s unique

identification number
STEP 4: The face and fingerprint is separated with Algorithm 3
STEP 5: The Algorithm 4 is applied to match with extracted data from database
STEP 6: If the Algorithm 4 gives the positive results then

authentications is proved
else
authentication is failed

7 Conclusions

The proposed system primarily has two phases called training and authentication. In
the first phase called training phase, the system takes three traits named as face,
finger, and unique identification number. The finger is inserted in face with FHT
watermarking mechanism as discussed in Algorithm 2 and that watermarked image
is stored in database using unique identification number. In the second phase called
authentication phase, system takes three traits named as face, finger, and unique
identification number as same in training phase. The watermarked image is
retrieved from database with unique identification number. The watermark and
image are separated with IFHT as discussed in Algorithm 3. Image and finger
which are read are compared with extracted image and finger using SVD as dis-
cussed in Algorithm 4. The proposed system is very useful for personal verification
in industry, organization, enterprise, etc.
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Activity Recognition Using Imagery
for Smart Home Monitoring

Bradley Schneider and Tanvi Banerjee

Abstract In this chapter, we will describe our comprehensive literature survey on

using vision technologies for in-home activity monitoring using computer vision

techniques, as well as computational intelligence (CI) approaches. Specifically,

through our survey of the body of work, we will address the following questions:

I. What are the challenges of using standard RGB cameras for activity analysis and

how are they solved?

II. Why do most existing algorithms perform so poorly in real-world settings?

III. Which the design choices should be considered when deciding between wearable

cameras or stationary cameras for activity analysis?

IV. What does CI bring to the vision world as compared to computer vision tech-

niques in the activity analysis domain?

Through our literature survey, as well as based on our own research in both the wear-

able and non-wearable domain, we share our experiences to enable researchers to

make their own design choices as they enter the field of vision-based technologies.

We present the hierarchy of the literature survey in Fig. 1.

1 Wearable Vision Sensors

With the shrinking size of computational and sensor hardware, the number of wear-

able devices available to both researchers and consumers continues to grow. These

devices are an attractive option to researchers because of their affordability, availabil-

ity, and the familiarity with the general public. Perhaps the largest benefit of wear-

able devices to the scientific community is that techniques which previously required
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Fig. 1 Hierarchy of common methods for activity detection and analysis using wearable and non-

wearable vision sensors

time-consuming preparation of the environment with potentially large equipment,

such as multiple cameras [15, 19] or force-measuring treadmills [11], can now be

traded for techniques focused on instrumenting the subject of study.

Activity detection through computer vision is classically performed through a

third-person viewpoint. Approaches using third-person camera setups can involve

multiple, carefully placed cameras [15, 19] to achieve a viewpoint of the subject

which gives enough two-dimensional information from multiple perspectives to

extract the three-dimensional movement of the subject. As mentioned before, this

limits the applicability of these methods to predetermined environments within the

field of view of the stationary cameras. Wearable technology allows for the vision

sensor to travel with the subject, expanding the environment in which the study may

be conducted.

1.1 Wearable Cameras for Gait Analysis

Gait analysis performed with computer vision on wearable devices is a challenging

task due to the limited first-person perspective of the device. Consequently, there may

be a lack of information available to describe the subjects movement. However, it has

the benefit of requiring little configuration and is not prone to accumulated error over

time, as wearable accelerometers or positioning devices may be [29, 45]. Approaches

of this type rely on the predictability of a wearers movement during locomotion to

recognize gait. Patterns of movement in the captured video are recognized and lead

to the recognition of the gait activity and extraction of gait parameters.

While vision sensors can provide a convenient solution to the complexity prob-

lems other techniques suffer, many published methods of gait analysis with wearable

technology focus more on instrumenting the subject with accelerometers or other

sensors which can more directly give an accurate indication of movement during

locomotion. For this reason, there are fewer methods successfully using computer

vision at this point in time.
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In an attempt to take advantage of both the accuracy of accelerometers and the

convenience of computer vision, Cho et al. describe an approach combining both

types of sensors [6]. A multi-resolutional, grid-based optical flow method is applied

to video collected from a wearable vision sensor. By examining different regions of

the video for flows in different directions, activities such as walking forward or back-

ward, turning, and sitting down are able to be detected from the video. The activities

detected by the video are limited to those describing movement in the environment,

and two similar activities may not be distinguishable. This approach is based on

the perceived direction of movement of the vision sensor through the environment,

but the video is not used to estimate the pose of the wearer. Because of the lack of

consideration for the physical effects of locomotion on the movement of the cam-

era, this approach is equally suited to estimating vehicular or robotic movement. To

improve the detection accuracy, accelerometers were also placed on the subject, con-

tributing information about the estimated pose of the wearer. Taking advantage of

well-published information on human joint movement during locomotion to estimate

the pose of the subject, rather than just the movement of the subject relative to the

environment, can lead to the extraction of more detailed information about the gait.

For this purpose, it is necessary to utilize information on human behaviors to con-

struct a model of human motion. Hirasaki et al. document the effect of locomotion

on the head and body, demonstrating the translation and rotation during the gait [17].

Unuma et al. modeled human locomotion using Fourier expansions due to the cyclic

nature of the activity [40]. These and related works give a basis for building accu-

rate models of human gait for analysis in egocentric video, which enables approaches

based entirely on video.

In a purely video-based approach, Watanabe et al. rely on the predictability of

limb motion during locomotion to analyze movement and classify gait from a single

video source [45]. A camera is attached to the leg, facing downward so that it captures

the motion of the environment as the leg moves. A calibration step is performed to

document the movement of the camera during the walking activity. Walking samples

are taken by a motion capture system and models of various states (slow walk, walk,

run). A model is formed based on the waist position, traveling speed, and angular

speed at a given time. The behavior is described by up to a fifth-order Fourier trans-

form, which represents the cyclic motion described in the human motion studies [17,

40]. State prediction for the walking state occurs at each sample in time and is based

on a likelihood estimation from the captured parameters, and includes an error cal-

culation based on the difference in the expected location of known landmarks in the

environment and the actual observed location.

Schneider and Banerjee were able to extract gait parameters from a single wear-

able camera without requiring the lengthy setup process and without prior knowledge

of landmarks in the environment, though the work is performed in a controlled envi-

ronment [33]. A single head-mounted camera embedded in a pair of glasses provides

a first-person view of the environment. As the subject walks, the video mimics the

cyclic head motion described in the studies on locomotion [6]. While not directly

modeling the subjects pose as Watanabe et al. [45], the cyclic motion is used as a

detector of gait. Optical flow extracts the overall motion of each video frame. The
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Fig. 2 Waveform of the generated motion vectors over frames of video (left), wearable camera

sensor embedded in a pair of glasses (top right), optical flow vectors overlayed on video collected

from the wearable camera (bottom right) [33]

series of motion vectors over time constructs a waveform that is analyzed by fre-

quency analysis. Examples of the motion vectors and waveform can be seen in Fig. 2.

The detected frequency is indicative of walking speed and number of steps taken.

The robustness of this method lies in the ease of use for the subject, the flexibility of

the environment, and the computational simplicity of the method. While most meth-

ods focus on classifying the activity, this method is focused on determining how the

activity is occurring, assuming it has been already been classified.

Gait analysis using only wearable vision sensors remains a relatively immature

topic compared to research using third-person vision techniques, or accelerometer

and pressure-sensor-based techniques. The combination of studies on the physical

movements occurring during human locomotion and wearable vision sensors has

shown promising results in both gait classification [6, 45] and extraction of specific

parameters [33].

1.2 Wearable Cameras for Complex Activity Analysis

Detection of a variety of other complex activities can also be accomplished using

wearable vision sensors. In contrast to the smaller body of knowledge on gait detec-

tion, a greater amount of research has focused on detecting activities involving inter-

action with other people or objects from egocentric video. Since many activities are

naturally identified by the objects with which a subject interacts, techniques often

rely on recognition of these objects from an egocentric view [1, 29, 30]. Unlike the
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case of gait, the goal of these techniques is not to model an estimation of the human

pose at a given time, but rather to gain knowledge of interactions.

A common challenge to recognizing these activities is consistent detection of

objects during interaction. As the subject manipulates an object, it may become dif-

ficult to recognize due to either occlusion or the fact that it changes shape. For exam-

ple, a microwave with its door shut appears very different from a microwave with its

door open. These challenges can be overcome by utilizing the ample research pub-

lished on object detection and tracking.

To detect complex activities from first-person video, Pirsiavash and Ramanan [29]

perform object detection using a deformable part-based model method [12] to reli-

ably recognize objects in different positions, both static and during use. This allows

for the formation of an object-centric model of activities. Activities are defined as

interaction with objects over time, however, so the activity recognition must involve

a temporal component. Pirsiavash and Ramanan build a temporal pyramid where

each level represents a concatenation of histograms of object scores taken from an

increasing number of segments of the entire video. The features of the histogram are

fed to linear SVM classifiers.

Matsuo et al. posit that inaccuracies in approaches similar to Pirsiavash and

Ramanans [29] may be due to the fact that while the hands are a good natural cue of

information that is relevant to the action being performed, the hands do not always

present useful information and may not be present in the scene captured by the first-

person video during all activities [24]. Instead, an attention-based approach is intro-

duced in order to discriminate between situations in which the hands are important

and when they are not. The goal is to build a per-pixel measure of attention to deter-

mine regions of high attention. The attention measure is based on existing saliency

methods but also takes the egocentric motion of the head into account. The saliency

measure is weighted higher if the object is in a region toward which the users head

is rotating. For example, if the egocentric motion indicates that the user is turning

his head to the right, an object on the right of the frame will have a higher attention

measure than one of equal saliency on the left of the frame.

A spatial segmentation of video, rather than temporal segmentation, is performed

by Narayan et al. [26]. The segmentation is based on direction and intensity of motion

in video captured using a head-mounted camera, rather than the detection of specific

objects. An assumption is made that regions with motion of the largest magnitude

represent regions significant to the activity, while regions of lower magnitude can be

considered background motion. The foreground motions define a motion map, and

trajectories of movement are formed based on the optical flow field that is identified,

a method described by Wang et al. [43]. Since the camera is worn on the head, an

attempt is made to identify motion contributed by head movement in order to recover

the actual motion of the objects along their trajectories. The feature descriptors along

the trajectories are represented with both bag of words and Fisher vectors and are

concatenated for use as input to a nonlinear SVM classifier.

We see from our experience, as well as the literature survey, that while the wearable

vision research is sparse, there are several advantages to using such as system that

will be discussed later in the chapter (research question III).
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2 Non-wearable Vision Sensors

In the domain of non-wearable vision work in activity recognition, there are several

studies that demonstrate the validity of these sensors when quantifying and ana-

lyzing human activities. In particular, the largest difference in using non-wearables

in continuous activity monitoring is the transition from active to passive monitor-

ing: in non-wearable systems, the users require minimal assistance with the sensing

devices, whereas the active (wearable) sensors require more input from the users.

To that end, non-wearable sensors may be a more appropriate option for activity

recognition depending on the goals of the research.

2.1 Standard RGB Cameras for Gait Analysis

Gait analysis has several different applications, from fall risk assessment to human

recognition [23]. Most of the research done in this area uses the silhouettes generated

from background subtraction of the color images for analysis [16]. Among the earlier

body of literature on gait analysis, Bobick and Davis [5] created a series of motion

templates using the union of the images in a given image sequence to recognize the

activity. In a similar approach, Liu and Sarkar [21] used a simple, but effective tech-

nique of averaging the silhouette images within a gait cycle (See Fig. 3). In this case

as well as in a similar study by Yu et al. [51], the goal was to identify gaits of different

Fig. 3 Sample Gait Energy

Image using the CASIA gait

dataset [16, 51]. This is an

exemplar of the earlier work

on image-based feature

extraction for gait

recognition
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individuals for the purpose of human identification. In [7], the authors combined the

shape information of the silhouette, with the dynamic motion for gait recognition.

Anatomical positions of the shoulder, hip, wrist, and hands were leveraged to divide

the human silhouette for further gait analysis. The center of mass was then extracted

for the dynamic motion extraction. The results obtained were comparable to the state

of the art using the public gait datasets such as CMU MoBo gait and HumanID gait

(links provided later). While these studies focus on 2D features, the following stud-

ies look at 3D features for gait analysis. Zhao et al. [52] used a stick figure model in

conjunction with dynamic time warping to account for the different walking speeds

of different individuals. Images of the gait sequences using six cameras were used in

combination with Newtons optimization technique to estimate the pose at each frame

in the gait sequence. In this study, the characteristics of the different gait sequences

were examined but human identification was not discussed.

In all the above studies, the focus of the gait analysis was not for clinical pur-

poses, i.e., extraction of gait parameters for physiological information. Furthermore,

the techniques are not precise enough to extract gait parameters of clinical relevance

such as step time, step length, stride time, stride length, etc. The following body of

work addresses the use of cameras in measuring clinical gait information. In [39],

Ugbolue et al. used camera recordings of gait sequences recorded in a specific grid

area for measuring parameters like step width and step length. The system strongly

corroborated with the gold standard Vicon system, however there were manual com-

ponents to the gait extraction, i.e., there was manual feature extraction of the gait

measures from the video data. In [35], Stone and Skubic computed 3D voxel images

by superimposing camera images from two perpendicular viewed cameras. The vox-

els below a certain height were then identified as the foot region, and dissimilarity

based on proximity measures were used to identify individual steps that were then

further used for measuring gait speed, as well as stride length and stride time. In a

similar approach, Wang et al. [42] used the voxel centroid to measure the gait infor-

mation, as well as a thresholding technique to extract the feet voxels for measuring

the step length for an individual. Both the Vicon and the GaitRite system [46] were

used to validate the system for both healthy younger participants, as well as older

adults for eldercare applications.

In [20], one of the earlier works using machine learning, Kale et al. leveraged the

Markovian dependence of a gait cycle: each gait stance depends on the earlier pose

of the human due to the cyclic nature of the activity. Specifically, the width of the

silhouette in each frame was used as the feature vector to be fed into a continuous

hidden markov model, with individual models trained for each participant. In [22],

Lu and Zhang used a combination of shape features from multiple camera views

to train a genetic fuzzy support vector machine for human gait recognition. In this

study, some more preprocessing steps were discussed in terms of shadow elimination

caused by different illumination settings but occlusion caused by partial viewing of

the person was not discussed. In [25], Muramatsu et al. used a more rigorous set-

ting with 24 synchronized cameras to generate 3D visual gait hulls to generate view

invariant sequences. To achieve this, they proposed a view transformation model

which performed well with a participant cohort of 52 subjects.
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Fig. 4 (Top) An image that

shows a frame from a

walking sequence. (Bottom)

The locations of the two feet

across time t showing a

braided walk pattern [27]

2.2 Standard RGB Cameras for Complex Analysis

In indoor activity recognition research, the classical papers using computer vision

used two different approaches: model based and non-model based. Within model

based approaches, the two popular approaches involved using either the stick figure

model or the contour of the human shape for the activity information. Specifically, in

Niyogi and Adelson [27], the authors created a five stick model to look at activities.

Simple line fitting algorithms were used to track different activities in this early work.

See Fig. 4 for an example of the extracted walk pattern.

As compared to gait recognition, computational intelligence was incorporated

with computer vision earlier on for activity recognition. It is not surprising that CI

was included in earlier research, given the complexity of activity recognition, as well

as the challenges of dynamic motion further compounded by skewness from different

camera view angles. In 1992 [48], Yamato et al. used 2D human contours for activity

recognition. This study was one of the first to use hidden markov models (HMMs) for

sequential activity recognition. However, the authors found that the performance of

the classifiers for a particular activity deteriorated if the training data did not include

samples from the test data participants. With that in mind, the authors recognized

the need for latent variables in activity model building for complex activity recog-

nition. In [31], Rowley and Rehg used optical flow in conjunction with expectation

maximization to predict the movement of different body parts for activity recogni-

tion. While image segmentation had been tackled earlier, the addition of CI allowed

a temporal component to this through prediction the movement of different body

parts.

In one of the earliest works in activity recognition using dynamic bayesian net-

works (DBN), Park and Aggarwal [28] created a very interesting DBN framework
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to map domain knowledge in activity recognition. In particular, the basic BNs were

used to map the relation between different body parts for static pose estimation. By

defining a set of finite states for a particular body part and assuming independence

between the movements for each part, the DBN structure was simplified for effective

activity analysis. Different interactions between two individuals (such as punching,

hugging) were analyzed using this method. One key point identified early on in this

field was the need to incorporate hierarchical methods [28, 31] for understanding

complex activities. A complex activity such as hugging involves two people both

moving forward with arms stretched forward, and then stationary, finally moving

apart. Both the sequential aspect of such an activity, as well as the hierarchical aspect

of complex activities needs to be incorporated in the learning model, either through

probabilistic or fuzzy approaches [2]. In addition to these techniques, another inter-

esting approach of understanding activities was implemented by Veeraraghavan et

al. [41]. In their study, the authors not only tried to incorporate the temporal change

in the complex activities like jogging, or picking up an object, but they also tried to

learn the nature of the temporal transformations for each activity. This is useful in not

only recognizing activities, but also finding similarities and dissimilarities between

people performing the same activity. In recent studies incorporating activity analysis

systems in real indoor settings (i.e., non-laboratory), the study by Crispim et al. [9]

brings in both CI with computer vision as well as contextual knowledge for detect-

ing instrumental activities of daily living or IADLs. Using a complex systems that

detects certain objects in the scene along with an ontology-like apriori of certain

activities, complex IADLs are evaluated in the older population with mild cognitive

impairment (MCI). One of the crucial needs of computer vision in activity analysis

is in healthcare settings for eldercare research. While great strides have been taken

toward building systems that can be employed in the real world, there are still chal-

lenges in using standard RGB cameras that need to be addressed.

I. Challenges in activity analysis using RGB cameras

The preceding overview has described the benefits of algorithms using standard RGB

camera images for activity extraction. However, using RGB cameras has the follow-

ing drawbacks:

i. Illumination: color images are affected by illumination changes in the indoor

settings such as the changes in lighting and sunlight that create the need for

shadow elimination and continuous background adaption. Even though the state-

of-the-art algorithms try to address this issue, the problem is still challenging.

ii. Camera synchronization: in order to ensure that the activities are identified in

different locations in the indoor space, multiple cameras are required. However,

in order to integrate the information to create the 3D voxel space, the cameras

need to be synchronized to ensure that the image frames from the different cam-

eras are collected at the same precise time point. This is again a challenging

task.
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iii. Image frame rate: A consequence of (ii), using single or multiple cameras in

synchronization can affect the frame rate of the data collection, which in turn

can affect the temporal resolution of the activity. In our system at TigerPlace

[35, 42], using a two-camera system, we achieved a frame rate of 5 frames per

second consistently. However, this may not be sufficient for applications like fall

detection where the identification of the fall is critical, but finding the cause of

the fall is even more valuable.

iv. Privacy: in order to ensure the feasibility of a system, the privacy of the partici-

pants needs to be addressed. This is particularly true in surveillance applications

where the data are collected 24× 7. In [10], Demiris et al. found that storing just

the silhouettes of the image can address this concern. However, if the quality of

the stored silhouettes is poor, there will be no way to go back and recover the

raw data.

While these concerns can be addressed either through sophisticated algorithms or

through a high speed processor, researchers started to transition from standard web

cameras to RGBD cameras. This transition was expedited with the introduction of

the Microsoft Kinect that allowed the use of a cheap system to extract RGB and D

(as well as a microphone, but that is outside the scope of this chapter). This sensor

addressed all the concerns described above in the following manner:

i. The depth sensor (near infrared (IR)) is not affected by illumination changes in

the scene, as it is immune to variable lighting in the environment.

ii. Since it is a single camera, camera synchronization is not an issue

iii. With a high frame rate of 30 frames per second and an average frame rate of 15

frames per second [2, 36] after considering frame storage, the temporal resolu-

tion is sufficient even for fall detection, which is one of the most time-sensitive

activity recognition domains in smart home settings.

iv. For applications only storing the raw depth data (i.e., not storing the RGB infor-

mation), the depth data resemble gray silhouettes hence the privacy is preserved.

In our earlier studies, our institution IRB found the data to be blurry enough that

human recognition would be impossible thus enabling privacy of depth imagery

usage in living spaces as well as hospitals [3]. See Fig. 5 for sample depth images

taken inside an apartment at an independent living facility.

2.3 Depth Cameras

A larger body of work is using the depth imagery for activity analysis. As discussed

in point (ii) above, acquiring 3D data from depth sensors is more convenient than

estimating it from stereo images or using motion capture systems due to the need

for a single camera, as opposed to two or more cameras. This was an important

cornerstone in computer vision applications, as the information lost in projection

from 3D to 2D in the traditional intensity image was partially recovered using the
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Fig. 5 Sample pseudo-colored depth images from [4] of a resident at TigerPlace. Here, the person

is getting up from a recliner (facing away from the camera)

depth component of the RGB-D sensor. Many algorithms have been proposed to

address human activity recognition using 3D data.

2.3.1 Depth Cameras for Gait Analysis

In one of the earlier works on gait analysis using the Kinect sensor, Stone and Skubi

[36] found that measuring the Kinect and standard web cameras against the Vicon

motion-capture system showed that the depth sensor has sufficient resolution to dif-

ferentiate between different gait parameters and measures comparably against the

Vicon system. Gabel et al. [13] did a similar study on a larger population to measure

strides, swings, and stances in the gait movement on 23 subjects. The Kinect skele-

tonization SDK was utilized in the study and the center of mass for the hip joints,

shoulder joints, and spine. Regression models were used to measure the gait parame-

ters which were then compared with pressure sensors as ground truth. In later work

by Stone et al. [37], a gait model was created using longitudinal depth data collected

over several months from the living spaces of older adults living in TigerPlace, an

independent living facility. Gait parameters such as stride length, as well as 3D shape

parameters like height were incorporated in an individual gait model to identify dif-

ferent residents living in a common space, or to differentiate between the resident and

guests for a longitudinal gait study. Gaussian mixture models were used to create the

gait model for each individual resident. This was one of the earliest studies with

actual systems deployed in the real world for continuous video surveillance applica-

tions. Since computer vision techniques were fairly advanced before the advent of

the depth sensors, the combination of CI and computer vision began fairly simultane-

ously. Even in the use of energy images for gait, the researchers used CI techniques

for gait recognition. In [18], Hoffman et al. used the depth imagery instead of the

color data to obtain the binary silhouettes for the averaging for the energy images.

They further used the depth data to compute the gradient depth histogram energy

features by computing the histogram of gradients for the depth images, and com-
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puting the average of the features over a gait cycle. The dimensions of the features

were further reduced using a combination of principal component analysis and lin-

ear discriminant analysis. The features were able to differentiate between the gaits

from different depth sequences. In more healthcare specific applications, Galna et

al. [14] used the Kinect sensor to measure motion in people with Parkinsons disease

(PD). In a relatively small cohort size of nine PD patients and 10 control participants,

the authors compared the Kinects skeleton model with the Vicon skeletal model and

found that the coarser grained activities like sit-to-stand, gait, or stepping were mea-

sured comparably between the two measurements but the Kinect was not able to pick

up finer motions like hand-clasping or toe tapping. However, the sensors temporal

resolution was fairly accurate for the coarser activities which made it a viable tool

for tracking changes in the movements of PD patients over time.

2.3.2 Depth Cameras for Complex Activity Analysis

In activity recognition, we see a similar trend with even the earlier works incorpo-

rating CI along with the computer vision algorithms. In one of the earliest works

by Shotton et al. [34] used random decision forests to predict the labels for a depth

pixel for body part labeling as a precursor to activity recognition. In this study, dif-

ferent poses were evaluated to effectively detect the pixel regions with respect to the

human body. Not surprisingly, the researchers found that the average precision of

the system increased linearly with a corresponding exponential increase in the train-

ing data sample. This paper clearly highlights the need for simpler CI techniques

given limited training data samples. In [49], Yang and Tian generated feature chan-

nels called the eigen joints by taking static and temporal features from the spatial

difference in the joint locations across different image frames. Principal component

analysis extracted the eigen components of these features that they termed as eigen

joints. Using the public datasets like the Cornell human action dataset [38], they

compared their algorithm with other techniques, achieving 85% and greater perfor-

mance accuracies across different activity sequences. In [44], Wang et al. use an

interesting approach of fusing short-time fourier transform (STFT) features recur-

sively within each segment of an activity, and combining all the features into a vec-

tor defining an actionlet that is a combination of all the STFT features in each seg-

ment.This technique was also successfully able to categorize the different activities

in the public CMU MoBo dataset [49] and the MSR Action3D datasets [50]. In [47],

Xia and Aggarwal expand the idea of spatio-temporal interest points to depth videos

or DSTIPs and generate 3D depth cuboids to define activity sequences. One impor-

tant aspect that is addressed in many of these papers is the need for noise suppres-

sion; in standard RGB videos, smoothing filtering techniques usually suffice for noise

removal but in the case of depth imagery, the three categories of noise described in

[47] are: noise due to the variation in the sensing device that depends on the distance

of the objects from the sensor, noise due to the jumping of depth pixel values from

foreground to background due to dynamic changes in the scene, and holes present

in the depth images present due to reflecting materials, or porous materials present
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in the scene. After generating the DSTIP cuboid features, support vector machine

classification was used to recognize the different activities. For the MSR Action3D

dataset, the performance was again compared with the existing algorithms and found

to improve the classification performance. In [4], Banerjee et al. demonstrated the

use of a simple optical flow based technique in combination with unsupervised clus-

tering techniques to analyze the sedentary behavior of older adults in their homes

(See Fig. 5 for sample depth images from the apartment). This work was deployed

in the same settings at Stone and Skubi [36] at TigerPlace, an independent living

facility for older adults and tested with five residents on a continuous data of around

10 months to map the relation between the amount of time the residents spent sitting

in the living spaces, and its mapping with the established fall risk measures.

In a more semantically enhanced method, [2], Banerjee et al. used a knowledge-

base framework to incorporate more scene-based features as a means of distinguish-

ing between complex activities of daily living in the eldercare domain. In all of

these studies discussed in this section, some common themes are addressed: han-

dling noise in depth imagery, extending the RGB feature framework into the depth

imagery framework, and bottlenecks in moving the laboratory tested algorithms into

the real-world settings. Of all the studies discussed, only Crispim-Junior [9], Stone

[36], and Banerjee [2, 4] discuss results obtained in the real environment, which then

begs the question:

II. Why do most existing algorithms perform so poorly in real-world settings?

One critical issue that needs to be addressed is that public datasets like CMUs MoBo

[8] or MSR Activity [50] datasets are still far too “clean” to represent dynamic envi-

ronments, i.e. there is an inherent bias in capturing activity sequences that are not

very noisy and show the entire human body from the field of view. This creates a

misleading performance evaluation that cannot emulate the performance of these

algorithms in actual settings. Collecting and annotating large activity datasets (such

as ImageNet [32]) that contain samples of noisy images or video sequences can

address this eventually, and is already taking strides towards improvement but is still

a long way from creating a gold standard that can be used for assessing algorithms.

That said, it is also important to not jump to a dynamic environment directly as that

can create too complex a problem for an algorithm to perform. A solution would

be to test the algorithm in laboratory settings and once it achieves a decent perfor-

mance, move it to the real world settings, and not worry too much about incremen-

tally improving its performance in the laboratory settings. Another challenge that the

computer vision industry still faces is the increasing gap between cheap computation

and expensive communication; memory bandwidth or moving the data from the sen-

sor to the server (where the processing takes place most of the times) is expensive in

time as well as cost. One possibility is to have local systems process the data partly,

compress and then send to the servers (something we have running at TigerPlace)

but the efficiency is still reduced owing to the limitations in the data transfer speeds.

Similarly, at the front end, existing computer vision APIs like OpenVX enable accel-

eration of computer vision applications and works with open-source computer vision
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Table 1 Comparison of wearable and non-wearable activity detection

Advantages Disadvantages

Wearable

∙ Usually lower cost ∙ Incomplete view of subject requires

estimation with fewer inputs

∙ Portable ∙ Less mature research

∙ Enables “at-home” usage in many

applications

∙ Duration of activity limited by battery life

∙ May physically encumber subject during the

activity

Non-wearable

∙ Complete view of subject provides ample

input

∙ Not portable

∙ Usually more controlled and repeatable

results due to lower variance in environment

∙ Complex setup and configuration

∙ Potentially able to recognize larger variety of

parameters

∙ Installation may be invasive in “at-home”

applications

libraries like OpenCV, but is still not at the stage to be used in practical applications

requiring various processing units and dedicated hardware to perform specific tasks.

III.What are the design choices one needs to be aware of when deciding between
wearable cameras or stationary cameras for activity analysis?

In Table 1, we describe the advantages and disadvantages of using wearable and non-

wearable camera systems.

IV. What does CI bring to the vision world as compared to computer vision
techniques in the activity analysis domain?

As we observed from the literature survey, we see that the largest body of litera-

ture without CI took place in gait analysis using RGB cameras. Even in gait analysis

using depth cameras, CI was introduced a lot earlier on since depth images were

utilized much later in the computer vision community. One concern raised multi-

ple times is the need for a large amount of training data for supervised applications.

As discussed in (I), this is lesser of a concern now with the advent of larger anno-

tated datasets. Another concern for activity classification is the possibility of over-

fitting using a complex model where simpler algorithms may perform poorer with

the training data, but generalize much better compared to complex models using

DBNs and HMMs. Another aspect of the comparison between machine learning

based approaches and pure computer vision based approaches is the application of

the system: machine learning based approaches are predominantly used in the clas-

sification domain, whereas computer vision or other signal processing and feature
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extraction based techniques are more frequently used for parameter learning, such

as stride length [36] or walking speed [33] or sitting time [4]. In that sense, a com-

bined computer vision and CI-based approach can be used to first detect a particular

activity, such as sitting, and once detected, can be then used to find the variables

specific to sedentary behavior. Here, we do see the complementary nature of using a

tiered approach for activity analysis. In conclusion, we see that CI-based approaches

focus on recognition, and a combined CI and computer vision-based approach can

lead to recognition as well as feature learning within the activity.
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Compressive Sensing and Chaos-Based
Image Compression Encryption

R. Ponuma and R. Amutha

Abstract Compressive sensing and chaos-based image compression-encryption
scheme is proposed. A two-dimensional chaotic map, the sine logistic modulation
map is used to generate a chaotic sequence. The chaotic sequence is used to
construct two circulant measurement matrices. The sparse representation of the
plain image is obtained by employing discrete cosine transform. The transform
coefficients are then measured using the two measurement matrices. Two levels of
encryption are achieved. The parameters of the chaotic map acts as the key in the
first level of encryption. Further, Arnold chaotic map-based scrambling is used to
enhance the security of the cipher. Simulation results verify the effectiveness of the
algorithm and its robustness against various attacks.

Keywords Chaotic maps ⋅ Compressive sensing ⋅ Image compression ⋅ Image
encryption

1 Introduction

The proliferation of information technology has made multimedia communication
an important aspect of daily life. Multimedia is used for personal communication,
interactive applications, entertainment, education, etc. Multimedia applications
extensively use digital image transmission; hence it is necessary to provide secure
and fast image transmission. An efficient and secure transmission can be achieved
by employing simultaneous compression-encryption techniques. The intrinsic
properties of digital images like bulk data capacity, redundancy, and high corre-
lation can be exploited to compress and encrypt the images. Image compression is
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of paramount importance in applications like surveillance, which involve wireless
sensor networks that are resource constrained and requires low bitrate image
compression. There are many image compression schemes available in the litera-
ture. In [1] the authors proposed a wavelet-based scheme, which extracts and
encodes only approximations of the image using fixed-point arithmetic, which
considerably improved the lifetime of the sensors. In [2] only shift and add oper-
ations together with BinDCT is used to directly extract and encode the DC coef-
ficient and the first three AC coefficients of an 8 × 8 image block. Traditional
encryption schemes are not suitable for image encryption because of the inherent
properties of digital images. Chaos-based cryptosystem has gained popularity due
to the properties of chaotic systems like periodicity, sensitive dependence on initial
conditions and good pseudo-randomness.

Zhou et al. [3] proposed a technique that combined existing one-dimensional
chaotic maps like logistic map, sine map, and tent map to generate many new
one-dimensional chaotic maps. The new chaotic system had larger chaotic range as
well as excellent diffusion and confusion properties. The chaos-based encryption
scheme was able to resist brute-force attack. A cryptosystem using chaos and
permutation-substitution network was proposed by Belazi et al. [4]. A new
one-dimensional chaotic map is first used to diffuse the plain image. Then s-boxes
are used to generate the cipher by employing substitution operation. A logistic map
is used to again diffuse the cipher, thereby increasing the cryptographic strength.
Finally, a permutation function is used to obtain an encrypted image, which can
resist statistical attacks. In [5] a double image encryption scheme using logistic map
and cellular automata is proposed. The keys for the encryption are generated by the
convolution of the logistic maps. The least significant bits of the two images are
first combined and then diffused using cellular automata. The performance of the
proposed scheme and the randomness of the key are experimentally verified. In [6]
a multiple image encryption using logistic map and Fractional Fourier Transform is
proposed. The fractional order is used as the key in the encryption process. The
performance analysis showed that the proposed scheme is highly secure and
requires less bandwidth to transmit the encrypted data. The encryption schemes
based on one-dimensional chaos is vulnerable to brute-force attack. Hence
hyper-chaos-based image encryption schemes are widely used. In [7] an image
encryption based on three-dimensional bit matrix permutation is proposed. A cou-
pled Chen and 3D cat map is used to implement a 3D bit matrix permutation. The
plain image is first transformed into a 3D bit matrix and the encryption is done
using permutation.

In [8] an image encryption-compression algorithm based on hyper-chaos and
Chinese remainder theorem was proposed. Two-dimensional hyper-chaotic system
was used to first shuffle the plain image. The Chinese remainder theorem was then
used to diffuse and compress the image simultaneously. Guesmi et al. [9] proposed
an image encryption algorithm based on DNA masking, Secure Hash Algorithm,
and Lorenz chaotic system. The experimental results showed that the entropy of the
cipher image was improved significantly, which implies that the cipher is highly
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random. Also, the proposed scheme has a key space large enough to resist the
statistical attacks.

An optical image encryption using three-dimensional chaotic map was proposed
by Chen et al. [10]. The joint image scrambling and random encoding was per-
formed in gyrator domains. The key stream was generated using the
three-dimensional chaotic map. They demonstrated that the proposed crypto system
was robust against noise and occlusion attack. In [11] a lossless symmetric key
encryption scheme using Discrete Haar Wavelet transform and Arnold Cat map is
proposed. The plain image is transformed using the wavelet transform to obtain the
transform coefficients. The chaotic map is used to scramble the transform coeffi-
cients to obtain the cipher image. Wu et al. [12] introduced a lossless color image
encryption scheme using DWT and hyperchaotic system. A six-dimensional chaotic
system generated by coupling two identical Lorenz systems is used. The key for the
encryption scheme depends on both the hyperchaotic system and the plain image.
The security analysis demonstrates that the proposed algorithm is fast and highly
secure.

In [13] hybrid hyper-chaotic system and cellular automata based color image
encryption is proposed. A 3D-Arnold Cat map is used to permute the pixels of the
plain image. The permutation process reduces the correlation between the adjacent
pixels. Key image is created using nonuniform cellular automata. A Chen chaotic
system is used to select the key image to encrypt the RGB components of the color
image. Information entropy of 7.9991 was achieved for the cipher image, which is
very close to the ideal value of 8, it proves that the cipher image is highly random.
An encryption scheme for medical images which integrates number theoretic
approach and Henon map was proposed in [14]. Modular exponentiation of the
primitive roots of the chosen prime in the range of its residual set is employed in the
generation of two-dimensional array of keys. The DICOM image is encrypted using
a key from the key matrix, whose selection is chaotically controlled by the Henon
map. Experimental results verified the strength of the proposed cryptographic
system against different statistical attacks.

Compressive Sensing (CS) [15, 16] is a new sampling, reconstruction technique
that can perform simultaneous sampling and compression. The signal is sampled
linearly at significantly lower rate. The sampling rate is lower than the traditional
Nyquist sampling criterion. An optimization technique is used to reconstruct the
original signal from the reduced measurements. CS can be integrated into a cryp-
tosystem to provide simultaneous compression and encryption. Rachlin and Baron
[17] proved that encryption using the measurement matrix as the key in the sam-
pling process does not achieve Shannon’s definition of perfect secrecy. However,
CS-based encryption provides computational secrecy as the recovery of the original
signal is a NP-hard problem, even though the key is known to the intruder. In [18]
the authors review the different types of encryption models that can be implemented
using CS. Six different frameworks for encryption using Compressive sensing,
chaos and optics are reviewed. Zhou et al. [19] presents a key controlled
measurement matrix construction and implements a hybrid image compression-
encryption technique. The key controlled scheme reduces the complexity of key
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generation and distribution. An image compression-encryption scheme is imple-
mented using Cosine Number Transform in [20]. Only modular arithmetic is used
for computing the transform as it is defined over algebraic structures in a finite field.
The transform coefficients are then compressed and encrypted using a Gaussian
measurement matrix.

Zhang et al. [21] introduced a color image encryption scheme using Arnold
transform and compressive sensing. The three-color components of the color image
are compressed and encrypted simultaneously using compressive sensing. The
three-color components are then grouped to form a grayscale image and scrambled
using the Arnold transform to enhance the security. In [22] a 2D-compressive
sensing-based image compression-encryption scheme is proposed. In
two-dimensional compressive sensing the plain image is measured in two directions
and then encrypted using a fractional Mellin transform. The fractional Mellin
transform is a nonlinear transform, which thwarts the security risks that arise
because of the linear property of compressive sensing. Zhou et al. [23] proposed an
image cryptosystem using hyper-chaos and 2D compressive sensing to achieve
simultaneously compression-encryption. A hyper-chaotic Chen system is used,
which increases the key space thereby resisting brute-force attack.

In this paper a compression-encryption algorithm based on 2D compressive
sensing and 2D-Sine Logistic Modulation Map (2D-SLMM) is proposed. The
measurement matrix is constructed using the chaotic sequence generated by
2D-SLMM. The chaotic sequence is used as the seed to construct a Circulant
matrix. Two measurement matrices are used to measure the plain image. The
control parameter and the initial values of the 2D-SLMM are used as the security
key. The security of the cipher image is further enhanced by scrambling the linear
measurements using a Arnold map. The proposed image compression-encryption
algorithm is robust against various attacks and has low data volume. Simulation
results verify the effectiveness of the proposed scheme.

2 Preliminaries

2.1 Compressive Sensing

Classical data acquisition states that, if a signal is sampled at Nyquist rate, i.e.,
twice the maximum frequency it can be perfectly reconstructed. In multimedia
applications the Nyquist rate can result in large amount of samples, which has to be
compressed for storage and faster transmission. Compressive sensing is a new
paradigm introduced in [15, 16] that states that if a signal is compressible/sparse in
some domain, then it can be perfectly reconstructed by sampling at a rate less than
the Nyquist sampling rate. The fundamental requirements in compressive sensing
are sparsity, measurement matrix and the reconstruction algorithm. Sparsity indi-
cates that the signal has a concise representation in some basis ψ . If an image is
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sparse in a basis, it has few large coefficients that capture most of the information
and all the other coefficients are small. Sparsity leads to efficient estimation,
compression and dimensionality reduction. The image data is naturally sparse in
some basis (Discrete Cosine Transform, Wavelet).

A 1D sparse signal with length N can be represented as

x= ∑
N

i=1
αiψ i ð1Þ

where ψ is an orthonormal basis, and α is the representation of x in ψ . The
coefficient vector α is sparse, if the number of nonzero coefficients K ≪ N. A
linear measurement process is used to compute the measurements y with length
M (M ≪ N), by projecting x onto a measurement matrix φ.

y=φx=φψα= θα ð2Þ

where φ is an M × N measurement matrix which is incoherent with basis matrix ψ .
The sensor matrix ϴ should satisfy the restricted isometry property (RIP), so that
the signal x can be reconstructed from the reduced measurements y. Candes [24]
presented the Restricted Isometry Property as a sufficient condition on the sensing
matrix to perform perfect recovery. In [25] Banderia et al. proved that the deter-
mination of RIP for a matrix is NP-hard. An alternative approach for perfect
reconstruction is to ensure that the measurement matrix φ is incoherent with the
basis ψ . A randomly generated measurement matrix was proved to be incoherent
with the sparsifying basis with high probability. The commonly used measurement
matrices are Gaussian matrix, Bernoulli matrix, etc. Structurally Random Matrix
(SRM) like the circulant and Toeplitz matrix are also proved to be incoherent with
ψ .

A 2D signal X of size N × N can be measured using two measurement matrices.
The 2D signal is first transformed using the basis function ψ . The transformed
coefficients are measured using the measurement matrix φ1 to obtain the mea-
surements α1.

α1 =φ1 ψ
TX ð3Þ

where φ1 is an M × N measurement matrix and ψ is an N × N orthogonal basis.
The 2D compressed and encrypted measurements Y is obtained by measuring the
transposition of α1 expressed in the ψ domain.

α2 =ψTαT1 =ψTXTψ φT
1 = αφT

1 ð4Þ

where α = ψTXTψ , α 2 is the sparse coefficient of α1 in the ψ domain. To obtain the
M × M matrix Y from the N × N matrix X, α 2 is measured with another mea-
surement matrix φ2

Compressive Sensing and Chaos-Based Image Compression Encryption 377



Y =φ2 α2 =φ2 αφ
T
1 ð5Þ

To recover X from Y, the following convex optimization process is necessarily
involved

α= arg min αk k0 s.t. Y =φ2αφ
T
1 ð6Þ

The optimization problem can be solved using several reconstruction algorithms.
The commonly employed methods are matching pursuit (MP) [26], OMP [27], Sl0

[28] and so on.

2.2 Two-Dimensional Sine Logistic Modulation Map

The chaotic maps can be classified into one-dimensional chaotic maps and
high-dimensional chaotic maps. The one-dimensional chaotic maps usually contain
one variable and a few parameters. The 1D-maps like logistic, sine and tent maps
have simple structures. The chaotic structure can be determined by using chaotic
signal estimation technologies. The encryption scheme using these 1D maps are
vulnerable to various cryptographic attacks. Hence, higher dimensional chaotic
maps are employed for encryption. Logistic map is simple in structure and it is
widely used in image encryption. The logistic map has single control parameter μ
and is defined by the following equation:

xn+1 = μxnð1− xnÞ, xn ∈ ð0.1Þ ð7Þ

when the parameter μ ∈ [3.94, 4], the logistic map exhibits good chaotic
characters.

The Sine map also has single control parameter μ and is defined by the following
equation:

xn+1 = μ sin ðπxnÞ, xn ∈ ð0, 1Þ, μ>0 ð8Þ

In the logistic and sine map the next iteration value is obtained by a linear
transform. Hence, it can be predicted easily. In [29] the two one-dimensional maps
are combined to generate a new two-dimensional sine logistic modulation map
(2D-SLMM). Hua et al. mathematically represented the 2D-SLMM as

xi+1 = γ ðsin ðπ yiÞ+ βÞ xi ð1− xiÞ
yi+1 = γ ðsin ðπ xi+1Þ+ βÞ yi ð1− yiÞ

ð9Þ

where γ and β are the control parameters. γ ∈ [0,1] and β ∈ [0, 3]. The 2D map
has a highly chaotic structure and its values cannot be easily predicted. When
parameter β = 3 and γ ∈ [0.9, 1], 2D-SLMM has wide chaotic range.
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2.3 Arnold Scrambling

The Arnold chaotic map is used to scramble the pixel location. The Arnold
transform shifts the pixel position using the relation given below:

x′

y′

� �
=

1 1
1 2

� �
x
y

� �
mod M ð10Þ

where M is the size of the square matrix. (x′, y′) is the position of the pixels after the
scrambling. (x, y) is the original position of the pixels. The cryptographic strength
of the cipher image can be improved by repeating the above scrambling process.
The number of iteration also acts as one of the keys in the encryption process.

3 Image Compression-Encryption Scheme

The block diagram of the proposed image compression-encryption algorithm based
on 2D compressive sensing and chaos is shown in Fig. 1. The image
compression-encryption algorithm is as follows:

1. The initial conditions (x0i, y0i) and control parameter (γi) are used as the key to
generate two chaotic sequences (s1, s2) of length 2M using the 2D-SLMM.

2. The preceding M elements of the chaotic sequence is neglected to form a
sequence of length M.

3. The truncated sequence s1, s2 is used as the seed to construct two circulant
matrices of dimension M × M.

4. The circulant matrices (φ1, φ2) are constructed as given in [19]

φði, 1Þ= λ φði− 1,MÞ
φði, 2:NÞ=φði− 1, 1:M − 1Þ ð11Þ

where 2 ≤ i ≤ M and λ > 1.
5. The plain image is transformed using discrete cosine transform to obtain the

transform coefficients α.

α=ψTXTψ ð12Þ

6. The coefficients are then measured using φ1 and φ2, the measurement Y is given
by

Y =φ2 αφ
T
1 ð13Þ
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7. The measurements Y are scrambled using the Arnold map to obtain the
compressed-encrypted image. The scrambling operation is performed for
T rounds of iteration.

At the receiver, the cipher obtained can be decrypted using the keys used in the
encryption process. The keys consist of the initial and control parameters of the
2D-SLMM, i.e., x01, y01, γ1, x02, y02 and γ2, parameter λ used in the construction of
the circulant matrix and the number of iterations performed in Arnold scrambling.
The Smoothed l0 algorithm is used to recover the transform coefficients. The
reconstructed image is obtained from the recovered transform coefficients using the
inverse DCT.

4 Simulation Result and Analysis

The test image is taken from USC-SIPI ‘Miscellaneous’ image dataset. The test
image Lena with size 256 × 256, is shown in Fig. 2a. The initial parameters of the
2D-SLMM are x01 = 0.1598, y01 = 0.8507, γ1 = 0.9783; x02 = 0.9403,
y02 = 0.1722, γ2 = 0.9373. The circulant measurement matrix is generated using
the chaotic sequence generated by 2D-SLMM. The image is transformed using
DCT and the transform coefficients are measured. The measurements are scrambled
using Arnold map to obtain the cipher image as in Fig. 2b. The
compression-encryption scheme was analysed with four different images. The
Smoothed l0 algorithm is used to reconstruct the original image. Sl0 is a fast
algorithm to find the sparse solutions of an underdetermined system of linear
equations. The algorithm directly tries to minimize the l0 norm. The reconstructed
image using Sl0 is shown in Fig. 2c.

Fig. 1 Block diagram of compression-encryption scheme
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4.1 Entropy Analysis

Entropy is used to measure the randomness of the image. The entropy of the image
is given by,

HðXÞ= − ∑
n

i=1
PrðxiÞ log2 PrðxiÞ ð14Þ

where Pr(xi) is the probability of xi. For an image with 256 gray levels the absolute
maximum of entropy is 8 bits. The maximum entropy is achieved when the his-
togram is flat. Hence, the maximum entropy is obtained when the gray levels have
equal probability of occurrence. Hence, for a cipher image the entropy value should
be close to 8, i.e., in a cipher image all the gray levels must be equally distributed.
Table 1, shows the entropy of the plain image and the cipher image. The entropy of

Fig. 2 a Plain image, b Cipher image, c Reconstructed image
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the cipher image is compared with the entropy of the cipher produced by the
encryption algorithms proposed in [4, 29]. The entropy of the proposed scheme is
higher than that of the values obtained in [29] and lesser than that of the values in
[4]. We can infer that the encrypted image has high randomness as the entropy of
the cipher image is close to the theoretical value of 8.

4.2 PSNR and SSIM Analysis

Peak signal-to-noise ratio (PSNR) is used for measuring the quality of decrypted
digital image. Mathematically PSNR is defined by

PSNR=10 log
2552

ð1 ̸N2Þ∑N
i=1 ∑

N
j=1 ½Rði, jÞ− Iði, jÞ�2 ð15Þ

where I(i, j) is the plain image and R(i, j) is the reconstructed image. The test image
is of size N × N. Structural Similarity Index (SSIM) is used for measuring the
similarity between plain image and reconstructed image. The test image shown in
Table 2 is of size 256 × 256. The total number of pixels is 65,536 from which
approximately 56.25, 25, 6.25% of the pixels are taken as measurements. For a
compression ratio of 4:1 the PSNR obtained for the test image is 30.4403 dB. The
visual quality of the reconstructed image is also good. Table 2 shows the PSNR and
SSIM value for different number of measurements.

Table 1 Entropy of the plain and cipher image

Test images Entropy of the plain image Entropy of the cipher image
Proposed scheme Ref. [4] Ref. [29]

Airport 6.8303 7.9980 7.9960 7.9969
Barbara 7.6321 7.9971 7.9978 7.9957
Boat 7.4842 7.9974 7.9980 7.9959
Cameraman 7.0097 7.9933 7.9985 7.9964
Couple 6.4207 7.9939 7.9976 7.9980
Elaine 7.5060 7.9974 7.9985 7.9971
House 6.4961 7.9975 7.9981 7.9952
Lena 7.4451 7.9972 7.9963 7.9965
Man 7.5237 7.9983 7.9975 7.9965
Peppers 7.5937 7.9973 7.9985 7.9958
Average 7.9967 7.9977 7.9964
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4.3 Pixel Correlation Analysis

In a natural image, high correlation exists between the neighboring pixels. A good
image encryption algorithm should have the ability to break these correlations.
Mathematically, data correlation is defined by

rxy =
cov ðx, yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D ðxÞ D ðyÞp ð16Þ

covðx, yÞ= 1
P
∑
P

i=1
xi −EðxÞ½ � yi −EðyÞ½ �,DðxÞ= 1

P
∑
P

i
xi −EðxÞ½ �2,

E xð Þ= 1
P
∑
P

i=1
xi

2,000 pixels and their corresponding adjacent pixels along the horizontal, vertical
and diagonal directions were randomly chosen for the correlation analysis. Table 3,
shows the pixel correlation value of the plain and cipher image. The results of the

Table 2 PSNR and SSIM analysis
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plain image are near to one and the results of the cipher image are near to zero,
which indicates negligible correlation between the adjacent pixels. Table 3 also
shows that the correlation achieved is better than the schemes in [4, 29]. Figure 3
shows the distribution of the pixels in plain and cipher images in the horizontal
direction.

Table 3 Pixel correlation

Test images Direction Plain images Cipher image
Proposed Ref. [4] Ref. [29]

Airport Horizontal 0.9182 −0.0386 −0.0275 0.0094
Vertical 0.9139 0.0193 −0.0154 −0.0107
Diagonal 0.8720 0.0136 −0.0187 −0.0007

Barbara Horizontal 0.9002 0.0051 −0.0052 −0.0187
Vertical 0.9612 0.0253 −0.0067 0.0006
Diagonal 0.8817 0.0024 −0.0068 0.0001

Boat Horizontal 0.9972 0.0002 −0.0100 −0.0295
Vertical 0.9717 0.0115 −0.0124 −0.0150
Diagonal 0.9599 0.0122 −0.0185 −0.0224

Cameraman Horizontal 0.9401 0.0371 −0.0095 −0.0047
Vertical 0.9646 0.0017 −0.017 −0.0195
Diagonal 0.9127 −0.0234 −0.0119 0.0279

Couple Horizontal 0.9437 −0.0068 −0.0251 −0.0236
Vertical 0.9543 0.0247 −0.0213 −0.0045
Diagonal 0.9009 −0.0055 −0.0078 0.0016

Elaine Horizontal 0.9761 0.0200 −0.0232 −0.0066
Vertical 0.9725 0.0021 −0.042 −0.0019
Diagonal 0.9679 0.0072 −0.003 0.0007

House Horizontal 0.961 −0.0079 −0.0095 −0.0339
Vertical 0.936 −0.0217 −0.0259 0.0180
Diagonal 0.9363 −0.0108 −0.0094 −0.0001

Lena Horizontal 0.9396 0.0146 −0.0048 0.0011
Vertical 0.9639 0.0619 −0.0112 0.0098
Diagonal 0.9198 −0.0074 −0.0045 −0.0227

Man Horizontal 0.9796 −0.0266 −0.0155 0.0022
Vertical 0.9827 −0.0266 −0.0276 −0.0226
Diagonal 0.9672 0.0039 −0.0157 0.0060

Peppers Horizontal 0.9769 −0.0055 −0.0056 0.0071
Vertical 0.9772 −0.0207 −0.0162 −0.0065
Diagonal 0.9625 −0.0140 −0.0113 −0.0165

Average Horizontal – −0.0008 −0.0135 −0.0097
Vertical – 0.0077 −0.0195 −0.0052
Diagonal – −0.0021 −0.0107 −0.0026
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4.4 NPCR and UACI Analysis

The one-bit pixel change can lead to considerably distinct cipher image. The sen-
sitivity to this change is measured by the number of pixels change rate (NPCR) and
by unified average changing intensity (UACI) computed using (17) and (18).

NPCR=
∑i, j D ði, jÞ

N ×N
× 100% ð17Þ

UACI =
1

N ×N

∑i, j C1ði, jÞ−C2 ði, jÞj j
L

×100% ð18Þ

C1(i, j) and C2(i, j) are the values of the pixels in the position (i, j) of the two
ciphered-image C1 and C2 respectively; L is the number of gray levels. D(i, j) is
determined based on the rule

Dði, jÞ= 0, C1ði, jÞ=C2ði jÞ
1, otherwise

�

The results shown in Table 4 and Table 5 indicates that the algorithm can resist
differential attacks as the NPCR and UACI values are close to the theoretical values
of 0.9961 and 0.3346 respectively.

Fig. 3 Scatter plot of the plain image a Horizontal direction, b Vertical direction, c Diagonal
direction; Scatter plot of the cipher image in d Horizontal direction, e Vertical direction, f Diagonal
direction
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4.5 Histogram Analysis

An image histogram is the graphical representation of the total distribution of pixel
intensities of a digital image. Histogram of the plain images have unique pattern.
Hence an attacker can deduce distinctive information about the plain image by
statistical analysis of the histogram. To prevent this histogram of encrypted images
should have similar distribution and significantly different from the plain image.
Figure 4 shows the original image, cipher image and their respective histograms.
The histograms of the four test images are distinct. The histogram of the cipher is
different from the histogram of the corresponding plain image. Further, the his-
togram of all the four cipher images is close to each other. Hence an attacker will
not be able to deduce any statistical information. The results indicate that the
proposed algorithm is robust against statistical attack.

Table 4 NPCR of cipher
image

Test images NPCR
Proposed scheme Ref. [4] Ref. [29]

Airport 0.9961 0.9961 0.9961
Barbara 0.9958 0.9960 0.9964
Boat 0.9962 0.9961 0.9962
Cameraman 0.9964 0.9962 0.9961
Couple 0.9961 0.9963 0.9963
Elaine 0.9959 0.9961 0.9962
House 0.9960 0.9962 0.9961
Lena 0.9961 0.9962 0.9960
Man 0.9962 0.9960 0.9962
Peppers 0.9960 0.9963 0.9962
Average 0.9961 0.9961 0.9961

Table 5 UACI of cipher
image

Test images UACI
Proposed scheme Ref. [4] Ref. [29]

Airport 0.3392 0.3356 0.3361
Barbara 0.3349 0.3374 0.3367
Boat 0.3334 0.3353 0.3360
Cameraman 0.3366 0.3377 0.3368
Couple 0.3361 0.3380 0.3372
Elaine 0.3331 0.3351 0.3362

House 0.3367 0.3349 0.3372
Lena 0.3336 0.3370 0.3363
Man 0.3390 0.3379 0.3347
Peppers 0.3345 0.3369 0.3373
Average 0.3357 0.3365 0.3364
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4.6 Robustness Analysis

The proposed image compression-encryption algorithms robustness against data
loss and noise attack is analysed. Figure 5 shows the robustness analysis of the
proposed scheme. It can be seen, even though the cipher images are subjected to
different types of noises and data loss, the reconstruction algorithm can still recover
the original image. The Cipher images with 25%, 4.8% data loss, 1% salt & pepper
noise and 2% speckle noise are shown in Fig. 5a, b, c, d respectively. The recon-
structed images with 25%, 4.8% data loss, 1% salt & pepper noise and 2% speckle
noise are shown in Fig. 5e, f, g, h respectively.

Fig. 4 Histogram of the plain image and corresponding cipher image
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Fig. 5 Robustness analysis:
encrypted image with a 25%
occlusion, b 4.8% occlusion,
c 1% salt & pepper noise,
d 2% speckle noise; e, f, g,
h are the corresponding
reconstructed images
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4.7 Key Sensitivity Analysis

For an efficient encryption scheme the security key should be highly sensitive.
A small change in the security key should result in a totally different decrypted
image. The cipher is decrypted using the same key as used in encryption and the
reconstructed image is shown in Fig. 6a. A small value Δ = 10−16 is added to the
correct keys and the cipher image is decrypted. The reconstructed images with
incorrect keys are shown in Fig. 6, which shows that the proposed scheme is highly
sensitive to even a small change in the key.

Fig. 6 a Reconstructed
image with correct keys,
Reconstructed image with
incorrect key: b x01, c y01,
d x02, e y02, f γ

Compressive Sensing and Chaos-Based Image Compression Encryption 389



4.8 Keyspace Analysis

An encryption scheme should have a large keyspace (Ks) to resist the brute-force
attack. In the proposed scheme the parameters of the 2D-SLMM (x01, y01, x02, y02,
β, γ), the parameter λ used in the generation of the circulant measurement matrix
and the number of iterations T performed in the Arnold scrambling process acts as
the secret keys in the encryption process. The data precision of the keys is 1015. The
keyspace of the proposed scheme is given by

Ks = ks1 × ks2 × ks3 × ks4 × ks5 × ks6 × ks7 ð19Þ

where ksi is the key subspace of the ith key. The keyspace Ks = 10105 is large
enough to resist the brute-force attack. The comparison of the keyspace achieved by
the proposed scheme with that of the encryption techniques in Refs [4, 29] is shown
in Table 6. The keyspace of the proposed scheme is better than the keyspace
achieved by [29]. The proposed keyspace when compared with the scheme intro-
duced by Belazi et al. is small, but it is large enough to thwart the statistical attacks.

5 Conclusion

In this paper, a compression-encryption algorithm based on compressive sensing
and 2D-SLMM chaotic map is proposed. Compressive Sensing is used to simul-
taneously compress and encrypt the image using two circulant measurement
matrices. The construction of the measurement matrix is controlled by the
2D-SLMM. Further the security of the cipher image is enhanced using the Arnold
map-based scrambling. Simulation and analysis shows that the proposed algorithm
provides highly compressed and encrypted cipher image which is secure against
different statistical attacks.
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Fingerprint Identification Using
Hierarchical Matching and
Topological Structures

Meryam Elmouhtadi, Sanaa El fkihi and Driss Aboutajdine

Abstract Fingerprint identification is one of the most popular and efficient bio-
metric techniques used for improving automatic personal identification. In this
paper, we will present a new indexing method, based on estimation of singular
point considered as an important feature in the fingerprint by using the directional
file. On the other hand, a hierarchical Delaunay triangulation is applied on the
minutiae around the extracted singular point. Two fingerprints calculated by
introducing the barycenter notion to ensure the exact location of the similar trian-
gles is compared. We have performed extensive experiments and comparisons to
demonstrate the effectiveness of the proposed approach using a challenging public
database (i.e., FVC2000), which contains small area and low-quality fingerprints.

Keywords Fingerprint indexing ⋅ Delaunay triangulation ⋅ Barycentre
Singular point

1 Introduction

Biometric technologies are already widely disseminated in numerous large-scale
nationwide projects [1, 2]. Fingerprint indexing and matching is among the most
widely used biometric technologies, it is playing a major role in automated person
identification systems deployed to enhance security all over the world. Even
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without the advent of environmental noise, two same fingerprint impressions are
not guaranteed to be identical due to variability in displacement, rotation, scanned
regions, and nonlinear distortion. Displacement, rotation, and disjoint-detected
regions are obviously due to the differences in the physical placement of a finger on
a scanner.

In the literature, various methods of fingerprint matching exist, such as
correlation-based matching, texture descriptor, minutiae points-based matching [3,
4]. Among them, minutiae-based algorithms are the most widely used [5, 6]. Most
methods of matching consist of relating two minutiae points. This decreases the
performance of systems when one has transformations, then the minutiae in rotation
will not aligned and the high-level minutiae can be neglected. Furthermore, the
complexity of matching increases more and more considering the number of
extracted minutiae, which increases the computing time and reduces the result
quality.

In this article, we present a new method based on the extraction of singular point,
which represents the central point of the image, using the directional field to locate
it, then we will focus on a block of 100 * 100 pixels around the extracted singular
point. The selected block is an interval that contains the high-quality minutiae
which the probability of losing them still minimum for any type of transformation.
In a second step, we will apply the Delaunay triangulation of minutiae points. We
apply a process matching first by extracting similar triangles, and second extracting
the barycenters of similar triangles extracted in the first, and then reapply the
Delaunay triangulation and the extraction of similar triangles. The aim of this
method is to ensure the right location of the matched triangles, which means a good
matched minutiae points. The strengths of this system are as follows:

• The extraction of the singular point involves the reduction of the minutiae
aligned at matching, which implies reducing time and complexity.

• Location of the singular point at the center makes it robust to the loss in case of
contour missing. This increases the recognition performance.

• This method is robust to zoom, because it is interested only in the corners of
triangles when searching similarity of triangles.

• The change in orientation of the incoming image does not affect the identifi-
cation results. This approves the performance of using triangulation.

• Considering the barycenters of the similar triangles, ensures that the relevant
triangles found are located in the same places in the both compared impression.

The rest of this paper is organized as follows: Sect. 2 analyzes the topological
structure of fingerprint and preprocessing steps. Section 3 presents the extraction of
the singular point. Section 4 details the proposed hierarchy triangulation Delaunay
for matching. Section 5 presents experience and results. Conclusions are drawn in
Sect. 6 (Fig. 1).
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2 Fingerprinting

2.1 Fingerprint Characteristics

Generally, fingerprint structure is classified into two categories: global character-
istics and local ones. The local characteristics called minutiae (see Fig. 2), they
represent the form of the ridges intersection, in literature, we find ten forms, but the
indexation methods use only two important minutiae’s form, defined by end ridge
and bifurcation. Because all others shapes are represented as a multiplication of
bifurcation or end ridges. These two patterns create the uniqueness of the

Fig. 1 a Arch, b tented arch, c left loop, d right loop, e whorl, and f whorl (twin loop)

(a) Ridge ending (b) Dot (c) Island (d) Ridge 
crossing 

(e) single/double 
bifurcation 

(f) Bridge (g) Lake (h) Trifurcation (i) Hook (j) Opposed 
bifurcations. 

Fig. 2 Different minutiae forms
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individual; and their positions in the fingerprint considered as a determining factor
of differentiation.

The global characteristics are the singular points (core and delta), obtained at the
points when ridges change their orientation which influence largely the directional
field. They determine the topological structure and type of fingerprint, allowing a
classification of fingerprints into six main classes; defined by Henry [4, 7] (see
Fig. 1).

2.2 Fingerprint Pretreatment

Typically, the recognition studies are based on the multiple use features found after
applying an extraction process. We can classify the fingerprints processing in two
major classes (see Fig. 3), preprocessing which is a common step for all approa-
ches. Then the indexing, which includes several process, according to the use of
fingerprint extracted characteristics. Finally, we use the indexed database for an
identification or verification applications.

Before applying a fingerprint indexing method, the preprocessing step of the
fingerprint image is important. The main procedure is to clear the image as to make
operations easier and enhance performance.

Due to the nature of skin and the quality of sensor, the scanned fingerprint is not
assured with a good quality, it contain always a missing pixels, regions with a bad
contrast, or a noise. This is why all the recognition and identification approaches
starts with a pretreatment steps which is very useful for keeping a higher accuracy
of recognition or identification method. We can find two methods of preprocessing,

Preprocessing

Indexation

Database

Identification 
/verification

Index table
Indexed 
database

Fig. 3 Fingerprint processing steps
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some approaches like the ones [4, 8] are based on the estimation of the ridges
orientation noted DF (directional field), followed by binarization and finally
skeletonization. Other approaches use only by binarization of the image followed
by skeletoization. Both approaches end by filtering the image from noise, and apply
the extraction of minutiae.

• Binarization: It is important to derive the shape of the ridges and remove the
background pixels. Because the true information that could be extracted from a
scanned fingerprint must be simply binary; ridges and valleys. The simplest
approach is segmentation by adaptive or global thresholding. However, the
problem in performing binarization is that not all the fingerprint images have the
same contrast characteristics, so a single intensity threshold using a global
thresholding cannot applied. Some approaches [9] uses the fact that there is a
significant difference in the variation amplitudes of the gray levels along and
through the flow ridges. The widely used method is the segmentation by Otsu
[10], it consists to maximize the variance interclass, and the more this variance
is big, the more the threshold is going to segment the image correctly. This
method has showing good results. In figure (Fig. 4), we present the difference
between both methods of segmentation:

• Skeletonization: In order to facilitate the extraction of the minutiae, this method
reduces the thickness of the ridges in a line of one pixel. It does not modify the
location and orientation of minutiae compared to the original fingerprint which
ensures accurate estimation of minutiae. The approach of Zhang proved
important results [11, 12].

• Minutiae extraction: Bifurcations and end of ridges are the most significant
features in the fingerprint impression. In most approaches, extraction is made by
dividing the skeletonized fingerprint into blocks. Alain [5] consider that the
bifurcation is identified by a three neighboring pixels, while a termination is
pixel with only one neighbor, and bifurcation is a pixel with the tree neighbors.
To improve the certainty of minutiae extracted, approaches such as Arcelli [13],
have worked by the Cross Number calculated on a blocks of eight pixels as:
CN = 0: Isolated pixel, not considered; CN = 1: ridge minutiae; CN = 2:
minutiae does not exist. However, the minutiae extraction is not genuine due to
image processing and the noise in the fingerprint image. While the error of
missing or added minutiae always exist.

Fig. 4 a Original fingerprint. b Segmentation with Otsu. c Segmentation with global mean
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3 Singular Point Extraction

The singular points, cores, and deltas are the most important global characteristics
of a fingerprint, they also determine the topological structure. The singular point
area defined as a region where the ridge curvature is higher than normal and where
the direction of the ridge changes rapidly. A core point defined as the central point
of an ogive region, and a delta point is the center of triangular regions where three
different direction meet.

In the literature, different approaches were based on the extraction of a core point
[14, 15], as a useful point for obtaining the directional registration, classifying
fingerprint, matching, and recognition. Most of existing methods are working on
directivity ridge estimation to use the directional field images. A number of
methods proposed to estimate the fingerprint orientation field [5, 9, 16]. For this, the
gradient-based method was adopted by many approaches [15], it has been shown as
a very important result for detecting the both singulars points, and robust to very
poor image quality and noisy impression. Poincare index is another proposed
method and used by many approaches [17, 18] it is considered as very sensitive to
noise and the variations of the grayscale level of the input image. However, in this
work, we focus our interest for a singular core point location in fact to detect the
center of a fingerprint impression as an important region. The performance of core
point here is that:

(i) The location of core point at the center makes him a high-level singular point.
(ii) Whatever the finger position on the sensor, we will get the center of the

impression in the required image, in contrary to the delta that can be missed in
a bad position or in the case of missing parts.

In addition to its applicability by many researchers in the area of fingerprints,
estimation of the orientation ridges using a directional filed it used in this work,
then we will apply it to our proposed indexation method. Using a gradient
approach, we compute the image derivative in the x and y directions to get the
gradient vector defined as

GxI x, yð Þ
GyI x, yð Þ

� �
=

∂I x, yð Þ
∂x

∂I x, yð Þ
∂y

" #
ð1Þ

Orientation estimated by using least square contour alignment method using a
window W (3, 3) (Eqs. 2 and 3). The advantage is that this method gives contin-
uous values [14]. With calculating gradient at pixel level, the orientation of ridge
stays orthogonal to average phase angle of changes pixels value indicated by
gradients. Then orientation of an image block is determined by averaging the square
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gradients
Gs, xI x, yð Þ
Gs, yI x, yð Þ

� �
to eliminate the orientation ambiguity. Figure 5 presents

an overview of extracting singular point steps.

Gs, xI x, yð Þ
Gs, yI x, yð Þ

� �
= ∑W G2

x − ∑W G2
y

2∑W GxGy

� �
=

Gxx −Gyy

2Gxy

� �
ð2Þ

Then the gradient orientation θ estimated as follows:

θ=
1
2
∇ Gxx −Gyy, 2Gxy
� � ð3Þ

With ∇ x, yð Þ defined as (Eq. 4):

∇ x, yð Þ=
tan− 1ðx ̸yÞ x>0
tan− 1ðx ̸yÞ+ π for x<0 and y≥ 0
tan− 1ðx ̸yÞ− πx<0 and y≥ 0

8<
: ð4Þ

As an important region, pixels around the singular point present a high-level
point on a fingerprint impression, for this we will focus to extract minutiae around
the singular point extracted. Many approach approved that the high number of
minutiae extracted can decrease the result matching especially when use minutiae
features, because it can generate a bad point and then a false feature. We propose in
this work to considering a bloc of (100 * 100) pixels around the singular point
extracted, this reduce number of minutiae extracted and help to minimize time and
complexity matching (Fig. 6).

Fig. 5 Overview of singular point extracting
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4 Hierarchical Delaunay Triangulation

Delaunay triangulation is a matching-based method produces triangles starting from
the center point of the fingerprint image, forming an arc with the closest points to
cover all the minutiae points. This method provides good results in terms of
complexity [7, 19]. Delaunay triangulation [6, 10] consists in generating the largest
possible number of triangles formed by the extracted minutiae points.

The main problem is that the number of the generated triangles may be a
weakness for these kinds of algorithms. Indeed, as the set of extracted minutiae may
contain false ones, so for each false minutia, multiple false triangles will be gen-
erated and the result quality will decrease. Thus, some approaches [10, 11] were
proposed to reduce the number of the generated triangles, but they were not efficient
as it can eliminate useful points (Fig. 7).

Considering two sets of minutiae I (input image) and T (template image). The
problem of the based triangles methods that it is possible to find two similar
triangles from T and I, but in reality they are not formed by the correspondent
minutiae; (i.e., triangle nodes do not have the same position in the two considered
impression). Therefore, the challenge is to find similar triangles with the same
topological distribution in two similar fingerprints.

(a) (b)Fig. 6 a Original fingerprint
with the extracted singular
point. b The selection bloc of
(100 * 100) pixels around
singular point

Fig. 7 a Delaunay
triangulation, b triangulation
with reducing triplets
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In the first of our approach, we apply the preprocessing steps to each fingerprint
in order to extract minutiae that will be classified into a vector of ridges and
bifurcations. For this, we use the Otsu binarization method for obtaining the binary
image. Zhang’s skeletonization approach was used for thinning the binary finger-
print. Then, we apply the extracting minutiae process, composed by bifurcation and
end of ridges, the Cross Number-based method was applied on a neighborhood of 8
pixels, as mentioned before. Figure 8, show the different steps applied on a
extracted singular point region considered as a block of 100 * 100, Next, based on
the obtained minutiae vector (ridge and bifurcation), the different possible triangles
will be formed applying a Delaunay triangulation (DT) function so as to obtain all
possible triplets of the extracted points.

As a comparison and matching method based on triplets minutiae, we define the
similarity between an input fingerprint image and the others in a database. In the
work, we propose to calculate the three angles of each triangle in the obtained
Delaunay triangulation (DT) for the both compared fingerprints (DT), for an input
image, and DT2 for database image. Among the existing methods, we use the
Akashi theorem (Eqs. 5, 6, and 7) to define the three angles α, β, and γ of each
triangle ABC in DT.

Fig. 8 Preprocessing steps: a the input block, b binary image, c thinned image. d Present the
extracted minutiae, end ridges presented by circles
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α= arccos
b2 + c2 − a2

2bc

� �
ð5Þ

β= arccos
a2 + c2 − b2

2ac

� �
ð6Þ

γ = arccos
a2 + b2 − c2

2ab

� �
ð7Þ

For each triangle of DT identified by its three angles (α, β, and γ) we look all the
triangles in the second fingerprint image; defined in DT2; that have the same angles.
This similarity method gives always the best results, cause even if the fingerprint
changes orientation, quality, or zoom, since the triangles do not change angles in
these cases. The similar triangles will be saved in Similar_DT by the following
algorithm:

For each triangle Δi Ai, Bi, Cið Þ from DT
For each triangle Δj Aj, Bj, Cj

� �
from DT2

If is member Ai, Bi, Cið Þ, Aj, Bj, Cj
� �� �

= 1, 1, 1ð Þ;
Similar_DT i = =Δi Ai, Bi, Cið Þ;
End;
End;
End;
Similar_DT = unique (Similar_DT, rows);
The problem in this case that we may find similar triangles that are not formed

by the same minutiae. Indeed, even if it exists a homothetic transformation between
two triangles this does not guarantee that they are formed by the same minutiae
points, and not effectively similar because they can be in two different positions in
the compared fingerprints. To solve this problem and to take into consideration the
location of similar triangles with a similar minutiae, the next step of our method
consist to extract the barycenter [20], of each triangle given in Similar_DT (Fig. 9).

Barycenter is calculated by using the mean of Ai, Bi and Ci, nodes of each
triangle Δi Ai, Bi, Cið Þ given in the extracted similar triangles (Similar_DT). The
result saved in P_center (x_center, y_center). To keep the topological structure of
minutiae, we apply the Delaunay Triangulation (DT_Similar_DT) of points saved
in the vector P_center, and then we measure the similarity between DT_Similar_DT
of the entry fingerprint and DT2_Similar_DT2 of the compared fingerprint. This
method will ensure improvement the similarity decision of triangles and so the
identification of fingerprints. Finally, we define the probability identification (P) of
each fingerprint compared to the database images, as follows in Eq. 8:

P=
Similar barycenterj j
DT similar DTj j ð8Þ
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With:
|DT_similar_DT|: number of similar triangles obtained using Delaunay trian-

gulation of barycenter points.
|Similar_barycenter|: number of similar triangles obtained using Delaunay tri-

angulation of barycenter points.

5 Results and Discussion

To evaluate the performance of the proposed method, we use the benchmarking
dataset Db1_a from FVC2002 database available at [21]. FVC2002 DB1 and DB2
contain 880 fingerprint impressions, of various quality, from 110 distinct fingers
(i.e., each person is represented by 8 impressions). Three different scanners and the
SFinGE synthetic generator were used to collect fingerprints.

In the first, we generate the file of blocs (100 * 100) pixels as shown in Fig. 11,
obtained after extraction of the singular point in Fig. 10. Given two different fin-
gerprint I1 and I2, Fig. 12 shows the Delaunay triangle (i.e., DT and DT2)
extracted in the both images, the similar triangles founded (i.e., similar_DT and

Fig. 9 Delaunay
triangulation of minutiae
extracted on the chosen block
[100 * 100]

Fig. 10 Singular point
detecting in original
fingerprints (a database
image) and (b input image)
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similar_DT2) as shown in Fig. 13. In Fig. 14, we present the generated barycenter
and then the extracted similar triangles formed by barycenter (i.e., DT_similar_DT
and DT2_similar_DT2) as mentioned in Figs. 15 and 16. Finally, we calculate the
probability P of matching for an input image and others in the database.

Fig. 11 Block of
(100 * 100) pixels around
singular point

Fig. 12 Triangulation delaunay of the both extracted blocks (i.e., DT and DT2)

Fig. 13 Similar triangles detected (i.e., similar_DT and similar_DT2)
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Comparing a query image (I10) and others selected fingerprint from the data-
base, Table 1 shows that the new approach is more accurate comparing with the
other methods; matching using a simple Delaunay triangulation applied on the entry
minutiae (SDT), matching with simple Delaunay triangulation around the singular
point extracted (SPSDT). We obtain a similarity of 100% only for the query image
(I10) by using our proposed method, and for all the others nonsimilar fingerprints
we obtain 0% as a similarity rate. In the opposite, in the other methods, there are
many false detection rates (rates not equal to 0%) that are determined. They give
other relevant images with similarity rates 100%, which decrease the efficiency. The
average processing time for each fingerprint is around 0.098 s.

Fig. 14 Generated
barycenter in the extracted
similar triangles (i.e.,
similar_DT and similar_DT2)
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Fig. 15 Extracted similar
triangles in DT (red) and
DT_similar_DT (green)

Fig. 16 Extracted similar
triangles in DT (green) and
DT_similar_DT (red)

Table 1 Matching results

Compared image Proposed method (%) SDT (%) SPSDT (%)

I1 14 100 30
I2 0 15 0
I3 5 36 9
I4 0 56 0
I5 0 42 3
I6 12 62 0
I7 0 54 12
I8 0 27 0
I9 0 35 0
I10 100 100 100
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6 Conclusion

In this paper, we have presented a new fingerprint matching approach based on the
extraction of the singular point, and a hierarchical Delaunay triangulation based on
triangles features. As an important point, singular point is considered as a
high-quality fingerprint pattern with a low probability of loss in case of the missing
part on a fingerprint caption. The extraction of singular point helps to approve a
high matching performance when considering minutiae on his neighbor. A Delau-
nay matching method was applied on the minutiae extracted around the singular
point. To ensure the best correspondence of similar triangles, we calculate hierar-
chically similarity of triangles formed by barycenter point of the extracted triangles
in the first time. This is to ensure the topological distribution of aligned minutiae.
The main experiences approved the efficiency and advantages of proposed method.
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A Study of Action Recognition Problems:
Dataset and Architectures Perspectives

Bassel S. Chawky, A.S. Elons, A. Ali and Howida A. Shedeed

Abstract Action recognition field has recently grown dramatically due to its
importance in many applications like smart surveillance, human–computer inter-
action, assisting aged citizens or web-video search and retrieval. Many research
trials have tackled action recognition as an open problem. Different datasets are
built to evaluate architectures variations. In this survey, different action recognition
datasets are explored to highlight their ability to evaluate different models. In
addition, for each dataset, a usage is proposed based on the content and format of
data it includes, the number of classes and challenges it covers. On other hand,
another exploration for different architectures is drawn showing the contribution of
each of them to handle different action recognition problem challenges and the
scientific explanation behind their results. An overall of 21 datasets is covered with
13 architectures that are shallow and deep models.
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1 Introduction

Video action recognition (AR) aims to recognize the set of actions occurring in the
input data. For humans, this would be an easy task to do, but for computers, the
problem becomes extremely complicated. It consists of extracting the required
information from the input data and transforming it into a meaningful representation
for computers. There are many challenges in this problem.

• First, the same action can occur in a variety of contexts and backgrounds.
• Second, there are many actions to consider, while each action has intra-class

variations caused by viewpoint change, transformation (mainly scale change)
occurring on the target object or the change in the speed for the same action.

• Third, the resolution problem, low image resolution might lack some informa-
tion details, and very high resolution would require a large amount of resources
and processing. Similarly, the small frame per second (fps) rate may lack
temporal details for the action, while larger fps rates require more processing or
at least different handling mechanism.

• Forth, many applications for the action recognition involved object occlusions
and illumination changes.

• Fifth, the lack of completely labeled data for training, and thus the need to find
new unsupervised algorithms.

The attention received for action/activity recognition either in video or image is
due to the large number of vital applications: (1) Video/ Image retrieval by action or
behavior: retrieving videos or images based on the actions and activities occurring
inside the video is beneficial for the user’s search query [1] (2) Videos/ images
annotation: a large number of unlabeled videos and images exists online and the
speed of acquiring new videos/images is increasing [2]. (3) Automated surveillance:
two good examples here are detecting robberies [3] and/or elderly behavior mon-
itoring [4]. (4) Human–computer interaction: computers can assist human by
watching them and understanding if they are doing the tasks required correctly and
take further decisions based on their actions [5]. (5) Video summarization:
understanding the ‘verbs’ occurring in the video is very helpful for summarizing the
videos [6]. This shall be complementary to content understanding. (6) Activity or
task recognition: atomic actions units like walking, running, jumping and others are
necessary to understand more abstract concepts such as activity or task.

Automatically inferring action in a robust manner remains a challenge despite
the great efforts done in this area. It has been tackled in images and videos but the
latter got the largest share in this research due to its motion cues. It has been shown
the useful applications of AR in still images in the survey [7]. However, it is more
challenging and new methodologies are needed.

In this study, different datasets are evaluated based on the challenges of AR they
cover. Based on these challenges and the classes they cover, candidate areas of
application and usages for each dataset are provided. A total of 21 datasets are
discussed with 13 datasets used to discuss action recognition challenges. Moreover,
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different methodologies, ranging from hand-crafted models to deep architectures,
are presented. Then, a discussion is followed showing the models architectures and
how each of them succeeded in handling the different AR problems. In effect, a total
of 13 methods are covered with 6 shallow models and 7 deep models. Finally,
common ideas are summarized in a proposed novel architecture based on the
success shown by the deep models.

The chapter is organized as follows. Section 1 provides an introduction and
highlights the problems and importance of action recognition. The next section
provides a detailed description on the datasets covered in this chapter together with
their properties and discussing the pros and cons of each with a suggested usage
domain. Section 3 provides different model architectures together with the training
and classification algorithms used. In addition, each architecture is commented with
the AR challenges it participated in solving. Section 4 presents a review of the results
and performances for both hand-crafted features-based models and deep models used
in action recognition. Section 5 presents a proposed novel architecture based on the
success shown by the deep models. Finally, we draw conclusions in Sect. 6.

2 Action Recognition Datasets

The fact that conducting an accurate expressive evaluation of new algorithms
requires owing a dataset of the same complications of real life actions. In this
section, we summarize 13 action/activity datasets and discuss their possible usage
in action recognition based on their characteristics.

UCF Sports action dataset [8, 9] This dataset is collected from wide range of
stock footage websites including BBC Motion gallery and GettyImages. The
actions are sport-related and are typically featured on channels like BBC and ESPN.
There are 10 human actions: swinging (on the pommel horse and on the floor),
diving, kicking, weight-lifting, horse riding, running, skateboarding, swinging (at
the high bar), golf-swinging and walking.

The videos are both gray-scaled and colorful with moving and static back-
grounds. Different actions classes have similar duration preventing using action
length as a factor to classify the action. One or more human can appear in the video,
adding a challenge to identify the main action occurring, which is one of the
problems in the action recognition field, however, this exists in the low portion of
the videos. In addition, the clips show large intra-class variability which encourages
researchers to work on unconstrained environments. In this dataset, clips have both
static camera and moving the camera (including the camera zooms). This allows
training on realistic videos and/or learning robust to transformation models
becomes feasible. After all, due to the low number of frames (958 s of duration)
models requiring large training set (deep models) are expected to have issues during
the learning time, especially for action in complex videos. The dataset might not be
a good choice to test motion features [10] because of the low fps, and the fact that
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each action category has nearly a different domain. In addition, there is a clear issue
in the actions with fast motion due to the low frame rate. One more drawback is that
the low number of classes in this dataset might not represent the real performance of
the model in sport actions as there are much more classes and categories.

Supervised learning can be used in this dataset as each video clip is labeled with
a specific action. Annotation of the human body is provided as a bounding box,
allowing the evaluation of a human body detection model if used.

Usage of UCF shall be for testing the model against the few sports actions and
using a pretrained model would be in the favor of increasing the overall perfor-
mance of the network.

KTH dataset [11] This dataset has a recorded set of videos of 25 humans per-
forming, for several times, six actions: walking, jogging, running, boxing, hand
waving, and hand clapping under 4 scenarios (outdoors, outdoors with scale vari-
ation, outdoors with different clothes and indoors).

All the videos are gray-scaled with the static and homogenous background. No
objects exist than the main actor, so no background motions noise exists. This
makes the dataset an easier example to separate a foreground object from the
background. In addition, each sequence contains minimum spatial and temporal
(motion) noise compared to more complex datasets with objects interacting or
moving in the background. The videos were recorded using a static camera, so
camera motion issue is not considered if trained on this dataset. Due to the low
resolution of the clips, less computations are required but also less information is
provided in the input.

Each video is divided into 4 sequences for the same action and one human doing
the action in each sequence allowing supervised training for this dataset as each
sequence has a known start/end time. The proposed training/testing is to split the
videos into 8 persons for the training set, 8 for the validation set use to optimized
the and 9 for the test set.

Usage of KTH shall be for prototype testing mainly and can be considered as a
basic dataset for evaluation basic actions in a controlled complex-less environment.

YouTube dataset (UCF11) [12] This dataset is collected from YouTube videos.
There are 11 actions in this dataset: basketball shooting, volleyball spiking, tram-
poline jumping, soccer juggling, horseback riding, cycling, diving, swinging,
golf-swinging, tennis-swinging, and walking with a dog. Due to some missing
videos and bad annotation in this dataset, it has been updated and is known now as
UCF11. It worth noting that this dataset might need further improvements as some
videos contain only very few frames like 1 or 2 frames, while a specific file was
found to be broken (no frames), namely “v_shooting_24_01.mpg”.

The dataset contains colorful videos with backgrounds from real life with both
steady and moving backgrounds. This provides background motions in the dataset,
which can be viewed as noise regarding the main action being done. The dataset
covers different action recognition problems in between: illumination changes,
camera movement, background movement, scale change due to the object/camera
movement in the z dimension and different viewpoints for the same action
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introducing high intra-class variance. Due to camera movement, main actors dis-
appear from the scene which introduces a serious problem for hand-crafted models
like those relying on tracking the main objects to detect the action occurring.

Each class of action is divided into 25 groups, with a minimum of 4 videos per
group. Videos in the same group share common features like the same environment,
viewpoint, actors, objects, and light conditions. The suggested training/testing
technique is to Leave One Group Out, and taking the average accuracy over all the
classes. Each clip is labeled with an action class together with its group and number
in the group.

Usage of this dataset would be for training the model on small but challenging
sports classes. The complexity of the dataset would provide evaluation against a small
number of classes, which can be considered as an indicator whether to move to a
larger dataset or not. This dataset is suitable for comparing deep and shallow models.

UCF50 dataset [13] This dataset is collected from YouTube and is an extension to
the YouTube Action dataset. There are 50 actions in this dataset.

Backgrounds are indoor and outdoor scenes with colorful videos. Some videos
have static backgrounds and others dynamic backgrounds thus, adding a complex
environment to deal with. The dataset videos are realistic for different reasons, in
between, the variation in camera motion, objects pose and scaling, different view
point for the same action, different illuminations, and noisy backgrounds. There-
fore, there is high variation between the same action class.

The dataset is grouped into 25 groups with each having more than 4 action clips.
Each group usually shares the same features as viewpoint, actors, background. Each
video clip is labeled with the corresponding action occurring. The suggested evalu-
ationmethod is to leave one group out cross validation leading to 25 cross-validations.

Usage of the dataset shall be for testing the model against a wider number of
actions. The complexity of the dataset provides a good evaluation metric of the
proposed system.

UCF101 dataset [14] This dataset is an extension to UCF50 dataset and contains
videos collected from YouTube with 101 action classes. This is one of the largest
dataset with respect to number of action category with complex and realistic videos.
It has different realistic backgrounds with colored videos. In addition to the higher
number of classes, it covers the same AR problems as UCF50 dataset.

The videos are grouped into 25 group with 4 to 7 actions per group sharing
similar features. Each video in a group is obtained from longer video, thus actors,
point of view, camera motion, illumination conditions, and environment are the
same. A proposed evaluation system is to split the train/test data into 3 parts where
each sharing videos from the same group in training and testing are not allowed as it
this results in fake high performance.

Usage of UCF101 dataset shall be for testing the model against a large number
(101) of realistic human actions. This is a very challenging dataset due to the action
recognition problems it covers, in addition to the number of classes.

Hollywood2 dataset [15] This dataset is collected from 69 movies and has 12
classes of human actions (answering phone, driving car, Eat, fighting person, get
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out of the car, hand shaking, hug person, kissing, running, sitting down, sitting up
and standing up). Some of the videos are gray-scaled (taken from old movies),
while others are colorful. The background is different along the video, thus allowing
learning actions from unconstrained environment. Moreover, the dataset clips have
high intra-class variability as there are different ways for doing the same action.

There is a total of 3669 clips that are divided into 2517 clips for training/testing
action recognition and the rest for scene recognition. Some of the clips contain more
than one action, like hugging and kissing. Furthermore, clips contain both auto-
matic and manual action tagging such that for each action, for all the clips, a tagging
of 1 or −1 indicating the presence or absence of the action in this clip. For the
training set, there are 823 manually checked label videos and 810 automatic gen-
erated labels which are considered as labels including noise. The test set contains
884 clips are manually labeled.

One of the important things in this dataset is that there are different viewpoints,
scales, and transformations for the same action. In addition, obstacles occur in some
of the clip frames, together with different people in the scenes, thus making the
dataset a good candidate for daily human actions recognition, i.e., surveillance.

Usage of Hollywood2 action recognition dataset shall be for testing the model
performance against real life basic actions in a given video. The number of classes
in this dataset is moderate for covering the basic human actions. This dataset can be
used also to train a model that provides a short description of a given movie based
on action and scenes of the video. It also can be used to train the detection of movie
type as containing violence, or detecting action or romantic movies.

HMDB51 dataset [10] This dataset is collected from different sources mostly from
movies and partially from public dataset such as Prelinger archive, YouTube, and
Google videos. There are 51 classes of human actions, categorized by the authors in
five types: general facial actions; facial actions with object manipulation; general
body movements; body movements with object interaction; body movements for
human interaction. The videos are colorful with challenging backgrounds.

Training and testing sets are constructed such that clips from the same video are
on the same sets to break the correlation between the training and testing sets.
3 training/test sets are constructed and the performance is the average of the 3 splits.
Each action clip is labeled with the action, and in addition, a metadata describing the
properties of the video clip such as view point, video quality (good for videos where
finger can be distinguished, medium or bad for the rest of the videos), the number of
people involved in the action (ranging from 1 to 3), visible body parts (head, upper or
lower body, full body) and camera motion (either in motion or static).

Camera motion due to traveling or shaking hands is present. In addition, a
different point of views for the same action and the change of illumination represent
high intra-class variability and increases the difficulty of the action recognition for
this dataset. This low resolution makes the dataset more challenging.

Usage of the HMDB51 shall be for modeling human actions in a complex
environment. The larger number of categories compared to the previous datasets
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allows the usage of the dataset to train models for a wider range of applications in
between, security and surveillance.

J-HMDB dataset [16] This dataset is a subset of 21 actions selected from
HMDB51 dataset such that there is one main person in action for each sample.
A puppet model is used and manually adjusted on the actor to get the ground truth
of the joint position of the actor in the video.

The background and colors are the same as HMDB51. The same illumination,
camera motion, obstacles, scaling and different viewpoints exist as in the HMDB51
except that one main actor appears in the video, so it is little less complex.

There are 928 videos in this dataset with detailed annotations: puppet contour,
flow of the puppet and the joints position. The training and testing sets are con-
structed as same as HMDB51 dataset. However, this would be suitable for human
detection and segmentation purposes.

Usage of J-HMDB shall be for testing shallow models, especially the models
detecting higher features like human pose while detecting the actions.

UIUC SPORT dataset [10] This dataset is a set of images of 8 different sports
categories: rowing, polo, snowboarding, sailing, badminton, bocce ball, croquet,
and rock climbing.

All images are colorful with different backgrounds in the same category for most
images. It worth mentioning that 3 out of 8 categories have similar backgrounds,
specifically: bocce, croquet, and polo most of them are having grass in the back-
grounds. Each image is labeled with its class together with a level of how chal-
lenging is the picture per a human judgment and a level of how close is the
foreground to the camera. The foreground (i.e., objects) in the images are of dif-
ferent scales, with some objects being too small to be detected. Due to different
camera position, there are different viewpoints for the same action category intro-
ducing intra-class variations. Illumination problem also is considered in this dataset
as different images have different illumination conditions.

The suggested testing methodology is to use random 70 images for training and
60 images for testing

Usage of UIUC Sport dataset shall be for models dealing with still images, i.e.,
not considering temporal features. This dataset contains very low number of clas-
ses, but due to the challenges this dataset covers, it is suggested to be used to test
the model performance regarding these issues. It is suggested also be used to
compare the spatial features learned by the models.

MPII Fine-grained Kitchen Activity Dataset [17] This dataset is a recording of
12 subject performing 65 different cooking activities such as cut slices, take from
drawer, or pour spice etc.

The videos are colored with indoor static background: kitchen. Data are labeled
in two-folds: the first one, each video is manually labeled with an activity category
together with the start and end frames for this category. The recording camera is
attached to the ceiling; thus, no camera movement present and no scale change are
present. Moreover, illumination is the same for all the recording. The dataset has
many classes with low inter-class but large intra-class variability.
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There is a total of 5609 annotations for the 65 categories. The other fold is
annotation of articulated human pose, 5 subjects from different recording (1071
frames) for training and 7 subjects (1277 frames sampled) for testing. Suggested
cross validation is to leave one person out and evaluation metrics are multiclass
precision (Pr), recall (Rc) and single class average precision (AP) which takes the
mean of all the test runs.

Usage of MPII dataset shall be for training models on kitchen activities. It is
suggested to be used for training a model for assisting people in cooking recipe or
summarizing food-and-cooking videos. Moreover, it is also a good dataset to
evaluate what deep models can learn and compare it with different models relying
on hand-crafted features.

Kitchen Scene Context based Gesture Recognition dataset (KSCGR) [18] This
dataset is a collection of 9 classes performed by 7 actors cooking 5 recipes. The 9
classes are as follow: breaking, mixing, baking, turning, cutting, boiling, seasoning,
peeling, none.

The dataset contains colorful image sequence together with depth information
for each image (frame) taken by Kinect sensor. The background is an indoor static
kitchen. The camera is fixed so there is no camera motion exists. It worth noting
that all the dataset videos have the same viewpoint, illumination conditions and the
same cooking items are used. There is no scale change of objects.

There are 5 actors for the training and 2 actors for the testing dataset. Each frame
is labeled with the action being done.

Usage of KSCGR shall be for testing models on small categories of kitchen
activities. It is suggested to be used for testing the ability of a model to learn the
cooking action. Modeling human pose and modeling the cooking motion witnessed
a lot of efforts using shallow models and would be very competitive with deep
learning models and this dataset would be used for this purpose too.

ChaLearn Gesture Recognition 2013 dataset [19] This dataset contains 13, 858
gestures from a lexicon of 20 Italian gesture categories recorded with a Kinect
camera, providing the audio, skeletal model, user mask, RGB and depth images.
The participants are 81% Italian native speakers while the rests are not Italians but
Italian-speakers.

The input information can be used to model human pose which is for the favor of
hand-crafted based model. The background is fixed between all the speakers; thus,
no background motion noise exists and human segmentation becomes an easy task
due to the simplicity of the background. The dataset only focuses on hand gestures
as the camera, illumination and viewpoint are fixed. No occlusion exists in the
dataset.

There are 956 sequences, divided as follow: 393 (7.754 gestures), validation:
287 (3.362 gestures), and test: 276 (2.742 gestures). Each sequence is labeled with
the main gestures categories with the same order of appearance in the video.
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Usage of ChaLearn Gesture Recognition shall be training a model to learn the
Italian gestures. Moreover, it can be used to evaluate different hand-crafted based
models and compare them with the ability of deep models to learn higher features
like human pose and gesture occurring from both spatial and temporal dimensions
respectively.

Sports-1 M dataset [20] This dataset contains links to 1,133,158 YouTube videos
annotated with 487 sports labels. To deal with the dataset, it is recommended to
either sample the video and consider a subset of the frames or to resize the frames to
227 × 227 pixels in the spatial resolution. Some videos might be deleted or
needing permission to reach them which presents an issue in this dataset.

The videos have different static and backgrounds with moving objects. It worth
noting that text might appear in some videos which are considered as a noise for the
spatial features, ideas to deal with this problem are to neglect such regions or to
consider only the center of the frame. Videos are colorful but there are grayscale
videos as well. Sports-1 M dataset consider a wide range of action recognition
problem, like different viewpoints, illumination, objects scaling, background noisy
movements, occlusions, obstacles, low/high resolutions, and camera motions. Some
scenes of the videos are not related to the action being done but to the environment
of recoding which represents an additional challenge for the sport recognition.
GPU/parallelism is necessary to speed-up the training process.

For each class, there is between 1000–3000 video with around 5% of these
videos annotated with more than one class. The dataset is split 70% for the training
set, 10% for the validation set and 20% for the test set. It has been reported in [20]
that 1755 out of 1 million videos contain a significant fraction of near duplicate
frames between the training and testing sets.

Usage of Sports-1 M would be for training model on wide range of sports in
realistic environment. It is also recommended to use this dataset to train a rough
model against transformation, illumination changes, but also, to learn higher con-
cepts instead of relying on low level features for the classification due to the high
intra-class variations.

In this section, we reviewed different action recognition datasets, the dataset
classes are listed against both the spatial and temporal resolutions properties. An
investigation of the existence of the action recognition problems has been made and
a suggested usage of each dataset is summarized in Table 1. Summary of the action
recognition problems and number of classes in the reviewed dataset is present in
Table 2. Resolution, frame rates and other properties of each dataset content are
listed in Table 3. This investigation is very helpful for choosing the datasets when
testing a new architecture or a modified one. It is also important for showing the
participation of each dataset regarding the challenges of AR, which shall be con-
sidered when evaluating a new model. This section can be considered also as a
measurement, or an evaluation, of how realistic are these datasets.
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Table 1 Recommended usage of reported action recognition dataset

Dataset Proposed usage

KTH dataset Evaluating model/prototype for basic human actions (6 actions)
UCF sports action dataset Evaluating model against small number (10) of realistic sport

actions
YouTube (UCF11) dataset. Evaluating model against small number (11) of realistic sport

actions
UCF50 dataset Evaluating model against moderate number (50) of realistic

sport actions
UCF101 dataset Evaluating model against large number (101) of different

realistic human actions
Hollywood2
dataset

Evaluating model against small number (12) of realistic basic
human actions
Description of actions in movies based on action and scenes
Categorizing movies into types

HMDB51
dataset

Evaluating model against moderate number (51) realistic
human actions

J-HMDB dataset Evaluating model against small number (21) realistic human
actions
Evaluating models detecting human pose

UIUC SPORT
dataset

Evaluating model against small number (8) of realistic sport
actions
Evaluate spatial features learned by the model

Fine-grained kitchen activity
dataset

Evaluating model against large number (65) of indoor (kitchen)
activities
Train model to assist people in cooking recipes
Train model to summarize cooking show recipe
Comparison of deep/shallow models in constrained
environment

KSCGR dataset Evaluating model against small number (9) of indoor (kitchen)
activities
Comparison of deep/shallow models in constrained
environment

ChaLearn gesture
recognition (2013) dataset

Evaluating model against moderate number (20) of constrained
Italian gestures
Compare deep/shall models in learning higher features like
human pose and gesture especially in temporal dimension

Sports-1 M dataset Evaluating model against very large number (487) of sports
actions/activities
Training a rough model against transformation and illumination
changes
Evaluating model ability to learn higher concepts regarding the
sport actions/activities
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3 Different Action Recognition Shallow and Deep Models

Different methodologies are exploited to enhance the accuracy of action recognition
models. In fact, the common idea to classify an action in a video is by calculating
the discriminative video features and classifying based on them. The more dis-
criminative features, the better the results are. As shown in the current section,
models/architectures can be divided into 2 main categories. The first category are
models implemented by using the careful description of the actions and the second
category are models that are less complex but that try to learn the discriminative
parts of the actions in a generic way. The first approach will be referred as a shallow
model or hand-crafted models and the second approach as deep model. In this
section, a discussion of shallow and deep architectures is illustrated in the Sects. 3.1
and 3.2 respectively. For each of these models, we highlight the key points that
contribute to solving the action recognition problems.

3.1 Shallow Models

Hand-crafted features are the first trials made in action recognition field to the best
of our knowledge [21]. Early action recognition trials were domain specific and
required hard work to implement detectors and descriptors and check which one of
their combinations was the best for the given domain. The basic idea is to ‘detect’
the important parts in an image (salient regions), and then provide a representation
for these parts, by ‘describing’ them. The description of these regions is called
features and differs based on the detector/descriptors used.

Shallow models are harder to implement as they imply to handle different AR
challenges and requires tremendous efforts facing them like the different viewpoints
for the same class or objects occlusions. Moreover, for the AR problem, there is a
need to deal with the temporal dimension and extract these information in addition
to the spatial features as this enhance the overall accuracy.

This section first lists different detectors/descriptors and how to use them to
classify the actions. Next, different models are detailed in both the spatial and
temporal dimensions. For each of these model a discussion is lead for the action
recognition problems it tackles.

Many feature detectors have been developed: 3D-Harris extending the Harris
detector for images and 3-D-Hessian extending the Hessian saliency measure for
blob detection in images. Between other detectors, there are the Cuboid based on
temporal Gabor filters, the Dense Trajectories (DT) and Improved Dense Trajec-
tories (iDT) extracting video clips with regular positions and scales in spatial and
temporal space (Fig. 1). The most common descriptors are Cuboid descriptors
proposed by Dollar et al. [22] to be used along with the Cuboid detector,
HOG/HOF aiming to characterize both the local motion and appearance, HOG3D
[23] is based on histograms of 3D gradient orientations (considered as extension of
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SIFT features to video sequences), extended SURF (ESURF) which extends the
image SURF descriptors [24]. The specific details of each detector/descriptor and
their best combination on the different datasets can be found in the evaluation paper
done by Wang et al. [25].

Based on these low level local features, the most popular video representation
for action recognition is the Bag-Of-Words (BoW) model, also called
Bag-of-Visual-Words (BoVW) [26]. The BoW is a general pipeline mainly com-
posed of five phases (1) feature extraction, (2) feature preprocessing, (3) codebook
generation, (4) feature encoding, and (5) pooling and normalization (Fig. 2).
A detailed study is shown in [26] in which it first provides a comprehensive study
of all steps in BoW, then discusses the different local features and the performances
of their fusion, and uncovers good practices to produce a state-of-the-art action
recognition system in hand-crafted models. The BoW is then used to train a

Fig. 1 Different detectors [25] a Original image b Harris detector c Cuboid detector d Hessian
detector

Codebook 
Generation

Video

Training

Feature  
Extraction

Video
Feature 

Extraction
Feature  

Preprocessing

Feature 
Encoding

Pooling & Normalization

Fig. 2 Bag-of-words general pipeline
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classifier. The classifier learns how to recognize the action occurring. Therefore,
enhancing the quality and discriminability of BoW is crucial to enhancing the
overall accuracy. The most used classifier in shallow models is Support Vector
Machine (SVM) and is used in the following researches [25–30]. The standard
SVM (with soft margin) was initially proposed by [31]. The core idea of the SVM
in classifying the input data, into one of 2 classes, is to find the hyperplane that
maximize the space (margin) between its nearest data point from both classes.
A one-versus-all technique is usually used for multiclass SVM. The SVM also
applies a “kernel trick” by mapping the input from nonlinear space into a higher
dimensional feature space that is linear space using a kernel function to enhance the
classes separations of the input.

Encouraged by the hierarchical feature learning of deep networks (discussed in
the next subsection), a new idea based on hierarchical architectures, that have
shown better results than BoW, suggests using a stacked Fisher vectors [28]. The
idea is to encode densely sampled sub-volumes via Fisher vectors (FV) encoding,
and project them to a low dimensional subspace. These FVs are compressed and
encoded by a second FV layer to construct video-level representations. Moreover,
another iDT features are calculated over the entire video clip and encoded by a
separate FV. A concatenation of features of the FVs and the 2nd layer FV is fed to
one-versus-all SVM classifier (Fig. 3). This concatenation improves the accuracy to
using the stacked fisher vectors (SFV) alone.

Regarding the features used, the iDT features extracted from the video cuboids
are a concatenation of HOG, HOF, and MBH. The HOG is responsible for the
spatial features while HOF and MBH capture the temporal information in these
cuboids. The cuboids with empty or small number extracted trajectories are
removed as they are not salient. These features are reduced and then encoded by a
second FV layer to capture and produce higher level features.

The stacked Fisher Vectors (SFV) using costless linear classifier, allowing faster
training and therefore, using larger dataset. In addition, normalization is made for

Fisher 
Vector

Max-Margin 
Reduc on

iDT & Dense 
subvolumes

Fisher 
Vector

Video

Classifica on

iDT

Fisher 
Vector

Fig. 3 Stacked Fisher vector
architecture
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the first and second FV features increasing the model robustness against illumi-
nation. It worth noting that by extracting iDT on small video cuboids, it is easier to
handle the huge pose and motion variation. The reason is that features collected
over large volumes suffer from intra-class variation and deformation issues. The
model assists solving different AR problems: scale variance, illumination issues,
different viewpoints, occlusion problems in addition to the background change and
camera motions challenges.

A well-known idea is to include the non-salient region information in the BoW
in a weighted manner as the context convey information that might be needed in
certain applications to improve the recognition. Supported by the review [32] which
denotes that human visual system (HVS) has the ability to recognize in periphery, a
research considers applying this idea by integrating, without weighting, the features
of both salient and non-salient regions in the classification step [27].
A Bag-of-Words approach is used with the spatial pyramids and SIFT features for
both salient and non-salient regions. This is followed by a Multiple kernel learning
(MKL) classifier that learns how to classify based on both salient and non-salient
features. It is shown that this idea succeeds in capturing additional information and
has a small improvement for the accuracy.

Regarding the features, no temporal features are used as the input was limited for
still image. Moreover, the idea can be applied in videos by separating salient and
non-salient regions for both spatial and temporal dimensions. The features used are
based on SIFT features which are local low level features. SIFT are invariant for
objects occlusions, orientation, and uniform scale change. Due to the separation of
salient and non-salient features, the model increases the robustness against back-
ground changes and viewpoint change challenges.

In Action Recognition system, camera motion features in the background are
usually considered noise, and eliminating them is a logical step to increase the
accuracy and performance. This was successfully proved in a multiple granularity
analysis for action recognition by Ni et al. [33]. The idea behind their work is to
include features in BoW in a region around the interaction occurring, thus
neglecting the other background motions, and tracking the interaction between
human hands and the objects in use as their work was domain specific: kitchen. For
the object/hand detection, they used HOG and HSV features. For the action
recognition, local motion features used were the dense motion trajectories, where
for each trajectory the HOG, Motion Boundary Histogram (MBH), HOF, and
trajectory shape (TS) were extracted, and then encoded using k-means. Each video
sub-volume is represented as a BoW vector and used to find the likelihood of the
action using a Conditional Random Field (CRF). The inferred interaction and
hand/object tracking results are used to perform feature pooling and accurate action
detection by integrating prior knowledge (interaction status information) and the
likelihood (motion features) into a graphical model thus achieving the granulation
fusion strategy.

In this fine-coarse granularity approach, the features used are concatenation of
spatial (HOG) and temporal (MBH, HOF, TS) features around the interaction
(spatial) occurring. The proposed model contributes on handling different AR
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problems as background motion, scale change, occlusion, camera motion, action
speed change and background change. However, this idea can only be applied in
specific applications as the focus of the model is the interaction between
hand/object. This model is restricted to a specific domain, making recipes in a
kitchen. However, this is a general drawback in the shallow models.

Another research study followed the BoW steps, and modeled the appearance
evolution within the video [29]. In this model, called videoDarwin, a new repre-
sentation for the video is provided. Their contribution was to provide a video-wide
temporal evolution in which their model learned the appearance and motion fea-
tures order to predict the action. A combination of HOG, HOF, MBH, and tra-
jectory (TRJ) features is used from the videos followed by a normal fisher vectors
for encoding step. Then time varying mean vectors is applied to capture the spatial
evolution of the video. This is done by calculating the change of pixels over time by
getting the mean of each pixel weighted by the time at a given time. Next, a pooling
step is done by ranking function to aggregate these features and represent the video
evolution.

Exploring the temporal information of an action by combining the action
appearance evolution allowed videoDarwin increasing the accuracy over prior
methods as can be seen in the next Sect. 4. This model handles the occlusion
problem, speed change, scale change, and background change problems out of the
AR problems.

A closely related topic to action recognition is task/plan recognition which can
be viewed as set of actions. Instead of channeling information from action system to
a plan system and setting grammar or rules to identify the task being done which of
course can fail in many scenarios as human actions performing a certain plan can
vary. Latent Dirichlet Allocation (LDA) has been investigated in [34] where plans
are seen as a distribution of actions thus considering structure relationship between
actions that are omitted in BoW approach. Testing dataset contained forty recorded
plan executions with RGB-D information, performed in a controlled environment.
Different combination of models and number of topics are experienced: ten topics
as the documents are built using subsets of ten actions, fifteen topics to check the
cases where the differences between left and right hands are distinguishable, and
five topics to check the effect of identical poses caused by the lack of position data
(cases such as standing and jumping). They proved that by treating Plan Recog-
nition as distributions of actions using LDA model has a potential for real time
applications and that extra research will bring more success into this method.

Shallow Models rely on hand-crafted features to provide spatial and temporal
features. Due to the amount of details to cover in order to find discriminative
feature, shallow model requires good efforts for the design of the model, which
implies by practice limiting the model to a specific domain. Recent work attempted
to learn in a hierarchical way, and are competing with shallow models as can be
seen in the next section.
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3.2 Deep Models

Deep Learning is a category of algorithms, for training neural network models with
deep architectures, where there are many ‘hidden’ layers of nonlinear operational
units between input and output. The core idea is to learn more abstract concepts
from the raw level data where higher levels are more abstract than lower ones. This
is encouraged by the way the mammal brain is organized [35].

Although of their computational expensive cost, backpropagation and gradient
descent (and its different versions), are the most common algorithms for training the
deep networks by minimizing an objective function. Stochastic Gradient Descent
(SGD) is an optimization method for the Gradient Descent. The main difference is
that it updates the parameters of the object function for each training example
instead after the whole dataset, and hence is faster and can be used for online
training.

This section lists several deep models. For each model, the architecture is pro-
vided followed by a discussion of the spatial features then by the temporal features
provided by this model. Each of the spatial/temporal features is linked to the action
recognition problems it tackles.

One of the earliest hierarchies is the convolution neural network (CNN) by Yann
LeCun et al. in 1998 [36]. This network is composed of convolution, subsampling
and fully connected layers, typically between five to seven layers and are hard to
train. Convolution is used to decrease the required memory and is applied on small
regions to increase the performance. It showed success on the MNISET dataset and
was applied for commercial use. In 2012, A. Krizhevsky et al. [37] trained a CNN
with 5 convolutional and 3 fully connected layers using SGD, and achieved best
results on subsets of ImageNet used in the ILSVRC-2010 and ILSVRC-2012
competitions at the time of the research. They used Rectified Linear Units (ReLUs)
as the output of the neurons because it is several times faster than the traditional
tanh. To improve the generalization, the ReLU is followed by a local normalization
scheme. Some of the convolutional layers are followed by a pooling layer, different
from other CNN-based models, which was an overlapping max-pooling. This
reduced the error rate and made it slightly difficult for overfitting.

The CNN spatial features have many advantages over other models. The con-
nections in each layer of the CNN-based network are limited to a 2D region of the
previous layer thus preserving the geometry structure of the objects in the produced
features that it learns from the input image. This assisted in using the CNN for
objects segmentations. The weights of each learned filter are shared along the layer,
thus adding robustness against transformations. To increase the robustness against
transformation and illumination changes in the AlexNet model, training examples
are augmented by translating, reflecting, and changing the intensity of the RGB in
the input images. Without the data-augmentation, the network suffers from over-
fitting. Decreasing the time required for the model training is one factor that
allowed usage of larger dataset. This allowed handling higher level spatial
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resolution images in addition to tackling different viewpoints and objects occlusion
issues.

In these CNN models, no temporal features were generated. However, these
spatial features were a baseline used for generating temporal feature. Clearly, in
video analysis, the temporal component conveys additional information and shall
not be ignored to increase the accuracy and performance.

One of the common methodologies is to use 2 networks with a later fusion, such
that one network is trained on the spatial features while the other on the temporal
features. This methodology has been applied in [30] using both the improved
trajectory features and the two-stream convNets architecture. This study involves
the advantages of both hand-crafted and deep learned features and outperforms both
as it has achieved the state of the art on the datasets used. The convNets used are
composed of spatial and temporal networks; the spatial is used to capture appear-
ance features for actions and the temporal is used for learning the motion features.
The two-stream convNets network is used to obtain convolutional feature maps,
then a normalization step is applied to reduce the effect of the illumination. For the
hand-crafted features, the authors used the improved trajectories because they are
located at high salience regions and they effectively deal with the variations of the
motion speed. With this in mind, the normalized convolutional features are
sum-pooled around the center of these trajectories. These trajectories constrained
sampling produce Trajectory-pooled Deep-convolution Descriptors (TDD). During
the training, the input is scaled into multiscale pyramids and fed to the convNet to
be able to construct a multiscale TDD which assists handling the AR scale change
issues.

The TDD spatial features are convolutional features conveying abstract infor-
mation. As the TDD model relies on 2 convNets, the spatial net can be pretrained
on ImageNet dataset and acquire its benefits. This also assists dealing with both
occlusion and different viewpoints AR issues especially when the training phase
uses realistic datasets like HMDB51 and UCF101. The convolutional features are
sum-pooled around the salient regions calculated by the improved trajectories. The
model can then classify the main action and neglect background changes in addition
to resisting to the noise resulting from the camera motion.

The TDD temporal features are convolutional features based on stacked optical
flow images. Again, limiting the temporal information is not in the essence of deep
learning. This can cause loss of temporal information and can suffer from limita-
tions of optical flow features. Issues like static optical flow values and sudden large
displacement shall be removed since they are resulting from inaccurate optical flow.
It worth noting that the generated temporal features are better than or comparable to
the MBH and HOF. Similar to the spatial features in the TDD, the temporal features
are sum-pooled around the regions calculated by the improved trajectories. This
benefits in having a more robust model against background and camera motion
problems.

Deep learning concepts implies that the deeper and wider the network is, the
more powerful it is. Consequently, the network learns low level features on the first
layers and more abstract features in the latest layers. However, this would require a
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tremendous effort to train with generalizing. Therefore, increasing the depth and
breadth of a network with reduction of the parameters is a common strategy for
building new deep architectures.

Besides AlexNet [37] model, GoogLeNet [38] is another commonly used CNN
model. It has an overall of 22 layers and uses network in network concept to
increase the depth and breadth of the network without a huge increase of the
number of parameters to learn [38]. Therefore, these features are more discrimi-
native and provide abstract representation for the input frames, leading to a better
handling of the different viewpoint issues and high resolution videos. Moreover,
GoogLeNet consider multiscale processing allowing the model to handle the scale
change problem.

The research [39] applies 2 different CNN-based models to asses the usage of
traditional CNN for learning long temporal relationship. The CNN features are
generated by GoogLeNet model as it yielded better features than AlexNet model as
shown in the research [39]. The first model uses different pooling techniques for
temporally stacked CNN features. Average pooling, fully connected layer and
max-pooling have been used with the max-pooling outperforming them. Several
variations of the max-pooling architecture are performed with the Conv Pooling
being the best of them. The Conv Pooling performs max-pooling over the final
convolutional layer indicating the needs to preserve the spatial information over the
time domain. This is followed by fully connected and SoftMax layers (Fig. 4). The
video frames are sampled with 1fps causing loss of motion information. Therefore,
optical flow features are calculated from 2 adjacent frames sampled at 15 fps and
fused with the model. This strategy succeeded in improving video classification
and, as shown by the authors, the larger the clips the more accuracy it achieves.
However, usage of Optical Flow did not improve the accuracy as the used dataset,
Sports 1 M, is very noisy and suffers from AR problems (discussed in Sect. 2).

The second model uses CNN together with a Long Short Term Memory (LSTM)
cells to classify videos content/action. The LSTM includes memory cells to store,
modify, and access internal state, allowing it to better discover long-range temporal
relationships. Specifically, the deep LSTM network consists of five stacked LSTM
layers each with 512 memory cells taking as input the output of the final CNN layer
at each consecutive video frame. The CNN outputs are processed forward through
time and upwards through the five layers of stacked LSTMs (Fig. 5). At each time
step, a SoftMax layer predicts the class. The training algorithm of choice is
Downpour SGD which is an asynchronous variant of SGD. Like the Conv Pooling
model, Optical Flow features are used to recover the loss of motion information.

Fig. 4 Conv Pooling
architecture used in [39].
Temporally stacked
convolution features (denoted
by ‘C’) are max-pooled (blue)
and fed to the fully connected
network (yellow) followed by
a SoftMax layer (orange)
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This is done by a later fusion with the network trained directly on the video frames.
Interestingly, it raised the accuracy of the LSTM with 1% indicating that temporal
dimension conveys additional information. The deep LSTM network structure is
able to discover high level temporal features as it learns the temporal order based on
the convolutional features.

Working with videos, spatial and temporal dimensions, recent researchers
employ 3D-CNN idea, where features are generated based on cuboids of the input
video instead of single images. Each cuboid has W × H × T as width, height
and time respectively representing part of the video in both spatial and temporal
dimensions. This idea was applied with an LSTM network by Yao et al. [40], to
provide a description and/or summarization for a video based on the interest tem-
poral segments. The video cuboids are constructed as a concatenation of the his-
tograms of oriented gradients, oriented flow and motion boundary (HoG, HoF,
MbH) to extract the ‘local’ temporal information of the video. Local structure refers
to specific time action, short in duration, like standing up or answering the phone.
Complementary, there are global temporal information that refers to the order of
objects, actions, scenes, and people appearing in the video. Usage of local temporal
features instead of the video frames also reduces the computation of the subsequent
3D CNN layers. There are three 3-D convolutional layers that follows, each is
followed by ReLU and local max-pooling. Max-pooling is performed to get a
vector summarizing the content of the short frame sequences within the video.
Regarding the ‘global’ temporal information, a dynamic weighted sum strategy is
used to represent the video. The weights represent the degree of relevance of a
given feature vector to the generated words and are updated at each time step of the
LSTM (Fig. 6). The input to the ‘global’ temporal attention mechanism is a con-
catenation of the local temporal features concatenated with spatial features gener-
ated by a 2D GoogLeNet CNN features.

The spatial features of this model take the advantages of GoogLeNet model.
They are very discriminative and cover scale issues in addition to high resolution
issues among the AR problems. Concatenating these features with the local

Fig. 5 Deep long short term
memory architecture with
input as convolutional
features and followed by a
softmax layer [39]
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temporal features generated by the 3D CNN model, increases the model accuracy
specifically when higher number of classes is used.

The temporal features in this model are divided into local and global features.
The 3D-CNN local temporal features provide robust features against transforma-
tions. Equally important, these features capture the salient motion segments of the
video. Pooling summarizes the content over short period of time, keeping the
important features over the time and discover long term relationships. The global
features on its own (with spatial features only) learns the general sequence of
actions occurring without keeping track of the action details. Using spatiotemporal
features as input adds additional information about the local actions. This results in
more accurate action identification like ‘Someone is frying a fish in a pot’ instead of
‘The person is cooking’. Using the hand-crafted features decrease the computations
needed, and favors in learning over large datasets. However, this limits the network
ability to learn temporal features based on HoG, HoF and MbH features only.

Another deep learning architecture was designed in 2006 with the Deep Belief
Networks (DBN) [41]. They are probabilistic generative models that contain many
layers of hidden variables and are able to learn complex internal distribution of the
input data. The network is constructed of stacking of Restricted Boltzmann
Machine (RBM) which is essentially derived from Boltzmann Machine (BM). BM
is a type of stochastic recurrent neural network, allowing connection between units
of the same layer. On the contrary, RBM does not allow connection between units
in the same layer, thus learning becomes quite efficient. Based on this fact, RBMs
are used in deep networks like DBN (Fig. 7). Training is done in a greedy wise

RNN (LSTM) 
Description Generation

Video Transform to  
Cuboids

Represent each cuboid as 
(HoG, HoF, MbH)

3d CNN – 3 convolutional layers (with ReLU 
& pooling) followed by fully connected layer 
and SoftMax layer used in the training only

Soft Attention

Caption GenerationVideo De-
scription

CNN Features extraction

Fig. 6 Encoder-decoder framework. 3D-CNN is used to encode the video followed by LSTM to
produce video captions
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algorithm, one layer per time. In this type of networks, each layer captures
high-order correlations between the activities of hidden features in the layer below.
The DBNs encodes statistical dependencies among the units in the layer below but
is challenging for computer vision problems.

Spatially speaking, RBMs and DBNs both ignore the 2D structure of images. It
is not practically feasible for computations on large images. One solution is to share
its weights among all locations of the image for the same level. This kind of
networks does not tackle the temporal information, and if standard DBN is used it
would be necessary to use input feature vector containing both spatial and temporal
features rather than directly on the raw input data.

A Convolutional Gated Restricted Boltzmann Machine (conv GRBM), (Fig. 8—
left) was used in [42] to automatically extract different convolutional features that
are also achievable via hand-crafted models like flow field features and edge fea-
tures. It also provided features helpful for segmenting people from background (it
worth noting that the dataset used when person segmentation occurred had uniform
background, i.e., KTH dataset). The model was trained on pairs of successive
images in image sequence (i.e., video) and learned the transformation occurring.
The convGRBM layer is shown in (Fig. 8—right). On top of this layer, is a 3D
convolutional layer that captures mid-level spatiotemporal cues. The outputs of this

h3

h2

h1

v

W3

W1

W2

Fig. 7 Deep belief network

Fig. 8 Left A gated RBM. Right A convolutional gated RBM using probabilistic max-pooling
[42]
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layer are 3D feature map, so a max-pooling applied on the temporal dimension is
applied to ensure that the mid-level features have consistent vector size, and to
consider the important features. Lastly, one or two fully connected layers are used
to classify the activity. Regarding the training algorithm, Contrastive Divergence
(CD) is used. CD is an approximate to the maximum likelihood algorithm and is
commonly used for training RBM models.

Most of the features extracted are motion sensitive but few are static information
which represents the context information. The main contribution is the convGRBM
layer which is useful as an operator for edge detection beside low level spatial
feature generator. Usage of convolution in the GRBM allowed scaling to higher
resolutions input video in addition to reducing the occlusion issues.

Regarding the temporal features, the convGRBM layer is able to provide dif-
ferent motion features in between optical flow like features with compact param-
eters. ConvGRBM layer can be a part of a bigger multistage system or a temporal
feature generator as it learns the transformation occurring between 2 input video
frames. However, this layer alone is weak against videos including multiple views
for the same action in addition to scale change. Fusing this layer features with
features of the temporally trained model in a weighted manner may need further
researches.

In the exploratory study [43] a network is used with 9 layered locally connected
sparse autoencoder. The model can be viewed as sparse deep autoencoder where
each feature in the autoencoder connect only small region of the lower layer. The
idea that, local filter connects only small region of the lower layer is biological
inspired and known as local receptive fields. This is different than other CNN
models, i.e., [36, 37], as the parameters are not shared across different location of
the image. This is a core difference leading to learning more invariances other than
translations. One layer is shown in (Fig. 9) and the network replicates this layer.
The model has 1 billion trainable parameters trained on a dataset of 10 million
200 × 200 pixel images. Interesting is that the authors mention that this network as
the largest known network is still tiny compared to the human visual cortex which
is 106 times larger in terms of number of neurons and synapses.

Image 
200x200
with 3 

channels
(RGB)

Local 
Receptive Fields 

(18x18)

Pooling 
(5x5)

Local Contrast 
Normalization

(5x5)

Layer’s Output
(8 channels)

Fig. 9 One layer of sparse deep autoencoder model
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This model is designed and uses images for training and results in learning only
spatial information. However, the model is very robust against deformation, dif-
ferent position, orientation, scales and viewpoints. Local L2 pooling and local
contrast normalization are key factors for this robustness. The network is robust in
face recognition, cat and human body detection, and object recognitions and has
achieved state-of-the-art results on many datasets as shown in the next section. This
model can be used in AR field, with modifications to capture motion features by
training additionally on optical flow images as an example. However, as the net-
work is very deep, the need for a large dataset of videos or image sequence
represents a challenge to prevent overfitting.

One last model to review is based on Slow Feature Analysis (SFA). SFA extracts
the invariant and slowly varying signal from the quickly varying input signal. This
is helpful for visual applications to extract high level concepts from the input image,
i.e., the objects and their relative positions out of the pixel colors. In [44], SFA
features have been investigated following the deep learning concepts: Deep
Learning Slow Feature Analysis (DL-SFA) architectures. Two layers of SFA are
used. In the first layer, SFA is applied on video cuboids and the learned kernels are
convoluted with the video cuboid (3D convolution). The resultant convoluted
features are max-pooled and fed to the second layer of SFA (Fig. 10). Stacking the
second layer of SFA has shown an improvement of around 7% versus using only
one layer. This is an indicator that the hierarchical models have better performance
than shallow models. The final feature vector is a combination of first and second
layer features.

In this model, the SFA, given a sequence of frames, generates temporal features
that describe the action occurring. The kernels learned are convolved, in a 3-D
manner, with the spatiotemporal video cuboids to provide feature maps used as
input for the next layer. The convolution and max-pooling increased the model
translational invariances. The success of this model refers to well extraction of
spatiotemporal features instead of separation of the spatial and temporal feature
with a later fusion. This study covered several AR problems: scale changes,
learning more discriminant features that assist in the different viewpoint of the same
action issue, background change and illumination change issues.

*+

Video
Down-sampling: 

Cuboids

SFA

Activation 
+ Max pooling 

+  Reformatting
Features SFA

Reordering

Fig. 10 Deep learning—slow feature analysis architecture
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4 Models Accuracy Evaluation

A summary of the results of different shallow and deep models, covered in the
selected papers, is presented for each dataset. Based on these results, a discussion is
made for the contribution of shallow and deep models in solving the AR problems.
Table 4 summarizes the results of different methodologies.

For both KTH and UCF Sports dataset, DL-SFA achieved the best results in the
selected papers. Learning more abstract features is therefore for the favor of action
recognition. This is an indicator to the necessity to represent the complexity of the
actions. The ability of deep models to learn in higher dimensions allow better
representation of actions than shallow models.

The Hollywood2 dataset and MPII Fine-grained Kitchen Activity dataset wit-
nessed the best result by shallow model: videoDarwin. This method learning the
appearance evolution of the action allowed modeling the action order and proved to
be a good discriminative feature for human actions. However, both datasets cover
small number of action labels, so more investigation is needed for datasets with
higher number of classes. An investigation for a dataset where the same actions are
done in different orders is suggested to add new challenges for this method as in real
life action can be done in different orders.

As can be seen in the HMDB51 dataset, stacking Fisher vectors yielded the best
result of 66.79%. The idea behind this model, is to refine the representation of the
hand-crafted features and abstracting the learned information in a hierarchical way
is very similar to deep models. This allowed overcoming the variation in shape and
motion in the videos along longer duration, and learning global information about
the action. Therefore, noise motions caused by camera shaking or background
moving objects are reduced. Also, training on different scale cuboids taken from the
video is for the favor of training a robust model against scale change.

Regarding the UCF101 dataset, the best result of 91.5% was reached by using a
multiscale TDD model. This can be seen as a hybrid model using a combination of
both shallow and deep features. The focus to describe, in a deep way, the motion
salient regions of a video allowed the model to overcome different AR problems
due to neglecting large part of unnecessary features. However, considering the
context in a weighted manner is suggested as this might lead to further enhance-
ments the model accuracy.

Consistent with the previous conclusion, deeper hierarchical model is for the
favor of inferring much powerful information. The largest known network built was
applied on ImageNet Fall 2009 dataset and proved the best results to date: 19.2%.
The low accuracy is due to the high number of categories however, it is 15%
relative improvements than its best prior result. The model learned invariant fea-
tures for face recognition and object detection. The authors also showed it is robust
against scaling, out of plane rotations, light change, and occlusions. The only
drawbacks for this network are the need of high source of computation and the need
for a large dataset with various actions classes to allow it modelling the actions.
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Table 4 Summary of the results for both hand-crafted features and deep learning models

Dataset Authors Results and used methodology

KTH actions dataset [11] H. Wang et al.
(2009)

92.1%—Average accuracy for
detector/descriptor combinations:
Harris3D + HOF

G. Taylor
(2010)

90.0% convGRBM

Lin Sun et al.
(2014)

93.1% 2 layers DL-SFA

UCF sports dataset [8, 9] Lin Sun et al.
(2014)

86.6% 2 layers DL-SFA

H. Wang et al.
(2009)

85.6% Average accuracy for
detector/descriptor combinations: dense
sampling + HOG3D

Hollywood2 dataset [15] H. Wang et al.
(2009)

47.4% Mean AP for various
detector/descriptor combinations: dense
sampling + HOG/HOF

G. Taylor,
(2010)

46.6% convGRBM

Lin Sun et al.
(2014)

48.1% 2 layers DL-SFA

B. Fernando
et al. (2016)

73.7% using videoDarwin

HMDB51 dataset [10] Peng et al.
(2014)

61.1% hierarchical representation
combining outputs of FV and soft
version of SVC and multiple
descriptors

B. Fernando
et al.( 2016)

63.7% using videoDarwin

Liming Wang
et al. 2015

65.9% using TDD and iDT

C. Zou et al.
(2014)

66.79% using stacked fisher vectors

UCF50 dataset [13] Peng et al.
(2014)

92.3% hierarchical representation
combining outputs of FV and soft
version of SVC and multiple
descriptors

UCF101 dataset [14] Peng et al.
(2014)

87.9% hierarchical representation
combining outputs of FV and soft
version of SVC and multiple
descriptors

J. Yue-Hei Ng
et al. (2015)

88.6% LSTM with 30 Frame Unroll
(optical flow + image
Frames)

Liming
Wang et al.
(2015)

91.5% using TDD and iDT

(continued)
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Table 4 (continued)

Dataset Authors Results and used methodology

YouTube dataset [12] C. Zou et al.
(2014)

93.77% using stacked fisher vectors

J-HMDB dataset [16] C. Zou et al.
(2014)

69.03% using stacked fisher vectors

UIUC SPORT dataset [10] S.F. Dodge,
L.J. Karam
(2013)

Using a small training size, their
method improves upon the
classification accuracy of the baseline
bag of features approach.

MPII fine-grained kitchen activity
dataset [17]

Bingbing Ni
et al. (2014)

Prec.: 28.6 Recall: 48.2 AP: 54.3 using
interaction tracking

B. Fernando
et al. (2016)

72% using videoDarwin

ICPR 2012 kitchen scene context
based gesture recognition dataset
(KSCGR) [18]

Bingbing Ni
et al. (2014)

Mean F-score 0.79 using interaction
tracking

ChaLearn gesture recognition
dataset [19]

B. Fernando
et al. (2016)

Precision: 75.3% Recall: 75.1%
F-score: 75.2%

ImageNet [45] Fall 2009
(∼9 M images, ∼10 K categories)

A.
Krizhevsky
et al. (2012)

Test error rates: Top-1: 67.4% Top 2:
40.9% using CNN with an additional,
sixth convolutional layer over the last
pooling layer

Quoc V. Le
et al. (2012)

19.2% using 9-layered locally
connected sparse autoencoder (with
unsupervised pre-training)

ImageNet [45] Fall 2011
(∼14 M images, ∼22 K categories)

Quoc V. Le
et al. (2012)

15.8% (with unsupervised pre-training)

ILSVRC [46] year 2010 A.
Krizhevsky
et al. (2012)

Test error rates: Top-1: 37.5% Top 2:
17.0% using CNN

ILSVRC [46] year 2012 A.
Krizhevsky
et al. (2012)

Test error rates: Top-1: 36.7% Top 2:
15.3% using 7 CNNs

Face detection [30]: Dataset
sampled from (Wild dataset [47]
+ ImageNet Fall 2009)

Quoc V. Le
et al. (2012)

Best Neuron: 81.7% using 9-layered
locally connected sparse autoencoder

Cat Detection [43]:
positive example from dataset
Zhang et al. [48]
negative examples ImageNet dataset

Quoc V. Le
et al. (2012)

74.8% using 9-layered locally
connected sparse autoencoder

Human Body [43] (subsampled at
random from a benchmark dataset
Keller et al. [49]

Quoc V. Le
et al. (2012)

76.7% using 9-layered locally
connected sparse autoencoder

Synthetic video constructed from
NORB images [42]

G. Taylor
(2010)

Used only to visualize the flow learned
by the Hidden Units
Learned transformation are richer than
Optical Flow features

(continued)
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More investigation is needed to allow learning the motion dimension in the videos
in a discriminant way.

5 A Proposed Architecture

Recent work highlighted the importance of exploring the temporal dimension. In
addition, it has been shown the discriminability of the CNN features. In this section,
an action recognition hierarchy is suggested. The core idea is to train a Deep
Believe Network (DBN) using a sequence of spatial features from CNN network
and temporal features extracted from the temporal stacking of CNNs layers
(Fig. 11). Each layer of the stacked CNN receives a frame from the successive
video frames. This is followed by a Singular Value Decomposition (SVD) that
learns the transformation occurring, thus, providing a representation for the tem-
poral dimension of the action occurring. Finally, both spatial and temporal features
are fed to a DBN that models the conditional probability distribution of each set of
features belonging to each action label. The temporal stacking uses D layers of
CNNs with overlapping of L frames to increase the smoothness in the temporal
dimension.

Table 4 (continued)

Dataset Authors Results and used methodology

Sports-1 M dataset [20] J. Yue-Hei Ng
et al. (2015)

@Hit 1: 73.1% using LSTM (Image
and Optical Flow)
@Hit 5: 90.8 using conv pooling
(Image and Optical Flow)

Youtube2Text [50] Li Yao et al.
(2015)

BLEU [51] 0.4192 METEOR [52]
0.2960 CIDEr [53] 0.5167 Perplexity
27.55

DVS [54] Li Yao et al.
(2015)

BLEU [51] 0.007 METEOR [52] 0.057
CIDEr [53] 0.061 Perplexity 65.44

Action 
Label 

CNN 

CNN

CNN 

CNN

SVD

Spatial Features t+D 

Spatial Features t+2 

Spatial Features t+1 

Spatial Features t 

...

Fig. 11 Proposed hierarchy: stacked CNN with temporal features extraction and DBN network
for Human Action Classification
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The convolutional features are calculated directly from the input video frames.
The reason behind this spatial feature selection is due to its ability to provide
abstract representation of the input image. Moreover, its robust against local
transformations and illuminations problems.

The second step is to construct a stacking of D features map, generated by the
CNN, for D sequential frames. Each stack of features is overlapped by L frames as
the start of a given action is not known in prior and to provide smoother repre-
sentation. For each stack of features, a K dimensional matrix M is factorized by
SVD algorithm. The resultant component matrices are considered as temporal
features representing the transformation occurring between the input convolutional
features for the given action.

Finally, the first convolutional features of the CNN stack are concatenated with
the features calculated by the SVD. This concatenation is fed to the DBN to classify
the actions. The DBN is powerful in separating similar classes like ‘walking’ and
‘running’. Training a DBN requires a large DBN so the suggested training dataset is
Sports-1 M dataset.

This model is expected to handle many challenges. The convolutional features
assure robustness against transformation, illumination change, occlusion, and
higher number of actors. The SVD provides motion information about the action
and increases model robustness against background object motion and camera
motion issues. High number of classes challenge is expected to be tackled thanks to
the capabilities of DBNs.

6 Conclusion

Action Recognition has a large number of important applications like surveillance
and elderly monitoring. To allow building better models, this chapter lists the
different challenges in the action recognition problem. The existence of these
challenges is investigated in 13 datasets to show their potential for models evalu-
ations. Complementary, 13 shallow and deep models are provided discussing their
features from both spatial and temporal perspectives. Hierarchical models proved
better accuracies as shown on 21 datasets and can be further enhanced by enhancing
the temporal features.

Shallow models are suitable for a constrained application domain while deep
models are suitable for large datasets. Moreover, more investigation of the temporal
dimension is necessary in action recognition to boost the performance. Based on
this review, a proposed deep model based on stacking convolutional features is
shown. The idea of stacking CNN features to learn the temporal transformations
occurring is expected to provide more discriminative features for the action in the
input video and raise the overall performance.
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Importance of AADHAR-Based
Smartcard System’s Implementation
in Developing Countries

Kamta Nath Mishra

Abstract A smartcard includes fingerprints, iris, face, and palatal patterns where
DNA sequence and palatal patterns of the smartcard will be used for identifying a
dead person but fingerprints, iris, and face will be used identity verification of a living
person. The smartcards are now widely being used as one of the most useful and
reliable form of electronic identity verification system. By embedding biometrics in
the host, we can formulate a reliable individual identification system as the biometrics
possesses. Hence, the conflicts and problems related to the intellectual property rights
protection can be potentially prevented. Consequently, it has been decided by gov-
ernmental institutions in Europe and the U.S. to include digital biometric data in
future ID documents. In India, biometric-based unique identification (UID) scheme
called AADHAR is being implemented with the objective to issue a unique identi-
fication number to all the citizens of the country. This AADHAR number can be used
in executing all the money transactions-related activities including all types of pur-
chases, sales, money transfer, hotel bills, hospital expenses, and air tickets, etc.
Therefore, the AADHAR-based smartcard system will help the South Asian coun-
tries for removing corruption and improving their economies.

Keywords Advanced security system ⋅ Biometric information
Human identification ⋅ Smartcard and UID

1 Introduction

The smartcards are now widely being used as one of the most useful and reliable
form of electronic identity verification system. A smartcard includes fingerprints,
iris, face, and palatal patterns where DNA sequence and palatal patterns of the
smartcard will be used for identifying a dead person but fingerprints, iris, and face
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will be used identity verification of a living person. The Figs. 1 and 2 are showing
the structure and security levels of smartcard system [1, 2–4].

Some applications identities can be verified within a population of millions, e.g.,
thumbprints, palatal patterns, iris images, and face veins, etc. The biometric iden-
tification is lower effective error rate and potentially much faster in comparison to a
visual comparison of signatures or photo IDs. This has forced the use of biometric
technologies for government and industry-based applications [5–8].

To provide the highest level of security in Figs. 1 and 2 the ID verification-based
biometric technique is considered to be most important in order to design a secure
identification system. Biometric identifiers include digital fingerprints, retinal scans,
hand geometry, facial characteristics, and Palatal patterns. Biometric scanning
systems do not record the entire imprint of physical features of a person but only
that portion, or “template” that should be time-invariant within some statistical
limits [9–12]. Since, the body changes with time, the statistical algorithms must be
elastic enough to match a stored image with a live scan of the person on later days.
This feature will create limitations on the uniqueness of biometric images and we
can solve this problem by using multiple images of the same person or we can use
the combination biometric images other behavioral features for identifying a person
[13, 14, 15].

A Smartcard Identification is a 12 digits string assigned to an entity that iden-
tifies an individual uniquely. It is a biometric identification system which ensures
that each individual has assigned one and only one Smartcard. It will never generate
two or more smartcards for any person. The smartcard is based on 12 digits unique

1(a). Finger print

1(b). Iris

1(c). DNA 

1(d). Face 

1(e). Palatal 

Fig. 1 Biometric collections
for creating smartcard [1–4]
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identification number. Smartcards can be used as the proof of address and identity
and it can be used everywhere in our country. Each Smartcard number issued will
be unique for an individual, and it will remain valid for the lifetime of a human and
it will provide the access of banking services, mobile phone connections, advanced
security system, etc. [16, 17, 18, 19].

The number generated for identification should be semantic free. The twelve
decimal digits will be sufficient to satisfy all the requirements of personal identi-
fication in INDIA. The twelve-digit number will support 90–200 billion ID’s at the
outset. In other words we can say that there should be at least eleven digits available
for actual numbering while generating unique ID of a person in INDIA. We should
use reserved numbers for the purpose of error detection and corrections in the
proposed system [20–23].

We propose a much larger space (80 billion IDs) than the maximum number of
IDs needed at any time (estimated to be about no more than 6 billion IDs) for
making it harder to speculate a correct valid ID assigned to anybody. This notion is
captured by the density, which is defined as a ratio of total number of Identities
assigned to the total number of identities available. Our target is s to keep this ratio
under 0.05 always. The sparseness of using higher number of digits is to confuse
the illegal hackers from knowing the exact number of digits used in the smartcard
[11, 24].

The check digit is another form of sparseness. But, it will not prevent guessing
because it is a publicly disclosed algorithm. The check digit enables error detection
at data entry level. The financial transactions for MANREGA scheme may deposit
MANREGA wages directly from a Gram Panchayat to a particular resident’s
account. This transaction could take the form of transfer money from Gram Pan-
chayat UID to resident UID with the specified amount. The several other back end
systems currently being used should be replaced by the described technique. This
requirement can easily be fulfilled by reserving the value 1 for first digit to entity
UIDs.

Fig. 2 Highest security level
in smartcard-based system
[11]
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Most recently biometrics is merged into watermarking technology to improve
the credibility of the conventional watermarking techniques. The access control and
authenticity verification have been addressed by digital watermarking biometric
authentication systems. By fitting biometrics in the host, we can formulate a reliable
individual identification system as the biometrics possesses. Hence, the conflicts
and problems related to the IPR (intellectual property rights) protection can be
potentially prevented [9, 25]. Consequently, Decisions have been taken by gov-
ernment institutions of Europe and the U.S. to include digital biometric data in
future ID documents. In India, biometric-based unique identification (UID) scheme
called AADHAR is being implemented with the objective to issue a unique iden-
tification number to all the citizens of the country (Table 1).

2 Literature Review

Ali and Rameshwar [9] proposed the iris recognition algorithm in 1990’s which
showed that digital values of iris image can be used for identifying individuals and
identical twins. His work included iris codes. In his work, Daugman proposed a
methodology which consists of four stages. Here, 1-D Gabor filter is used for iris
extraction and calculation of hamming distances. The Daugman’s algorithm is not
able to deal with noises like reflections on iris [5].

The researcher Pham, D.T. performed segmentation in two steps in his work. In
the initial step, the researcher detected pupil center and radius of iris image. The
pupil region is extracted through the binary thresh hold values. The edges of pupil
are obtained with the help of two virtual orthogonal lines passing through centroid
of region. In the next step, Pham [25] detected the edges of iris with the help of
average window vector. The feature extraction was performed by Gabor filters [26]
and matching through hamming distance. The recognition rate of Pham algorithm
on UBIRISv1 came out to be 93.45% [25].

Table 1 Comparing the security features of a digital card and a smartcard with biometrics

S.
no.

Smartcard Smartcard with biometrics

1. Automated inspection using readers All attributes of smartcards with biometric
templates

2. Security markings and materials to
help the user identification

Templates are stored on the smartcard for
user authentication and enabling the terminal

3. Cryptographic functionalities on card
allows the protection of information

Counter fitting attempts are reduced due to
enrollment process that verifies identity

4. High trusted security-based
information shared with users

Extremely high security and excellent user
card verification approach

5. High security and strong user
authentication

Enhanced the security level authentication of
reader
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Decker et al. [27] described the segmentation and normalization process for
automatic biometric iris recognition system and the algorithm is implemented
USING Mat Lab. They used grayscale database images and performed Hough
Transform for segmentation. The accuracy of propose systems of [28, 27] were
from 78.5 to 85%.

Wang W. et al. focused on feature extraction and iris matching techniques, and
they did not say anything about segmentation and normalization approaches [19,
29, 30]. In the area of human computer interaction, an ultimate goal is for machine
to understand, communicate with and react to humans in natural ways. Although
there are many other avenues to person identification—gait, clothing, hair, voice,
and heights are all useful indication of identity of the person, none is as compelling
as iris recognition [31, 29, 30]. The Anil K. Jain’s study introduced the minutiae,
which are local discontinuities in the ridge patterns as discriminating features and
showed the uniqueness and permanence of minutiae [32]. According to Jain [32]
fingerprint of a person is permanent, i.e., it preserves its characteristics and shape
from birth to death. Fingerprint of individual is unique.

The fingerprints, iris, DNA, and palatal patterns-based features can be safely
used by researchers, industries, and governments of this world for all types of
transactions and ID verifications [29, 33–36].

3 Mathematical Model of Proposed System

Identification of an individual is most important issue for security of any organi-
zation. In this research work we actually focus on generating a unique ID and using
it for identity verification of an individual. The biometric combinations which we
have used in this work for generating unique ID are: Face Image, Iris Image, Finger
Prints, Palatal Pattern, and DNA sequencing. The biometric information will helps
to identify the individuals. Most people in the world have no physical disability but
some time we will have to make the unique identification card of blind person,
person who is physical disable. Physically disabled person are also the part of our
society and they need security more than the normal person therefore we have
designed a new model using the Automata theory for the uniqueness for the each
individual person.

Table 2 is reprinting the categories of persons according to their biometric
information. In Table 2, category string is an input string of the automata machine,
e.g., “YYNYYYY.” There are 16 possible categories of strings for a person. Each
string of a character of Table 2 has some meaning. These meanings are described in
Table 3. Table 3 is consisting of possible combination of string described in
Table 2 using biometric information. Table 4 represents the numeric conversion
character ‘Y’ and ‘N.’

To mathematical model of our proposed work is modeled using a Non-Deter-
ministic Finite Automata (NDFA) which consists of 5 tuple or quintuple and it is
explained using Eq. (1).
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M = Q, I, Q0,Qf , T
� � ð1Þ

Equation (1) represents a NDFA where M represents automaton machine, ‘Q’ is
the non-empty set of states. ‘I’ is non-empty set of input symbol. ‘Q0’ is initial state
of input symbol which belongs to the set of state (Q). The ‘Qf’’ is the final state and

Table 2 Categorizing the group of persons on the basis of biometric information

S. no. Characteristic Description

1. YYYYYYY Normal person
2. YNYYYYY Blind (only left eye)
3. YNYNYYY Blind (only eye) and handicapped (left hand)
4. YNYYNYY Blind (only left eye) and handicapped (right hand)
5. YNYNNYY Blind (only left eye) and handicapped (left hand and right hand)
6. YYNYYYY Blind (only right eye)
7. YYNNYYY Blind (only right eye) and handicapped (only left hand)
8. YYNYNYY Blind (only right eye) and handicapped (only right hand)
9. YYNNNYY Blind (only right eye) and handicapped (both hands)
10. YNNYYYY Blind (both eyes)
11. YNNNYYY Blind (both eyes) and handicapped (only left hand)
12. YNNYNYY Blind (both eyes) and handicapped (only right hand)
13. YNNNNYY Blind (both eyes) and handicapped (both hands)
14. YYYNYYY Handicapped (only left hand)
15. YYYYNYY Handicapped (only right hand)
16. YYYNNYY Handicapped (both hands)

Table 3 Possible strings
using biometric information

S. no. F Le Re Lf Rf Pl D

1. Y Y Y Y Y Y Y
2. Y N Y Y Y Y Y
3. Y N Y N Y Y Y
4. Y N Y Y N Y Y
5. Y N Y N N Y Y
6. Y Y N Y Y Y Y
7. Y Y N N Y Y Y
8. Y Y N Y N Y Y
9. Y Y N N N Y Y
10. Y N N Y Y Y Y
11. Y N N N Y Y Y
12. Y N N Y N Y Y
13. Y N N N N Y Y
14. Y Y Y N Y Y Y
15. Y Y Y Y N Y Y
16. Y Y Y N N Y Y
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it also belongs to the set of state (Q) and ‘T’ is the representation of the transition
system which have 2Q possible moves.

In the process of producing the uniqueness of each person, we need to collect the
biometric information which will be represented as the states.

Q= F, Le,Re,Lf ,Rf ,Pl,Df g ð2Þ

In Eq. (2), ‘Q’ is the non-empty set of states which consists of ‘F’ (face), ‘Le’

(left eye), ‘Re’ (right eye), ‘Lf’ (left finger), ‘Rf’ (right finger), ‘Pl’ (palatal rugae
pattern) and ‘D’ (DNA sequence).

The combinations ‘Y’ and ‘N’ strings can be represented by Eq. (3).

I = 1, 2, 3, 4, 5f g ð3Þ

In Eq. (3), ‘1’ represents ‘Y,’ ‘2’ represents ‘NY,’ ‘3’ represents ‘NNY,’ ‘4’
represents ‘NNNY’ and ‘5’ represents ‘NNNNY.’ Therefore, we can say that:

Q0 = Ff g ð4Þ

Qf = Df g ð5Þ

T =Q× I ð6Þ

In Table 5 we have shown the methods and combinations of using UID tech-
nique for biometric information of an individual. In this technique we have col-
lected five different categories of biometric data (face, palatal, eyes, fingerprints,
DNA) of an individual and we compiled these data with the help of Fig. 3.

Table 4 Numerical values
for biometric information

S. no. F Le Re Lf Rf Pl D

1. 1 1 1 1 1 1 1
2. 1 0 1 1 1 1 1
3. 1 0 1 0 1 1 1
4. 1 0 1 1 0 1 1
5. 1 0 1 0 0 1 1
6. 1 1 0 1 1 1 1
7. 1 1 0 0 1 1 1
8. 1 1 0 1 0 1 1
9. 1 1 0 0 0 1 1
10. 1 0 0 1 1 1 1
11. 1 0 0 0 1 1 1
12. 1 0 0 1 0 1 1

13. 1 0 0 0 0 1 1
14. 1 1 Y 0 1 1 1
15. 1 1 1 1 0 1 1
16. 1 1 1 0 0 1 1
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4 Proposed Technique

4.1 Algorithms for Code Generation and Enrollment
Process

The face, left eye, right eye, left finger, right finger, and palatal patterns are given as
input to the proposed code generation algorithm of Fig. 4 and the obtained output is
presented in Fig. 5.

The Fig. 4 illustrates the enrollment process of AADHAR-based smartcard
technology for overall management of everything related to daily life. In this
process the biometric sample of an individual is captured using sensors or cameras
and unique features are obtained from the biometric sample image. These biometric
templates are stored in the database of a machine or computer system for further
matching and usage.

Table 5 Transaction table 1 2 3 4 5

F Le Re Lf Rf Pl
Le Re Lf Rf Pl –

Re Lf Rf Pl – –

Lf Rf Pl – – –

Rf Pl – – – –

Pl D – – – –

D – – – – –

Fig. 3 Transition diagram
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4.2 Algorithm for Code Matching

The input is given to code matching algorithm and the outputs obtained from the
algorithm are presented by Fig. 5.

The Figs. 6 and 7 illustrate the enrollment and matching processes of biometric
sample. The biometric sample is either offline or online obtained for the imple-
mentation of matching technique. The unique features are obtained from the bio-
metric feature of the person to create the user’s “alive” biometric template. This
new template will now be compared with the stored template to verify the identity
of a person. The system developers have determined the lower and higher limit
values which are required for identity verification using iris image, fingerprints,
palatal patterns, face image, and DNA sequences.

INPUT: Original Biometrics.
OUTPUT: Respective biometric templates

Algorithm_Code_Generation (Code Generation)
{ 
 1. Input the original biometric sample. 
 2. Convert the inserted original biometric sample into standard sample (remove noise).
3. Crop standard sample into fixed size during enrollment process. (According to sample of 

biometrics).  
 4. Again convert cropped sample into standard sample. 
 5. Convert those Standard biometric samples into their respected templates.
6: Store those templates in our hard disk or on the machine readable ID card.
}

Fig. 4 Code generation algorithm using face, iris, palatal, and DNA sequences

INPUT: New biometric sample. 
OUTPUT: Numeric matching score

Algorithm_Code_Matching (Code Matching)
{ 
1. Input a new biometric sample. 

  2. Convert the inserted new biometric sample into standard sample (remove    noise) and crop 
the image during the enrollment process.
 3. Again convert cropped sample into standard sample.
  4. Convert those Standard biometric samples into their respective templates and stored as a live 
templates. 
5. Match the live templates with the previously stored templates and generate numeric 

matching score.
 6. Display the results according to numeric score.
} 

Fig. 5 Code matching algorithm for identifying a person
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5 Selection of Biometric Technology

The selection of most appropriate biometric technology will depend on a number of
application-oriented factors like accuracy, false acceptance rate, false rejection rate,
reliability, and acceptability.

Table 6 shows a comparison of different biometric technologies which are used
in our proposed method and their performances are compared with several other
biometric features for different factors like performance, acceptability, accuracy,
and security level, etc..

Fig. 6 Enrollment process of biometric sample

Table 6 Selection of biometric in the proposed method

Finger prints Face Iris Palatal DNA

Structure of
biometrics

Performance High Medium High High High
Acceptability Medium High Low Low Low
Accuracy High Medium Medium High High
Durability High Medium Medium High High
Universality Medium High High Medium High
Security level High Medium High High High
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6 Result Analysis and Discussions

To analyze the performance of our AADHAR-based smartcard system we developed
a software tool which uses face, iris, palatal, and DNA sequences for generating the
unique ID and this unique ID will be used in INDIA and other South Asian countries
for removing corruption and bringing prosperity. We created single user (single
modularity) and multiuser (multi-modularity)-based system for testing the perfor-
mance of proposed system. The indexing method used in testing of software tool
which is developed using for different biometric features is described as under.

6.1 Indexing Method

In this section we have used the iris modality as the case of an example. However,
the inferred properties are applicable to the fingerprint modality (as observed in our
experiments) and perhaps for other biometric modalities as well.

During identification, the indexing system first computes the index code, Sx, of
the input x and then it outputs every enrolled identity ‘y,’ for which the correlation
coefficient between Sy and Sx exceeds a specific threshold value.

The algorithm for obtaining candidate identities can be represented in following
steps:

Step I: Let Sx be the index code of the input image, Sy be the index code of an
image y from the database, and T be a predefined threshold.

Fig. 7 Matching process of biometric sample
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Step II: For all y Compute Pearson’s correlation coefficient using general for-
mula of Eq. (7) [37].

p x, yð Þ= Cov Sx, Syð Þ
Var Sxð ÞVar Syð Þ½ �1 ̸2

ð7Þ

Step III: Display the output of those y for which (x, y) is greater than ‘T.’
At the time of using multiple modalities, the index codes are generated sepa-

rately for each modality and combined during the retrieval process. The proposed
method of this research work has low storage requirements.

6.2 Applications of AADHAR-Based Smartcard System

The AADHAR-based smartcard system has very wide applications and almost
everything of our life can be managed and controlled with the help of this system.
The general applications of unique identity (UID)-based smartcard system for
managing our day-to-day life-related transactions are presented in Figs. 8 and 9.

Fig. 8 Application of UID-based smartcard in different area
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7 Conclusions

In this research work AADHAR(unique ID)-based smartcard system is presented
which uses face, iris (left and right), and palatal features for identifying a living
person and DNA sequence with palatal patterns is used for identifying a dead
person. The proposed system has very wide applications and it can be used in all
types of money transactions which are related to our daily life.

The implementation of AADHAR-based system in our daily life ease many
things of our life. It will reduce the corruption level of our society and we can
control almost all types of transactions related to the life of a person can be
monitored and controlled. It has been decided by governmental institutions in
Europe and the U.S. to include digital biometric data in future ID documents [32, 7,
22]. In India, biometric-based UID scheme called AADHAR is started with the goal
to issue a unique identification number to all the citizens of INDIA. This AADHAR
number can be used in executing all the money transactions-related activities
including all types of purchases, sales, money transfer, hotel bills, hospital
expenses, and air tickets, etc. Therefore, the AADHAR-based smartcard system will
help the South Asian countries in coming out of corruptions and improving their
economies.

Fig. 9 Different applications of AADHAR-based smartcard system [24, 36, 38]
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A Nonlinear Appearance Model for Age
Progression

Ali Maina Bukar and Hassan Ugail

Abstract Recently, automatic age progression has gained popularity due to its
numerous applications. Among these is the search for missing people, in the UK
alone up to 300,000 people are reported missing every year. Although many
algorithms have been proposed, most of the methods are affected by image noise,
illumination variations, and most importantly facial expressions. To this end we
propose to build an age progression framework that utilizes image de-noising and
expression normalizing capabilities of kernel principal component analysis (Kernel
PCA). Here, Kernel PCA a nonlinear form of PCA that explores higher order
correlations between input variables is used to build a model that captures the shape
and texture variations of the human face. The extracted facial features are then used
to perform age progression via a regression procedure. To evaluate the performance
of the framework, rigorous tests are conducted on the FGNET ageing database.
Furthermore, the proposed algorithm is used to progress image of Mary Boyle; a
6-year-old that went missing over 39 years ago, she is considered Ireland’s
youngest missing person. The algorithm presented in this paper could potentially
aid, among other applications, the search for missing people worldwide.

Keywords Age progression ⋅ Age synthesis ⋅ Kernel appearance model
Linear regression ⋅ Kernel PCA ⋅ Kernel preimage ⋅ Mary Boyle

1 Introduction

The human face carries a large amount of information. Faces are used as cues for
recognizing identities [1]. Changing facial expressions can reveal underlying
emotions [2], and facial structures can even reveal details of developmental dis-
orders [3]. It has been well documented that the shape of the face changes sub-
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stantially from birth to adulthood [4]. During adulthood, while the shape remains
relatively constant, there are changes in the facial ‘texture’ [1]. Consequently,
several computing algorithms have been proposed to perform various facial analysis
tasks, including but not limited to face recognition, emotion analysis, kinship
recognition, and age progression.

In the past two decades, facial age progression has gained more research interest
[5]. This is due its numerous practical applications, the most obvious been the
search for missing people. Missing person cases are rampant across the globe, in the
UK alone, the police record up to 300,000 missing person cases every year [6];
popular examples are the disappearance of Madeleine McCann [7] and Ben
Needham [8]. In Ireland, the case of Mary Boyle is considered one of the longest
missing person’s case. The 6-year-old Irish girl went missing from her grandpar-
ent’s farm near Ballyshannon, County Donegal, Ireland in March, 1977. The Police
have since closed the case, however, the fact that no trace has been found, has left
her family most especially her twin sister (Ann Doherty) asking questions, and
hoping she will be found someday. Motivated by several missing person cases, this
paper introduces a novel approach to facial age progression.

Given an image of a person at a particular age, the aim of age progression is to
re-render the facial appearance at a different age, with natural ageing effects.
Typically, this procedure is used to age or de-age faces. Starting with an image at
age a, the age is altered to b and a new face is generated such that it looks like the
person at the target age. Multiple approaches to facial synthesis have been docu-
mented in the graphics literature [1, 9].

The approach we have taken to solving this problem is to revisit the classical
method of [10], and to improve it by embedding kernel PCA into the model, in
order to tackle the problem of image noise, lightening variations, and above all
effect of facial expressions. Our contributions include the following:

(1) Development of a nonlinear model that is used to parameterize the face shape
and texture. The proposed model is an improvement of the classical active
appearance model (AAM) [11], which assumes that faces conform to a mul-
tivariate Gaussian distribution. We term this approach Kernel Appearance
Model (KAM) and show this model is better suited for the problem of age
progression than the conventional AAM.

(2) Formulation of an algebraic procedure of rendering age-progressed faces using
the proposed KAM. We further show that our approach is robust to noise,
illumination variations, and facial expressions contained within the test images.

2 Related Work

In this section, succinct reviews of age progression and related algorithms are
presented.
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Age Progression Literature

The conventional method of facial age progression is via artistic sketch produced by
forensic artist. Normally, an image is produced manually by hand using the sub-
ject’s image, their relatives’ photos, as well as additional information related to
external factors such as life style. A first step towards automation is the use of
computer-based sketches; this method is still employed by most police departments
around the world. However, this method also requires the experience and knowl-
edge of an artist [12].

In Computer Vision, automatic age progression has been approached through the
use of geometric, texture-specific, and appearance-based methods. Geometric
techniques define craniofacial growth models [4, 13], by manipulating the facial
anthropometric features. An obvious setback of this approach is the fact that it does
not take into account the facial texture such as skin tautness as well as wrinkles [2].

Texture models concentrate on manipulating the facial skin, and so wrinkles
have been used to generate photo realistic aged faces. Usually this is achieved either
by transferring wrinkles from old faces onto young faces, or via independent
construction of skin models [1]. The construction of 3D wrinkles has also been
reported in the literature [14]. Unfortunately, texture-specific models do not take
anthropometric variations into consideration.

Appearance-based approaches model both shape and texture variations. For
example, [15] proposed an image-based model that computes average faces for
different age groups, then the difference between the target age group and the
current age group is computed and added to the subject’s image via caricaturing.
The same idea has been extended for unconstrained images in [16]. However, AAM
is the most popular model used by researchers [10, 12, 17, 18] to achieve
appearance-based progression.

Recently, recurrent neural networks [19] have been used to conduct age pro-
gression, however this method requires huge amount of labelled data. As observed
by Panis et al. [5], age synthesis algorithms are yet to reach the stage of rendering
highly accurate predictions. This is attributed to a peculiar problem the afore-
mentioned techniques have in common, i.e. they are affected by facial expressions,
as well as poor image quality.

Related Techniques

Active Appearance Model (AAM)

AAM is a statistical technique that captures shape and texture variability from a
training dataset [20]. A parameterized model is formed by using PCA to combine
shape and texture models. The method provides a means of representing images in
terms of a few model parameters giving an avenue for image modelling, inter-
pretation, and description.

To compute an AAM, a shape model is made by labelling facial landmarks for
each face in the image dataset, these are then represented as a single vector for each
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face. Then, PCA is performed on these vectors. Each shape vector can be
approximated using a linear equation given by

s= s ̄+Psbs, ð1Þ

where s ̄ is the mean shape, Ps is a matrix containing the eigenvectors of the
covariance matrix of the shape vectors, i.e. orthogonal mode of variations, and bs is
a vector of shape parameters [20].

A texture model is constructed by forming a “shape-free-patch” g. This involves
warping the images to the mean shape s ̄. Then, another linear equation is formed by
performing PCA, thus the image pixels g, can be expressed as

g= g ̄+Pgbg ð2Þ

where g ̄ is the mean of the normalised texture vector, and Pg and bg are the
eigenvectors and texture parameters respectively. The shape and texture parameters
can then be described using the model parameters bs and bg to generate novel faces.

Finally, the active appearance model is formed by concatenating the two models
in a single vector. A third PCA is then applied to the combined vector in order to
decorrelate the shape and texture parameters. Thus, the combined model can be
approximated using another linear equation given by

b=Pc, ð3Þ

P is a matrix of orthogonal modes of variation, and c is the vector of AAM
parameters. The appearance parameter for a new image, one that has not been used
to compute the model, can be computed using,

c=PTb. ð4Þ

AAM has proven to be a powerful tool for modelling deformable objects, hence,
has been used extensively for diverse applications such as medical image seg-
mentation, object tracking, face recognition, expression recognition, facial age
progression [21]. However, PCA which is at the core of the model assumes both
shape and texture exhibit linear variation. This assumption is often not true in
reality, the method therefore produces sub-optimal performance when the object
displays nonlinear variance [22]. Moreover, the texture model computed using PCA
assumes a Gaussian distribution even though it is well known that illumination and
other external factors invalidate this assumption and therefore can greatly affect its
performance [22]. To this end, various improvements have been proposed, these
have been discussed in a comprehensive review by Gao et al. [23].

Kernel Machines

Kernel machines have gained popularity in the past two decades due to their
computational efficiency when applied to statistical learning theory, signal
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processing and machine learning in general. The kernel trick, first proposed by
Aizeman et al. [24], is a key concept in the development of kernel machines. This
approach is used to map data from the original input space X to a higher dimen-
sional (nonlinear) Hilbert space H given by ϕ: X→H.

The transformation is not done explicitly, it is rather computed from the dot
product of the data [25], which in turn is achieved by replacing the inner product
operator with a symmetric Hermitian “Kernel” function.

One common application of kernel machines is the kernel principal component
analysis (KPCA) that was proposed by Schölkopf et al. [26]. Using kernel methods,
[26] generalised PCA into a higher order correlation between input variables.
KPCA entails a nonlinear mapping ϕ of data from an input space x into a feature
space F and then the computation of conventional PCA in the F space. As stated
earlier, the transformation from x to higher dimension is realized using the kernel
trick [24].

Given a kernel function K expressed as

K xi, xj
� �

=ϕ xið ÞTϕ xj
� �

, ð5Þ

KPCA involves solving the eigenvalue problem

Kα=Nλα, ð6Þ

where α= α1, . . . αl½ � are set of eigenvectors of K, for λ≥ 0 the set of first k
eigenvectors of K can be normalized such that Vk .Vk =1

For the purpose of principal components βk extraction, the eigenvectors Vk are
projected onto the data in F. Assuming x is a test data with image ϕ xð Þ, its
projection is given by

βk =ϕ xð ÞT .Vk = ∑
l

i=1
αki .ðϕ xið Þ.ϕ xð ÞÞ ð7Þ

To ensure the mapped data ϕ xð Þ has a zero mean, centring can be achieved by
replacing K with a gram matrix eK,

eK =K − 1NK −K1N +1NK1N ð8Þ

where 1N = IN − JN , IN is the identity matrix and JN is an N ×N matrix whose
elements are all 1 s.

KPCA has been used in a variety of computer vision applications, and in most
cases has proven to outperform the conventional PCA [27]. Furthermore, several
research works have shown the power of Kernel PCA in conducting image
de-noising [25, 28, 29], illumination normalization, occlusion recovery, as well as
facial expression normalization [30].
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In this work, we approach the problem of age progression by revisiting the work
of Lanitis et al. [10] by integrating KPCA into the conventional appearance model.
Thus, creating a Kernel-based Appearance Model (KAM) for extracting facial
features. Age progression conducted in kernel space requires a pre-image calcula-
tion, this presents us with an avenue for utilising KPCA’s image denoising and
expression normalization capabilities.

3 Kernel Appearance Model (KAM)

The proposed KAM captures nonlinear shape and texture variabilities from the
training dataset. Face shapes are represented by a set of annotated landmarks given
by a 2 dimensional vector expressed as

s= x1, x2, . . . , xn, y1, y2, . . . , ynð ÞT . ð9Þ

Initially all 2-dimensional vectors representing the face shape are aligned. Then,
a nonlinear shape model is built by performing KPCA; s is mapped to the higher
dimensional feature space using a kernel method Ks.

The mapped data is then centralised using (8),

K̃s =Ks − 1NKs −Ks1N +1NKs1N . ð9Þ

Subsequently, eigen-decomposition is performed using

K̃sαs =Nλsαs, ð10Þ

where αs are the set of eigenvectors and λs their corresponding eigenvalues. Con-
sequently, the shape of each face in the training set can be defined by

ρs = ∑
N

i=1
αksi:K̃ si, sð Þ. ð11Þ

To build a nonlinear texture model, first all face images are affine warped to a
template shape, this is done to remove unnecessary face size variations. Then,
illumination effects are normalized by applying a scaling and an offset to the image
pixels g [11]. Subsequently KPCA is applied to g by repeating the procedure
described for obtaining nonlinear shape variations. Hence, the texture of each face
in the training set can be defined by

K̃g =Kg − 1NKg −Kg1N +1NKg1N , K̃gαg =Nλgαg, ρg = ∑
N

i=1
αkgi.K̃ gi, gð Þ, ð12Þ
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where ρg is a parameter that describes the texture. We can then combine the face
shape and texture information into a single appearance model expressed as

ρa = ρs, ρg
� �T . ð13Þ

Next, conventional PCA is used to reduce the dimension of the combined model.
This gives us a linear equation that binds both shape and texture variations into a
single parameter f ,

ρa =Pf . ð14Þ

P is a matrix of eigenvectors associated with both shape and texture. Due to the
linear nature of (14), we can reconstruct the shape and texture variations from the
appearance parameter f ,

ρs =Pk sf , ρg =Pk gf , ð15Þ
where Pk = Pks ,Pkg

� �T .
We have now defined a nonlinear extension of the AAM. A single parameter f

encodes the shape and texture of the face. Hence, manipulating f results to changes
in the face shape and texture. Thus, the derived appearance variable can be used as
a parameterised abstraction of the human face.

4 Framework for Age Progression

Since, we now have a nonlinear model that can be used to represent the face, it is
then possible to define a linear ageing function that captures the relationship
between face appearance and the human ages. This is defined as

age= f Tβ, ð16Þ

where β is a vector of regression coeffients.
Once the value of β and f are known, a person’s age can be estimated. The

reverse is also possible, i.e. for a given value of β the facial appearance at a specific
age can be computed. Thus, inverting Eq. (16) is a key part of our age progression
framework (shown in Fig. 1). In order to achieve age progression, KAM features f
of a face at the current age act as the input to the framework.

Step I: KAM parameters f ̂ corresponding to the new age tnew are computed by
inverting the ageing function defined in Eq. (16). First, the Moore–Penrose pseu-
doinverse † is computed as

f âge = β†agetnew. ð17Þ
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Here f âge computed from (17) is actually a projection, hence two different faces
having the same age will also have the same f ̂age. In linear algebra, two vectors
having the same projection have their difference lying in a null space [18]. Hence,
one way to conceptualize the problem is to assume that for each individual, the
parameter bf can be decomposed into two orthogonal component f âge and f id . Here,
we refer to f âge as the facial features associated with age, while f id is an identity
component which lies in the null space, this relationship can be expressed using a
simple equation,

f ̂= f âge + f id . ð18Þ

The procedure of inverting the ageing function and getting a new set of
appearance features at a new age can be summarized below.

Algorithm 1: Inversion of Ageing Function

(a) Given the features f â at age a to progress to b

(b) Use Eq. (17) to compute the age component for current age a
(c) Utilize Eq. (18) to calculate the identity component of the facial features
(d) To get the features at age b, use (17) once again to compute the age component

for the new age
(e) Sum the results in (c) and (d) to get the appearance parameter for the new age

Step II: Having successfully computed the new appearance parameter f ̂b, next
we have to separate the fused shape and texture components. This can be achieved
via Eq. (15). So this leaves us with ρs b and ρg b the individual nonlinear shape and
texture variations at age b.

Fig. 1 Age progression framework
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Step III: Finally, we have to reverse the nonlinear mapping procedure, so that
we get sb and gb the facial landmarks and image pixels of the input face at the new
age. Easy as it may seem, the problem of mapping back to the initial input space is
indeed an ill posed problem also known as the pre-image problem [25, 31]. The
pre-image problem involves procedures for finding an approximate inverse map of
the feature space in the x space (see Fig. 2).

Given a projection βk, in F space, its reconstruction in the feature space can be
achieved via a projection operator Pn given by,

Pnϕ xð Þ= ∑
n

k=1
βk .V

k, ð19Þ

where Vk is a matrix of normalized eigenvectors of kernel K. When the vector
Pnϕ xð Þ has no pre-image x′ in the input space, solving the pre-image problem will
be that of approximating x′ via minimising,

ρ x′ð Þ= ∥ϕ x′ð Þ−Pnϕ xð Þ∥2. ð20Þ

By discarding terms that are independent of x0 we have

ρ x′ð Þ= ∥ϕ x′ð Þ∥2 − 2ðϕ x′ð Þ.Pnϕ xð ÞÞ. ð21Þ

Using the kernel trick and substituting (19) into (20) we get

ρ x′ð Þ=K x′, x′ð Þ− 2 ∑
n

k=1
βk ∑

l

i=1
αki .K x′, xið Þ

This can be simplified as

Fig. 2 The preimage (inverse) mapping
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ρ x′ð Þ=K x′, x′ð Þ− 2 ∑
l

i=1
γi.K x′, xið Þ, ð22Þ

where γi = ∑
n

k=1
βkα

k
i .

Several methods have been proposed for solving the optimization problem in
(22). Kwok and Tsang [32] proposed using multidimensional scaling (MDS) to
embed Pnϕ xð Þ in the lower dimension x; the algorithm seeks to minimize the
pairwise distances in input and feature space. Honeine and Richard [28] used a
linear algorithm that learns the inverse map from the training set. However, the
most popular approach is the fixed point iteration method proposed by Mika et al.
[29], which is guaranteed to produce a preimage that lies within the span of training
data. However, it suffers from a number of drawbacks which include; sensitivity to
initialization, local minima, and numerical instability. To overcome the first setback
re-initialization with different values has been proposed in [33]. In that work
Abrahamsen and Hansen also tackled the problem of instability via the use of input
space regularization to stop the denominator of the iteration rule from going to zero.

ρ x′ð Þ= ∥ϕ x′ð Þ−Pnϕ xð Þ∥2 + λ∥x′− xo∥, ð23Þ

where λ is a non-negative regularization parameter, xo is an input space value used
for the regularization.

With a view to enhancing image reconstruction, centring of the weighting
coefficient γi has also been suggested in the literature [32–34]. So that,

γ ̃i = γi +
1
N

� �
1− ∑

N

j=1
γj

 !
. ð24Þ

In this work the pre-images of ρsnew and ρgnew are computed by incorporating
(24) into the optimization problem of (23).

Finally, after computing the pre-images; shape snew and texture gnew, the syn-
thesized face is constructed by warping the new texture to the computed shape. The
warping method used here is the piecewise affine method; a simple non parametric
warping technique that performs well on local distortions [35].

5 Experiments

Face Database

Experiments were conducted using the FG-NET aging database [36]. This is a
publicly available database containing 1002 grey-scale and color images of 82
subjects, with each subject having 12 age separated images. The subjects are
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multiracial with varying facial expressions and their ages range between 0 and
69 years. Additionally, images contained in the database have varying photographic
qualities, i.e. variation in illumination, resolution, and sharpness (see Fig. 3). The
database has been distributed to over 4000 researchers across the globe [5], hence it

Fig. 3 Sample of FGNET images
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is considered one of the most widely used benchmark database for evaluating
automatic facial aging algorithms [1]. In our experiments, the face shape was
represented by 68 fiducial points, and image pixels (texture) were attained by first
cropping all 1002 images to 361 × 300 pixels, in order to reduce image size and
therefore computational cost.

Age Progression

We used the kernel functions listed in Table 1 to build three sets of KAMs. Next,
we implemented the ageing function defined in Eq. (8) to obtain the regression
coefficient β. Subsequently, age progression was achieved by pre-image recon-
struction, the optimization rules are presented in Table 2. All tuneable parameters
were chosen via cross validation.

A comparison of our technique to that of Lanitis et al. [5], are shown in Fig. 4.
Obviously, all 3 versions of the proposed age progression method render realistic
images. It is also clear that the de-noising capability of Kernel PCA makes the
proposed framework robust to image noise. Furthermore, the synthesized images
are less affected by ambient lighting and facial expressions.

Next, the framework was used to progress the image of Mary Boyle from 6 to
45 years. As shown in Fig. 5, we compared our generated images to the real photo
of her identical twin sister. Again, our method was compared to that of [10].

Table 1 Kernel methods used for our experiments

Kernel Expression Parameter conditions

Gaussian exp −∥xi − xj∥2

2σ2

� �
σ >0

Sigmoid tanh a xTi ⋅ xj
� �

+ r
� �

a>0, r<0

Log − log ∥xi − xj∥β +1
� �

0< β≤ 2

Table 2 Kernel preimage iteration rules

Kernels Gradient of the optimization equation

Gaussian
1
σ2 ∑

l

i=1
γiexpð−∥x* − xi∥2

2σ2 Þ x* − xið Þ+ λ x* − xoð Þ

Sigmoid
ax*ð1− tan2 h axT* x* + r

� �Þ− ∑
l

i=1
γiað1− tan2h axT* xi + r

� �Þxi + λ x* − xoð Þ

Log
∑
l

i=1
γi

β

∥x* − xi∥β +1ð Þ x* − xið Þβ− 1 + λ x* − xoð Þ
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6 Conclusion

In this paper we have proposed a nonlinear variant of the Active Appearance Model
(AAM). KAM takes advantage of kernel machines and their ability to explore
higher order correlations between input variables. We have shown that KAM when
used for age progression generates realistic images despite the effects of image
noise, lightening variations and facial expressions. We also showed the application

Fig. 4 Age synthesis results: images on the left most column are the images to progress, real
images and synthesized images at the new age are shown in each row. Our methods are denoted
KAM_G, KAM_Lg, and KAM_Sg to indicate Gaussian, Logarithm and Sigmoid kernel functions
used for the KAM implementation

Fig. 5 Age progressed images of Mary Boyle compared to the real image of Ann Doherty
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of the proposed framework in real life scenario, i.e. the case of Mary Boyle. We
believe that the proposed method has a potential of aiding police investigations in
the search for missing people.

However, our work does leave room for future improvements. First, there is a
need to thoroughly evaluate the performance of the framework. We will investigate
suitable performance metrics for measuring how the framework reserves an indi-
vidual’s identity. Also, with a view to improving the flexibility of the age pro-
gression framework, other methods of pre-image computation will also be
investigated in the future.
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Efficient Schemes for Playout Latency
Reduction in P2P-VoD Systems

Abdulaziz Shehab, Mohamed Elhoseny, Mohamed Abd El Aziz
and Aboul Ella Hassanien

Abstract The interest for video delivery systems over the Internet has been grad-

ually growing up last years. It has already become a major application due to

client interest of video content and persistent development of network technologies.

Recently, Peer-to-Peer (P2P) network plays as an important technology to imple-

ment such systems. As a fast growth in population of P2P-VoD system, user behav-

ior is playing an increasingly crucial role in the performance of video system. This

chapter proposes an efficient model for P2P-VoD system based on the analysis of the

user behavior. The simulation results show that the proposed model can efficiently

improve both server load and the initial playout latency.

1 Introduction

Multimedia communication systems can improve the level of human–computer

interaction (HCI) by providing audio, video, and other media along with traditional

media such as text, graphics, and images. Over the past decade, the role of the
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Internet-based video delivery has grown significantly. Video delivery requires high

bandwidth that is a significant obstacle in the network infrastructure. Though recent

networks have improved bandwidth availability, network interruptions are still an

issue for high-quality video delivery [1]. Nowadays, one of the most popular Internet

applications is Video on Demand (VoD) which has recently attracted more and more

clients over the Internet. In 2014, more than 1 billion unique users visited YouTube

each month, over 6 billion hours of video are watched each month, and 100 h of

video are uploaded to YouTube every minute [2]. Many years ago, traditional VoD

systems rely on client-server architecture where videos are only stored in centralized

media servers. The major problem was that the bandwidth of these media servers

often turned to be a bottleneck for the whole system. In contrary, each peer signed

in a video delivery session in P2P video streaming become a contributor to other

neighboring peers [3, 4]. Inside P2P networks, users behavior in watching sessions

could help improving the overall performance of video delivery process, such as a

higher peer departure has significantly affected other peers [5–7]. Researchers have

applied various different paradigms, but certain issues like the playout latency [8–

10] and reliability of service have never been near optimal. Recent measurement

studies [5, 11–14] have presented new findings and problems about current day P2P

media streaming systems. When the service provider provides VoD service, each

video title has different popularity and the popularity of a video correlates with the

request rate for the video. The popularity of a video may decrease with time since

user interest for a video decreases after watching it. It may be also changed due to

external factors, such as appearance of new videos and recommendation of videos.

Users may have different preferences for each video and have diverse preferable time

to watch a video. However, the overall request patterns from all clients follow a uni-

form curve and constitute daily and weekly access patterns, which are very important

parameters for the service provider to consider for their network design.

In this chapter, we have analyzed the user behavior of one of the P2P VoD ser-

vices. User behavior was analyzed from the real Lancaster Living Lab, which sup-

ports high-quality live and on-demand content distribution service. Moreover, a P2P

video delivery scheme based on user behavior analysis and chunk-driven philosophy

is proposed. The proposed scheme uses two buffers, called watching buffer and ser-

vice buffer that have valuable chunks for future sharing. The probability that users

continuously use the downlink bandwidth all the time is low, and a large part of the

downlink bandwidth remains wasted during a session. Therefore, it is effective to

deliver highly recommended videos and cache them into a service buffer before the

user requests them. Therefore, playout latency could be reduced. Besides, it would

significantly minimize server load through minimizing overall number of demand-

ing times. Pre-distributing the video contents prior to user requests according to their

interests takes full utilization of available bandwidth and at the same time, provides

low latency.

The rest of the chapter is organized as follows: Sect. 2 presents an overview of

current P2P streaming systems. Then Sect. 3 presents an analysis for user behavior

using a recent data set and presents the main description of the proposed system

architecture. Section 4 presents the key schemes of the proposed P2P-VoD model.
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Section 5 describes the simulation results. Finally, conclusion and future work are

drawn in Sect. 6.

2 Related Work

In the last few years, the preceding works in P2P media delivery have been focused

on enhancing certain elements of media streaming metrics using numerous para-

digms [15]. Design defects and inefficient peering approach in the earlier works had

caused the development of more modern P2P streaming models, most of which can

be constructed on chunk-driven philosophy. P2P-based video delivery systems can

be classified into three main types: tree-based [16], mesh-based [17], and hybrid sys-

tems. Tree-based systems used in many systems, such as o Stream [18] while mesh-

based systems used in many implementations, such as pcVoD [19] and Coolstream-

ing [20]. Some other researches combine both tree-based and mesh-based such as

TAG [21].

In fact, many research points could be found in the literature. Nguyen et al. [22]

proposed a directory-based P2P VoD architecture. The tracking server acts as a cen-

tral core that is responsible for monitoring all other devices in the network. It is also

responsible for notifying new clients to obtain their services. The media servers store

different videos and meets clients demands. In this work, the full dependence on a

core server requires it to be strong enough to be capable of meeting global required

tasks. Moreover, inter-channel optimizations techniques were not taken into account

in their proposal. Xiao et al. [23] proposed a heuristic buffer space concatenation

approach. They divide the window into three separate parts for different goals where

each part plays different roles for better video quality. Although this work seems good

at small scales, many settings are empirical and heuristic. Zhou et al. [24] proposed

a hybrid strategy to deliver the video chunks to many peers in a way that enhance

playback continuity. The mandatory to have many replications of a video resource in

order to support child peers with adequate downloading speed from multiple parent

peers is the main problem faced by this approach. Furthermore, if a video resource

is not popular, this approach will suffer bandwidth utilization problems. Nguyen et

al. [25] focused on collaborating the benefits of different network coding models in

a way that might reduce the inherent problems found in unstructured P2P networks.

In addition, the authors demonstrate the importance of neighbor selection and shows

the evidence of neighbor selection on system performance. The work focuses on the

average quality satisfaction of the peer. However, it does not consider the degrada-

tion or variation in video quality levels. Chang et al. [26] presented a system depend-

able on two chunks, the first regards each chunk of equal importance and schedules

chunks to be sent in a near-random fashion. The second policy gives each chunk

a content-dependent priority, usually in a rate-distortion sense. This work focuses

only on live streaming system and ignores many important aspects like deployment

of peers inside the overlay and discontinuous playback. Takano and Yoshizawa [27]

proposed a scheme that dynamically assigns peers into groups requesting the same
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media file. Only one of them requests the media from the server and then other

clients request the media from the source. Their scheme manages the distributed

cache to transfer VoD server load to the groups of clients. Mehbodniya et al. [28]

addressed the resource allocation problem for uplink with the aim of improving the

spectral efficiency (SE) and reducing the computational complexity. Seyyedi and

Akbari [29] proposed hybrid architectures based on Content Distribution Networks

(CDN) and P2P networks. They proposed a comparison of the performance of two

CDN-P2P architectures: (1) CDN-P2P unconnected mesh in which independent P2P

mesh networks are formed under each CDN node and (2) CDN-P2P connected mesh

in which CDN nodes and peers join in a single P2P mesh network. Zhang et al. [30]

proposed a hybrid strategy that selects the minimum scheduling deadline to achieve

optimal delay performance. Zhang et al. [31] proposed both global optimal schedul-

ing scheme and distributed heuristic algorithm to optimize the system throughput.

Most of the pre-mentioned works focused on chunk scheduling strategies and over-

lay structure, ignoring how to utilize available bandwidth capacity to support chunk

delivery in a way that minimize the average latency. In this chapter, user behavior

was analyzed and an efficient P2P video delivery scheme is proposed. The proposed

scheme aims to organize peers into tree-mesh overlay in a way that guarantees low

delay. The participating peers are arranged in two layers according to their uplink

capacity. Peers are either super-peers or ordinary peers. Super-peers serve as a chunk

contributor while ordinary peers serve as a chunk requester.

3 System Architecture

Most of the traditional P2P streaming systems rely on the buffering scheme that use a

single-channel overlay. The media data are divided into clips called chunks as a prior

step to the streaming over the Internet. Two popular methods are usually followed:

One divide the media file into clips according to playing time; the other divide the

media file into clips according to the same size. The second method has a problem

that different media streams may not synchronize well with the stream to play. To

overcome this issue, the media files are divided into basic units, which are usually

one second, called a chunk or a slot. This chunk becomes the fundamental unit of

data for peers in P2P overlay. The P2P video delivery system comprises four main

entities: (1) Web Server, (2) Tracker Server, (3) Media Server, and (4) Peers. They

are organized in a tree-mesh overlay. Figure 1 shows the overall architecture of the

proposed system model.

∙ Web Server: It informs new participating peers with recent channel list. Peers

select a media to watch through browsing the catalog found in the portal.

∙ Tracker Server: It has the job of identifying all necessary information of all online

peers, such as providing recent members a list contains information about other

joining peer. The tracker keeps track of all joined peers. It sees each peer as an item

that assign an IP address, port, bandwidth, playing time and so on. It should track
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Fig. 1 The architecture of the proposed P2P video delivery system

Fig. 2 Connection map between peer, tracker, and media server
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the playing time for each peer in order to maintain this information. Each peer

sends a message to synchronize its buffer status every minute. This information

eases data sharing in P2P overlay and need not be error-free for the system to

function correctly.

∙ Media Server: By default, this attribute is set to Distance-Based, which means

that the subscriber station connects to the closest BS. This association is perma-

nent when mobility is disabled.

∙ Configure Mobility: It serves as media storage provider for all original video files.

∙ Peer: It serves as a chunk requester either from main media server or neighbor

peers in the overlay.

All joined peers in the P2P overlay are arranged into two classes: one class named

super-peers and the other named ordinary peers. In fact, while requesting a particular

media, peers have to follow a set of steps that are as follows:

1. Peers browse the catalog file to the Web server and select media content.

2. Web server reply with media file ID, redirecting peers to the tracker server.

3. Tracker searches the membership list and then inform peers with a media provider

(super-peer, ordinary peer, or media server).

4. Chunks are fetched to the destination.

Schematic diagram that details these steps is shown in Fig. 2. There are four primary

entities named streaming media server, tracker, parent peer, and child peer. Channels

available are registered at tracker. The tracker scheduler manages many processes,

such as channel registration, peer registration, deregistration, and peer requests

[32, 33]. On the other hand, peer scheduler maintains channel and peer selection.

As soon as these processes are handled, the tracker informs the child with a candi-

date parent to get the stream. If the connection fails, the parent informs the tracker

to deregister the child.

Peer connection establishment starts with a request for candidate peers list. If the

list received correctly, peer selection process begins. Then, if a connection request

succeeds, the peer receives data and control port. Finally, if the connection estab-

lished successfully, parent peer have to register child peer at tracker. Flowchart of

peer connection establishment is shown in Fig. 3.

4 Key Schemes of the Proposed P2P-VoD Model

4.1 Parent Selection Scheme

One of the fundamental functionalities that a P2P streaming system must have is:

from which peer child obtains the video content. To deal with the frequent peer

arrivals and departures, a peer regularly updates its peer list during the session.

Tracker will next inform the peer with a list containing information of active peers

in the session. After receiving an initial list of active peers, the peer will try to make
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connections to some remote peers on the list, and it starts to deliver video content

from its neighbors. Since a minimum guaranteed upload bandwidth equal to the play-

back rate is required for all connections in the streaming overlay, a child peer has to

select parent peers that have sufficient bandwidth [34]. Figure 4 presents the parent

selection algorithm. In lines 3–10, tracker server classifies joined peers into super

or ordinary peers taking into account their upload capabilities (i.e., super-peers have

higher uplink bandwidth than ordinary peers). The peer is considered to be a super-

peer if and only if its contribution rate is greater than the requested video bitrate.

The contribution rate is calculated by dividing peer upload capacity by the required

video bitrate. The higher contribution rate indicates the higher service capability for

other peers. After obtaining super-peer list, lines 12–18, the tracker searches their

buffer maps according to the required stream in order to find parent list. The tracker

informs the requesters with their parent list dynamically according to peer joining

time and availability of different parents upload capacity.

Fig. 3 Flowchart of peer connection establishment
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Fig. 4 Parent selection algorithm

4.2 Chunk Selection Scheme

Another basic functionality of P2P streaming system is: how the video stream is

delivered. Hence, the video stream is divided into multiple substreams, in which

each node can retrieve any sub-stream independently from different parent nodes.

This subsequently reduces the impact due to a parent departure or failure, and fur-

ther helps to achieve better transmission efficiency. Early traditional P2P streaming

systems assume each peer setup an internal buffer that composed of two sections:

synchronization buffer and cache buffer. Incoming chunk is firstly set into the syn-

chronization buffer for each corresponding sub-stream. The chunks will be stored

in sequential order in the synchronization buffer according to their sequence num-

bers. They will be combined into one stream when blocks have been received from

each sub-stream. Each peer uses real-time streaming protocol (RTSP) to deliver these

videos. In on-demand systems, users have asynchronous playback progress and can-

not exchange content simultaneously with others. To address that problem, a hybrid

caching approach has been proposed. Peers cache downloaded video to memory or

hard disk, and then relay it to other peers in the future sharing. In the proposed

scheme, unlike [27], we go one step further through assigning a service buffer beside

currently watching buffer. Multiple videos caching is enabled in a way that each peer

could cache chunks of the current channel and, in addition, could cache chunks of

other high ranked videos. In general, a video stream is decomposed into K substreams

by grouping video chunks according to the chunk selection algorithm illustrated in
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Fig. 5 Chunk selection algorithm

Fig. 5. The ith sub-stream contains blocks with sequence numbers (nk + i), where n

is a nonnegative incremental integer, and i is a positive integer from1 to k. It implies

that a peer can at most receive substreams from k parent peers. An example of single

stream decomposition is shown in Fig. 6, in which k = 3 and the stream starts with

sequence number 10. In fact, each peer setup an internal buffer that composed of two

sections: synchronization buffer and cache buffer as shown in Fig. 7. Incoming chunk

is firstly set into the synchronization buffer for each corresponding sub-stream. The

chunks will be stored in sequential order in the synchronization buffer according to

their sequence numbers. They will be combined into one stream when blocks have

been received from each sub-stream. Moreover, the buffer is enlarged to accept three

new recommended videos. As shown in Fig. 7, the current buffer has k-substreams

S1, S2, . . . , Sk and service buffer has, for example, three related streams R1, R2, and

R3 which are ready for usage after currently watched stream.

For chunk selection, the peers follow the algorithm shown in Fig. 5. When a new

peer joins the overlay, the tracker informs the requester with a parent list according

to aforementioned parent selection algorithm. In line 1–3, if the parent list is empty,

the server has the responsibility to serve that peer. In lines 4–6, if the parent list has

not enough k parents, the sub-stream count is updated to the available parents in the

list. In lines 7–12, the stream in divided into k substreams and requests are made to

serving parents.
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Fig. 6 An example of single stream decomposition

Fig. 7 Proposed structure of the buffer in a node

4.3 Dynamic Prefetching Scheme

Peers in the overlay cache a moving window of the most recent content that they have

received. Assume a peer buffers a number of minutes of video in watching buffer.

The peer caches the most recent minutes of the video and continuously caches the

most recent content as time goes along. This peer can serve any peer requesting the

same video be starting at a position within these minutes cached in the buffer. As

the amount of cached stream increases, the scalability of service improves. How-

ever, the value of the buffer is restricted to: (i) the available cache space at peers, (ii)

the available upload capacity at each peer, and (iii) the willingness of peers to serve

others for an extra time after finishing watching the video themselves. Tree-based

structure has low delay but it is vulnerable to churn, while mesh-based systems are

churn resilient but has high delay. Moreover, both structures cannot make full utiliza-

tion of network bandwidth. The proposed dynamic prefetching scheme implements a

tree-mesh mechanism aided by user behavior data gathered by the tracker. It has two
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Fig. 8 The proposed

multi-channel overlay

buffers when delivering chunks. One catch currently watched stream while the other

receive highly related videos. The transmission capacity of the access links has been

increased dramatically, and many users will be provided an enormous amount of

bandwidth much larger than the playback rate of rich content in the near future. Fur-

thermore, the probability that users continuously use the downlink bandwidth all the

time is low, and a large part of the downlink bandwidth remains wasted during a ses-

sion. Our proposed scheme takes a full utilization of available download bandwidth.

Besides, it is always effective to deliver highly recommended videos and cache it

into a service buffer before the user requests it. On-demand services always enable

clients to watch the whole video from beginning to end. As long as peers cache the

initial segment of video content in the buffer, On-demand service can serve other

peers that demand it. Caching the initial part of highly recommended videos in a

peer service buffer guarantees the chunk availability with low latency. Each peer

could assign in multi-channel overlay. It has a main channel that contains currently

watching video, and the tracker server could replace it into several service channels.

As depicted in Fig. 8, for example, peer P6 main channel is channel 1 and has two

service channels: channel 2 and channel 3. Peer P4 (or P5) main channel is channel

1 and service channel is channel 3. P9 main channel is channel 2 and has no service

channel.

With the aid of user behavior data, the tracker recommender agent searches for

highly ranked videos. Highly candidate videos are chosen through monitoring user

requests. Next, the peer would automatically assign a service buffer on the peer side

pushing the initial segments of these videos. The proposed scheme aims to reduce

server load and waiting time (i.e., minimizing the playout latency). If the content has

been pre-distributed and cached in service buffer, chunks are immediately fetched

to the decoder and rapidly displayed without the need for requesting from media

server. Therefore, by pre-distributing highly ranked videos, media server load could

be significantly reduced. A depiction for that is shown in Fig. 9 where the destination

peer side has two buffers: watching buffer and service buffer. The watching buffer
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Fig. 9 The proposed hybrid buffering mechanism

Fig. 10 Dynamic prefetching algorithm

delivers video chunks from provider peers P1 and P2 while the service buffer delivers

three related videos from peers P1, P3, and P4. In fact, Peer (P1), for example, could

serve the two buffers at the destination peer as it has chunks of the two requested

videos.

Dynamic prefetching algorithm for P2P video delivery is illustrated in Fig. 10. In

line 2, service buffer size is estimated by subtracting current watching buffer from

the total buffer size. In line 3, the download capacity is affected due to the consumed

bitrate of the current watched video. In lines 4–12, while the service buffer is not

saturated and the available download bandwidth is sufficient to receive at least one

of the recommended (related) videos, the peer start delivering the initial segment of

related videos. If the video length is less than, the whole video will be delivered.
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Once the initial segment of first high ranked video is delivered, it will be removed

from the list and, at the same time, service buffer and download capacity will be

dynamically updated. By this way, peers could deliver videos that already cached

into service buffer with no waiting time (no latency). Furthermore, in worst cases, if

the user does not request any video of those already streamed and cached in service

buffer, it still enhance chunk availability through servicing other users need to watch

any of these videos.

4.4 Parent Failure Scheme

As in any P2P system, a participant can leave at any time without advanced notice.

This action known as peer early departure or churn. Meanwhile, the available band-

width varies over the time. Therefore, the playback will be interrupted if the avail-

able bandwidth becomes less than the required video bit rate (known as bandwidth

starvation). Both peer early departures, and bandwidth starvation may interrupt the

service. Hence the reconstruction of overlay is required. Chunk buffering has been

widely used in combating bandwidth starvation. Buffering a short period of video

content and delaying the start of playback is an effective means to deal with the

short-term bandwidth starvation. It also allows a peer to locate an alternative parent

in case its current parent leaves the system. However, data buffering alone may not

be enough to handle peer departures. In parent failure state, multiple secondary par-

ents scheme is used. Every primary peer from k parents has another secondary peer

ready to serve once the primary one has been terminated. The child sends a periodic

keep alive messages. Once the deadline timer expires, the child searches its parent

list informed by the tracker to replace the primary failed peer with a secondary one

that has a bandwidth to accommodate one more sub-stream. Finally, the child con-

nects the new parent peer to deliver required chunks. As shown in Fig. 11a, the child

has peer 1, 2, and 3 as primary parents and peer 4, 5, and 6 as secondary parents.

Once the peer 2 get failed, the child directly removes it from the list and the first sec-

ondary one, peer 4, become primary and ready to service as illustrated in Fig. 11b.

Based on this way, the client shortens the joining delay and is reconnected quickly

without the need to ask the tracker.

For self-failure recovery, the failed peer, x, for example, could get the service, as

shown in Fig. 12, through following the steps summarized as follows:

∙ Step1: The peer x reconnect the tracker requesting a video stream

∙ Step2: The tracker reply with new parent list if available

∙ Step3: If the parent list is empty, the tracker redirect x to the server

∙ Step4: The server sends the requested stream to x if the server has enough upload

capacity; otherwise x will be rejected.
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5 Simulation Results and Discussion

In the following subsections, the performance of both single-channel model and

multi-channel model is evaluated. The number of peers typically varies from 50

to 400. All models have been implemented using OPNET Modeler 17.1 [28] as a

simulation language tool.

5.1 Simulation Parameters

The proposed models consist of two geographically separated subnets: VoD subnet

and peers subnet. The arrival of peer requests follows the Poisson distribution with

a mean of 𝜆, where 𝜆 ranges from 0 to 100 (requests/min). The peers are assumed to

be in heterogeneous bandwidth classes. Additionally, we assume that a peer uplink

speed equal to downlink speed. Both subnets are connected to the Internet cloud

via DS3 WAN circuits. The Internet (cloud) was configured with a packet discard

ratio of 0.001%. Media files originating from a source media server are assumed to

vary from 10 to 120 min. It has a 1280 × 720 frame format resolution and a 30 fps

Fig. 11 An example of parent failure state

Fig. 12 Self-failure recovery sequence diagram
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encoding rate. The length of the initial segment is assumed to be two minutes in our

implementation that is long enough to overcome the initial latency.

5.2 Performance Evaluation

To evaluate various aspects of the proposed schemes which are normally difficult

to study using real world streams, we use a simulation-based approach to study the

same. A simulator gives the ability to experiment with different parameters involved

in the system and studies its performance under varying workloads and conditions.

Experiments for large scale simulation with a higher number of nodes are difficult

to perform using real world implementation for lack of nodes participating in it.

Moreover, measuring a publicly deployed P2P VoD system is challenging. This is

because all such systems today are proprietary, i.e., their source codes are not publi-

cized and there are no specifications on the communications protocols used in these

systems. Till date, there exist no open source codes or specification describing a

streaming protocol in detail. Therefore, we simulate both models traditional model

which form the base model named Single-Channel as well as the proposed model

named Multi-Channel and compare their results. In the proposed model, we simu-

late all the schemes, i.e., (1) Parent selection scheme (2) Chunk selection scheme

(3) Dynamic prefetching scheme and (4) Failure recovery scheme. We compare the

results with the recommended values by the ITU-T to provide reliable QoS in IP-

Based networks [29]. We consider the most restrictive QoS class of this recommen-

dation, class 0, with limits of 100 ms for the packet transfer delay, 50 ms for the

Fig. 13 Average latency

versus number of peers
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packet delay variation and 0.001 % for the packet loss. In the assessment process, the

network bandwidth of each peer is set to 20–100 MB, the memory size for caching

data is 300 s, and disk cache size is 200 MB. Figure 13 depicts the average latency in

both single-channel and multi-channel models. For single-channel, average latency

in seconds varies from approximately 8.5 s for a 50 peers to 11 s for a 400 peers,

while multi-channel has considerably lower latency varying from approximately 3 s

for a 50 peers to 5 s for a 400 peers. An explanation could be that the existence of

hybrid buffer that cache base video and different recommended videos in the over-

lay, greater are the chances of reduced end to end delay. The proposed model has

comparatively lower latency (approximately 5 s) due to the following reasons: (1)

It buffers more pieces in service buffer before playback. (2) Due to the systematic

nature of data exchange between peers, speeds up the arrival for chunks and hence

lower latency. (3) There are at least one or more sources for the content and hence

need not request the media server all the time. In fact, these reasons save time as

compared to traditional single-channel.

Figure 14 depicts the media server request count during the simulation for both

single-channel and multi-channel models. For single-channel, media server request

count varies from 750 for a 50 peers to1170 for a 400 peers while multi-channel has

considerably lower count varying from 500 for a 50 peers to 531 for a 400 peers. An

explanation for this could be that higher availability of multiple videos in P2P over-

lay, greater are the chances of reduced server request count. The reader can notice

that the difference in count between single-channel and multi-channel increases as

long as peers increases. The difference is 250 for a 50 peers while it reaches 639 for

a 400 peers. As the number of peers gradually increases, we observe that the rise in

server request count rate is sharp for single-channel. This effect can be understood

considering the impact of rareness of videos force peers to ask the media server.

In contrary, the proposed model has less count comparatively. This can be similarly

understood that a peer has a higher chance to find new peers with the available pieces

of video.

Finally, Fig. 15 depicts jitter rate in average. Sometimes an intermediate piece

which could not be fetched, may increase the jitter rate. It can be seen from Fig. 15

that both models perform better with the increasing number of peers, though jit-

ter rate slightly increases after 250 node mark but both, in general, satisfy recom-

mended values mentioned in [14]. The proposed model has a comparatively lower

(approximately 0.004%) jitter rate than traditional model. The plausible reason is

that in the proposed model, the chunks propagate in an organized fashion from one

to other. Moreover, every node could receive the content through multiple parents so

chances of an intermediate piece missing are comparatively low.

6 Conclusion and Future Work

Based on the analysis of the current existing P2P video delivery systems, an efficient

data distribution model in P2P networks for media streaming has been presented.
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Fig. 14 Media server

request count versus number

of peers

Fig. 15 Jitter rate in average

versus number of peers
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This chapter presented a strategy and an implementation of efficient schemes in a P2P

video delivery system based on user behavior analysis. The proposed schemes make

it possible to deliver appropriate media content to peers by prefetching recommended

videos according to their interests. Playout latency and server load are two primary

metrics used to measure the efficiency of video delivery systems. The experimental

results validate that the proposed schemes implemented in multi-channel scenario

can improve media server request count (minimize server load) and the initial playout

latency. Some participating peers called malicious might not cooperate as desired.

They may be selfish and unwilling to upload data to others. How to inhibit and detect

malicious peers in P2P networks is an open issue we are going to address. Besides,

further research work will be on how to extract more interesting chunks in videos

and only deliver these chunks.
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A SetpitextOFF Algorithm-Based Fast
Image Projection Analysis

V. Kakulapati and Vijay Pentapati

Abstract This paper proposes a novel image analysis algorithm called setpi-
textOFF algorithm for image texture interspacing, retrieving the OFF image pixels,
run-length pixels block mapping and image fast projection. To explore the
Implementation of Image Analysis, we combine the pixels at different space
locations with similar retrieving dependencies as a space vector and mapped the
space vectors to form interdependency setpi clusters by context building, these setpi
clusters were analysed for the proposed setpitextOFF algorithm. Thereafter, we
have formulated a double-setpi cluster to regularize the proposed algorithm
implementation in a communication channel. Our proposed algorithm used less
time to compute with more accuracy in quality performance metrics comparatively.
Our proposed research work can be implemented in any digital communication
link, for Video, Image and Data analysis.

Keywords Image analysis ⋅ Texture ⋅ Mapping ⋅ Compute
Communication link

1 Introduction

In image analysis, it is often necessary to measure an image object [1] with good
accuracy. In most of image analysis, an image object is acquired either by using
special cameras or by an object recovery [2]. An object recovery utilizes
image-processing techniques that require the implementation of special purpose
algorithms and use of mathematical tools.
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Massive integration of image algorithms in all the areas of image-processing
demands for image analysis as resource in image-processing systems. Because a
stand-alone image-processing system without any object data has no meaning, there
was also a need to do analysis about the image between reality and
image-processing techniques. This can be achieved by efficient image analysis, or
by special image intelligence which is able to recognize the image object by their
text in a real environment and implement it into image database resources. Because
of this, various image analysis techniques have been developed and image recog-
nition systems are today used in various image-processing applications.

The estimation of different features [3] in an image is a major work in the image
analysis, which comes under image illusions, which comes in two-dimensional line
drawing patterns. This image illustration have unavoidable benchmarks in image
text-position, image pixel-orientation, image object-edge element [4] and image
direction-length pattern. In each type of benchmark, illustration needs a model to be
presented and analysed.

Recent advances in image analysis provide high resolution images of texture
structure, so that the representation of an accurate image illusion model [5] can be
measured feasibly. This has resulted in the development of a wide range of new
applications for image illusion analysis. Image-based illusion analysis provides
valuable information for projection and representation during image rendering
problems, both to avoid image benchmarks for projection orientation [6] and
localization of the image object of interest. Moreover, comprehensive
object-pixel-based analysis [7] has shown a new direction in understanding of the
image illusion through its underlying processes, such as image projection analysis
and the image restoration that may help to understand the evaluation of image
analysis in which image projection analysis plays an important role. [8] Proposed a
shape context descriptor, which reduced the coefficient’s assignment problem, but
the neighbourhood points were not taken into consideration. Under several
schemes, [9] proposed to detect shapes in projected images, [10] is proposed to
improve the corresponding recovery of the projected image, [11] a different pro-
jection settings were used to solve the matching problem [12, 13] are used to project
the image data in constraint processing, provides an open-form exists problems
under successive projections.

[14] Proposed a hypothesis on feature-integrity theory to display separable
features and would be able to detect these in different textures [15, 16]. While the
proposed algorithm depends on pixel positions by constraint successive projection
in order to attain better accuracy and efficiency for pixel matching.

A vast variety of methods and approaches has emerged in the image projection
[1] analysis with increasing complexity. In order to overcome this complexity, we
need to implement an algorithm of different methods, their individual responses,
their relations, and the methods of measurable parameters, so as to build robust and
efficient methods that can be implemented in image projection analysis.

From the algorithm point of view, we have developed a setpitextOFF algorithm
to overcome the complexity in image projection analysis and improve the robust-
ness in overcoming the benchmarks quickly. In our proposed algorithm, mid-level
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features are considered between low-level pixel information and high-level con-
cepts for image visualization. Mid-level features representation helps in robustness
in noise and irrelevant image segments with the useful image information. Also, we
propose an effective level approach between bottom-up and top-down taps to detect
edge-based mid-level features. These features we name as, OFF pixels features
provide information about mid-level local edge structures and segments, like from
the straight line to strong junctions, curves and parallel lines. Our proposed algo-
rithm can detect the OFF pixel’s features by selecting appropriate feature subsets of
relevant mid-level information. This relevant mid-level information is obtained
from the image taken for projection analysis and from the knowledge of image
pattern analysis. The patterns resulted from either cluster of image edge groups or
from the skeletonized edges of the image taken for analysis. The key difference
between these two allows an efficient and robust OFF pixel edge matching allowing
quantifying results to pixel’s projection algorithm. The tasks complicated by the
OFF pixel algorithm is to find similarities between the shape structure of the
mid-level edge of pixel locations, clustering these OFF pixel locations within the
image shape similarities, finding the shape prototypes that identify the information
about shape score and processing obtained image similarities to discriminate
between different OFF edge shapes.

In this paper, we also focus on edge similarity score, proposing a shape matching
method under OFF pixel retrieving method with respect to the geometric trans-
formation of image projection. Most methods under these fields represent a node
corresponding to connecting OFF pixel edges with the corresponding edge weights
to evaluate the similarity values through the cluster graph. The process of evalu-
ating the similarity from node to the pixel edge in a proportionate manner results in
repeated random OFF pixel edge detection to improve the image retrieval scores.
The proposed OFF pixel retrieving approach includes the match between the
mid-level edge similarity with OFF pixel variations between low-level and
high-level pixel variations from the dataset taken for analysis and to find the
similarity score which contains retrieval information about OFF edge pixel’s
structure and shape to improve the image retrieval results by analyzing the mutual
cluster graph representation yielding improved performance. OFF pixel clusters
also identify the corresponding shape cluster prototypes to present a novel OFF
pixel clustering approach and project the same possible using the image database as
to improve the retrieving task and to obtain novel OFF pixel clustering results.

Section 2 of this paper describes importance and applications image projection
analysis, also providing relevant motivational relevancy towards the proposed
approach and outlining the focussing points of the proposed analysis. In Sect. 3,
proposed setpitextOFF algorithm task development steps are explained, provided
the relevant information about the contributed novelty in the paper implementation,
explained algorithms of image texture interspacing approach, retrieving the OFF
image pixel’s method, run-length pixels block mapping and image fast projection.
Each algorithm stepwise implementation is explained with a prototype analysis.
Section 4 provides an exhaustive evaluation of the image projection analysis
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implementation and results for the database references, tabulated numerical results
predict the performance of proposed image projection analysis. Finally, the pro-
posed analysis algorithm implementation and its scope are concluded.

2 Image Projection Analysis

The most common way to perform image projection is by constructing a database of
angled-views. This can be done by taking images of an object through a method of
actively acquiring image data, but this method has drawbacks, difficult and time
consuming to place labels on the image information, and the projection database is
unordered and needs to be reordered to be verifying that there is enough data for
proper projection recognition. The amount of data needed for object projection is
determined by its projection resolution. Other methods capable of recognizing an
object in a scene at different scales and projections have been developed. These
types of algorithms can recognize the object up to certain projection angle until
features become occluded and unrecognizable from illumination changes.

The projection of an image is the view angle at which an object is observed.
Each angle-view includes 2D shape variation creating a different, continuous
transition of ordered object projections. The changing angled-views of an object can
be captured by an ordered set of object projection analysis methods.

The motivation for image projection analysis is to create a way to find matching
images in random projections in unordered images, which can be used to create a
2D model projection structure. The unordering of image projection in the image
occurs at different times under varying image angle-views, which are required for
capturing 2D image projection.

Another motivation for image projection analysis is for projection recognition of
image objects, referring to the design of random views of image object.

Our proposed image projection analysis focuses on the following:

(a) develop a generic and versatile model,
(b) develop methods for image detection, extraction, qualification and analysis,
(c) perform validation of accuracy, robustness and speed of the developed method,
(d) develop specific methods for automated analysis image illustration, and
(e) contribute to the field of image intelligence.

3 A SetpitextOFF Algorithm: Approach and Methodology

Analyzing the disadvantages of the existing methods of image projection analysis,
the requirements of the image projection and image illusion, we propose a robust
2D image projection algorithm, developed to integrate image intelligence into the
proposed algorithm, using the setpi cluster method.
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The task of developing a 2D image projection algorithm for image analysis has
two steps as follows:

(a) Design an algorithm which reconstructs the 2D image surfaces in the area of
projection analysis.

(b) Add algorithm unlimited modules to maintain the structure of the image area
with the previous area, which makes the possibilities to make corrections in the
present area, to analyze changes from the last image area presence in order to
determine, if area replanning is necessary, and to conduct the image projection
further.

In our proposed algorithm, the above steps were addressed. We developed an
algorithm to design and implement these approaches for analyzing the acquired
image object and projecting it on the 2D image surface.

Among many 2D image projection algorithms, we use the 2D structured image
patterns, providing fast object area measurement, by choosing an appropriate
projection pattern, to increase the robustness and accuracy in the projected image,
of the surface points from setOFF-angulation between surface and image source.
The projection angle between the projected and the observed image object has to be
taken for two main constraints:

(a) The 2D image projected that the procedure should be dependent of observed
position

(b) The algorithm should be fast to project the image object on the 2D surface.

Taking into consideration these two features, we aimed to develop a fast pro-
cessing algorithm, which can be easily implemented using existing methods. We
also develop a pattern mask to producing structured 2D image object.

In this research work, we develop theoretically and implemented a novel pur-
pose, projection algorithm, which allows obtaining the necessary image object 2D
reconstruction even for low detail images.

The novelty of the proposed set pixel text OFF algorithm is in the following
features:

(1) We used an image texture interspacing the approach on a regular point’s pattern
to locate the projected 2D image on a grid of setOFF-angulation.

(2) We observed the image object absence during image absence because of OFF
pixel’s presence in the image object, we propose retrieving the OFF image
pixel’s method, to find the image object patterns element, which is necessary
for 2D image projection, by providing the exact location of OFF pixel’s pattern.

(3) Due to image absence, projection algorithm is limited to partial image illusion,
which lacks in edge projection to find the image object pattern and their shapes.
We apply run-length pixels block mapping procedure to fit the image projection
through the image distribution method.

(4) 2D projection in our pattern establish the correlation between the projected and
the previous area, the problem is that with low estimation speed of projection,
the change in image object is hard to define. To solve this problem, we use the
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image fast projection method to correlate the nearest relation between projected
and the previous area by pattern structure projection and correlated spacious
image analysis.

(5) The initial idea of the proposed algorithm originates from the analysis of the
important issue is to have contact over the method to have the similarity
between projected and the previous area and to decrease the mapping errors in
image object classification. This brings us to develop a setpi clustering algo-
rithm, which is analysed for the proposed image projection algorithm.

3.1 Image Texture Interspacing Approach

Image texture approach is a mathematical realization, very well suited for theo-
retical reasoning. Image analysis mainly aims to analyze a high quality image
versions.

For an observed image i, the image interspacing can be expressed by the
following:

i =G x+ u, ð1Þ

Where G is an interspacing matrix, x is the original image vector and u is the
setOFF-angulation vector. Mathematically, a signal x ϵ RV can be characterized as a
linear arrangement of a few image vectors from the previous area. In the scenario of
image interspacing, we have i to interspace over Φ to solve edge artefacts by the
following:

iy = i−GΦαj jj j, ð2Þ

And then the reconstructed i, denoted by ir, is obtained as i = Φ iy. Clearly, iy is
expected to be very close to i, so that the predicted area can be close to the projected
area. Unfortunately, since i is having the less predicted area, the iy vector may not
predict the i vector, leading to the inaccurate image interspacing of the image
texture. In other words, this model can assure iy being predictive but cannot project
as close to i as possible.

In this paper, we propose the concept of image texture interspacing (ITI) to
facilitate the discussion of the problem. The IIR of the i is defined as follows:

ux = ix − iy, ð3Þ

For the given Φ, the image interspacing result depends on the level of IIR
setOFF-angulation along ux, because the image interspace error ux = ir-i ≈ Φ iy-Φ
ix = Φ ux. The definition of IIR ux also indicates one way to indicate the projected
area from the predicted area that reduces the difference level of ux (Table 1).
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3.2 Retrieving the off Image Pixel’s Method

The basic idea behind ITI is to assume that we can treat the G values as per previous
area coefficients. Such idea is essential to retrieve the underlying image pixel during
OFF state. Therefore, we might formulate the following maximum retrieving
estimation method (MRE)

λ, μð Þ=argmaxλ, μlogG ix, iyjux
� �

, ð4Þ

Using ITI, we can rewrite the above equation Eq. (4) into the following:

λ, μð Þ=argmaxλ, μlogG uxjix, iy
� �

+G ix, iy
� �

, ð5Þ

Where corresponding two terms to image pixel’s similarity and prediction dis-
tribution, respectively. The first term in Eq. 5 can be characterize by the retrieval
model I = R (ON) + S(OFF), namely as follows:

R Φð Þ=G uxjix, iy
� �

=1 ̸
p
2πΦ exp − 1 ̸2Φ2 ux −Φdj jj j22

� �
, ð6Þ

where R is ON image pixel retrieval, S is OFF pixel retrieval and Φd is the operator
Φ dual.

Table 1 Image texture interspacing approach

Algorithm 1 : Image texture interspacing approach
Initialization : i=G x+u,
REPEAT  

Step 1 : Find G minimizing Φ with ir fixed;
Step 2 : Solve iy=||i-G Φ α||,
Step 3 : Solve setOFF-angulation ux=ir-i≈Φ iy-Φ ix=Φ 

ux, ITI index
UNTIL G converges

Table 2 Retrieving the OFF image pixel’s method

Algorithm 2 : Retrieving the OFF image pixel’s method 
Initialization : (λ,μ)
REPEAT  

Step 1 : Solve (λ,μ)=arg max λ,μ log G(ux|ix,iy) + 
G(ix,iy); 

Step 2 : Solve S(ix,iy)=S (Φ| ix)S(iy)=S(Φd|ix)S(iy), 
Step 3 : Solve S ux=S Gi X 

UNTIL XOFF converges
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Equation 5 refers to the retrieving the OFF image pixel’s model by approxi-
mating the second term under the assumption that ITI, we can retrieve S (Φ) into the
product of the image object estimators, such method implementation if structured as
follows:

S Φð Þ=S ix, iy
� �

=S Φj ixð ÞS iy
� �

=S Φdjixð ÞS iy
� �

, ð7Þ

where Φd = Φ|ix - Φ, defines the deviation between ON and OFF image pixels.
Such retrieval-based prediction can be viewed as a level of proposed coding
strategy, so Φd is approximately independent from Φ|ix. If we choose to model OFF
image pixel’s method, by ITI, the model is given by the following:

S ix, iy
� �

=1 ̸
p
2πΦ exp −Φ2 uxj jj j1 ̸Φ xy

� �
* 1 ̸

p
2πΦd

exp −Φ2
d ux −Φdj jj j1 ̸Φy

� �
,

ð8Þ

Substituting Eq. (6) and (8) in (5), we obtain the following:

λ, μð Þ= argmin ux −Φdj jj j22 + 2
p
2Φ2

x ̸Φx

∑ x uxj jj j1+ 2
p
2Φ2

x ̸Φy ∑ x ∑ y ux −Φdj jj j1,
ð9Þ

This is equivalent with Eq. (6) and Eq. (7).
Retrieval settings also allows our approach to generalize Eq. (7) into the

following:

S ux = SGiX ð10Þ

Here S denotes a non-uniform OFF weighting operator in favour of image pixel
absence closer to centre of the image object absence. Accordingly, we can extend
the Eq. (10) into OFF image pixel retrieving solution

XOFF = ∑ GT
i SGi

� �
− 1* GT

i S ux
� �

. ð11Þ

In our proposed method, we are using a discrete window for S (Table 2).

3.3 Run-Length Pixels Block Mapping

Following the notations used in Algorithm 1 and 2, we establish the connection
between ON and OFF pixel in the original image. Now we will take the set of
image object coefficients δ = {δx}, so called mapping module. Let xi denote the
block extracted from x and the mapping location is i; then we evaluate,
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xi =BMix, ð12Þ

where BMi denotes block mapping operator, we obtain the solution for the original
image block mapping as follows:

x = ∑i BM
T
i xi − 1

� �
∑i BM

T
i xi

� �
, ð13Þ

Which gives a mapping of ON and OFF pixels? Each BM operator for the
run-length vector Δ, is related to image object coefficients {δx} by the following:

xi =Δ δxf g, ð14Þ

Substituting Eq. 14 into Eq. 13, we obtain the following:

x=G δ= ∑i BM
T
i Δ fδxg½ �− 1

� �
∑i BM

T
i Δ fδxg½ �� �

, ð15Þ

Under the BM operator, the run-length model variation can be formulated as
follows:

BMi δxf g= argminδ 1 ̸2 x+ λ, uð Þ δj jj j22 +Δ δxf gj jj j1, ð16Þ

The key motivations of Δ are for the randomly distributed image object coef-
ficients. Their location certainty is related to block mapping operator, which implies
the possibility of pixel mapping in ITI and OFF pixels retrieving. From these two
perspectives, run-length pixels blocking the mapping connection is proposed.

3.4 Image Fast Projection

By converging ϸ into BM operator, we have set of an indices [1 ≤ x≤ a ] for BMix
and set of b indices [1 ≤ y≤ b ] for BMiy, where BMix denotes the block mapping
indices with x and BMiy denotes the block mapping indices along y.

Let us define the projection constraint, as follows:

ð17Þ

Where θ is fast variation operator. The projection constraint @ƿ has been seen as
weighted version of G (x, y). The relation algorithm for @ƿ and G (x, y) is given in
the following table.
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The proposed setpitextOFF algorithm utilizes clusters, instead of the image
points. Simplification of clustering is as follows:

ð18Þ

where
Δx,δ = ∑ a ϵ BMix, b ϵ BMiy BMi a,b / |BMix||BMiy|.
Therefore, it is natural to define the set pixel clusters as follows:

ð19Þ

Table 3 Run-length pixels block mapping

Algorithm 3 : Run-length pixels block mapping 

Initialization : xi=BMi x,
REPEAT

Step 1 : Denote x using BMi
Step 2 : Define δ and ∆
Step 3 : Solve BMi {δx} 
Step 4 : Convert BMi to pixel operator ϸ by ∆x,δ 

=
∑ a ϵ BMix, b ϵ BMiy  BMi a,b / |BMix||BMiy|

Step 5 : Solve ϸ' (x,y) (BMi) = arg min ϸ'ϵϸ ∑ (x,y)  
( || ϸ (ix,iy) || - ( || (λ,u) δ * ϸ' (ix,iy) )

Step 6 : Converts ϸ' to corresponding ϸ via:
For Пx,y

If ϵ a, b , so that a ϵ BMix, b ϵ BMiy  ; 
then 
ϸ' (x,y) (BMi) ∆x,δ ==> ϸ  (x,y) ;

End
UNTIL ϸ converges
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From the definition of setpi cluster projection in Eq. 19 and Theorem 4, we can find
an approximate solution to @ƿ. The setpi cluster elements of image objects cor-
respond to BMi, and (λ, u) δ are averaged to get the clusters for (BMi). The fast
cluster corresponding projection can result by solving the double-setpi cluster
projection by duplicating the (λ, u) δ elements with ϸ’ (x, y) (BMi) in corresponding
clusters. The double-setpi cluster projection correspondence is given as follows:

ð20Þ

The proposed setpitextOFF algorithm guarantees that the inequality constraints of
ON and OFF pixels are satisfied with (θa,b, ua, δb, λa,b) global variables, thus the
proposed image projection analysis is providing a solution to @ƿ with fulfilling the

Table 4 Image fast projection

Algorithm 4 : Image fast projection
Initialization : BMix, BMiy, @ƿ
REPEAT 

Step 1 : If ϸ ϵ BMi, then ∆x, δ ϵ @ƿ,
where ∆x,δ = ∑ a ϵ BMix, 

b ϵ BMiy  BMi a,b / |BMix||BMiy|.
If BMi ϵ @ƿ then ƿ = [ ϸ (x,y) ] axb ϵ BMi, 

where ϸ (x,y) =  ∆x,δ | a ϵ BMix, 
b ϵ BMiy, 1≤x≤a, 1≤y≤b

Step 2 : Solve ϸ' (x,y), (a,b) ϵ ƿ
Step 3 : Solve ∑ a =1

ax |BMix|=1, x=1,2,3,...i, (a,b) ϵ
ƿ(x)

Step 4 : Solve ∑ b =1
bx |BMiy|=1, y=1,2,3,...i, (a,b) ϵ

ƿ(y)
Step 5 : Solve ∆x,δ, i ϵ (|BMix||BMiy| ) , (a,b) ϵ ƿ(x,y)
Step 6 : Augment the constraint indices to ƿ(x), ƿ(y) 

and ƿ(x,y).
ƿ '(x) ϵ { (a,b) : ∆x,δ ≤ 0 ;
ƿ '(y) ϵ { b : ∑ a =1

ax |BMix| ≥ 1 ;
ƿ '(x,y) ϵ { a : ∑ b =1

bx |BMiy| ≥ 1  and 
b : ∑ a =1

ax |BMix| ≥ 1 ;
UNTIL ϸ' (x,y) ≤ 0, Пx,y and ∑ a =1

ax |BMix| ≥ 1, Пx
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 (a) Original Input Image : Man

(b) Image Texture : u=10 (c) Image Texture : u =20

(d) Interspacing Filter vectors  (e) Interspacing Filter features

Fig. 1 Input image and its texture details, a: Original Input Image: Man, b: Image Texture:
u = 10, c: Image Texture: u = 20, d: Interspacing Filter vectors, e: Interspacing Filter features, f:
Texture Interspacing: u = 10, g: Texture Interspacing: u = 20
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block mapping of OFF and ON image object pixels using inter-texture spacing,
providing proper interdependency in double-setpi clusters too.

Our proposed algorithms, in Tables 3 and 4, would lead to a good approximation
solution to image projection analysis in general. The proposed algorithm is very
efficient in computation, reliability and effective with image projection analysis.

3.5 Experiments: Results and Discussions

The performance of the proposed setpitextOFF algorithm is implemented on
benchmarks of image retrieval and image projection techniques. Eight different
image textures as input images were taken tabulated in Table 5. Figure 1 shows the
results of the image texture interspacing approach to input image man.

In the above Fig. 1, the interspacing vectors will retrieve the input and the image
features based on the texture details as taken by u value. Figure 2 shows the image
OFF AND ON pixels retrieving.

In the above Fig. 2, based on the discrete window the OFF pixels were retrieved
and the S ux is estimated. In Fig. 3, block mapping approach is depicted.

In the above Fig. 3, the pixel interspacing and angle variation is plotted with
respect to the projection parameters. In Fig. 4, proposed clustering algorithm is
picturized.

 (f) Texture Interspacing : u=10  (g) Texture Interspacing : u=20

Fig. 1 (continued)
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 (a) S for Φd=1  (b) Discrete window for Φd=1

 (c) S for Φd=0.5  (d) Discrete window for Φd=0.5

 (e) S for Φd=0.25  (f) Discrete window for Φd=0.25

Fig. 2 Retrieving of S image pixels, a: S for Φd = 1, b: Discrete window for Φd = 1, c: S for
Φd = 0.5, d: Discrete window for Φd = 0.5, e: S for Φd = 0.25, f: Discrete window for
Φd = 0.25, g: S for Φd = 0.125, h: Discrete window for Φd = 0.125, i: XOFF, j: S ux
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In the above Fig. 4, the implementation of clustering algorithm and the image
projection is represented through retrieved image (Table 5, Fig. 5).

Table 1, shows the values of G, Φ and Φux for the given eight input images. For
x = 512 × 512, the values of G are very close to Plant image, the values of Φ is
close to House image and the values of Φux is close to the straw image. Similarly
for x = 256 × 256, the values of G are very close to the Hill image, the values of

Φd=0.125 (h) Discrete window for Φd=0.125(g) S for 

 (i) X OFF  (j) S ux.

Fig. 2 (continued)
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Φ is close to the House image and the values of Φux is close to the House image
(Table 6).

Table 2, shows the Precision(P) and Recall(R) for the input image taken for
analysis, the P value of R(Φ)OFF is good for the Hill image and for S(Φ)OFF is good
for the Peppers image. Similarly for the remaining images, indication the OFF
pixel’s retrieval using the proposed method (Table 7).

 (a) Run-length block  (b) Interspacing (c) Angulation

(d) Retrieved Image with noise (e) @ƿx,y at u=10  (f) @ƿx,y at u=20

Fig. 3 Block mapping with @ƿx,y at u = 10 and 20, a: Run-length block, b: Interspacing, c:
Angulation, d: Retrieved Image with noise, e: @ƿx,y at u = 10, f: @ƿx,y at u = 20
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 (a) ϸ' (x,y) (BMi) at @ƿx,y = 5  (b) Ɖ [ϸ' (.)]at @ƿx,y = 5

(c) ϸ' (x,y) (BMi) at @ƿx,y = 10  (d) Ɖ [ϸ' (.)]at @ƿx,y = 10

(e) Clustered Image  (f) Retrieved Image

Fig. 4 Clusters representation
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4 Conclusions

In this research paper, we investigated image projection analysis with setpitextOFF
algorithm. To better understand the image projection analysis, we introduced the
concept of retrieving the OFF pixels and setpi cluster, and it was found from the
results that the precision value is mostly near to 50 and recall value is more than 6,
indicating the best retrieval technique. To provide the best clustering among the
image object classification, two methods were implemented, resulting in the
accurate cluster image near to the retrieved image. In addition, the numerical result
values of PSNR, depicts the image retrieval for projection analysis is accurate
(approximately 50) in image reconstruction. Experimental results on the input
image data (eight) set, demonstrated that the proposed image projection algorithm
can significantly outperform other image projection algorithms.

 (a) Man (b) Baboon (c) Peppers (d) Cameraman

 (e) Hill  (f) House (g) Plant (h) Straw

Fig. 5 Shows the eight different types of input images taken for analysis. a: Man, b: Baboon, c:
Peppers, d: Cameraman, e: Hill, f: House, g: Plant, h: Straw
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Table 7 The values of PSNR (dB) for the projected image with different image object coefficients

Man Baboon Peppers Cameraman Hill House Plant straw

δ(512× 512) @ƿx 45.21 44.21 42.36 42.22 42.36 43.25 45.25 44.23

@ƿy 44.21 41.23 42.32 41.11 40.23 41.23 42.23 40.22

@ƿ(x,
y)

51.23 56.23 57.26 52.23 51.23 50.23 57.25 59.22

δ(256× 256) @ƿx 41.21 45.21 46.21 47.25 48.21 49.21 40.11 41.22

@ƿy 42.23 43.34 40.23 40.56 40.22 40.22 40.36 41.2

@ƿ(x,
y)

51.22 52.23 53.25 51.25 54.26 55.23 56.23 55.23
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Enhancing Visual Speech Recognition
with Lip Protrusion Estimation

Preety Singh

Abstract Visual speech recognition is emerging as an important research area in

human–computer interaction. Most of the work done in this area has focused on

lip-reading using the frontal view of the speaker or on views available from multi-

ple cameras. However, in absence of views available from different angles, profile

information from the speech articulators is lost. This chapter tries to estimate lip

protrusion from images available from only the frontal pose of the speaker. With our

proposed methodology, an estimated computation of lip profile information from

frontal features, increases system efficiency in absence of expensive hardware and

without adding to computation overheads. We also show that lip protrusion is a key

speech articulator and that other prominent articulators are contained within the cen-

tre area of the mouth.

1 Introduction

The use of artificial intelligence to alleviate human effort and time has motivated

researchers to look for methods whereby computers can be trained to perform tasks

confined to the domain of man. Human–computer interaction is increasingly gain-

ing importance in such a scenario. Understanding and correctly interpreting human

inputs is of utmost priority for the machine to perform its task efficiently. An exam-

ple of extensive use of interaction between man and machine is the field of visual

speech recognition. In this system, the machine takes visual inputs from speech artic-

ulators (eg. lips, teeth, jaw, etc.) of the speaker and outputs the word being spoken.

Visual speech recognition (VSR) has many applications. In speech recognition sys-

tems, it has been shown by Sumby and Pollack [44] that visual information from

areas in and around the mouth, supplements the audio signal and increases speech

recognition accuracy. This is because visual cues are not affected by the presence

of noise while the audio signal may be degraded. It has also been used for visual
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text-to-speech conversion [8, 9]. Use of visual speech as a behavioural biometric in

a multimodal system is also becoming popular [2, 19, 43].

The inputs to a visual speech recognition system are attributes extracted from

the region of mouth, over a sequence of images constituting the speech time frame.

These features can be broadly classified into top-down and bottom-up features. While

top-down features consist of geometrical and shape parameters of the mouth, mainly

the lips [12, 26, 30, 47, 48], bottom-up features comprise of pixel intensities of

the region-of-interest (ROI) encompassing the mouth, teeth and tongue [3, 10, 21,

35]. Hybrid features are also used which combine geometrical and pixel intensity

information [6, 10, 30].

Features extracted from a particular image sequence of the mouth form a pattern

for that particular word and can be used to form a feature vector to train the machine.

In most of the researches done for VSR systems, this image sequence is captured from

the frontal pose of the speaker [29, 34, 40]. The speaker faces the camera and the

movement of the mouth is recorded while he speaks. However, humans do not lip-

read in this manner. They prefer lip-reading at a slight angle so that lip protrusion

information can also be included in their perception of speech [1, 24, 27]. Con-

sidering this, experiments have been performed to study the effect of including lip

profile information on visual speech recognition. In [39], research has been done on

profile lip reading for recognition of Japanese vowels and words. Five facial points

are determined from the profile view of the speaker. Different Euclidean distances

and protrusion of the lips are computed from these points. For five Japanese vowels

recognition, the accuracy is reported to be 99.6%. For recognition of twenty Japanese

words, a recognition accuracy of 85.7% is observed. It is also shown that of all the

computed features, the heights of the lips in the profile view and lip protrusion are

important features.

In a study by [25], recordings are done on a single speaker uttering 200 sen-

tences from the Resource Management Corpus [36]. Five viewing angles are taken

into account using multiple cameras. Shape and appearance parameters are extracted

from images forming the video sequences. It is shown through experiments that a full

frontal view is not optimal for lip reading but a slightly angled view, at 30◦, gives

better recognition performance. In an extensive study of lip reading across multi-

ple views [28], Lucey has shown that frontal view gives better results compared

to a 90◦ profile view. While the WER (word error rate) is 27.66% for the frontal

pose, it degrades to 38.88% for the full profile view. It has also been shown that a

combination of the views greatly enhances performance of the lip-reading system

and the WER obtained is 25.36%. While doing a patch analysis, the middle patch

of lips, teeth and tongue from the frontal view are shown to be important informa-

tion providers while it is hypothesized that lip protrusion from the profile view is a

prominent attribute.

Iwano et al. [20] have used lip information from side-face images to improve noise

robustness for audio-visual speech recognition in mobile environments. Lip contour

geometric features and lip-motion velocity features are extracted and used individu-

ally or jointly, along with audio features. Experiments are conducted on a database

of Japanese connected digit speech contaminated with white noise. It is reported
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that error reduction rates using side-face images are less compared to frontal-face

images, although this cannot be strictly compared as different set of speakers was

used for both experiments. In [24], Kumar et al. extract four profile features (upper

and lower lip heights as well as protrusions) and three frontal features (lip width and

lip heights). Experiments show that the WER for lip reading using frontal features is

significantly higher as compared to profile features. Best WER values of 52.5% for

profile view and 60.5% for frontal view are reported for a particular speaker.

Goecke et al. [15] performed experiments on a database consisting of sequences

covering a range of phonemes and visemes in Australian English with ten native

speakers. They have used two video cameras and a head-tracking system. The two

images are multiplexed into a single image. The key visual points include the two lip

corners and mid-points of upper and lower lips. From these four points, a parameter

set consisting of the mouth width, mouth height, protrusions of upper and lower lip

are derived. It is shown that the protrusion of the lips and mouth height are important

attributes.

Experiments have shown that the cognitive information contained in the pucker-

ing of human lips while they speak is lost if only the frontal pose is considered. How-

ever, it may be expensive to install multiple cameras to gather information from dif-

ferent angles. Moreover, the dimensionality of the collected information may become

very large, leading to problems in storage and handling, apart from being computa-

tionally expensive. In this chapter, we try to estimate the lip protrusion of the speaker,

as he speaks, from his frontal pose only and without the availablity of any image from

any other angular profile of the speaker. Thus, from a two-dimensional aspect, we

add a third dimension to enhance the performance of a visual speech recognition

system without the use or installation of expensive hardware. However, the estimate

is not absolute but with respect to the protrusion of the speaker when his mouth is

in the normal closed position.

In real-time implementation, the processing time should be as minimal as pos-

sible and our proposed estimation ensures this by being simplistic in its approach.

To further reduce processing time, we try to find a subset of features which con-

tribute significantly to the recognition of the class and do not contain redundancy.

Diminishing our feature vector will further improve the efficiency of our system.

This has been done by applying Correlation-based Feature Selection (CFS), intro-

duced by Mark Hall [17]. The reduced set of features is classified using an ensemble

of classifiers to test an unknown input word image sequence. Experiments show that

addition of lip protrusion information enhances speech recognition. The experiments

have been performed for an isolated word recognition system and are an extension of

our work in [41] where we worked with frontal geometrical features only. The main

contributions of this chapter are as follows:

∙ Protrusion of lips, during speech, is estimated from frontal images of the mouth

in absence of availability of multiple camera views.

∙ A subset of visual features is identified which reduces system processing time and

increases its efficiency.
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∙ The importance of protrusion towards visual speech recognition accuracy is shown

by classifying the reduced feature set using an ensemble of classifiers.

∙ Inspection of features contained in the feature subset shows that most of the promi-

nent speech articulators are located in the centre area of the mouth.

The chapter is organized as follows: Sect. 2 describes our proposed methodology

outlining the extraction of frontal geometrical features, estimation of lip protru-

sion, feature selection, computation of a near-optimal feature subset and classifica-

tion. Section 3 presents the experiments, results and analysis of the feature subsets.

Section 4 concludes the chapter.

2 Proposed Methodology

The experiments in this research work are based on the top-down approach and uti-

lize the geometrical features extracted from the lips of the speaker. The steps of

our proposed methodology are shown in Fig. 1. As the speaker utters a word facing

the camera, his video is recorded. From each image frame in the video sequence,

the lip contour is detected and segmented from the rest of the image. Various geo-

metrical features, including height and width of lips are determined. Area segments

contained within the lip contour, are also computed from the lips. Lip protrusion

is estimated from these frontal visual features. To reduce the dimensionality of our

feature vector, we apply feature selection. Prominent features, satisfying the condi-

tions of being relevant to the word class but not being redundant, are then identified.

Using the prominent features, we train our classifier model, consisting of an ensem-

ble of three classifiers. We test the performance of our features by identifying the

word from an unknown input image sequence of the lip movement. The following

subsections describe our approach in detail.

2.1 Detection of Lip Contour

The Point Distribution Model (PDM) has been used to extract the lip boundary of

the speaker. Segmentation and edge detection are first employed to extract the lip

contour in ten training images [16]. An intensity analysis of the images results in

determining six keypoints on the boundary of the lip. These are the corners of the

lips, three points lying on the upper lip arch and the lowest point on the lower lip arch.

Other points on the lip contour are interpolated between these keypoints, resulting in

120 such points. Each point is characterized by its ⟨x, y⟩ co-ordinates. The mean of

all these co-ordinates over the training set yields a mean model of the lip. When this

model deforms over an input image, it terminates on detecting a change in intensity.

This generates the lip contour in the input image.
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Fig. 1 Proposed

methodology Lip segmentation

Visual feature
extraction

Lip protrusion 
estimation

Feature selection
on frontal 

features only

Feature selection
on features with

lip protrusion

Feature subset
formation

Classification

Determination of
near−optimal

feature subset

features
Analysis of

2.2 Extraction of Visual Features

From the input two-dimensional image of the mouth of the speaker, we extract high

level geometrical features from the lip boundary of the speaker. Geometric para-

meters are few and easier to derive which is an advantage in a real-time system.

They also contain significant speech information. From these features, we estimate

the protrusion of the lip of the speaker in each image as discussed in the following

subsections.

Frontal Geometrical Features

From the outer boundary of the lip contour, we extract the height of the lip (h) and

its width (w). We also divide the area contained within the lip contour into segments.
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Fig. 2 Extracted lip height, lip width, area segments, teeth pixels and oral cavity pixels

A horizontal line joining the two lip corners is divided into six equal parts. Vertical

lines through these points, touching the lip contour at extremities, divide the area

within the lip contour into twelve area segments (A1 ⋯A12). Analysis of the inten-

sity values, within the area bounded by the keypoints in the input RGB image, is also

performed to ascertain the number of pixels of detectable teeth (𝛤 ) and oral cavity

(𝛩). It has been shown by Brooke and Summerfield [5] that visibility of tongue and

teeth contributes to better recognition. Finn [13] has shown that oral cavity informa-

tion also provides important visual information. These geometric features are shown

in Fig. 2.

Lip Protrusion

We assume that the speaker’s lips are in a closed position before he starts speaking.

The lip protrusion (if visualized from a side profile) in this frame is assumed to be his

normal protrusion. When he speaks, the width (w) of his lips changes as the word

is being spoken. Each word consists of a number of phonemes [37] and there is a

specific mouth shape, the viseme [7], associated with it. A phoneme-to-viseme map-

ping has been proposed by Neti et al. [33]. Intuitively it is known that the protrusion

(p) and lip width (w) change relative to each other. If lip width decreases, protrusion

is more. If the lips spread out and lip width increases, protrusion is less and may

be even less than the normal protrusion. This can be more clearly understood from

Fig. 3. We assume that for a particular speaker, the volume of his lips, V , remains

constant in all positions of speech utterance. Thus, no matter what position the mouth

may be in, volume V will be the same. However, other geometrical features of the

lip like, lip height, width, area segments and protrusion would change.
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Fig. 3 Changes in lip protrusion relative to lip width in different positions of the lip. In each case

(i) shows the frontal view while (ii) depicts the profile view. as can be seen, p2 < p1 < p3

Let, the protrusion in each frame be denoted by pf , where, f is the frame number.

We take the protrusion in the first frame of the image sequence, p1 as the reference

value and consider p1 = 1. Let, the sum of the twelve area segments in frame f be

Af . Thus, the volume of the lips of the speaker can be estimated as follows:

V = A1 ∗ p1 (1)
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where, A1 is the sum of area segments in frame 1 and computed from the

following:

Af =
12∑

i=1
Ai (2)

The volume V will be constant for that speaker in all frames. The lip protrusion

in the first frame is considered to be the normal position and it changes in each

subsequent frame. It may be more or less than the normal and will now be a factor of

p1. Thus, for each frame, the protrusion with respect to the first frame, will be given

by the following:

pf = V∕Af (3)

where Af is now computed for the current frame. All the extracted features form our

feature vector Q, containing 17 attributes per frame and given by the following:

Q = {h w A1 ⋯A12 𝛤 𝛩 p}

As a person will speak, these parameters will change in each frame and form a

pattern for that particular word. This pattern can now be used to train our machine

for recognizing the word in an unknown input.

Normalization

To ensure that the values of the extracted features lie in the range [0, 1], normalization

is done. For each attribute, all values are divided by the largest absolute value of that

attribute. This is done speaker-wise. It is known that different human beings have

different lip shapes and normalizing speaker-wise takes care of this. It ensures that

the static shape of the lips of the speaker has no effect on the dynamic information

contained in the lip movement.

2.3 Selection of Features

We have a total of 17 visual features. This is not a large feature set but our aim is

to remove irrelevant and redundant features so that the processing time in real-time

implementation can be minimized to the extent possible. For this purpose, we apply

feature selection technique, Correlation-based Feature Selection (CFS) [17], which

chooses a feature subset based on the individual predictive ability of each feature

and the degree of redundancy between features. Its evaluation function is inclined

towards subsets which contain features having prominent correlation with the class

and minimal correlation with each other. The correlation between the variables is

computed using information gain. For ranking of features, we have employed the

forward selection method utilizing the greedy algorithm.
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Let, N be the complete set of features consisting of all n features and S be the

target subset of features, S ⊂ N, where S consists of k relevant features, k ≤ n. Let,

C = {C1,C2 ⋯Cm} denote the m target classes. Let, rCf represent the mean feature-

class correlation (f ∈ S) and rff be the average feature-feature correlation. The feature

subset evaluation function, QS is given by the following:

QS =
krCf

√
k + k(k − 1)rff

(4)

In this equation, the numerator indicates the predictive measure of feature set

towards the class while the denominator indicates the redundancy among features.

To compute symmetrical uncertainty coefficient, suc. The probabilistic model of

a feature Y can be estimated from the individual probabilities of the values y ∈ Y
from the training data. The entropy of Y is given by the following:

H(Y) = −
∑

y∈Y
p(y) log2(p(y)) (5)

If a relationship between Y and a second feature X exists and the observed values

of Y are partitioned according to values of X, then the entropy of Y with respect to

X, represented by H(Y|X), will be less than entropy of Y prior to partitioning.

H(Y|X) = −
∑

x∈X
p(x)

∑

y∈Y
p(y|x) log2(p(y|x)) (6)

The decrease in amount of entropy of Y indicates the additional information about

Y provided by X. This is the information gain and can be computed by:

Gain = H(Y) − H(Y|X) (7)

Using this value, symmetrical uncertainty coefficient, suc, is calculated as fol-

lows:

suc = 2.0 ∗
[

Gain
H(Y) + H(X)

]

(8)

The value of suc can help to compute feature-feature correlation rff and class-

feature correlation rCf , which then can be used in the evaluation of the merit of a

subset.

Formation of Feature Subsets

We form feature subsets starting from the top-ranked feature. This is denoted by Q1.

We add the next ranked feature to this and form Q2 which then contains the top two

ranked features. In this manner, we keep on adding features ranked next in order and

obtain feature subsets Q1 ⋯Q17 where Qk contains the top-ranked k features. It is
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clear that Q17 is equivalent to the complete feature set Q. These feature subsets are

now used for classification using an ensemble of classifiers.

2.4 Classification of Feature Subsets

An ensemble of classifiers consisting of three classifiers, viz. Naive Bayes, k-Nearest

Neighbour and Random Forest are used for classification of the feature subsets.

Stacking is used to make a final prediction using a combiner algorithm which utilizes

the predictions of other algorithms as inputs [11].

Evaluation Metrics
The classification results of the feature subsets are evaluated using certain metrics,

namely, Precision, F–measure [31] and ROC Area [45] are determined. These are

defined as follows:

∙ Precision (P): This is computed by taking the ratio of correctly identified speech

samples to all speech samples classified as belonging to that class.

∙ F–measure (F): Apart from accuracy and word error rate, F–measure is also a

popular metric used in many classification problems [4, 14, 22, 46]. This can be

used as a measure to indicate the accuracy of a test [31].

∙ ROC Area (A): The area A under the Receiver Operating Characteristic (ROC)

curve can be used to signify the overall performance of a system.

2.5 Computation of Optimality Factor

The emphasis of this chapter is on having a subset of features which is small in size

but performs reasonably well towards recognition of the spoken word. For determi-

nation of this, we compute the Optimality Factor of each subset [41, 42]. Let, the

complete feature set, Q, contain n features and its F–measure value be Fn. Similarly,

let feature subset, Qk, containing k top features, have an F–measure value denoted

by Fk. Let the measure of alteration between the two values be represented by 𝛶k,

where:

𝛶k =
Fn − Fk

Fn

Desirable values for 𝛶k are 𝛶k < 0 and |𝛶k| → ∞. This indicates that the given

feature subset exhibits enhanced recognition performance (Fk > Fn). All such feature

subsets are considered for further analysis. Positive values of 𝛶k are the indication of

degradation in the recognition rate (Fk < Fn). However, they maybe considered till a

certain threshold. We have taken this threshold as 𝛶k ≤ 0.1. If 𝛶k = 0, this shows that

the performance of Qk is similar to Q and there is no modification in the F–measure

value. All subsets satisfying the 𝛶k criteria are short-listed.
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Since another important criteria to ascertain a near-optimal subset is the length

of the feature vector, we define 𝜂k as the change in the size of the short-listed feature

subsets in relation to Q. This is given by the following:

𝜂k =
n − k

n

𝜂k → 1 will indicate that the feature length has been substantially reduced. How-

ever, there should be no compromise in the recognition accuracy. To maintain this

balance, Optimality Factor, Ok, of the feature subset is defined, which is computed

as follows:

Ok = 𝜂k ∗ Pk ∗ Ak

where, Pk is the precision and Ak is the ROC Area of the feature subset. This ensures

the best combination of high evaluation metrics and small feature vector length.

Thus, all evaluation metrics are taken into account and the feature subset having

the largest value of Optimality Factor is considered.

3 Experiments and Result Analysis

Experiments have been performed on our own audio-visual database. This database

has been motivated by a few earlier recorded databases, AVLetters [29], OuluVS [49]

and Tulips1 [32]. Twenty subjects, comprising of ten males and ten females, partic-

ipated in the recording of ten English digits, zero to nine. Each subject recorded

five utterances of each digit, giving a total of 1000 speech samples. To take speaker

variablity into account, the recording was done in two sessions. In the first session,

three utterances were recorded while in the second recording, three months later, two

utterances were recorded.

Recording was done in a relatively isolated laboratory in moderate illumination.

The speaker sat facing the camera focused on the lower half of the face of the speaker.

The digits were shown to the speakers in a non-repetitive and non-sequential manner.

The subjects were requested to speak without movement of their heads and to start

and finish each utterance with their mouth in the closed position. Blue colour was

applied to the lips of the speakers to aid in easy segmentation of the lips in the HSV

space. Blue colour has been used as a marker earlier in [23, 38]. Some sample images

from our database are shown in Fig. 4. Frame-grabbing of the video sequence was

done at 30 frames per second. The size of each image was 640 × 480.

The video sequence of each utterance is composed of a batch of image frames.

The first frame starts with the image of a mouth. Subsequent frames show the mouth

in different positions while speaking that particular word. The last frame shows the

closed mouth position again. Visual parameters extracted from each frame of the

image form a pattern of visual lip movements of that digit, pertaining to that speaker.

Thus, each image sequence renders a visual pattern for a word.
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Fig. 4 Images of subjects from recorded database

Correlation-based Feature Selection is applied to rank the normalized features.

Feature subsets are then formed and classified using an ensemble of three classifiers:

Naive Bayes, k-Nearest Neighbour and Random Forest, available in the popular data-

mining tool WEKA [18]. The dataset is divided into a training and testing set. 66%

of the speech samples are used for training the classifier model while the remaining

speech samples are used for testing. Using the evaluation metrics, the Optimality

Factor is computed, as described in Sect. 2.5. A set of most relevant features, having

minimal length and reasonable recognition metrics, is thus identified.

To prove that supplemntal information provided by the lip protrusion indeed

increases speech recognition performance of the system, we perform the same set of

experiments using the frontal features only, i.e. considering all features of Q, except

the lip protrusion. Let us denote this set by G. We compare the results of the two

feature sets and thus validate our approach.

3.1 Result Analysis

On application of CFS on our feature vector Q, the features are ranked in the follow-

ing order of prominence:

Q = ⟨p w 𝛤 𝛩 A9 A7 A5 A2 A12 A11 A1 A6 A4 h A8 A3 A10⟩

We form feature subsets Q1 ⋯Q17 with these ranked features as explained in

Sect. 2.4 and classify them using our ensemble of classifiers. The evaluation
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Fig. 5 Evaluation metrics

of feature subsets containing

lip protrusion
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Table 1 Performance of short-listed feature vectors subsets using ensemble of classifiers. Change

in size (𝜂k), F–measure value (𝛶k) and Optimality Factor (Ok) are also given. The results for feature

vector Q17 are also shown

Feature

vector

Pk Fk Ak 𝜂k 𝛶k Ok

Q8 0.525 0.523 0.802 0.529 0.090 0.223

Q9 0.545 0.544 0.818 0.471 0.054 0.210

Q10 0.550 0.548 0.811 0.412 0.047 0.184

Q11 0.567 0.565 0.817 0.353 0.017 0.163

Q12 0.566 0.565 0.822 0.294 0.017 0.137

Q13 0.567 0.566 0.823 0.235 0.016 0.109

Q14 0.579 0.577 0.827 0.176 −0.003 0.084

Q15 0.573 0.572 0.827 0.117 0.005 0.055

Q16 0.577 0.575 0.828 0.059 0 0.028

Q17 0.577 0.575 0.827 – – –

metrics obtained for the subsets are shown in Fig. 5. On application of threshold-

ing on the F–measure values of the feature subsets, we find that only nine feature

satisfy the F–measure criteria. These are Q8 ⋯Q16 and their evaluation metrics are

shown in Table 1. The metrics for the base vector Q17 are also shown. As can be seen,

Q8 has the largest value of Optimality Factor. This implies that Q8 has the best com-

bination of Precision and ROC Area values along with reduction in feature length as

compared to the base vector Q17. Only one feature subset, Q14 has a negative value of

𝛶 , signifying an increase in F–measure but the increase is negligible. Moreover, its

size and other metrics are not comparable to Q8, as is reflected in its low Optimality

Factor. Thus, we can consider Q8 to be a near-optimal feature subset.

To validate that lip protrusion indeed enhances the system efficiency, we consider

the set G which contains all features of Q except the lip protrusion. That is, G consists
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Fig. 6 Evaluation metrics

of feature subsets with no lip

protrusion information
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Table 2 Performance of feature subsets G8 ⋯G15. The results for vector G16 are also shown

Feature

vector

Pk Fk Ak 𝜂k 𝛶k Ok

G8 0.487 0.485 0.780 0.500 0.092 0.173

G9 0.493 0.491 0.783 0.438 0.081 0.158

G10 0.525 0.523 0.798 0.375 0.021 0.138

G11 0.524 0.523 0.800 0.313 0.021 0.119

G12 0.532 0.531 0.804 0.250 0.006 0.094

G13 0.535 0.534 0.807 0.188 0 0.071

G14 0.539 0.536 0.805 0.125 −0.004 0.048

G15 0.539 0.538 0.804 0.063 −0.007 0.024

G16 0.535 0.534 0.806 — — —

only the frontal geometrical features. On ranking these features, the order of features

is as follows:

G = ⟨w 𝛤 𝛩 A9 A7 A5 A2 A12 A11 A1 A6 A4 h A8 A3 A10⟩

Again feature subsets G1 ⋯G16 are formed using these ranked features. G16 is

equivalent to the set G as it contains all 16 features. The classification results of

feature subsets formed using these frontal features are shown in Fig. 6. On applying

thresholding on the F–measure values, the feature subsets that are short-listed are

G8 ⋯G15. The evaluation metrics of these subsets along with their base vector G16
are shown in Table 2. We observe that G8 emerges as the most optimal feature subset

among these. It has the highest Optimality Factor and a reduced feature set length of

eight attributes as compared to 16 of the base vector.
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Comparing the results of Q8 and G8, it is seen that while the F–measure value

of Q8 is 0.523, that of G8 is 0.485 only. The Optimality factor increases from 0.173

to 0.223 which is an increase of 28.9%. This indicates an overall improvement in

the evaluation metrics and reduction in size of Q8 as compared to G8. This will be

reflected in enhanced system performance. The visual features contained in both sets

are as follows:

Q8 = ⟨p w 𝛤 𝛩 A9 A7 A5 A2⟩

G8 = ⟨w 𝛤 𝛩 A9 A7 A5 A2 A12⟩

Comparing both the feature vectors, it can be argued that addition of lip protrusion

information, p, has resulted in better performance of visual speech recognition. It is

also seen that while lip width is an important speech articulator, lip height does not

contribute much to the system performance. Visible teeth and oral cavity pixels also

emerge as prominent attributes [41]. Analysing the features contained in Q8, it is

observed that three of the features (𝛤 , 𝛩, A9) are contained in the centre portion of

the mouth. Protrusion and lip width do not have a specific location. Thus, it can be

said that most of our prominent speech articulators are contained in the centre region

of the mouth [28].

4 Conclusions

This chapter proposes an estimation of the lip protrusion from the frontal pose of the

speaker, in absence of other viewing angles or multiple camera inputs. We extract

geometrical features from the lips of the speaker and compute the protrusion from

this available data. To ensure that our system is suitable for real-time implemen-

tation, we reduce the feature vector length by applying Correlation-based Feature

Selection. We compute a near-optimal feature subset by analyzing the evaluation

metrics of different feature subsets. Through experiments we show that lip profile

information is important and enhances visual speech recognition. Lip width, teeth

and oral cavity pixels also prove to be important speech articulators. We also per-

ceive that most of the significant speech information lies in the centre region of the

mouth. Thus, a simple estimation of the protrusion of the lips results in improving

the recognition efficiency of the system. This approach does not require expensive

hardware or extensive computing and has a reduced feature set, making it efficient

for real-time implementation.
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Learning-Based Image Scaling Using
Neural-Like Structure of Geometric
Transformation Paradigm

Roman Tkachenko, Pavlo Tkachenko, Ivan Izonin and Yurij Tsymbal

Abstract In this chapter, it is proposed the solutions of a problem of changing image

resolution based on the use of computational intelligence means, which are con-

structed using the new neuro-paradigm—Geometric Transformations Model. The

topologies, the training algorithms, and the usage of neural-like structures of Geo-

metric Transformations Model are described. Two methods of solving a problem

of reducing and increasing image resolution are considered: using neural-like struc-

tures of Geometric Transformations Model and on the basis of the matrix operator

of the weight coefficients of synaptic connections. The influences of the parameters

of image preprocessing procedure, as well as the parameters of the neural-like struc-

tures of Geometric Transformations Model on the work quality of both methods are

investigated. A number of the practical experiments using different quality indicators

of synthesized images (PSNR, SSIM, UIQ, MSE) are performed. A comparison of

the effectiveness of the developed method with the effectiveness of the existing one

is implemented.

1 Introduction

The topological approaches to tasks of image resolution change include the use of

finite various coverages by open sets. It gives the possibility to build a variety of fea-

ture vectors that characterize an element of certain image topology. The existence of
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significant number of vectors in the feature space, sometimes even large dimension,

is a strong argument for use or development of machine learning methods in tasks

of digital images processing [1, 2].

This chapter describes the neural network methods for solution of the task of

image resolution change. The authors focus is on the task of image resolution

increase using machine learning tools. In addition, authors describe the solution of

the image resolution decrease using this approach.

The first significant paper in the direction of solving the task of image resolution

change based on artificial neural networks is [3]. In the dissertation the author tries

to solve the problem of image (fingerprint) resolution increase based on the frame

processing by Hopfield network. Extensive development of further research concern-

ing the use of this type of ANN based on the formulation of the problem of image

resolution increase as a soft classification problem [4–7] of image frames obtained

by remote sensing.

The use of multilayer perceptrons to solve this problem is given in the arti-

cle [8]. In this paper the task of image resolution change is solved by finding the

unknown pixel between two existing ones with the type of ANN. It has used a dif-

ferent approach in [9]. The scheme is compatible using an arbitrary interpolation

algorithm and ANN. According to the procedure, the ANN is used to model resid-

ual errors between the interpolated image and its corresponding pattern with low

resolution.

In [10, 11], it has described another approach to solve the task of image resolu-

tion change. The method of using Convolution Neural Network (SRCNN) of a deep

learning differs from existing ones primarily to the fact that training occurs directly

comparing pairs of low and high image resolution. The results of this comparison

are displayed as deep Convolution Neural Network. The low resolution images are

given to the input of the method and SRCNN synthesizes high resolution images in

the output.

The main disadvantage of existing methods of image scaling based on machine

learning, is that they use iterative approaches. This is the reason of obvious draw-

backs, including [12, 13]:

∙ the large computational resources for implementing the training procedures. It

limits the solutions of large-dimension tasks;

∙ the solution depends on the initial random initialization of the neural network;

∙ the lack of reliability, if activation function of neural network enters to the satura-

tion or inadequate solution getting into the local optima.

We consider an alternative to the existing paradigm of artificial neural networks—

geometric transformation model based on fundamentally different spatial and geo-

metric principles [14–16].

The main advantages of this neural-paradigm arising from the basic characteris-

tics of the model are: not iterative training process, orthogonality of solution steps,

affinity of training and test procedures. The main features that have practical value

for solving this problem include the following ones [13, 15, 16]:
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∙ the high performance in training process, which creates conditions for solution of

large-dimension tasks;

∙ the result repeatability and their mathematical interpretation;

∙ the ability to solve problems in terms of both large and small training samples;

∙ the linearity in extrapolation regions;

∙ the possibility of functioning in automatic mode;

∙ the significantly better degree of generalization.

1.1 Formulation of Task of Image Resolution Change

In general, each image C can be presented as the result of some continuous function

C (i.e., color function):

C ∶ N2,+ → Color, (1)

C = C(N2,+). (2)

Suppose we are given image C from (2) and there is the following:

C = [c(i,j)]
i∈1,l
j∈1,h

. (3)

Then, the task of image resolution (IR) change can be formulated as follows: we

must creating new image—C′
in relation to C from (3) such that:

C′ = [c(i,j)]
i∈1,l′

j∈1,h′
(4)

with a minimum deterioration in the image quality, where (l′, h′) determines the

matrix dimension, l′ > l ∨ h′ > h. In the case of resolution decrease l′ < l ∨ h′ < h.

For color images, value c(i,j) should be considered as a vector of the main charac-

teristics of a color palette.

For example, if the image in 24-bit format of RGB palette:

c(i,j) = {cR(i,j), c
G
(i,j), c

B
(i,j)},j ∈ [1, h], i ∈ [1, l] (5)

where cR(i,j), c
G
(i,j), c

B
(i,j) values of red, green, and blue components, respectively. Then

developed methods might be applied to each of the characteristic separately, and

additive operation made in accordance with the principles of building values in color

palette, which is chosen.
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Fig. 1 A pair of 8-bit images: a 252 × 252 pixels; b 504 × 504 pixels

2 Image Scaling Based on Neural-Like Structure
of Geometric Transformation Model

For example couple of two images with low and high resolution are given (Fig. 1).

They are used in the training procedure, which is based on applying the neural-like

structure of geometric transformation model (NLS GTM) [14–18].

2.1 Image Pre-processing

Let the low-resolution (LR) image is a matrix C, with dimension (l × l′), l ∈ N,
l > 0 and high-resolution (HR) image—matrix C(m)

, with dimension (h × h′), h ∈ N,
h > 0 of pixel intensity values. Then:

C = [c(i,j)]i,j∈1,l, C
(m) = [c(m)(i,j)]i,j∈1,h (6)

where c(i,j), c
(m)
(i,j) values of the pixel intensity function in coordinates (i, j) for LR and

HR images; m ∈ N,m > 0 coefficient of image resolution change; h = l × m variable

that determines dimension of the matrix for HR image C(m)
.

For implementing the training technology both images are divided into the same

frame number FRi,j, FR
(m)
i,j —(square regions of image intensity function values) as

follows:
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FRi,j =
⎛
⎜
⎜
⎝

ck(i−1)+1,k(j−1)+1 … ck(i−1)+1,kj
⋮ ⋮ ⋮

cki,k(j−1)+1 … cki,kj

⎞
⎟
⎟
⎠

;

FR(m)
i,j =

⎛
⎜
⎜
⎜
⎝

c(m)mk(i−1)+1,mk(j−1)+1 … c(m)mk(i−1)+1,mkj
⋮ ⋮ ⋮

c(m)mki,mk(j−1)+1 … c(m)mki,mkj

⎞
⎟
⎟
⎟
⎠

, i, j =
____

1, n

(7)

where k ∈ N, k > 0 variable that determines dimension of the frame FRi,j for LR

image—dim(FRi,j) = k × k.

The variable n, which determines the number of LR image frames is defined as

follows:

n = l∕k, n ∈ N, n > 0. (8)

Note that k is multiple to l. If enter the designations as follows:

k(m) = mk (9)

then dimension of HR image frame will be equal dim (FR(m)
i,j ) = k(m) × k(m). Accord-

ing to this k(m) ∈ N, k(m) > 0 is a variable that determines dimension of the HR image

frame as follows: FR(m)
i,j . Obviously, dim{FRi,j} = dim{FR(m)

i,j } = n2.

Then, according to (9) and determining the h value, values of k(m) is multiple to

h value.

Frames coverage is disjunctive. Thus, the matrices (6) can be represented as a set

of corresponding frames as follows:

C = [FR(i,j)]i,j∈1,n, C
(m) = [FR(m)

(i,j)]i,j∈1,n. (10)

Solving the task of image resolution increasing is expressed by equality (9). In

the case of image resolution decrease, such equality must be used as follows:

k = k(m)%m (11)

where % integer division operation.

One of the few disadvantages of the NLS GTM is input and output data format

[13, 19, 20]—(as a table). Therefore, further pre-processing of image pairs before

training is as follows:

Each frame FRi,j from C represent as a vector 𝐀j+ l(i−1)
k

, and each frame FR(m)
i,j from

C(m)
as a vector 𝐀(m)

j+ l(i−1)
k

:

𝐀j+ l(i−1)
k

=
(
cki−k+1,kj−k+1,… , cki−k+1,kj,… , cki,kj−k+1,… , cki,kj

)
, (12)
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𝐀(m)
j+ l(i−1)

k

=(c(m)k(m)i−k(m)+1,k(m)j−k+1,… , c(m)k(m)i−k(m)+1,k(m)j,… ,

c(m)k(m)i,k(m)j−k+1,… , c(m)k(m)i,k(m)j)
(13)

where

dim
{
𝐀j+ l(i−1)

k

}
= dim

{

𝐀(m)
j+ l(i−1)

k

}

= n2. (14)

Then training set is forming from corresponding sets

{
𝐀j+ l(i−1)

k

}
and

{

𝐀(m)
j+ l(i−1)

k

}

thereby.

Matrix M of the training data for solving the task of image resolution increases

using NLS GTM when performed (9), can be formed as follows:

M =
⎛
⎜
⎜
⎝

𝐀1 𝐀(m)
1

⋮ ⋮
𝐀n2 𝐀(m)

n2

⎞
⎟
⎟
⎠

(15)

where the dimension of the vector dim
(
𝐀1
)

defines the number of inputs NLS GTM,

and the dimension of the vector dim
(
𝐀(m)

1

)
—number of outputs neural-like struc-

tures of GTM.

Training matrix M for solving the task of image resolution increases using NLS

GTM when performed (9), is formed as follows:

M =
⎛
⎜
⎜
⎝

𝐀(m)
1 𝐀1
⋮ ⋮

𝐀(m)
n2

𝐀n2

⎞
⎟
⎟
⎠

(16)

where dimension of the vector dim
(
𝐀(m)

1

)
defines the number of NLS GTM inputs,

and dimension of dim
(
𝐀1
)
—number of neural-like structure outputs.

2.2 Training of Neural-Like Structure of Geometric
Transformation Model

Matrix M by (15) or by (16) (depending on the task) is fed to the NLS. NLS GTM

topologies shown in (Fig. 2). For generalization the training technology descriptions

for solving both tasks, matrix (15), or (16) can be represented as follows:
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Fig. 2 NLS GTM

topologies for solving the

task of image resolution

change: a resolution

increase; b resolution

decrease

(a)

(b)

M =
⎛
⎜
⎜
⎝

x1,1 … x1,k2+(mk)2
⋮ ⋮ ⋮

xn2,1 … xn2,k2+(mk)2

⎞
⎟
⎟
⎠

. (17)

NLS GTM training technology for solving the task of image resolution change

involves the following steps [15]. In the first step, the base row 𝐱(1)b , 𝐱(1)b =
(
x(1)b,1,… ,

x(1)
b,k2+(mk)2

)
, 1 ≤ b ≤ n2 from the training matrix M is chosen when the sum of its

element squares is the maximum.

Each row of initial matrix converted to 𝐱(2)N as a difference between each row 𝐱(1)N ,

(𝐱(1)N =
(
x(1)N,r,… , x(1)

n2,k2+(mk)2

)
) from the M, and product of the chosen row 𝐱(1)b by a

coefficient K(1)
N :

𝐱(2)N = 𝐱(1)N − K(1)
N ∗ 𝐱(1)b (18)
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where 1 ≤ N ≤ n2.

The value K(1)
N for each row is determined from the condition of minimum by least

squares criterion as follows:

K(1)
N =

∑k2+(km)2
r=1

(
𝐱(1)N,r ∗ 𝐱(1)b,r

)

∑k2+km
r=1

(
𝐱(1)b,r

)2 . (19)

For each row 𝐱(1)N of the training matrix M the additional parameter G(1)
N is calcu-

lated as follows:

G(1)
N =

∑z
r=1

(
𝐱(1)N,r ∗ 𝐱(1)b,r

)

∑z
r=1

(
𝐱(1)b,r

)2 (20)

where z = k2—in case (15) or z = (mk)2 in case (16). In fact it is the first component

of the numerical characteristic of the first implementation.

The coefficient K(1)∗
N is defined as a function F(1)

from the parameter G(1)
N as fol-

lows:

K(1)∗
N = F(1)

(
G(1)

N

)
. (21)

Dependence (21) for the rows of training matrix on the discrete set of key values

will reproduced with zero-methodological error [12, 19]. For all other rows from

matrix realization—approximately. For the next step, the row 𝐱(2)b of training matrix

M is chosen when the sum of its element squares is the maximum. Note, that value

of 𝐱(2)b are defined on the previous step as follows:

𝐱(2)b = 𝐱(1)b − K(1)∗
N ∗ 𝐱(1)b . (22)

For q—step of calculations, where q = 1, k2 + (km)2, we will have the following:

𝐱(q+1)N = 𝐱(q)N − K(q)∗
N ∗ 𝐱(q)b , (23)

K(q)∗
N = F(q)

(
G(q)

N

)
, (24)

G(q)
N =

∑z
r=1

(
𝐱(q)N,r ∗ 𝐱(q)b,r

)

∑z
r=1

(
𝐱(q)b,r

)2 , (25)

𝐱(q+1)b = 𝐱(q)b − K(q)∗
N ∗ 𝐱(q)b . (26)
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Expressions (23)–(26) for case of accurate reproduction in nodes are implement-

ing the procedure of Gram-Schmidt orthogonalization [21, 22]. Based on (23)–(26),

the rows of initial implementation matrix M can be represented by the ultimate

amount (27) in such form as follows:

𝐱(1)N =
k2+(mk)2∑

q=1
K (q)∗

N ∗ 𝐱(q)

N (27)

Based on the results of training using procedures (23)–(26) the set of vectors 𝐱(q)N
and activation functions F(q)

are defined.

2.3 Visualization of Geometric Transformations
in the Training Mode

For visualization purpose let us consider three-dimensional space of realizations for

the function of two variables y = xx21 .

On each step of training we reduce the dimensionality of hyper body due to

orthogonalization, and memorize the information about this reduction in the neural

network. We depict the information about objects of modeling with darker color for

neural network units. In the first training step all information is contained in inputs

and outputs of neural network (Fig. 3).

In the first step of training, geometrical transformations are performed in a space,

whose dimensionality is reduced by one (in the given case on the plane). We have

only one trained neuron (Fig. 4).

Fig. 3 Initial status
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After the second step, the data points are projected on a straight line perpendicular

to normal vector. We have trained the second neuron in the hidden layer (Fig. 5).

Finally, as result of performing the third step of transformations, all data points are

projected in the coordinate origin (Fig. 6). So we got information about geometrical

transformations for regeneration of a training matrix. This information is used for

interpolation or extrapolation approach of vectors that did not belong to the training

matrix [14, 15].

Fig. 4 First step of transformations

Fig. 5 Second step of transformations
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Fig. 6 Third step of transformations

2.4 Using Procedure

In using mode on the input of NLS GTM is served matrix Mt, where Mt =
⎛
⎜
⎜
⎝

𝐀1
⋮
𝐀n2

⎞
⎟
⎟
⎠

,

for IR increasing or, Mt =
⎛
⎜
⎜
⎝

𝐀(m)
1
⋮

𝐀(m)
n2

⎞
⎟
⎟
⎠

in case of IR decrease.

For generalization of using procedure for solving both tasks, matrix Mt can be

represented as follows:

Mt =
⎛
⎜
⎜
⎝

x1,1 … x1,z
⋮ ⋮ ⋮

xn2,1 … xn2,z

⎞
⎟
⎟
⎠

(28)

where z determined in the same way as for (20). Using of NLS GTR in this mode

is as follows. For given input vector components x(q)

N of the matrix Mt (28) G(1)
N is

calculated according to (20). Values of the coefficients K (q)∗

N are searched according

to (19). For q = 1, according to (21) the first step of transformation of input vector

𝐱(q)

N is performed.

On the basis of (25) (24) (23) sequential transformations for qmax = 1, k2 is per-

formed. The main goal of this transformations—search of values, K(1)∗
N , K(2)∗

N ,. . . ,

K(qmax)∗

N .

An unknown output components of each vector from Mt are calculated on the

basis of the sum (27).

Rows of newly formed matrix are vectors (12) or (13) of intensity function values

from LR or HR image. Therefore, the last step of the procedure is to collect this

matrix for the form of Cr or C(m)
r .
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Fig. 7 Initial status

Fig. 8 First step of transformations

This procedure involves inverse representation rows of the resulting matrix from

vectors (12) or (13) to form of the corresponding frames FRi,j or FR(m)
i,j based on (7).

Unknown LR or HR image by collecting of the received frames according FRi,j for

Cr or FR(m)
i,j for C(m)

r , similar to (10) is formed as follows:

Cr =
[
FRi,j

]
i,j=1…n , or C

(m)
r =

[
FR(m)

i,j

]

i,j=1…n
(29)

where Cr—the unknown LR image, C(m)
r —the unknown HR image.



Learning-Based Image Scaling Using Neural-Like Structure . . . 549

Fig. 9 Second step of transformations

2.5 Visualization of Geometric Transformations
in the Using Mode

Let us consider previously trained GTM (Figs. 3, 4, 5, and 6). Given input vectors

the network should reproduce output (Fig. 7).

Hidden neurons operate sequentially, hyper body information flows from input

layer and hidden neurons to output layer (Fig. 8).

Data points on inputs are moving toward coordinate origin. On the output the data

points are moving to predicted values. After the second step of operation we have

the next (Fig. 9).

After the third step of operation data points are lying around the coordinate origin

on inputs and have predicted values on output (Fig. 10). The procedure of use of GTM

converges in cases, when the entry vector is real a unit of a matrix of implementation

of the object [14, 15].

3 Image Scaling Based on the Matrix Operator
of Synaptic Connection Weights

3.1 Linear Decomposition of Neural-Like Structure
of Geometric Transformation Model

The task of image resolution change through the use of NLS GTM, provides two

stages of its use—training and usage. But, for example, the solving of the task of

resolution change for the set of same type of images makes inappropriate use of

training stage for each of the samples. This is because the statistics of the same
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Fig. 10 Third step of transformations

type of images very similar, and the ability to generalization NLS GTM is very high

[19, 23]. Therefore, NLS GTM, which is trained for one sample from set can be

used to change resolution of another images. The work of NLS GTM in using mode

about 2–3 times faster than work in training mode [15]. However, before the using

mode we must perform some image pre-processing ((7), then (12) or (13), then (15)

or (16)). This is imposes a number of limitations for use the method for solving the

series of practical tasks. Therefore, there is a need to increase the performance of the

method, in particular by avoiding the use of this pre-processing procedures. For that

we use linear structure of NLS GTM, including linear activation function and linear

synaptic connections. This allows to apply the principles of linear superposition and

move from the initial (Fig. 2) to equivalent topologies of NLS GTM (Fig. 11).

The process of linear decomposition and repetitiveness of the solution, which

provides by training technology [16], allows to get the matrix operator of synaptic

connection weights from NLS GTM with many outputs. It will provide the ability

to solve the task of images resolution change without NLS GTM at using mode. In

addition, it will reduce the time for work with the method of image resolution change

based on machine learning, in particular, under processing of image set of same type.

3.2 Synthesis of the Matrix Operator of Synaptic
Connection Weights from the Trained NLS GTM

To solve the task of images resolution change based on machine learning, weight

coefficients of synaptic connection are used. The matrix operator, elements of which

are these coefficients is derived from trained NLS GTM. For using this matrix opera-

tor to solve the task of images resolution increase, the procedure of obtaining weight
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coefficients of synaptic connections from the trained neural-like structures of GTM

with many outputs is proposed. The main steps of this procedure are as follows [16]:

∙ we train NLS GTM on a pair of images according to the procedure, which is

described above;

∙ based on trained NLS GTM it is get matrix operator V (m)
of response surface coef-

ficients 𝛼i,j:

V (m) =
[
𝛼i,j
]j=

________

1,(km)2

i=
_________

1,k2+1
. (30)

According to (15) the dimension of the matrix V (m)
was equal: dim(V (m)) =(

k2 + 1
)
(km)2.

Matrix V (m)
is formed by testing NLS GTM with test signals matrix T. Matrix T

can be defined in the form as follows:

Fig. 11 NLS GTM equivalent topologies for solving the task of image resolution change:

a increase; b decrease
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T =
(
𝛺

E

)

, 𝛺 =
⎧
⎪
⎨
⎪
⎩

0,… , 0
⏟⏟⏟

k2

⎫
⎪
⎬
⎪
⎭

(31)

where E—an identity matrix, dim(E) = k2 × k2.

∙ based on the matrix (30), we build new—matrix operator of synaptic connections

weightsW (m)
. Each of its j-th column contain a set (k2 + 1) of synaptic connections

weights
{
wi,j

}
for each unknown pixel from HR image frame of the equivalent

topology of linear NLS (Fig. 11b) as follows:

W (m) =
[
wi,j

]j=
________

1,(km)2

i=
_________

1,k2+1
(32)

where coefficients from W (m)
are calculated as following:

∀i ∈
[
1, k2 + 1

]
,∀j ∈

[
1, (km)2

]
∶ wi,j =

{
𝛼1,j, i = 1;
𝛼i,j − 𝛼1,j, i ≠ 1. (33)

∙ using the matrix operator W (m)
we can obtain the unknown HR image frame FR(m)

i,j
from respective input LR image frame FRi,j, as follows:

∀i, j ∈ [1, n] ∶

FR(m)
i,j =

⎡
⎢
⎢
⎢
⎢
⎣

c(m)x,y |c
(m)
x,y = w1,(x−1)mk+y+

+
ki∑

a=(i−1)+1

kj∑

b=k(j−1)+1
ca,b ∗ w(a−k(i−1)−1)k+b−k(j−1)+1,(x−1)mk+y

⎤
⎥
⎥
⎥
⎥
⎦x,y=1,mk

(34)

where ∀a, b ∶ ca,b ∈ FRi,j.

∙ when applying (34) to all FRi,j we get all appropriate frames FR(m)
i,j of the unknown

HR image.

Similarly, we can get matrix operator of synaptic connections weights to solve the

task of image resolution decrease (Fig. 11b).
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4 Results of Practical Experiments

4.1 Investigation of Influence of the Training
Sample Dimension Change

To implement the training procedure a pair of images from (Fig. 1) is used. Test

samples formed by the most famous images (Fig. 12). They are taken from the base

of Signal and Image Processing Institute of Southern California University. Note that

all images are scaled to present in this book chapter.

The dimension of the training set to solve various tasks plays an important

role when we use means of artificial neural networks [5, 10, 24–26]. Therefore,

to study the influence of changing size FRi,j (dim(FRi,j) = k × k) and appropriate

FR(m)
i,j (dim(FR(m)

i,j ) = k(m) × k(m)) at different m on the quality of received images

(Peak signal-to-noise ratio—PSNR [27], Structural SIMilarity—SSIM [28], Uni-

versal image quality index—UIQ [29], Mean squared error—MSE [30]), a series

of experiments were conducted.

The Task of Image Resolution Increasing. Practical implementation of the method

of image resolution increase using neural-like structure of geometric transformations

model was conducted by the following parameters of NLIS GTM (Fig. 1a): the num-

ber of inputs—dim(FRi,j), hidden layers—1, neuron number in the hidden layer equal

dim(FRi,j), the outputs number of NLS determined by condition of solution the task

of image resolution increase (9) and equal dim(FR(m)
i,j ). Linear value of synaptic con-

nections. Coefficients of increase m were 2, 3.

Dependence of HR image’s quality values (PSNR and UIQ) from dim(FRi,j) with

different m is shown in (Tables 1 and 2).

Evaluation of images quality obtained from the SSIM and MSE are shown in

(Table 3) and (Table 4), respectively.

Result of comparing the efficiency of both developed methods has shown full

coincidence by all four indexes of quality. This demonstrates that the noise that arises

during of decomposition process of NLS GTM is so small that it can be neglected.

As shown in the (Tables 1, 2, 3 and 4) for best results for all test sample on all

quality indexes obtained for images, which are divided to frames with the dimen-

sion dim(FRi,j) = 6 × 6. In particular, evaluation of the quality results by PSNR for

increasing image resolution with m = 3 shown in (Fig. 13) In addition, in (Fig. 14c)

a fragment of this image where dim(FR(m)
i,j ) = 18 × 18 is demonstrated.

Further increase dim(FR(m)
i,j ) leads to distortion of test HR images (Fig. 14d), but

obviously improves the quality of training image (Fig. 14a).

The results of image resolution increase when k ≤ 4 is satisfactory. However,

among the artifacts that arise during scaling, the presence of visible frame borders

significantly reduces image quality at the visual assessment stage (Fig. 14b).
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Fig. 12 LR images of test sample

Table 1 The PSNR values of HR images by changing the increase coefficient m and FRi,j

Image m = 2 m = 3
(a) 33.57 34.83 35.42 36.20 36.58 30.61 31.66 31.42 33.12 33.71 34.59

(b) 31.88 32.53 32.77 32.92 32.88 30.16 30.95 30.56 31.15 30.91 30.37

(c) 36.35 38.21 38.82 39.34 39.33 33.54 35.51 35.11 36.12 35.77 34.97

(d) 23.30 23.29 23.28 23.25 23.20 22.69 22.72 22.32 22.56 22.37 22.13

(e) 24.47 24.91 25.12 25.25 25.21 22.88 23.16 22.78 23.26 23.08 22.76

(f ) 28.51 29.72 30.10 30.36 30.29 25.68 26.63 25.87 26.81 26.46 25.72

(g) 32.02 33.28 33.66 34.05 33.99 29.43 30.63 30.29 31.07 30.79 30.08

(h) 34.20 35.43 35.88 36.22 36.25 31.80 32.98 32.67 33.47 33.30 32.75

(i) 28.10 28.94 29.18 29.47 29.49 25.60 26.16 25.69 26.38 26.15 25.60

(j) 29.62 30.26 30.49 30.78 30.68 27.04 27.62 27.33 27.80 27.62 27.30

FR(m)
i,j 4 × 4 6 × 6 8 × 8 12 ×

12
14 ×
14

6 × 6 9 × 9 12 ×
12

18 ×
18

21 ×
21

24 ×
24

FRi,j 2 × 2 3 × 3 4 × 4 6 × 6 7 × 7 2 × 2 3 × 3 4 × 4 6 × 6 7 × 7 8 × 8
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Table 2 The SSIM values of HR images by changing the increase coefficient m and FRi,j

Image m = 2 m = 3
(a) 0.984 0.987 0.989 0.990 0.990 0.943 0.956 0.947 0.962 0.964 0.965

(b) 0.970 0.974 0.975 0.976 0.976 0.936 0.949 0.936 0.948 0.944 0.934

(c) 0.990 0.993 0.993 0.993 0.993 0.960 0.977 0.967 0.976 0.973 0.967

(d) 0.977 0.982 0.982 0.983 0.982 0.923 0.945 0.923 0.940 0.933 0.915

(e) 0.938 0.944 0.946 0.948 0.947 0.800 0.815 0.767 0.824 0.816 0.800

(f ) 0.977 0.982 0.983 0.984 0.983 0.912 0.932 0.906 0.928 0.920 0.899

(g) 0.953 0.967 0.969 0.972 0.973 0.904 0.934 0.925 0.939 0.935 0.923

(h) 0.983 0.986 0.987 0.988 0.988 0.951 0.964 0.954 0.965 0.963 0.957

(i) 0.967 0.972 0.973 0.974 0.974 0.874 0.890 0.861 0.896 0.885 0.870

(j) 0.973 0.977 0.979 0.980 0.980 0.916 0.931 0.916 0.929 0.924 0.913

FR(m)
i,j 4 × 4 6 × 6 8 × 8 12 ×

12
14 ×
14

6 × 6 9 × 9 12 ×
12

18 ×
18

21 ×
21

24 ×
24

FRi,j 2 × 2 3 × 3 4 × 4 6 × 6 7 × 7 2 × 2 3 × 3 4 × 4 6 × 6 7 × 7 8 × 8

Table 3 The MSE values of HR images by changing the increase coefficient m and FRi,j

Image m = 2 m = 3
(a) 28.6 21.4 18.7 15.6 14.3 56.5 44.3 46.8 31.7 27.7 22.6

(b) 42.2 36.3 34.3 33.2 33.5 62.6 52.3 57.2 49.9 52.8 59.7

(c) 15.1 9.8 8.5 7.6 7.6 28.8 18.3 20.0 15.9 17.2 20.7

(d) 304.5 304.7 305.3 307.4 311.1 349.7 348.0 380.8 360.5 376.6 398.3

(e) 232.4 209.8 200.2 194.2 195.8 335.2 314.1 342.6 307.3 319.6 344.8

(f ) 91.6 69.4 63.5 59.8 60.8 175.9 141.2 168.3 135.5 146.8 174.3

(g) 40.8 30.6 28.0 25.6 26.0 74.2 56.2 60.8 50.9 54.2 63.8

(h) 24.7 18.6 16.8 15.5 15.4 43.0 32.7 35.2 29.3 30.4 34.5

(i) 100.8 83.0 78.6 73.4 73.2 179.3 157.6 175.6 149.8 157.8 179.1

(j) 70.9 61.2 58.1 54.3 55.6 128.6 112.6 120.2 108.0 112.6 121.1

FR(m)
i,j 4 × 4 6 × 6 8 × 8 12 ×

12
14 ×
14

6 × 6 9 × 9 12 ×
12

18 ×
18

21 ×
21

24 ×
24

FRi,j 2 × 2 3 × 3 4 × 4 6 × 6 7 × 7 2 × 2 3 × 3 4 × 4 6 × 6 7 × 7 8 × 8

The results of image resolution increase when k ≥ 7 shows a high level of noise

in some areas of the image (Fig. 14d). Therefore, for practical implementation of the

method we recommended use of k = 6.

The Task of Image Resolution Decreasing. Practical implementation of method of

image resolution decrease using neural-like structure of geometric transformations

model (Fig. 2b) and matrix operator of synaptic connections weights for (Fig. 11b)

was conducted by the following parameters of NLS GTM: the number of inputs—

dim(FRi,j), hidden layers—1, neuron number of in the hidden layer equal dim(FR(m)
i,j ),

the number of NLS outputs are determined by condition of solution, the task of image
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Table 4 The UIQ values of HR images by changing the increase coefficient m and FRi,j

Image m = 2 m = 3
(a) 0.76 0.78 0.78 0.79 0.79 0.64 0.67 0.64 0.68 0.69 0.69

(b) 0.68 0.70 0.70 0.71 0.70 0.59 0.61 0.59 0.61 0.60 0.58

(c) 0.77 0.83 0.83 0.83 0.83 0.65 0.72 0.69 0.72 0.70 0.68

(d) 0.75 0.80 0.80 0.81 0.80 0.59 0.66 0.61 0.65 0.63 0.59

(e) 0.71 0.73 0.74 0.75 0.75 0.52 0.54 0.49 0.56 0.55 0.53

(f ) 0.72 0.75 0.75 0.75 0.75 0.59 0.62 0.58 0.62 0.60 0.57

(g) 0.69 0.72 0.73 0.73 0.73 0.55 0.59 0.56 0.59 0.57 0.55

(h) 0.82 0.84 0.85 0.85 0.85 0.74 0.77 0.75 0.77 0.76 0.74

(i) 0.77 0.79 0.79 0.80 0.80 0.61 0.63 0.58 0.64 0.62 0.60

(j) 0.74 0.76 0.76 0.77 0.77 0.61 0.63 0.60 0.63 0.62 0.60

FR(m)
i,j 4 × 4 6 × 6 8 × 8 12 ×

12
14 ×
14

6 × 6 9 × 9 12 ×
12

18 ×
18

21 ×
21

24 ×
24

FRi,j 2 × 2 3 × 3 4 × 4 6 × 6 7 × 7 2 × 2 3 × 3 4 × 4 6 × 6 7 × 7 8 × 8

Fig. 13 The results (PSNR values) of image resolution increase if m = 3

resolution decrease (11), and equal dim(FRi,j). Linear value of synaptic connections.

Coefficient of decrease m was set to 2, 3, and training process was conducted on the

image 1 from the (Fig. 12).

The aim of this experiment is to search for such size frame dim(FR(m)
i,j ) = (k × k)

that would provide best results based on MSE, UIQ, PSNR, SSIM. SSIM and PSNR

values when changing the frame dimensions for input test HR image (h) in the case

of a decrease in 2 times are shown in (Figs. 15 and 16) in accordance.

MSE, UIQ show a similar result for this variants of image resolution decrease.

As shown in (Figs. 15 and 16) the best results are obtained in the case of the

smallest value k (dim(FR(m)
i,j ) = 2 × 2). For visual evaluation of obtained results in

(Fig. 17) are shown a set of reduction in twice images when changing k.

As shown in (Fig. 17), when increasing the frame size of dim(FR(m)
i,j ), the quality of

received images is significantly reduced. The same results were obtained for reducing
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Fig. 14 Fragments of HR images if m = 3

Fig. 15 SSIM values by

changing dim(FR(m)
i,j )

Fig. 16 PSNR values by

changing dim(FR(m)
i,j )
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Fig. 17 The results of

image resolution decrease

twice by changing

dim(FR(m)
i,j ): a original image

(252 × 252 pixels);

b 2 × 2 − 1 × 1;

c 4 × 4 − 2 × 2;

d 6 × 6 − 3 × 3;

e 8 × 8 − 4 × 4;

f 12 × 12 − 6 × 6

all other test images on all four indexes. Therefore, for practical application of the

method, it should be used with the lowest value of input HR image frame size.

4.2 Investigation of Influence of Changing the Nonlinearity
Degree of the Synaptic Connections for Solving Task
of Images Resolution Increasing

The purpose of this experiment is to determine value of nonlinearity degree of synap-

tic connections between neurons that would provide sufficient quality of the resulting

image and a small number of required computing resources, which are needed for

work of NLS GTM. The value of this degree is defined by polynomial order.
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The parameters of NLS GTM (Fig. 2a): the number of inputs—dim(FRi,j) = 36,

hidden layers—1, neuron number in the hidden layer equal dim(FRi,j) = 36, coeffi-

cient of decrease m = 2. Therefore, the number of NLS outputs using (9) is equal

dim(FR(m)
i,j ) = 144.

The method is simulated in all test samples by changing of nonlinearity degree

of synaptic connections in the range [1–4]. Further increase of this degree makes no

sense because its large value significantly increases computing resources, which are

needed for work of NLS GTM. Comparative results for test images from (Fig. 12).

for the four indexes of quality are shown in (Table 5). Summary results of scaling

using PSNR, shown in (Fig. 18).

To summarize the results of the experiment, it can be stated that use of nonlinear

synaptic connections between neurons in most test samples did not confirm improved

performance of scaling parameters. This occurred through obvious increase in the

complexity of the network and by deterioration of its generalization properties.

Obviously, the introduction of nonlinearities significantly increases the computa-

tional resources, which are needed for work of NLS GTM. This allows to claim that

increasing this parameter makes no sense because solving this task is completely

satisfied by linear value of synaptic connections between neurons.

4.3 Investigation of Influence of Changing the Neuron
Number in the Hidden Layer for Solving Task
of Images Resolution Decreasing

As investigated in the previous paragraph, the training procedure of NLS GTM

should take place when dim(FR(m)
i,j ) = 2 × 2, dim(FRi,j) = 1 × 1. In this case, the

neuron number in hidden layer was dim(FR(m)
i,j ), i.e., 4. The next experiment involves

searching such NLS parameters, which provide the best results. For this, the neuron

number in hidden layer are changing. Since this variable should not be more than

the number of NLS inputs, the experiment involves reducing it from 4 to 1.

Here are some (Table 6) simulation results of the method of image resolution

decrease in twice for test images (Fig. 12c, e, g).

On (Figs. 19 and 20) results of this experiment are shown for the image (g) from

Fig. 12.

Choosing in the hidden layer only one neuron, allows additional increase in the

efficiency of the developed method, including the quality of the image scaling with

decreased coefficient—2 on all four indexes.

The matrix operator of synaptic connections weights for solution of the task of

image resolution decreasing at twice when dim(FR(m)
i,j ) = 2 × 2, dim(FRi,j) = 1 × 1

and one neuron in hidden layer is as follows:
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Table 5 The quality indexes of HR images if m = 2

Image MSE PSNR

(a) 15.58 17.712 19.14 19.476 36.203 35.648 35.311 35.236

(b) 33.178 35.811 36.706 37.09 32.922 32.591 32.483 32.438

(c) 7.572 8.884 9.547 9.256 39.34 38.64 38.33 38.46

(d) 307.45 342.691 343.069 346.411 23.253 22.782 22.777 22.735

(e) 194.23 195.908 198.624 199.149 25.248 25.21 25.151 25.139

(f ) 59.79 62.223 64.709 64.989 30.365 30.191 30.021 30.002

(g) 25.569 24.447 25.711 24.615 34.054 34.249 34.03 34.219

(h) 15.523 14.979 15.861 15.017 36.221 36.376 36.127 36.365

(i) 73.421 74.789 76.865 76.889 29.473 29.392 29.274 29.272

(j) 54.33 56.509 57.785 57.984 30.78 30.61 30.513 30.498

Image UIQ SSIM

(a) 0.79 0.745 0.736 0.736 0.99 0.985 0.985 0.986

(b) 0.706 0.685 0.68 0.679 0.976 0.972 0.972 0.973

(c) 0.829 0.784 0.774 0.767 0.993 0.99 0.99 0.99

(d) 0.806 0.695 0.682 0.674 0.983 0.973 0.974 0.975

(e) 0.747 0.74 0.736 0.735 0.948 0.946 0.945 0.946

(f ) 0.753 0.722 0.714 0.713 0.984 0.979 0.979 0.98

(g) 0.732 0.707 0.696 0.697 0.972 0.977 0.975 0.979

(h) 0.849 0.835 0.829 0.829 0.988 0.987 0.987 0.987

(i) 0.799 0.788 0.782 0.783 0.974 0.972 0.972 0.972

(j) 0.769 0.744 0.737 0.737 0.979 0.976 0.976 0.977

The

degree of

synapse

nonlin-

earity

1 2 3 4 1 2 3 4

Fig. 18 PSNR values by changing the degree of synaptic connection nonlinearity if m = 2
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Table 6 The quality indexes of the received images by changing the neuron number in the hidden

layer if m = 2
Image Neurons

number

SSIM MSE UIQ PSNR

(e) 1 0.99 6.29 0.95 40.14

(c) 1 0.93 61.25 0.93 30.26

(g) 1 0.98 9.26 0.97 38.47

(e) 2 0.97 15.63 0.91 36.19

(c) 2 0.84 166.03 0.83 25.93

(g) 2 0.95 26.15 0.93 33.96

(e) 3 0.96 20.35 0.89 35.05

(c) 3 0.76 281.84 0.75 23.36

(g) 3 0.93 31.12 0.91 33.2

(e) 4 0.96 19.84 0.89 35.16

(c) 4 0.78 255.59 0.77 24.06

(g) 4 0.93 32.35 0.91 33.03

Fig. 19 PSNR values by

changing the neuron number

in the hidden layer (for

image (g))

Fig. 20 SSIM values by

changing the neuron number

in the hidden layer (for

image (g))

W =

⎡
⎢
⎢
⎢
⎢
⎣

1.7192300387
0.1976243697
0.2964612646
0.2098242399
0.2844760125

⎤
⎥
⎥
⎥
⎥
⎦

(35)
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Table 7 The results of image resolution decrease using W
Image MSE PSNR UIQ SSIM

(a) 13.9638 36.6808 0.9503 0.9777

(b) 13.4164 36.8544 0.9471 0.964

(c) 6.2917 40.1431 0.9517 0.988

(d) 259.6678 23.9866 0.9374 0.9717

(e) 61.2527 30.2595 0.9279 0.9301

(f ) 34.5352 32.7482 0.9491 0.9713

(g) 15.7173 36.167 0.9165 0.967

(h) 9.2588 38.4652 0.9742 0.9821

(i) 31.6375 33.1288 0.9535 0.9611

(j) 22.2986 34.648 0.9486 0.9664

Fig. 21 Comparison of

quality (SSIM values) of

received HR images if m = 3

by different methods

Results of decreasing image resolution at twice using (35) are shown in (Table 7).

5 Comparison of Results

The efficiency of developed methods compared with the efficiency of the known

method—based on Convolution Neural Network [10, 11]. It should be noted that

known method (SRCNN), shows the best results on high quality of HR images at

its class. However, the approach to solving this task is somewhat different from the

developed one. SRCNN requires large dimension of the training set (it must contain

more than one images pair for good quality of resulting HR images).

The training set of the developed method (as in case NLS GTM as by using matrix

operator of synaptic connections weights) formed based on frames from only one

pair of images (Fig. 1). Procedure of the practical implementation of the method of

image resolution increase was held using W (m)
for the following parameters: m = 3,

k = 6. The training model of SRCNN was taken from [11].

As shown in (Fig. 21), SSIM values for two methods are very similar. However,

the best results were obtained for synthesis HR images by SRCNN. Nevertheless,

developed methods have several significant advantages, including the following:
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∙ the training model of SRCNN method requires a large number of image pairs but

the training model of developed method has only one image pair;

∙ the SRCNN method involves the use of iterative back propagation algorithm and

with the same settings can produce different results (i.e., there is a problem of

uniqueness of solution). The training process of developed method performs only

one iteration and provides unambiguous solution when other things being equal;

∙ the training procedure of SRCNN method last for about three days. The NLS GTM

method due to no iterations offers high performance in a training mode;

∙ the using mode of the SRCNN method involves to use Convolution neural network.

The matrix operator of synaptic connections weights, obtained in the work, avoid

to use NLS GTM in using mode. This advantage reduces time for solving the task

of image resolution change;

∙ the SRCNN method designed to implement only the process of image resolution

increasing. The NLS GTM-based method makes it possible to perform images

resolution change with both coefficients: increase and decrease.

6 Conclusions

In this book chapter, the methods of image scaling based on machine learning are

shown. It has chosen the neural-like structure of geometric transformations paradigm

for training, because they reduce calculation and time resources which are needed for

solving this task. Beside this, NLS GTM enables quick retraining in the automatic

mode. To summarize the material it can be stated as follows:

∙ through the implementation of this approach it is possible to extend the function-

ality of learning-based methods, including perform scaling process with target

coefficients both increase and decrease, that provides the high quality of scaling

and reduces the training time;

∙ the developed methods provide high efficiency of scaling (based on PSNR and

SSIM) and are characterized by computing resources decrease, which are needed

for implementation of such procedures;

∙ it is established experimentally that the best value of synapses nonlinearity degree

by the quality of the HR images (for the criterion based on PSNR) and compu-

tational resources, which are required by NLS GTM for solving this problem is

equal to 1;

∙ it is established experimentally that frame size of the input LR image must be at

least 6 × 6 pixels for synthesis HR image, and no more than 2 × 2 pixels for image

resolution decrease;

∙ it is established experimentally that the best value of neuron number of hidden

layer for synthesis LR image is equal to 1;

∙ the procedure of obtaining matrix operator of synaptic connections weights from

trained NLS GTM with multiple outputs is developed. This allows to implement

scaling without reuse of NLS GTM;
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∙ in a practical way it is found that scaling results with use of either NLS GTM or

the matrix operator of synaptic connection weights are the same ones. It allows

to use this operator to implement changing image resolution methods in an online

mode.
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2D/3D Object Recognition
and Categorization Approaches
for Robotic Grasping

Nabila Zrira, Mohamed Hannat, El Houssine Bouyakhf
and Haris Ahmad Khan

Abstract Object categorization and manipulation are critical tasks for a robot to

operate in the household environment. In this chapter, we propose new methods for

visual recognition and categorization. We describe 2D object database and 3D point

clouds with 2D/3D local descriptors which we quantify with the k-means clustering

algorithm for obtaining the bag of words (BOW). Moreover, we develop a new global

descriptor called VFH-Color that combines the original version of Viewpoint Fea-

ture Histogram (VFH) descriptor with the color quantization histogram, thus adding

the appearance information that improves the recognition rate. The acquired 2D and

3D features are used for training Deep Belief Network (DBN) classifier. Results from

our experiments for object recognition and categorization show an average of recog-

nition rate between 91% and 99% which makes it very suitable for robot-assisted

tasks.

1 Introduction

In recent years, robots are being deployed in many areas where automation and

decision-making skills are required. Robots are not just mechanically advanced but

are becoming intelligent as well, and the idea behind these intelligent machines is

the creation of systems that imitate the human behavior to be able to perform tasks
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which are actually infeasible for humans. The type of tasks for which robots are well

adapted includes those that are in unexplored environment such as outer space [61,

64] and undersea [4, 15, 26]. However, the robot tasks are not limited just to com-

plex and difficult problems, but they are covering some industrial [21], medical [17],

and domestic applications [20] as well.

A human can search and find an object visually in a cluttered scene. It is a very

simple task for human to pick an object and place it in the required place while avoid-

ing obstacles along the path, and without damaging the fragile objects. These sim-

ple and trivial tasks for humans become challenging and complex for robots and can

overcome their capabilities. The majority of pickup and drop applications through

robots are performed in fully known and structured environments. The key question

that arises in this context is how robots can perform as well as humans in these tasks

when the structure of the environment is varied?

Human vision is extremely robust and can easily classify objects among tens of

thousands of possibilities [11] within a fraction of a second [43]. The human system

is able to tolerate the tremendous changes in scale, illumination, noise, and view-

ing angles for object recognition. Contrary to the human vision, the object recogni-

tion is a very complex problem and still beyond the capabilities of artificial vision

systems. This contrast between vision systems and the human brain for performing

visual recognition and classification tasks gave rise to the development of several

approaches to visual recognition.

The ability to recognize and manipulate a large variety of objects is critical for

mobile robots. Indoor environment often contains several objects on which the robot

should make different actions such as “Pick-up the remote control TV!”, “Drop it

inside the box!”. So, how to represent and classify objects to be recognized by robots?

Several techniques have been explored in order to achieve this goal. Recently,

appearance-based methods have been successfully applied to the problem of object

recognition. These methods typically proceed with two phases. In the first phase,

a model is constructed from a set of training images that includes the appearance

of the object under different illuminants, scales, and multiple instances. Whereas,

in the second phase, the methods try to extract parts from the input image through

segmentation or by using the sliding windows over the whole image. The methods

then compare extracted parts of the input image with the training set. A popular

strategy of appearance-based methods is the bag of words (BoW). BoW is inspired

from text-retrieval systems that count how many times a word appears in a document.

It aims to represent an image as an orderless set of local regions. In general, local

regions are discretized into a visual vocabulary. This method obtains excellent results

in image classification [5], image retrieval [66], object detection as well as scene

classification [24].

With the advent of new 3D sensors like Microsoft Kinect, 3D perception became a

fundamental vision research in mobile robotic applications. The Point Cloud Library

(PCL) was developed by Rusu et al. [47] in 2010 and officially published in 2011.

This open source library, licensed under Berkeley Software Distribution (BSD)

terms, represents a collection of state-of-the-art algorithms and tools that operate

with 3D point clouds. Several studies have been made based on PCL detectors and
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descriptors for 3D object recognition applications. PCL integrates several 3D detec-

tors as well as 3D local and global descriptors. In 3D local descriptors, each point is

described by its local geometry. They are developed for specific applications such as

object recognition, and local surface categorization. This local category includes

Signature of Histograms of OrienTation (SHOT) [57], Point Feature Histograms

(PFH) [45], Fast Point Feature Histograms (FPFH) [44], and SHOTCOLOR [58].

On the other hand, the 3D global descriptors describe object geometry and they

are not computed for individual points, but for a whole cluster instead. The global

descriptors are high-dimensional representations of object geometry. They are usu-

ally calculated for subsets of the point clouds that are likely to be objects. The global

category encodes only the shape information and includes Viewpoint Feature His-

togram (VFH) [46], Clustered Viewpoint Feature Histogram (CVFH) [2], Oriented

Unique and Repeatable CVFH (OUR-CVFH) [1], and Ensemble of Shape Functions

(ESF) [62].

The ability to recognize objects is highly valuable for performing imperative tasks

in mobile robotics. In several works, authors use classification methods such as Sup-

port Vector Machines (SVMs) [25, 31, 65], Nearest Neighbor (NN) [38], Artifi-

cial Neural Network (ANN) [7], or Hidden Markov Model (HMM) [59] in order to

predict the object class. Recently, researchers got interested in deep learning algo-

rithms because they can simultaneously and automatically discover both low-level

and high-level features. Deep Belief Network (DBN) is a graphical model consisting

of undirected networks at the top hidden layers and directed networks in the lower

layers. The learning algorithm uses greedy layer-wise training by stacking restricted

Boltzmann machines (RBMs) which contain hidden layer for modeling the proba-

bility distribution of visible variables [10].

In this chapter, we present new 2D/3D object recognition and categorization

approaches which are based on local and global descriptors. We describe 2D objects

and 3D point clouds using 2D/3D local and global descriptors. Then, we train sepa-

rately these features with Deep Belief Network. We summarize our contributions as

follows:

1. We describe an object database with SURF feature points which are quantified

with the k-means clustering algorithm to make the 2D bag of words;

2. We describe a point cloud with spin image features which we quantify with the

k-means clustering algorithm to generate the 3D bag of words;

3. We propose VFH-Color descriptor that combines both the color information and

geometric features extracted from the previous version of VFH descriptor. We

extract the color information for point cloud data, and then we use the color quan-

tization technique to obtain the color histogram which is combined with VFH

histogram.

This chapter is organized as follows. In Sect. 2, we provide a literature review

on the relevant works of 2D/3D object recognition and categorization. Details of

the proposed approaches are presented in Sect. 3. The implementation details and

the experimental results are presented in Sect. 4. Finally, we conclude the chapter in

Sect. 5.
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2 State of the Art

2.1 2D Recognition and Categorization

Recently, the approaches that were based on bag of words (BoW), also known as Bag

of features produced the promising results on several applications, such as object and

scene recognition [13, 33], localization and mapping for mobile robots [19], video

retrieval [52], text classification [6], and language modeling for image classification

and retrieval [32, 37, 68].

Sivic et al. [51] used Latent Dirichlet Allocation (LDA) and probabilistic Latent

Semantic Analysis (pLSA) in order to compute latent concepts in images from the

cooccurrences of visual words. The authors aim to generate a consistent vocabulary

of visual words that is insensitive to viewpoint changes and illumination. For this

reason, they use vector quantized SIFT descriptors which are invariant to translation,

rotations, and rescaling of the image.

Csurka et al. [14] developed a generic visual categorization approach for identify-

ing the object content of natural images. In the first step, their approach detects and

describes image patches which are clustered with a vector quantization algorithm to

generate a vocabulary. The second step constructs a bag of keypoints that counts the

number of patches assigned to each cluster. Finally, they use Naive Bayes and SVM

to determine image categories.

Fergus et al. [18] suggested an object class recognition method that learns and

recognizes object class models from unlabeled and unsegmented cluttered scenes in

a scale-invariant manner. The approach exploits a probabilistic model that combines

shape, appearance, occlusion, and relative scale, as well as an entropy-based feature

detector to select regions and their scale within an image.

Philbin et al. [42] proposed a large-scale object retrieval system with large vocab-

ularies and fast spatial matching. They extract features from each image in a high-

dimensional descriptor space which are quantized or clustered to map every feature

to a “visual word”. This visual word is used to index the images for the search engine.

Wu et al. [63] proposed a new scheme to utilize optimized bag of words models

called Semantics Preserving Bag of Words (SPBoW) that aims to map semantically

related features to the same visual words. SPBoW computes a distance between iden-

tical features as a measurement of the semantic gap and tries to learn a codebook by

minimizing this gap.

Larlus et al. [30] combined a bag of words recognition component with spatial

regularization based on a random field and a Dirichlet process mixture for category-

level object segmentation. The random field (RF) component assures short-range

spatial contiguity of the segmentation while a Dirichlet process component assures

mid-range spatial contiguity by modeling the image as a composition of blobs.

Finally, the bag of words component allows strong intra-class imaging variations

and appearance.

Vigo et al. [60] exploited color information in order to improve the bag of words

technique. They select highly informative color-based regions for feature extraction.
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Then, feature description focuses on shape and can be improved with a color descrip-

tion of the local patches. The experiments show that color information should be used

both in the feature detection as well as the feature extraction stages.

Khan et al. [28] suggested integration of spatial information in the bag of visual

words. The approach models the global spatial distribution of visual words that con-

sider the interaction among visual words regardless of their spatial distances. The

first step consists of computing pair of identical visual words (PIW) that save all the

pairs of visual words of the same type. The second step represents a spatial distrib-

ution of words as a histogram of orientations of the segments formed by PIW.

2.2 3D Recognition and Categorization

Most of the recent work on 3D object categorization focused on appearance, shapes,

and bag of words (BoW) extracted from certain viewing point changes of the 3D

objects.

Savarese and Fei-Fei [48] proposed a compact model for representing and learn-

ing 3D object categories. Their model aims to solve scale changes and arbitrary rota-

tions problems using appearance and 3D geometric shape. Each object is considered

as a linked set of parts that are composed of many local invariant features. Their

approach can classify, localize and infer the scale as well as the pose estimation of

objects in the given image.

Toldo et al. [56] introduced bag of words (BoW) approach for 3D object cate-

gorization. They used spectral clustering to select seed-regions; then computed the

geometric features of the object sub-parts. Vector quantization is applied to these

features in order to obtain BoW histograms for each mesh. Finally, Support Vector

Machine is used to classify different BoW histograms for 3D objects.

Nair and Hinton [40] presented a top-level model of Deep Belief Networks

(DBNs) for 3D object recognition. This model is a third-order Boltzmann machine

that is trained using a combination of both generative and discriminative gradients.

The model performance is evaluated on NORB images where the dimensionality

for each stereo-pair image is reduced by using a foveal image. The final representa-

tion consists of 8976-dimensional vectors that are learned with a top-level model for

Deep Belief Nets (DBNs).

Zhong [67] introduced an approach for 3D point cloud recognition based on a

new 3D shape descriptor called Intrinsic Shape Signature (ISS). ISS uses a view-

dependent transform encoding for the viewing geometry to facilitate fast pose esti-

mation, and a view-independent representation of the 3D shape in order to match

shape patches from different views directly.

Bo et al. [12] introduced a set of kernel features for object recognition. The authors

develop kernel descriptors on depth maps that model size, depth edges, and 3D

shape. The main match kernel framework defines pixel attributes and designs match

kernels in order to measure the similarities of image patches to determine low dimen-

sional match kernels.
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Lai et al. [29] built a new RGBD dataset and proposed methods for recognizing

RGBD objects. They used SIFT descriptor to extract visual features and spin image

descriptor to extract shape features that are used for computing efficient match ker-

nel (EKM). Finally, linear support vector (LiSVM), gaussian kernel support vector

machine (kSVM), and random forest (RF) are trained to recognize both the category

and the instance of objects.

Mian et al. [39] suggested a 3D object retrieval approach from cluttered scenes

based on the repeatability and quality of keypoints. The authors proposed a quality

measure to select the best keypoints for extracting local features. They also intro-

duced an automatic scale selection method for extracting scale and multi-scale-

invariant features in order to match objects at different unknown scales.

Madry et al. [36] proposed the Global Structure Histogram (GSH) to describe

the point cloud information. Their approach encodes the structure of local feature

response on a coarse global scale to retain low local variations and keep the advan-

tage of global representativeness. GSH can be instantiated in partial object views

and trained using complete or incomplete information about an object.

Tang et al. [55] proposed a Histogram of Oriented Normal Vectors (HONV) fea-

ture which is based on local geometric characteristics of an object captured from

the depth sensor. They considered that the object category information is presented

on its surface. This surface is described by the normal vector at each surface point

and the local 3D geometry is presented as a local distribution of the normal vector

orientation.

Socher et al. [54] introduced the first convolutional-recursive deep learning model

for 3D object recognition. They computed a single CNN layer to extract low-level

features from both color and depth images. These representations are provided as

input to a set of RNNs with random weights that produce high-quality features.

Finally, the concatenation of all the resulting vectors forms the final feature vector

for a softmax classifier.

Schwarz et al. [49] developed a meaningful feature set that results from the pre-

trained stage of Convolutional Neural Network (CNN). The depth and RGB images

are processed independently by CNN and the resulting features are then concatenated

to determine the category, instance, and pose of the object.

Eitel et al. [16] presented two separate CNN processing streams for RGBD object

recognition. RGB and colorized depth images consist of five convolutional layers

and two fully connected layers. Both streams are processed separately through sev-

eral layers and converge into one fully connected layer and a softmax layer for the

classification task.

Alex [3] proposed a new approach for RGBD object classification. Four indepen-

dent Convolutional Neural Networks (CNNs) are trained, one for each depth data

and three for RGB data and then trains these CNNs in a sequence. The decisions of

each network are combined to obtain the final classification result.

Ouadiay et al. [41] proposed a new approach for real 3D object recognition and

categorization using Deep Belief Networks. First, they extracted 3D keypoints from

point clouds using 3D SIFT detector and then they computed SHOT/SHOTCOLOR
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descriptors. The performance of the approach is evaluated on two datasets: Wash-

ington RGBD object dataset and real 3D object dataset.

Madai et al. [35] reinvestigated Deep Convolutional Neural Networks (DCNNs)

for RGBD object recognition. They proposed a new method for depth coloriza-

tion based on surface normals, which colorized the surface normals for every pixel

and computed the gradients in a horizontal direction (x-axis) and vertical direction

(y-axis) through the Sobel operator. The authors defined two 3D vectors a and b
in direction of the z-axis in order to calculate the surface normal n. As n has three

dimensions, the authors map each of the three values of the surface normal to a cor-

responding RGB channels.

3 Our Recognition Pipelines

In this chapter, we suggest new approaches for 2D/3D object recognition and cat-

egorization for mobile robotic applications. We introduce two different recognition

pipelines, one relies on 2D/3D detectors and descriptors which are quantified with

a k-means algorithm to obtain 2D/3D bag of words, while the other one uses our

new 3D global descriptor called VFH-Color. Figure 1 summarizes the main steps of

2D/3D bag of words approaches.

1. Training set: represents a set of data (images or point clouds) used on our exper-

iment. Training means, creating a dataset with all the objects which we want to

recognize.

2. Keypoint extraction: is the first step of our approach where keypoints (interest

points) are extracted from input data. It reduces the computational complexity by

identifying particularly those regions of images which are important for descrip-

tors, in term of high information density.

3. Keypoint description: once keypoints are extracted, descriptors are computed

on the obtained keypoints and these form a description which is used to represent

the data.

4. Vocabulary: after the extraction of descriptors, the approach uses the vector

quantization technique to cluster descriptors in their feature space. Each clus-

ter is considered as “visual word vocabulary” that represents the specific local

pattern shared by the keypoints in this cluster.

5. Bag of Words: is a vector containing the (weighted) count or occurrence of each

visual word in the data which is used as the feature vector in the recognition and

classification tasks.

6. Classificiation: all data in training set are represented by their bag of words vec-

tors which represent the input of DBN classifier.



574 N. Zrira et al.

Fig. 1 Overview of 2D/3D bag of words approaches

Fig. 2 Overview of 3D global approach

For the global pipeline, we present a new VFH-Color descriptor that combines

both the color information and the geometric features extracted from the previ-

ous version of VFH descriptor. Figure 2 summarizes the main steps of the global

approach.

1. Training set: represents a set of point clouds used on our experiment.

2. 3D point description: extracts the color information for point cloud data, then

uses the color quantization technique to obtain the color histogram which is com-

bined with VFH histogram extracted from the previous version of VFH descrip-

tor.

3. Classificiation: all point clouds in training set are represented by their VFH-

Color features and are provided as the input to DBN classifier.
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3.1 Object Representation

3.1.1 2D Bag of Words

2D Speeded-Up Robust Features (SURF) detector

Keypoints are important features that are becoming more and more widespread in

image analysis. The Speeded-Up Robust Features (SURF) [8, 9] is based on the same

steps and principles of SIFT detector [34], but it utilizes a different scheme and pro-

vides better results than those obtained with SIFT extractor. SURF is scale- and

rotation-invariant keypoint detector that uses a very basic Hessian-matrix approxi-

mation because of its good performance in term of accuracy. Gaussian kernels are

optimal for scale-space analysis. SURF divides the scale space into levels and octaves

where each octave corresponds to a doubling of scale and is divided into uniformly

spaced levels. The method builds a pyramid of response maps with various levels

within octaves. The keypoints represent the points that are the extrema among eight

neighbors in the current level and its 2× 9 neighbors in the above and below levels.

2D Speeded-Up Robust Features (SURF) descriptor

SURF descriptor provides a unique and robust description of a feature that can be

generated on the area surrounding a keypoint. SURF descriptor is based on Haar

Wavelet responses and can be calculated efficiently with integral images. SURF

describes an interesting area with size 20s, then each interest area is divided into

4× 4 sub-areas and is described by the values of a wavelet response in the x and y
directions. The interest areas are weighted with a Gaussian centered at the keypoint

for being robust in deformations and translations. For each sub-area, a vector v is

calculated, based on 5× 5 samples. The descriptor for keypoint consists of 16 vec-

tors for the sub-areas being concatenated. Finally, the descriptor is normalized, to

achieve invariance to contrast variations that will represent themselves as a linear

scaling of the descriptor.

Visual vocabulary

Once the keypoint descriptors are obtained, the approach imposes a quantization on

the feature space of these descriptors. The standard pipeline to obtain “visual vocab-

ulary” is also called “codebook” which consists of (i) collecting a large sample of

a local feature; (ii) quantizing the feature space according to their statistics. Most

vector quantization or clustering algorithms are based on hierarchical or iterative

square error partitioning methods. Hierarchical methods organize data on groups

which can be displayed in the form of the tree. Whereas, square error partitioning

algorithms attempt to obtain which maximizes the between cluster scatter or min-

imizes the within-cluster scatter. In our work, we use a simple k-means clustering

algorithm. The “visual words” or “codevector” represent the k cluster centers. A vec-

tor quantizer takes a feature vector and maps it to the index of the nearest codevector

in the codebook using the Euclidean distance (Fig. 3).



576 N. Zrira et al.

Fig. 3 The schematic illustrates visual vocabulary construction and word assignment. a the black

dot represents SURF keypoint, the object contains in total 240 SURF keypoints. Next, the approach

computes SURF descriptor on each keypoint. bVisual words (W1, W2, W3, and W4) denote cluster

centers. c The sampled features are clustered in order to optimize the space into a discrete number

of visual words. A bag of visual words histogram can be used to summarize the entire image. It

counts the occurrence of each visual word in the image

Bag of Words

Bag of words is generated by computing the count or occurrence of each visual word

in the image which is used as the feature vector in the recognition and classification

tasks (Fig. 3).

3.1.2 3D Bag of Words

3D Scale-invariant feature transform (SIFT) detector

Scale-invariant feature transform (SIFT) is an algorithm deployed in the field of com-

puter vision to detect and describe regions in an image and identify similar elements

between varying images. This process is called “matching”. The algorithm consists

of the detected feature points of an image which are used to characterize every point

that needs to be recognized by comparing its characteristics with those of the points

contained in other images. The general idea of SIFT is to find the keypoints that

are invariant to several transformations/changes: rotation, scale, illumination, and

viewing angle. The 3D SIFT detector [50] utilizes the Difference-of-Gaussian (DoG)

function to extract the extrema points in both spatial and scale dimensions.

Spin image descriptor

The spin image was proposed to describe points of interest by [27]. This descriptor

translates the local properties of the surface oriented in a coordinate system fixed

and linked to the object. This system is independent of the viewing angle. The spin

is defined at a point oriented and designated by its 3D position (p) as well as asso-

ciated direction (n the normal to the local surface). A 2D local coordinate base is

formed using the tangent plane P in the point p, oriented perpendicularly to the nor-

mal n, and the line L through p parallel to n. A cylindrical coordinate system (𝛼, 𝛽)
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of the point p is then deduced. The radial coordinate defining the distance (nonneg-

ative) is perpendicular to L and the elevation coordinate of the defined distance is

perpendicular to P (signed positive or negative). The resulting histogram is formed

by counting the occurrences of different pairs of discretized distances.

Visual vocabulary

After describing each of the point clouds inside a class with the spin image, we need

to make the visual categorization using the probabilistic approach. The method we

use consists of applying a quantization operation with the k-means clustering and

constructs visual words with the well-known method of the bag of features.

Bag of Words

Instead of considering each feature point a visual word, we consider thanks to the

quantization that each of the clusters’ center represent a word. The bag of words algo-

rithm consists of computing the number of occurrences of each word in the model

database. It is like a probability of the number of words inside the class of objects.

3.1.3 Viewpoint Feature Histogram Color (VFH-Color)

The viewpoint feature histogram (VFH) [46] computes a global descriptor of the

point cloud and consists of two components: a surface shape component and a view-

point direction component. VFH aims to combine the viewpoint direction directly

into the relative normal angle calculation in the FPFH descriptor [44]. The viewpoint-

dependent component of the descriptor is a histogram of the angles between the

vector (pc − pv) and each point’s normal. This component is binned into a 128-bin

histogram. The other component is a simplified point feature histogram (SPFH) esti-

mated for the centroid of the point cloud, and an additional histogram of distances

of all points in the cloud to the cloud’s centroid. The three angles (𝛼, 𝜙, 𝜃) with the

distance d between each point and the centroid are binned into a 45-bin histogram.

The total length of VFH descriptor is the combination of these two histograms and

is equal to 308 bins.

Color quantization is a vector quantization that aims to select K vectors in N
dimensional space in order to represent N vectors from that space (K << N). In

Fig. 4 VFH-Color. a VFH descriptor. b Color quantization
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Fig. 5 Color quantization process. a point cloud data. b codebook (c1, c2, c3, and c4) denote

cluster centers. c The RGB features are clustered in order to optimize the space. The histogram

counts the occurrence of each codebook in the point cloud

general, color quantization is applied to reduce the number of colors in a given image

while maintaining the visual appearance of the original image. Color quantization is

applied in a three-dimensional space RGB and follows the following steps (Fig. 5):

1. Extract RGB features for each point from the point cloud data;

2. Obtain the matrix of RGB features (number of points×3);

3. Compute k-means algorithm for the RGB matrix in order to generate the code-

book (cluster centers);

4. Count the occurrence of each codebook in the point cloud.

The codebook size represents the bins of color quantization histogram. After a set

of experiments, we fix the codebook size to 100 bins (see Fig. 6). Therefore, VFH-

Color histogram concatenates 308 values of original VFH descriptor and 100 values

of color quantization histogram, thus giving the total size of 408 values (Fig. 4).

Fig. 6 The classification

performance with respect to

the codebook size
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3.2 Object Classification

3.2.1 Restricted Boltzmann Machines (RBMs)

Restricted Boltzmann Machines (RBMs) [53] are a specific category of energy based

model which include hidden variables. RBMs are restricted in the sense so that no

hidden–hidden or variable–variable connections exist. The architecture of a genera-

tive RBM is illustrated in Fig. 7.

RBMs are a parameterized generative stochastic neural network which contain

stochastic binary units on two layers: the visible layer and the hidden layer.

1. Visible units (the first layer): they contain visible units (x) that correspond to the

components of an observation (i.e., 2D/3D features in this case of study);

2. Hidden units (the second layer): they contain hidden units (h) that model depen-

dencies between the components of observations.

The stochastic nature of RBMs results from the fact that the visible and hidden

units are stochastic. The units are binary, i.e., xi, hj ∈ {0, 1}∀ i and j, and the joint

probability which characterize the RBM configuration is the Boltzmann distribution

p(x, h) = 1
Z
e−E(x,h) (1)

The normalization constant is Z =
∑

x,h e−E(x,h) and the energy function of an

RBM is defined as

E(x, h) = −b′x − c′h − h′Wx (2)

where:

∙ W represents the symmetric interaction term between visible units (x) and hidden

units (h);
∙ b and c are vectors that store the visible (input) and hidden biases (respectively).

RBMs are proposed as building blocks of multilayer learning deep architectures

called deep belief networks. The idea behind is that the hidden neurons extract perti-

nent features from the visible neurons. These features can work as the input to another

RBM. By stacking RBMs in this way, the model can learn features for a high-level

representation.

Fig. 7 RBM model. The visible units x and hidden units h are connected through undirected and

symmetric connections. There are no intra-layer connections
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3.2.2 Deep Belief Network (DBN)

Deep Belief Network (DBN) is the probabilistic generative model with many layers

of stochastic and hidden variables. Hinton et al. [23] introduced the motivation for

using a deep network versus a single hidden layer (i.e. a DBN vs. an RBM). The

power of deep networks is achieved by having more hidden layers. However, one

of the major problems for training deep network is how to initialize the weights W
between the units of two consecutive layers (j − 1 and j), and the bias b of the layer j.
Random initializations of these parameters can cause poor local minima of the error

function resulting in low generalization. For this reason, Hinton et al. introduced a

DBN architecture based on training sequence of RBMs. DBN train sequentially as

many RBMs as the number of hidden layers that constitute its architecture, i.e., for

a DBN architecture with l hidden layers, the model has to train l RBMs. For the first

RBM, the inputs consist of the DBN’s input layer (visible units) and the first hidden

layer. For the second RBM, the inputs consist of the hidden unit activations of the

previous RBM and the second hidden layer. The same holds for the remaining RBMs

to browse through the l layers. After the model performs this layer-wise algorithm,

a good initialization of the biases and the hidden weights of the DBN is obtained.

At this stage, the model should determine the weights from the last hidden layer for

the outputs. To obtain a successfully supervised learning, the model “fine-tunes” the

resulting weights of all layers together. Figure 8 illustrates a DBN architecture with

one visible layer and three hidden layers.

Fig. 8 DBN architecture with one visible layer x and three hidden layers h1, h2, and h3
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4 Experimental Results and Discussion

4.1 Datasets

4.1.1 ALOI Dataset

Amsterdam Library of Object Images (ALOI) [22] dataset is an image collection of

1000 small objects recorded for recognition task. 111,250 images are captured by

Sony DXC390P 3CCD cameras varying viewing angle, illumination angle and illu-

mination color for each object, and additionally images are captured wide-baseline

stereo images (Fig. 9).

4.1.2 Washington RGBD Dataset

Washington RGBD dataset is a large dataset built for 3D object recognition and cat-

egorization applications. It is a collection of 300 common household objects which

are organized into 51 categories. Each object is placed on a turntable and is captured

for one whole rotation in order to obtain all object views using Kinect camera that

records synchronized and aligned 640× 480 RGB and depth images at 30 Hz [29]

(see Fig. 10).

4.2 2D/3D Object Classification

DBN aims to allow each RBM model in the sequence to receive a different represen-

tation of the data. In other words, after RBM has been learned, the activity values of

its hidden units are used as the training data for learning a higher level RBM. The

input layer has a number N of units, equal to the size of sample data x (size of 2D/3D

features). The number of units for hidden layers, currently, are predefined according

to the experiment. We fixed DBN with three hidden layers h1, h2 and h3. The general

DBN characteristics are shown in Table 1.

Fig. 9 The sample images extracted from Amsterdam Library of Object Images (ALOI) dataset
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Fig. 10 The sample point clouds extracted from Washington RGBD Dataset

Table 1 DBN characteristics that are used in our experiments

Characteristic Value

Hidden layers 3

Hidden layer units 600

Learn rates 0.01

Learn rate decays 0.9

Epochs 200

Input layer units Size of descriptor

4.2.1 2D Bag of Words

Images contain local points or keypoints defined as salient region patches which rep-

resent rich local information of the image. We used SURF to automatically detect

and describe keypoints from images. Then, we used the vector quantization method

in order to cluster the keypoint descriptors in their feature space into a large num-

ber of clusters using the k-means clustering algorithm. We test in a set of exper-

iments the impact of the number of clusters on classifier accuracy and we select

k = 1500 as the size of the codebook (number of visual words) that represents the

best accuracy value. We conduct the experiments on ALOI dataset on which we

select ten categories: teddy, jam, ball, mug, food_box, towel, shoes, pen, can, and

bottle. Figure 9 shows some examples from ALOI dataset which are used in our

experiments.

As shown in the confusion matrix (Fig. 12), the classes which are consistently

misclassified are the teddy, ball, shoes, can, mug, and bottle which are very similar

in appearance (Fig. 11). The results show also that 2D bag of words approach which
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Fig. 11 The objects which are missclassified using 2D bag of words classification

Fig. 12 Confusion matrix of 2D bag of words model

is based on SURF features works perfectly with the accuracy rate of 91%. BoW

representation encodes only the occurrence of the appearance of the local patches

and ignores the object geometry. The lack of geometric features can provide some

misclassification especially when the objects are similar in appearance. In Table 2,

we report accuracy values for 2D bag of words with both SVM and DBN classifiers.

The first row reports the accuracy value of SVM whereas the second row shows the

accuracy value of DBN. We notice that the combination of 2D bag of words and

DBN outperforms the 2D bag of words with SVM and rises steadily from 88.86%

to 90.83%. This result shows the power of deep learning architectures that learn

multiple levels of representation depending on the depth of the architecture (Table 5).

4.2.2 3D Bag of Words

After extracting the spin image for the set of point clouds, we constructed a shape

dictionary whose size is fixed at k = 250, by clustering all spin image acquired from

the whole training set with k-means method. For each bin, a representative local 3D
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Table 2 The performance of 2D bag of words

Classes Metrics

Wrong class f1-score (%) Recall (%) Precision (%)

(1) (3,4,7,9,10) 86 86 87

(2) (1,7,10) 96 98 95

(3) (1,4,7) 95 92 98

(4) (1,3,5,8,9) 95 96 93

(5) (4,8) 96 96 96

(6) (1) 100 99 100

(7) (1,2,8,9,10) 78 79 77

(8) (2,4,5,7,9,10) 82 81 84

(9) (5,8,10) 92 93 92

(10) (1,2,4,5,7,9) 86 86 85

Average – 91 91 91

Fig. 13 Confusion matrix of 3D Bag of words

feature description is required. These descriptions are taken from the centroids of

each cluster (visual words) determined by k-means clustering on precomputed spin

image descriptors.

Figure 13 represents the confusion matrix across all 10 classes. Most model’s

results are reasonable showing that 3D bag of words can provide high-quality fea-

tures. The classes that are consistently misclassified are ball-mug-can, bowl-mug-

notebook-plate, and food_box-cereal_box-notebook which are very similar in shape.
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Table 3 The performance of 3D Bag of Words

Classes Metrics

Wrong class f1-score (%) Recall (%) Precision (%)

(1) (5,7,10) 94 95 94

(2) (5,8,9,10) 97 98 96

(3) (5,6,7,10) 95 94 96

(4) (6,8) 84 80 89

(5) (2,3,7,10) 91 91 91

(6) (4,5,8,10) 87 90 84

(7) (1,3,5,10) 89 90 88

(8) (4,6,9,10) 98 98 98

(9) (2,8) 99 99 100

(10) (1,2,3,5,6,7,8) 87 85 88

Average – 92 92 92

Table 3 illustrates the performance metrics of 3D bag of words that encodes only the

surface shape of 3D point clouds thanks to the use of spin images descriptor.

4.2.3 Global Pipeline

VFH-Color descriptor combines both the color information and the geometric fea-

tures extracted from the previous version of VFH descriptor. We extract the color

information for point cloud data, then we use the color quantization technique to

obtain the color histogram which is combined with VFH histogram. For each point

cloud, we extract two types of features: (1) geometric features extracted from View-

point Feature Histogram (VFH) (308 bins), and (2) color features extracted from

color quantization (100 bins). These features are then combined into a single vector,

being 308+100=408 dimensional. Figures 14 and 15 represents the confusion matrix

across all 10 classes. Most model’s results are very reasonable showing that VFH-

Color can provide meaningful features. The classes that are consistently misclassi-

fied are mug-cap, cereal_box-food_box, and shampoo-cap-mug-food_can which are

very similar in appearance and shape.

Moreover, we evaluate the performance of VFH-Color against the previous ver-

sion of VFH and SHOTCOLOR. The accuracy using VFH-Color performs 3% better

than VFH that models only the geometric features (Tables 4 and 6). This result shows

the effectiveness of the approach after adding the color information. We also notice

that SHOTCOLOR presents a good accuracy (Table 7 and Figure 16), although this

descriptor encounters a problem when it is not able to compute the local reference

frame for some point clouds. In this set of experiments, 15% of point clouds from

the dataset are not computed with SHOTCOLOR. This problem becomes signifi-

cant when 3D object recognition is in real time. Indeed, VFH-Color descriptor can
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Fig. 14 Confusion matrix of global pipeline using VFH descriptor

Fig. 15 Confusion Matrix of global pipeline using our VFH-Color descriptor
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Table 4 The performance of global pipeline using VFH descriptor

Classes Metrics

Wrong class f1-score (%) Recall (%) Precision (%)

(1) (6) 100 100 100

(2) (–) 100 100 100

(3) (4,5,6) 99 99 99

(4) (6,10) 86 95 79

(5) (6) 100 100 100

(6) (3,4,7,10) 88 83 94

(7) (1,6) 97 98 96

(8) (–) 100 100 100

(9) (–) 100 100 100

(10) (3,4,6,7,8) 95 92 97

Average – 95 96 97

Table 5 Accuracy of different proposed approaches using DBN and SVM classifiers

Classifier BOW2D (%) BOW3D (%) VFH (%) VFH-Color

(%)

SHOTCOLOR (%)

SVM 88.86 86.68 95.01 98.34 97.21

DBN 90.83 92.03 96.41 99.63 98.63

be used in the real-time applications thanks to its estimation for every point cloud as

well as its good recognition rate.

Table 5 shows also that our global pipeline works perfectly with the accuracy

rate of 99.63% with DBN architecture that performs the use of SVM classifier. In

general, the use of DBN instead of SVM in our approaches increases the accuracy

rate thanks to the performance of deep learning algorithms which outperformed the

shallow architectures (SVM).

4.3 Comparison to Other Methods

In this subsection, we compare our contributions to the related state-of-the-art

approaches. Table 8 shows the main accuracy values and compares our recognition

pipelines to the published results [12, 29, 49] and [16, 35]. Lai et al. [29] extract a set

of features that captures the shape of the object view using a spin image and another

set which captures the visual appearance using SIFT descriptors. These features are

extracted separately from both depth and RGB images. A recent work by Schwarz

et al. [49] uses both colorizing depth and RGB images that are processed indepen-

dently by a convolutional neural network. CNN features are then learned using SVM
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Table 6 The performance of global pipeline using VFH-Color descriptor

Classes Metrics

Wrong class f1-score (%) Recall (%) Precision (%)

(1) (–) 100 100 100

(2) (–) 100 100 100

(3) (–) 100 100 99

(4) (6) 99 99 99

(5) (3) 100 100 100

(6) (4) 99 99 99

(7) (–) 100 100 99

(8) (–) 100 100 100

(9) (–) 100 100 100

(10) (3,4,5,6,7) 99 98 100

Average – 99 99 99

Table 7 The performance of SHOTCOLOR descriptor

Classes Metrics

Wrong class f1-score (%) Recall (%) Precision (%)

(1) (7) 100 99 100

(2) (–) 100 100 100

(3) (–) 100 100 100

(4) (6,8) 93 92 95

(5) (–) 100 100 100

(6) (4,7,10) 95 96 94

(7) (6) 99 100 99

(8) (–) 100 100 99

(9) (–) 100 100 100

(10) (7) 99 100 99

Average – 99 99 99

classifier in order to successively determine the category, instance, and pose. The

previous approaches [16, 35] used the color-coding depth maps and RGB images

for training separately CNN architecture.

In our work, we learn our 3D features using DBN with three hidden layers that

model a deep network architecture. The results show also that our global pipeline

works perfectly with the accuracy rate of 99.63% thanks to the efficiency of our

VFH-Color descriptor and outperforms all methods that are mentioned in the state

of the art.
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Fig. 16 Confusion matrix of SHOTCOLOR descriptor

Table 8 The comparison of 3D object recognition accuracies and PCL descriptors on the Wash-

ington RGBD dataset

Approaches Accuracy rates (%)

Lai et al. [29] 90.6

Bo et al.[12] 84.5

Eitel et al. [16] 91

Madai et al. [35] 94

Schwarz et al. [49] 94.1

VFH and DBN 96.41

3D BoW and DBN 92

VFH-Color and DBN 99.63
SHOTCOLOR and DBN 98.63

5 Conclusion and Future Work

In this chapter, we proposed new approaches for object categorization and recogni-

tion in real-world environment. We used the bag of words (BoW) that aims to repre-

sent images and point clouds as an orderless of local regions that are discretized into

a visual vocabulary. Also, we proposed the VFH-Color descriptor which combined

geometric features extracted from Viewpoint Feature Histogram (VFH) descriptor

and color information extracted from color quantization method. Then, we learned

the 2D and 3D features with Deep Belief Network (DBN) classifier.
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The experimental results on ALOI dataset and Washington RGBD dataset clearly

ascertain that the proposed algorithms are able of categorizing objects and 3D point

clouds. These results are encouraging, especially that our new VFH-Color descriptor

performed the state-of-the-art methods in recognizing 3D objects under different

views. Also, our approach improved the recognition rates thanks to the use of color

information.

In a future work, we will attempt to embed our algorithms in a mobile robot in

order for it to recognize and manipulate the real-world objects. We will also develop

a new approach using 3D sensors and other deep learning methods.
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A Distance Function for Comparing
Straight-Edge Geometric Figures

Apoorva Honnegowda Roopa and Shrisha Rao

Abstract This chapter defines a distance function that measures the dissimilarity

between planar geometric figures formed with straight lines. This function can in

turn be used in partial matching of different geometric figures. For a given pair of

geometric figures that are graphically isomorphic, one function measures the angu-

lar dissimilarity and another function measures the edge-length disproportionality.

The distance function is then defined as the convex sum of these two functions. The

novelty of the presented function is that it satisfies all properties of a distance func-

tion and the computation of the same is done by projecting appropriate features to a

cartesian plane. To compute the deviation from the angular similarity property, the

Euclidean distance between the given angular pairs and the corresponding points on

the y = x line is measured. Further while computing the deviation from the edge-

length proportionality property, the best fit line, for the set of edge lengths, which

passes through the origin is found, and the Euclidean distance between the given

edge-length pairs and the corresponding point on a y = mx line is calculated. Itera-

tive Proportional Fitting Procedure (IPFP) is used to find this best fit line. We demon-

strate the behavior of the defined function for some sample pairs of figures.

Keywords Geometric similarity ⋅ Iterative Proportional Fitting

Procedure ⋅ Euclidean distance
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1 Introduction

Two geometric figures can be said to be similar if one of the geometric figures can

be obtained by either squeezing or enlarging the other. This implies that the consid-

ered geometric figures need to have equal number of vertices and edges, matching
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corresponding angles, and a fixed proportionality between the corresponding edges.

This concept of similarity can be used for partial matching of different geometric

figures.

It is well known that geometric shapes and structures are important in determining

the behavior of chemical compounds. This is true of smaller molecules [1] as well

as larger macromolecules such as DNA and RNA that are studied in bioinformat-

ics [2]. Molecular geometry [3] is, thus, an important aspect of physical and struc-

tural chemistry. However, while it is also known that similarity in structures often

implies similar observed chemical properties, there is yet no well-defined mathemat-

ical approach for comparing geometric shapes, and comparisons are made on an ad

hoc basis [4, 5]. Such an approach as proposed here would, thus, allow for a rigor-

ous evaluation of such properties based on the similarity of shapes with molecules

with known properties. Similarity in general has wide-ranging applications in many

domains [6].

Image similarity and comparisons also play an important role in other domains,

such as in models of visual perception and object recognition in humans as well as

animals [7, 8], finance and economics [9], computer vision [10], and video analy-

ses [11]. In such contexts also there is much scope for application of this work.

Existing theory in this matter is far from complete. There are heuristic approaches

to morphological similarity [12, 13], but no sound mathematical basis for the detec-

tion of geometric similarity. Geometric similarity is particularly important in engi-

neering, in comparing a model and its prototype [14, 15], but there, however, does

not seem to be a proper universal measure of geometric similarity. The measure

in common use in engineering is merely scale-free identity, that all corresponding

lengths should be in the same ratio—there is thus no way to properly measure inexact

similarity, or to quantitatively state that a figure is more similar to a reference figure,

than is some other figure.

Using subgraph isomorphism, alike constituent geometric figures of the origi-

nal geometric figures can be found and checked for similarity. A simple similarity

function can return a boolean value of 1 for similar geometric figures and 0 other-

wise. However, such a function would have limited applications. In this chapter, we

define instead a distance function that returns a value between 0 (inclusive) and 1.

The returned value reflects the dissimilarity between alike planar geometric figures

connected with straight lines.

Therefore, the distance function d is defined only when the graphs representing

the given geometric figures are isomorphic [16]. The crux of the function is in the

measurement of deviations from angular similarity and edge-length proportionality.

The function d is the convex sum of functions 𝛼 and 𝜌:

∙ The function 𝛼, which we may call angular dissimilarity, measures the deviation

from the angular identity between two geometric figures. In order to compute this,

angles are projected on a cartesian plane, where the angles of the first geometric

figure makes up one axis and the angles of the second geometric figure makes up

the other axis. Therefore, a cluster of points in this plane represents correspond-

ing angles of the given geometric figures. If the figures are similar (identical up to
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scale), the angular similarity property may be said to be satisfied, and the corre-

sponding angle points lie on the y = x line, and the value returned by 𝛼 is zero. If

not, then the deviation from the property is now computed as the distance from

the original point to the corresponding point on the y = x line.

∙ The function 𝜌, which we may call edge-length disproportionality, measures the

deviation from edge-length proportionality between geometric figures. In order

to compute this, the edge lengths are similarly projected to a cartesian plane,

where the edge lengths of the first geometric figure makes up one axis and the

edge lengths of the second geometric figure makes up the other axis. The corre-

sponding edge lengths of the given geometric figures are represented as points in

this plane. If two figures are proportional (identical up to scale), all corresponding

edge-lengths are in a fixed proportion m, all points pass through a line y = mx, and

the value returned by 𝜌 is zero. In case the edge-lengths are not perfectly propor-

tional, the calculation of 𝜌 comes to finding the best fit line passing through the

origin, and measuring the deviation from that line.

The choice of method to find the best fit line needs to consider the fact that the

line should pass through the origin. Using the least-squares method of fitting [17] by

adding (0, 0) as one of the corresponding edge-length pairs does not give a proper line

passing through the origin. This is the reason that the Iterative Proportional Fitting

Procedure (IPFP) [18] is used instead. IPFP tries to find a fixed proportion among a

set of pairs, thereby giving points on the line passing through origin.

There are many IPFP [19], of which the one used in this chapter is the classi-

cal IPFP [20], owing to its simplicity. On obtaining the required points from IPFP,

the ratio between any two points gives the values of m, as IPFP creates a fixed pro-

portionality among a set of edge-length pairs. Appendix D explains step by step

the IPFP technique used in this chapter. Further, to compute the deviation from the

edge-length proportionality, we calculate the Euclidean distance between the origi-

nal point and the corresponding point on the line y = mx. The Euclidean distances

of all edge-length pairs are summed up. 𝜌 is computed using this sum and a scaling

factor. As the considered geometric figures are alike, the scaling factor is the number

of edges in any one of these geometric figures. The need for this scaling factor arises

to account for the fact that in a large figure, with a large number of edges, a minor

change is less significant in determining overall dissimilarity, than a corresponding

change in a smaller figure.

The function d is shown to be a distance function as it satisfies the three prop-

erties [21] required: d satisfies the commutativity (Theorem 3.7) and triangular

inequality properties (Theorem 3.8) defined over single geometric figures. However,

the coincidence axiom is defined over equivalence classes of geometric figures (fig-

ures that are alike up to scale). The proofs for these properties are given later in this

chapter.
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2 The Distance Function

The distance function, represented by d, reflects the degree of dissimilarity between

figures.

Let, Γ be the set of straight edge figures for which the distance function is defined

then

𝛾i = (Vi,Ei,Li,Θi) ∈ Γ

where Vi denotes the set of vertices, Ei is the set of edges, Li represents the set of

corresponding edge lengths and Θi denotes the set of angles that are defined between

adjacent edges in terms of radian.

Further, if 𝛾i and 𝛾j are said to be “similar”, then 𝛾i and 𝛾j satisfy the below con-

ditions:

(1) If gi = (Vi,Ei) is a graph that represents the adjacency of figure 𝛾i and gj =
(Vj,Ej) is a graph that represents the adjacency of figure 𝛾j, then graphs gi and

gj are isomorphic.

(2) All the corresponding angles of 𝛾i and 𝛾j are equal, i.e.,

if Θi = {𝜃i(1), 𝜃i(2),… , 𝜃i(z)} represent the set of angles of 𝛾i and

if Θj = {𝜃j(1), 𝜃j(2),… , 𝜃j(z)} represent the set of corresponding angles of 𝛾j,

then

𝜃i(1) = 𝜃j(1), 𝜃i(2) = 𝜃j(2),… , 𝜃i(z) = 𝜃j(z) (2.1)

(3) All the corresponding edge lengths of 𝛾i and 𝛾j are proportional, i.e.,

if Li = {li(1), li(2),… , li(n)} represent the set of edge lengths of 𝛾i and

if Lj = {lj(1), lj(2),… , lj(n)} represent the set of corresponding edge lengths of

𝛾j, then

lj(1)
li(1)

=
lj(2)
li(2)

= … =
lj(z)
li(z)

= m, a constant. (2.2)

In view of this, the distance function tries to find the extent to which the consid-

ered figures deviate from conditions 2 and 3, provided condition 1 is satisfied.

Remark 2.1 A few properties of the d function:

(1) d ∶ Γ × Γ → [0, 1)
(2) d(𝛾i, 𝛾i) = 0
(3) d(𝛾i, 𝛾j) = 0, if and only if 𝛾i ≈ 𝛾j

where ≈ denotes that 𝛾i and 𝛾j belong to same equivalence class of figures,

i.e., are figures that are identical up to scale.

(4) d satisfies the following:

d(𝛾i, 𝛾j) =

{
0 if 𝛾i ≈ 𝛾j,

𝜆 ∈ (0, 1) otherwise.
(2.3)
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3 Components of the Distance Function

3.1 Angular Dissimilarity

Let 𝛼 represent the angular dissimilarity function. Then the function is defined as:

𝛼 ∶ Γ × Γ → [0, 1) (3.1a)

𝛼(𝛾i, 𝛾j) =

{
↚ if 𝛿(gi, gj) = 0,
𝜑 ∈ (0, 1] otherwise.

(3.1b)

where 𝛿 represents the graph isomorphism function.

𝛿 ∶ G × G → {0, 1}

with G = {g1, g2,…} : set of all graphs.

𝛿(gi, gj) =

{
1 if gi ≈ gj,
0 otherwise.

(3.2)

In (3.2), the symbol ≈ denotes that gi and gj satisfy all properties of graph isomor-

phism.

Assuming 𝛿(g1, g2) = 1, 𝛼(𝛾i, 𝛾j) is computed as follows:

Project each corresponding pair (𝜃i(u), 𝜃j(u)) into a cartesian plane, wherein the

x-axis represents the set Θi, while the y-axis represents the set Θj. The function 𝛼

computes the deviation from (2.1). In this cartesian plane, according to (2.1), all

corresponding pairs must lie on the line:

y = x (3.3)

For each point (𝜃i(u), 𝜃j(u)), calculate the Euclidean distance from its correspond-

ing point on the line (3.3), i.e., (𝜃i(u), 𝜃i(u)).

Λi,j(u) =
√

(𝜃i(u) − 𝜃i(u))2 + (𝜃j(u) − 𝜃i(u))2

=
√

(𝜃j(u) − 𝜃i(u))2

= |𝜃j(u) − 𝜃i(u)| (3.4)

Therefore,

𝛼(𝛾i, 𝛾j) =
∑n

u=1 Λi,j(u)
1 +

∑n
u=1 Λi,j(u)

(3.5)
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Remark 3.1 A few properties of the 𝛼 function:

(1) 𝛼(𝛾i, 𝛾j) ≥ 0
(2) 𝛼(𝛾i, 𝛾i) = 0
(3) 𝛼(𝛾i, 𝛾j) (which can be equal to 0), where i ≠ j

Theorem 3.2 𝛼(𝛾i, 𝛾j) = 𝛼(𝛾j, 𝛾i)

Proof We see that the constituents of the 𝛼 function are commutative:

Λi,j(u) = |𝜃j(u) − 𝜃i(u)|
Λi,j(u) = Λj,i(u), as |a − b| = |b − a|

This follows that
∑n

u=1 Λi,j(u) =
∑n

u=1 Λj,i(u) = e, a constant

Hence,

𝛼(𝛾i, 𝛾j) =
∑n

u=1 Λi,j(u)
1 +

∑n
u=1 Λi,j(u)

= e
1 + e

=
∑n

u=1 Λj,i(u)
1 +

∑n
u=1 Λj,i(u)

= 𝛼(𝛾j, 𝛾i)

□

Theorem 3.3 𝛼(𝛾i, 𝛾k) ≤ 𝛼(𝛾i, 𝛾j) + 𝛼(𝛾j, 𝛾k)

Proof

Λi,k(u) = |𝜃k(u) − 𝜃i(u)|
Λi,k(u) ≤ Λi,j(u) + Λj,k(u) ∵|c − a| ≤ |b − a| + |c − b|

Summing the above inequality for p = 1 to n, it follows that

n∑
u=1

Λi,k(u) ≤
n∑

u=1
Λi,j(u) +

n∑
u=1

Λj,k(u) (3.6)

Let e, f and g represent
∑n

u=1 Λi,k(u),
∑n

u=1 Λi,j(u) and
∑n

u=1 Λj,k(u) respectively.

The inequality (3.6) now translates to

e ≤ f + g (3.7)
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Assume that the contradiction of Theorem 3.3 is true, i.e.,

𝛼(𝛾i, 𝛾k) > 𝛼(𝛾i, 𝛾j) + 𝛼(𝛾j, 𝛾k) (3.8)

e
1 + e

>

f
1 + f

+
g

1 + g

On simplification,

e > (f + g) + (2fg + efg) (3.9)

As the quantity (2fg + efg) > 0, the inequality (3.9) contradicts already proved

inequality (3.7). Hence, (3.8) does not hold true, thereby proving Theorem 3.3. □

3.2 Edge-Length Disproportionality

Let 𝜌 represent the edge-length disproportionality function. Then the function is

defined as:

𝜌 ∶ Γ × Γ → [0, 1) (3.10a)

𝜌(𝛾i, 𝛾j) =

{
↚ if 𝛿(gi, gj) = 0,
𝜏 ∈ (0, 1] otherwise.

(3.10b)

Assuming 𝛿(g1, g2) = 1, 𝜌(𝛾i, 𝛾j) is computed as follows:

Project each corresponding pair (li(h), lj(h)) into a cartesian plane, wherein the

x-axis represents the set Li, while the y-axis represents the set Lj. The function 𝜌

computes the deviation from (2.2). Consider a part of the same equation.

lj(h)
li(h)

= m, a constant (3.11)

In the context of the LiLj plane, (3.11) gives the slope of a line that passes through

(0, 0) and (li(h), lj(h)).

Slope of a line, m =
(y2 − y1)
(x2 − x1)

=
(lj(h) − 0)
(li(h) − 0)

= (3.11)

Further extending this concept, it can be seen that in order to satisfy (2.2)

all points (li(h), lj(h)) should lie on the same line. Therefore, finding edge-length
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proportionality now boils down to finding for the set of corresponding edge-length

pairs the best fit line, which passes though origin.

Let the equation of the required line be as follows:

y = mx, as the line passes through origin. (3.12)

Using IPFP each point (li(h), lj(h)) is transformed to (l′i(h), l
′
j(h)), which is a point on

the line 3.12.

On finding the desired line, the euclidean distance between (li(h), lj(h)) and

(l′i(h), l
′
j(h)) is computed.

Δi,j(h) =
√

(li(h) − l′i(h))2 + (lj(h) − l′j(h))2 (3.13)

Therefore,

𝜌(𝛾i, 𝛾j) =
∑n

h=1 Δi,j(h)
n +

∑n
h=1 Δi,j(h)

(3.14)

Remark 3.4 A few properties of the 𝜌 function:

(1) 𝜌(𝛾i, 𝛾j) ≥ 0
(2) 𝜌(𝛾i, 𝛾i) = 0
(3) 𝜌(𝛾i, 𝛾j), where i ≠ j can be equal to 0.

Theorem 3.5 𝜌(𝛾i, 𝛾j) = 𝜌(𝛾j, 𝛾i)

Proof The proof is similar to that of Theorem 3.2. □

Theorem 3.6 𝛼(𝛾i, 𝛾k) ≤ 𝛼(𝛾i, 𝛾j) + 𝛼(𝛾j, 𝛾k)

Proof The proof is similar to that of Theorem 3.3. □

3.3 Deriving the Function

The function d(𝛾i, 𝛾j) is the convex sum of 𝛼(𝛾i, 𝛾j) and 𝜌(𝛾i, 𝛾j).

d ∶ Γ × Γ ↛ [0, 1) (3.15a)

d(𝛾i, 𝛾j) =

{
↚ if 𝛿(gi, gj) = 0,
𝛽𝛼(𝛾i, 𝛾j) + (1 − 𝛽)𝜌(𝛾i, 𝛾j), where 𝛽 ∈ [0, 1] otherwise.

(3.15b)

While computing d using (3.15b) in A, B, C, and D, the value of 𝛽 is set to

0.5, to equally weight the 𝛼 and 𝜌 functions. However, other values of 𝛽 ∈ [0, 1] can

be used resulting in similar outcomes for the d function.
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Theorem 3.7 d(𝛾i, 𝛾j) = d(𝛾j, 𝛾i)

Proof According to (3.15b),

d(𝛾i, 𝛾j) = 𝛽𝛼(𝛾i, 𝛾j) + (1 − 𝛽)𝜌(𝛾j, 𝛾i), where 𝛽 ∈ [0, 1]
= 𝛽𝛼(𝛾j, 𝛾i) + (1 − 𝛽)𝜌(𝛾i, 𝛾j), from Theorems 3.2 and 3.5

= d(𝛾j, 𝛾i).

□

Theorem 3.8 d(𝛾i, 𝛾k) ≤ d(𝛾i, 𝛾j) + d(𝛾j, 𝛾k)

Proof According to (3.15b), 𝛽 ∈ [0, 1]
Multiplying by 𝛽 both sides of the inequality in Theorem 3.3, we get the following:

𝛽𝛼(𝛾i, 𝛾k) ≤ 𝛽𝛼(𝛾i, 𝛾j) + 𝛽𝛼(𝛾j, 𝛾k) (3.16)

Multiplying by (1 − 𝛽) both sides of the inequality in Theorem 3.6, we get the

following:

(1 − 𝛽)𝜌(𝛾i, 𝛾k) ≤ (1 − 𝛽)𝜌(𝛾i, 𝛾j) + (1 − 𝛽)𝜌(𝛾j, 𝛾k) (3.17)

Summing up inequalities (3.16) and (3.17), it follows that:

𝛽𝛼(𝛾i, 𝛾k) + (1 − 𝛽)𝜌(𝛾i, 𝛾k) (3.18)

≤ 𝛽𝛼(𝛾i, 𝛾j) + (1 − 𝛽)𝜌(𝛾i, 𝛾j) + 𝛽𝛼(𝛾j, 𝛾k) + (1 − 𝛽)𝜌(𝛾j, 𝛾k)

d(𝛾i, 𝛾k) ≤ d(𝛾i, 𝛾j) + d(𝛾j, 𝛾k). □

4 Results

Using the above-discussed method to compute the distance function, d, this section

tabulates the results for a few pairs of figures. It can be found that the values of d
in Table 1 are reflective of the dissimilarity of considered figures. The same can be

said for 𝛼 and 𝜌 values.

Table 1 Results obtained for a few pairs of figures. See Appendices A, B, C, and D for more details

regarding the tabulated results

Figures to be compared 𝛼 𝜌 d

1a 1b 0.8073 0.4689 0.6381

4a 4b 0.8073 0.7883 0.7978

7a 7b 0.9281 0.9074 0.9177

10a 10b 0.9201 0.7177 0.8189
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Appendix A Computing d for Fig. 1a and b

Computing 𝛼(𝛾i, 𝛾j)

Θ1 =
{
𝜋

2
,

3𝜋
4
,

5𝜋
6
,

𝜋

3
,

5𝜋
6
,

3𝜋
4

}
Θ2 =

{2𝜋
3
,

𝜋

3
,

4𝜋
3
,

𝜋

3
,

2𝜋
3
,

2𝜋
3

}
Using (3.4), we compute the Euclidean distance.

Λ1,2(1) =
𝜋

6
Λ1,2(2) =

5𝜋
12

Λ1,2(3) =
𝜋

2
Λ1,2(4) = 0 Λ1,2(5) =

𝜋

6
Λ1,2(6) =

𝜋

12
6∑

u=1
Λ1,2(u) =

4𝜋
3

𝜶(𝜸𝟏, 𝜸𝟐) = 0.8073, using (3.5)

Figure 2 shows the relation between the corresponding elements of Θ1 and Θ2. It

also indicates, for each pair ⟨𝜃1(u), 𝜃2(u)⟩ the corresponding point, ⟨𝜃1(u), 𝜃1(u)⟩, on

the y = x line. Further, Table 2 provides the legend for this figure.

(a) γ1

(b) γ2

Fig. 1 Planar geometric figures between which the dissimilarity distance is to be computed
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Fig. 2 Solid dots show the existing relation between Θ1 and Θ2, whereas the line passing through

the hollow dots shows the expected relation between Θ1 and Θ2

Table 2 Legend of Fig. 2

A ∈ {⟨𝜃1(4), 𝜃2(4)⟩, ⟨𝜃1(4), 𝜃1(4)⟩} B ∈ {⟨𝜃1(1), 𝜃1(1)⟩}
C ∈ {⟨𝜃1(1), 𝜃2(1)⟩} D ∈ {⟨𝜃1(2), 𝜃2(2)⟩}
E ∈ {⟨𝜃1(6), 𝜃2(6)⟩} F ∈ {⟨𝜃1(6), 𝜃1(6)⟩}
G ∈ {⟨𝜃1(5), 𝜃2(5)⟩} H ∈ {⟨𝜃1(3), 𝜃1(3)⟩, ⟨𝜃1(5), 𝜃1(5)⟩}
I ∈ {⟨𝜃1(3), 𝜃2(3)⟩}

Computing 𝜌(𝛾i, 𝛾j)

L1 = {4
√
2, 4

√
2, 6, 8, 8, 6}

L2 = {12, 12, 12, 12, 12, 12}

Table 3 indicates the input and output of IPFP transformation.

Considering any row from the Table 3b, we compute m.

m = 11.4208
6.236

= 1.8314

y = 1.8314x, equation of the expected line

Figure 3 shows the relation between the corresponding elements of L1 and L2. It

also indicates, for each pair, ⟨l1(h), l2(h)⟩, the corresponding point, ⟨l′1(h), l′2(h)⟩, on

line y = 1.8314x line. Further, Table 4 provides the legend for this figure.
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Table 3 IPFP Transformation

h l1(h) l2(h) TOTAL

1 5.6569 12 17.6569

2 5.6569 12 17.6569

3 6 12 18

4 8 12 20

5 8 12 20

6 6 12 18

TOTAL 39.3138 72 111.3138
(A) Values on which IPFP is to be performed

h l′1(h) l′2(h) TOTAL

1 6.236 11.4208 17.6569

2 6.236 11.4208 17.6569

3 6.3572 11.6428 18

4 7.0636 12.9364 20

5 7.0636 12.9364 20

6 6.3572 11.6428 18

TOTAL 39.3138 72 111.3138
(B) Values obtained on applying IPFP

Fig. 3 Solid dots show the existing relation between L1 and L2, whereas the line passing through

the hollow dots shows the expected relation between L1 and L2

Table 4 Legend of Fig. 3

A ∈ {⟨l1(1), l2(1)⟩, ⟨l1(2), l2(2)⟩} B ∈ {⟨l1(3), l2(3)⟩, ⟨l1(6), l2(6)⟩}
C ∈ {⟨l′1(1), l′2(1)⟩, ⟨l′1(2), l′2(2)⟩} D ∈ {⟨l′1(3), l′2(3)⟩, ⟨l′1(6), l′2(6)⟩}
C ∈ {⟨l′1(4), l′2(4)⟩, ⟨l′1(5), l′2(5)⟩} F ∈ {⟨l1(4), l2(4)⟩, ⟨l1(5), l2(5)⟩}
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Now, the Euclidean Distance is computed using (3.13)

Δ1,2(1) = 0.8191 Δ1,2(2) = 0.8191 Δ1,2(3) = 0.5052
Δ1,2(4) = 1.3243 Δ1,2(5) = 1.3243 Δ1,2(6) = 0.5052

6∑
h=1

Δ1,2(h) = 5.2971

𝝆(𝜸𝟏, 𝜸𝟐) = 0.4689, using (3.14)

Computing d(𝛾i, 𝛾j)

d(𝜸𝟏, 𝜸𝟐) = 0.6381, with 𝛽 = 0.5, using (3.15b)

Appendix B Computing d for Fig. 4a and b

Computing 𝛼(𝛾3, 𝛾4)

(a) γ3 (b) γ4

Fig. 4 Planar geometric figures between which the dissimilarity distance is to be computed
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Θ3 =
{
𝜋

2
,

𝜋

3
,

3𝜋
4
,

𝜋

4
,

3𝜋
4
,

𝜋

6

}
Θ4 =

{
𝜋

3
,

𝜋

3
,

𝜋

2
,

𝜋

2
,

𝜋

2
,

𝜋

3

}
Using (3.4) we compute the Euclidean distance.

Λ3,4(1) =
𝜋

6
Λ3,4(2) = 0 Λ3,4(3) =

𝜋

4
Λ3,4(4) =

𝜋

4
Λ3,4(5) =

𝜋

4
Λ3,4(6) =

𝜋

4
Λ3,4(7) =

𝜋

6
7∑

u=1
Λ3,4(u) =

4𝜋
3

𝜶(𝜸𝟑, 𝜸𝟒) = 0.8073, using (3.5)

Figure 5 shows the relation between the corresponding elements of Θ3 and Θ4. It

also indicates, for each pair ⟨𝜃3(u), 𝜃4(u)⟩ the corresponding point, ⟨𝜃3(u), 𝜃3(u)⟩, on

the y = x line. Further, Table 5 provides the legend for this figure.

Fig. 5 Solid dots show the existing relation between Θ3 and Θ4, whereas the line passing through

the hollow dots shows the expected relation between Θ3 and Θ4

Table 5 Legend of Fig. 5

A ∈ {⟨𝜃3(7), 𝜃3(7)⟩} B ∈ {⟨𝜃3(7), 𝜃4(7)⟩}
C ∈ {⟨𝜃3(3), 𝜃3(3)⟩, ⟨𝜃3(5), 𝜃3(5)⟩} D ∈ {⟨𝜃3(3), 𝜃4(3)⟩, ⟨𝜃3(5), 𝜃4(5)⟩}
E ∈ {⟨𝜃3(2), 𝜃4(2)⟩, ⟨𝜃3(2), 𝜃3(2)⟩} F ∈ {⟨𝜃3(1), 𝜃4(1)⟩}
G ∈ {⟨𝜃3(1), 𝜃3(1)⟩} H ∈ {⟨𝜃3(4), 𝜃4(4)⟩, ⟨𝜃3(6), 𝜃4(6)⟩}
I ∈ {⟨𝜃3(4), 𝜃3(4)⟩, ⟨𝜃3(6), 𝜃3(6)⟩}
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Table 6 IPFP Transformation

h l3(h) l4(h) TOTAL

1 8.6603 8 16.6603

2 5 8 13

3 10 8 18

4 4 16 20

5 10 8 18

6 4 16 20

TOTAL 41.6603 64 105.6603

(A) Values on which IPFP is to be performed

h l′3(h) l′4(h) TOTAL

1 6.5689 10.0914 16.6603

2 5.1257 7.8743 13

3 7.0971 10.9029 18

4 7.8857 12.1143 20

5 7.0971 10.9029 18

6 7.8857 12.1143 20

TOTAL 41.6603 64 105.6603

(B) Values obtained on applying IPFP

Computing 𝜌(𝛾3, 𝛾4)

L3 = {5
√
(3), 5, 10, 4, 10, 4}

L4 = {8, 8, 8, 16, 8, 16}

Table 6 indicates the input and output of IPFP transformation.

Considering any row from the Table 6b, we compute m

m = 10.0914
6.5689

= 1.5362

y = 1.5362x, equation of the expected line

Figure 6 shows the relation between the corresponding elements of L3 and L4. It

also indicates, for each pair ⟨l3(h), l4(h)⟩ the corresponding point, ⟨l′3(h), l′4(h)⟩, on

the y = 1.5362x line. Further, Table 7 provides the legend for this figure.

Now, the Euclidean Distance is computed using (3.13)

Δ3,4(1) = 2.9577 Δ3,4(2) = 0.1778 Δ3,4(3) = 4.1053
Δ3,4(4) = 5.4952 Δ3,4(5) = 4.1053 Δ3,4(6) = 5.4952
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Fig. 6 Solid dots show the

existing relation between L3
and L4, whereas the line

passing through the hollow

dots shows the expected

relation between L3 and L4

Table 7 Legend of Fig. 6

A ∈ {⟨l3(4), l4(4)⟩, ⟨l3(6), l4(6)⟩} B ∈ {⟨l3(2), l4(2)⟩}
C ∈ {⟨l′3(2), l′4(2)⟩} D ∈ {⟨l′3(1), l′4(1)⟩}
E ∈ {⟨l′3(3), l′4(3)⟩, ⟨l′3(5), l′4(5)⟩} F ∈ {⟨l′3(4), l′4(4)⟩, ⟨l′3(6), l′4(6)⟩}
G ∈ {⟨l3(1), l4(1)⟩} H ∈ {⟨l3(3), l4(3)⟩, ⟨l3(5), l4(5)⟩}

6∑
h=1

Δ3,4(h) = 22.3365

𝝆(𝜸𝟑, 𝜸𝟒) = 0.7883, using (3.14)

Computing d(𝛾3, 𝛾4)

d(𝜸𝟑, 𝜸𝟒) = 0.7978, with 𝛽 = 0.5, using (3.15b)

Appendix C Computing d for Fig. 7a and b

Computing 𝛼(𝛾5, 𝛾6), we get:

Θ5 =
{
𝜋

3
,

𝜋

2
,

𝜋

2
,

𝜋

3
,

𝜋

6
,

𝜋

2
,

5𝜋
6
,

𝜋

4
,

𝜋

4
,

𝜋

2
,

5𝜋
6
,

𝜋

4
,

𝜋

4
,

𝜋

2
,

𝜋

6
,

𝜋

3
,

𝜋

2
,

𝜋

6
, 𝜋,

𝜋

3
,

𝜋

3
,

𝜋

3
,

2𝜋
3
,

𝜋

6

}
Θ6 =

{
𝜋

2
,

𝜋

4
,

2𝜋
3
,

𝜋

2
,

𝜋

4
,

𝜋

4
,

7𝜋
12

,

𝜋

2
,

𝜋

4
,

𝜋

4
,

11𝜋
18

,

𝜋

2
,

𝜋

4
,

𝜋

4
,

5𝜋
9
,

𝜋

2
,

𝜋

4
,

𝜋

4
,

5𝜋
6
,

𝜋

2
,

𝜋

4
,

𝜋

4
,

3𝜋
4
,

𝜋

4

}

Using (3.4) we compute the Euclidean distance.
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(a) γ5 (b) γ6

Fig. 7 Planar geometric figures between which the dissimilarity distance is to be computed

Λ3,4(1) =
𝜋

6
Λ3,4(2) =

𝜋

4
Λ3,4(3) =

𝜋

6
Λ3,4(4) =

𝜋

6
Λ3,4(5) =

𝜋

12
Λ3,4(6) =

𝜋

4
Λ3,4(7) =

𝜋

4
Λ3,4(8) =

𝜋

4
Λ3,4(9) = 0 Λ3,4(10) =

𝜋

4
Λ3,4(11) =

2𝜋
9

Λ3,4(12) =
𝜋

4
Λ3,4(13) = 0 Λ3,4(14) =

𝜋

4
Λ3,4(15) =

7𝜋
18

Λ3,4(16) =
𝜋

6
Λ3,4(17) =

𝜋

4
Λ3,4(18) =

𝜋

12
Λ3,4(19) =

𝜋

6
Λ3,4(20) =

𝜋

6
Λ3,4(21) =

𝜋

12
Λ3,4(22) =

𝜋

12
Λ3,4(23) =

𝜋

12
Λ3,4(24) =

𝜋

12

24∑
u=1

Λ5,6(u) =
37𝜋
9

𝜶(𝜸𝟓, 𝜸𝟔) = 0.9281, using (3.5)

Figure 8 shows the relation between the corresponding elements of Θ5 and Θ6. It

also indicates, for each pair ⟨𝜃5(u), 𝜃6(u)⟩ the corresponding point, ⟨𝜃5(u), 𝜃5(u)⟩, on

the y = x line. Further, Table 8 provides the legend for this figure.

Computing 𝜌(𝛾5, 𝛾6)

L5 = {20, 10, 10
√
3, 20, 10

√
3, 10, 7

√
2, 7, 7, 40

√
2, 40, 40, 5

√
3, 15, 10

√
3, 7, 7, 7}

L4 = {5, 5, 5
√
2, 5(

√
6 +

√
2), 5

√
2, 5(

√
6 +

√
2), 5(3 +

√
3), 5

√
6(
√
3 + 1), 5(3 +

√
3),

20.8075, 29.426, 20.8075, 8.217, 11.6205, 8.217, 5(3 +
√
3), 5

√
6(
√
3 + 1), 5(3 +

√
3)}
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Fig. 8 Solid dots show the

existing relation between Θ5
and Θ6, whereas the line

passing through the hollow

dots shows the expected

relation between Θ5 and Θ6

Table 8 Legend of Fig. 8

A ∈ {⟨𝜃5(5), 𝜃5(5)⟩, ⟨𝜃5(15), 𝜃5(15)⟩,⟨𝜃5(18), 𝜃5(18)⟩, ⟨𝜃5(24), 𝜃5(24)⟩} B ∈ {⟨𝜃5(5), 𝜃6(5)⟩, ⟨𝜃5(18), 𝜃6(18)⟩, ⟨𝜃5(24), 𝜃6(24)⟩}
C ∈ {⟨𝜃5(15), 𝜃6(15)⟩} D ∈ {⟨𝜃5(8), 𝜃5(8)⟩, ⟨𝜃5(9), 𝜃6(9)⟩, ⟨𝜃5(9), 𝜃5(9)⟩,⟨𝜃5(12), 𝜃5(12)⟩, ⟨𝜃5(13), 𝜃6(13)⟩, ⟨𝜃5(13), 𝜃5(13)⟩}
E ∈ {⟨𝜃5(8), 𝜃6(8)⟩, ⟨𝜃5(12), 𝜃6(12)⟩} F ∈ {⟨𝜃5(21), 𝜃6(21)⟩, ⟨𝜃5(22), 𝜃6(22)⟩}
G ∈ {⟨𝜃5(1), 𝜃5(1)⟩, ⟨𝜃5(4), 𝜃5(4)⟩,⟨𝜃5(16), 𝜃5(16)⟩, ⟨𝜃5(20), 𝜃5(20)⟩,⟨𝜃5(21), 𝜃5(21)⟩, ⟨𝜃5(22), 𝜃5(22)⟩}

H ∈ {⟨𝜃5(1), 𝜃6(1)⟩, ⟨𝜃5(4), 𝜃6(4)⟩, ⟨𝜃5(16), 𝜃6(16)⟩,⟨𝜃5(20), 𝜃6(20)⟩}
I ∈ {⟨𝜃5(2), 𝜃6(2)⟩, ⟨𝜃5(6), 𝜃6(6)⟩,⟨𝜃5(10), 𝜃6(10)⟩, ⟨𝜃5(14), 𝜃6(14)⟩,⟨𝜃5(17), 𝜃6(17)⟩}

J ∈ {⟨𝜃5(2), 𝜃5(2)⟩, ⟨𝜃5(3), 𝜃5(3)⟩, ⟨𝜃5(6), 𝜃5(6)⟩,⟨𝜃5(10), 𝜃5(10)⟩, ⟨𝜃5(14), 𝜃5(14)⟩, ⟨𝜃5(17), 𝜃5(17)⟩}
K ∈ {⟨𝜃5(3), 𝜃6(3)⟩} M ∈ {⟨𝜃5(23), 𝜃5(23)⟩}
N ∈ {⟨𝜃5(23), 𝜃6(23)⟩} O ∈ {⟨𝜃5(7), 𝜃6(7)⟩}
P ∈ {⟨𝜃5(11), 𝜃6(11)⟩} Q ∈ {⟨𝜃5(7), 𝜃5(7)⟩, ⟨𝜃5(11), 𝜃5(11)⟩}
R ∈ {⟨𝜃5(19), 𝜃6(19)⟩} S ∈ {⟨𝜃5(19), 𝜃5(19)⟩}

Table 9 indicates the input and output of IPFP transformation.

Considering any row from the Table 9b, we compute m

m = 13.0031
11.9969

= 1.0839

y = 1.0839x, equation of the expected line

Figure 9 shows the relation between the corresponding elements of L5 and L6. It

also indicates, for each pair ⟨l5(h), l6(h)⟩ the corresponding point, ⟨l′5(h), l′6(h)⟩, on

the y = 1.0839x line. Further, Table 10 provides the legend for this figure.

Now, the Euclidean Distance is computed using (3.13)
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Table 9 IPFP Transformation

h l5(h) l6(h) TOTAL

1 20 5 25

2 10 5 15

3 17.3205 7.0711 24.3916

4 20 19.3185 39.3185

5 17.3205 27.3205 44.641

6 10 19.3185 29.3185

7 9.8995 23.6603 33.5598

8 7 33.4607 40.4607

9 7 23.6603 30.6603

10 56.5685 20.8075 77.376

11 40 29.426 69.426

12 40 20.8075 60.8075

13 8.6603 8.217 16.8773

14 15 11.6205 26.6205

15 17.3205 8.217 25.5375

16 7 23.6603 30.6603

17 7 33.4607 40.4607

18 7 23.6603 30.6603

TOTAL 317.0898 343.6864 660.7762

(A) Values on which IPFP is to be performed

h l′5(h) l′6(h) TOTAL

1 11.9969 13.0031 25

2 7.1981 7.8019 15

3 11.7049 12.6867 24.3916

4 18.868 20.4505 39.3185

5 21.4221 23.2189 44.641

6 14.0692 15.2493 29.3185

7 16.1045 17.4553 33.5598

8 19.4161 21.0446 40.4607

9 14.7131 15.9472 30.6603

10 37.1308 40.2452 77.376

11 33.3158 36.1102 69.426

12 29.18 31.6275 60.8075

13 8.099 8.7783 16.8773

14 12.7745 13.846 26.6205

15 12.2548 13.2827 25.5375

16 14.7131 15.9472 30.6603

17 19.4161 21.0446 40.4607

18 14.7131 15.9472 30.6603

TOTAL 317.0898 343.6864 660.7762

(B) Values obtained on applying IPFP



614 A. Honnegowda Roopa and S. Rao

Fig. 9 Solid dots show the

existing relation between L5
and L6, whereas the line

passing through the hollow

dots shows the expected

relation between L5 and L6

Δ5,6(1) = 11.3181 Δ5,6(2) = 3.9625 Δ5,6(3) = 7.9417 Δ5,6(4) = 1.6009
Δ5,6(5) = 5.8005 Δ5,6(6) = 5.7547 Δ5,6(7) = 8.7752 Δ5,6(8) = 17.5589
Δ5,6(9) = 10.9079 Δ5,6(10) = 27.4891 Δ5,6(11) = 9.4529 Δ5,6(12) = 15.3018
Δ5,6(13) = 0.7938 Δ5,6(14) = 3.1473 Δ5,6(15) = 7.164 Δ5,6(16) = 10.9079
Δ5,6(17) = 17.5589 Δ5,6(18) = 10.9079

18∑
h=1

Δ5,6(h) = 176.3443

𝝆(𝜸𝟓, 𝜸𝟔) = 0.9074, using (3.14)

Computing d(𝛾5, 𝛾6)

d(𝜸𝟓, 𝜸𝟔) = 0.9177, with 𝛽 = 0.5, using (3.15b)

Appendix D IPFP: Step-by-Step

Consider Fig. 10a and b

Computing 𝛼(𝛾7, 𝛾8)
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Table 10 Legend of Fig. 9

A = ⟨7, 23.6603⟩
∈ {⟨l5(9), l6(9)⟩, ⟨l5(16), l6(16)⟩,⟨l5(18), l6(18)⟩}

B = ⟨7, 33.4607⟩
∈ {⟨l5(8), l6(8)⟩, ⟨l5(17), l6(17)⟩}

C = ⟨7.1981, 7.8019⟩
∈ {⟨l′5(2), l′6(2)⟩}

D = ⟨8.099, 8.7783⟩
∈ {⟨l′5(13), l′6(13)⟩}

E = ⟨8.6603, 8.217⟩
∈ {⟨l5(13), l6(13)⟩}

F = ⟨9.8995, 23.6603⟩
∈ {⟨l5(7), l6(7)⟩}

G = ⟨10, 5⟩
∈ {⟨l5(2), l6(2)⟩}

H = ⟨10, 19.3185⟩
∈ {⟨l5(6), l6(6)⟩}

I = ⟨11.7049, 12.6867⟩
∈ {⟨l′5(3), l′6(3)⟩}

J = ⟨11.9969, 13.0031⟩
∈ {⟨l′5(1), l′6(1)⟩}

K = ⟨12.2548, 13.2827⟩
∈ {⟨l′5(15), l′6(15)⟩}

M = ⟨12.7745, 13.846⟩
∈ {⟨l′5(14), l′6(14)⟩}

N = ⟨14.0692, 15.2493⟩
∈ {⟨l′5(6), l′6(6)⟩}

O = ⟨14.7131, 15.9472⟩
∈ {⟨l′5(9), l′6(9)⟩, ⟨l′5(16), l′6(16)⟩,⟨l′5(18), l′6(18)⟩}

P = ⟨15, 11.6205⟩
∈ {⟨l5(14), l6(14)⟩}

Q = ⟨16.1045, 17.4553⟩
∈ {⟨l′5(7), l′6(7)⟩}

R = ⟨17.3205, 7.0711⟩
∈ {⟨l5(3), l6(3)⟩}

S = ⟨17.3205, 8.217⟩
∈ {⟨l5(15), l6(15)⟩}

T = ⟨17.3205, 27.3205⟩
∈ {⟨l5(5), l6(5)⟩}

U = ⟨18.868, 20.4505⟩
∈ {⟨l′5(4), l′6(4)⟩}

V = ⟨19.4161, 21.0446⟩
∈ {⟨l′5(8), l′6(8)⟩, ⟨l′5(17), l′6(17)⟩}

W = ⟨20, 5⟩
∈ {⟨l5(1), l6(1)⟩}

X = ⟨20, 19.3185⟩
∈ {⟨l5(4), l6(4)⟩}

Y = ⟨21.4221, 23.2189⟩
∈ {⟨l′5(5), l′6(5)⟩}

Z = ⟨29.18, 31.6275⟩
∈ {⟨l′5(12), l′6(12)⟩}

A′ = ⟨33.3158, 36.1102⟩
∈ {⟨l′5(11), l′6(11)⟩}

B′ = ⟨37.1308, 40.2452⟩
∈ {⟨l′5(10), l′6(10)⟩}

C′ = ⟨40, 20.8075⟩
∈ {⟨l5(12), l6(12)⟩}

D′ = ⟨40, 29.426⟩
∈ {⟨l5(11), l6(11)⟩}

E′ = ⟨56.5685, 20.8075⟩
∈ {⟨l5(10), l6(10)⟩}

Θ7 =
{
𝜋

3
,

5𝜋
6
,

𝜋

6
,

2𝜋
3
,

5𝜋
6
,

𝜋

2
,

𝜋

6
,

2𝜋
3
,

𝜋

2
,

2𝜋
3
,

13𝜋
36

,

59𝜋
72

,

13𝜋
72

,

23𝜋
36

,

3𝜋
4
,

11𝜋
18

,

7𝜋
36

,

29𝜋
36

,

7𝜋
18

,

3𝜋
4
,

𝜋

4
, 𝜋,

𝜋

4
,

𝜋

2
,

2𝜋
3
,

5𝜋
6
,

𝜋

12
,

11𝜋
12

,

𝜋

6
,

5𝜋
6
,

𝜋

2
,

𝜋

2
,

𝜋

2
,

𝜋

2
,

3𝜋
4
,

3𝜋
4
,

𝜋

8
,

7𝜋
8
,

𝜋

4
,

3𝜋
4

}
Θ8 =

{
𝜋

2
,

3𝜋
4
,

𝜋

4
,

𝜋

2
,

3𝜋
4
,

3𝜋
4
,

𝜋

8
,

7𝜋
8
,

𝜋

4
,

3𝜋
4
,

𝜋

2
,

3𝜋
4
,

𝜋

4
,

𝜋

2
,

3𝜋
4
,

3𝜋
4
,

𝜋

8
,

7𝜋
8
,

𝜋

4
,

3𝜋
4
,

𝜋

2
,

3𝜋
4
,

𝜋

4
,

𝜋

2
,

3𝜋
4
,

3𝜋
4
,

𝜋

8
,

7𝜋
8
,

𝜋

4
,

3𝜋
4
,

𝜋

2
,

3𝜋
4
,

𝜋

4
,

𝜋

2
,

3𝜋
4
,

3𝜋
4
,

𝜋

8
,

7𝜋
8
,

𝜋

4
,

3𝜋
4

}
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(a) γ7 (b) γ8

Fig. 10 Planar geometric figures between which the dissimilarity distance is to be computed

Using (3.4) we compute the Euclidean distance.

Λ7,8(1) =
𝜋

6
Λ7,8(2) =

𝜋

12
Λ7,8(3) =

𝜋

12
Λ7,8(4) =

𝜋

6
Λ7,8(5) =

𝜋

12
Λ7,8(6) =

𝜋

4
Λ7,8(7) =

𝜋

24
Λ7,8(8) =

5𝜋
24

Λ7,8(9) =
𝜋

4
Λ7,8(10) =

𝜋

12
Λ7,8(11) =

5𝜋
36

Λ7,8(12) =
5𝜋
72

Λ7,8(13) =
5𝜋
72

Λ7,8(14) =
5𝜋
36

Λ7,8(15) = 0
Λ7,8(16) =

5𝜋
36

Λ7,8(17) =
5𝜋
72

Λ7,8(18) =
5𝜋
72

Λ7,8(19) =
5𝜋
36

Λ7,8(20) = 0
Λ7,8(21) =

𝜋

4
Λ7,8(22) =

𝜋

4
Λ7,8(23) = 0 Λ7,8(24) = 0 Λ7,8(25) =

𝜋

12
Λ7,8(26) =

𝜋

12
Λ7,8(27) =

𝜋

24
Λ7,8(28) =

𝜋

24
Λ7,8(29) =

𝜋

12
Λ7,8(30) =

𝜋

12
Λ7,8(31) = 0 Λ7,8(32) =

𝜋

4
Λ7,8(33) =

𝜋

4
Λ7,8(34) = 0 Λ7,8(35) = 0

Λ7,8(36) = 0 Λ7,8(37) = 0 Λ7,8(38) = 0 Λ7,8(39) = 0 Λ7,8(40) = 0

40∑
u=1

Λ7,8(u) =
11𝜋
3

𝜶(𝜸𝟕, 𝜸𝟖) = 0.9201, using (3.5)

Figure 11 shows the relation between the corresponding elements of Θ7 and Θ8.

It also indicates, for each pair ⟨𝜃7(u), 𝜃8(u)⟩ the corresponding point, ⟨𝜃7(u), 𝜃7(u)⟩,
on the y = x line. Further, Table 11 provides the legend for this figure.

Computing 𝜌(𝛾7, 𝛾8)
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Fig. 11 Solid dots show the

existing relation between Θ7
and Θ8, whereas the line

passing through the hollow

dots shows the expected

relation between Θ7 and Θ8

Table 11 Legend of Fig. 11

A =
⟨
𝜋

12
,

𝜋

12

⟩
∈ {⟨𝜃7(27), 𝜃7(27)⟩}

B =
⟨
𝜋

12
,

𝜋

8

⟩
∈ {⟨𝜃7(27), 𝜃8(27)⟩}

C =
⟨
𝜋

8
,

𝜋

8

⟩
∈ {⟨𝜃7(37), 𝜃8(37)⟩, ⟨𝜃7(37), 𝜃7(37)⟩}

D =
⟨
𝜋

6
,

𝜋

8

⟩
∈ {⟨𝜃7(7), 𝜃8(7)⟩}

E =
⟨
𝜋

6
,

𝜋

6

⟩
∈ {⟨𝜃7(3), 𝜃7(3)⟩, ⟨(𝜃7(7), 𝜃7(7)⟩,⟨𝜃7(29), 𝜃7(29)⟩}

F =
⟨
𝜋

6
,

𝜋

4

⟩
∈ {⟨𝜃7(3), 𝜃8(3)⟩, ⟨𝜃7(29), 𝜃8(29)⟩}

G =
⟨ 13𝜋

72
,

13𝜋
72

⟩
∈ {⟨𝜃7(13), 𝜃7(13)⟩}

H =
⟨ 13𝜋

72
,

𝜋

4

⟩
∈ {⟨𝜃7(13), 𝜃8(13)⟩}

I =
⟨ 7𝜋
36

,

𝜋

8

⟩
∈ {⟨𝜃7(17), 𝜃8(17)⟩}

J =
⟨ 7𝜋
36

,

7𝜋
36

⟩
∈ {⟨𝜃7(17), 𝜃7(17)⟩}

K =
⟨
𝜋

4
,

𝜋

4

⟩
∈ {⟨𝜃7(21), 𝜃7(21)⟩, ⟨𝜃7(23), 𝜃8(23)⟩,⟨𝜃7(23), 𝜃7(23)⟩, ⟨𝜃7(39), 𝜃8(39)⟩,⟨𝜃7(39), 𝜃7(39)⟩}

M =
⟨
𝜋

4
,

𝜋

2

⟩
∈ {⟨𝜃7(21), 𝜃8(21)⟩}

N =
⟨
𝜋

3
,

𝜋

3

⟩
∈ {⟨𝜃7(1), 𝜃7(1)⟩}

O =
⟨
𝜋

3
,

𝜋

2

⟩
∈ {⟨𝜃7(1), 𝜃8(1)⟩}

P =
⟨ 13𝜋

36
,

13𝜋
36

⟩
∈ {⟨𝜃7(11), 𝜃7(11)⟩}

Q =
⟨ 13𝜋

36
,

𝜋

2

⟩
∈ {⟨𝜃7(11), 𝜃8(11)⟩}

R =
⟨ 7𝜋
18

,

𝜋

4

⟩
∈ {⟨𝜃7(19), 𝜃8(19)⟩}

S =
⟨ 7𝜋
18

,

7𝜋
18

⟩
∈ {⟨𝜃7(19), 𝜃7(19)⟩}

T =
⟨
𝜋

2
,

𝜋

4

⟩
∈ {⟨𝜃7(9), 𝜃8(9)⟩, ⟨𝜃7(33), 𝜃8(33)⟩}

U =
⟨
𝜋

2
,

𝜋

2

⟩
∈ {⟨𝜃7(6), 𝜃7(6)⟩, ⟨𝜃7(9), 𝜃7(9)⟩, ⟨𝜃7(24), 𝜃8(24)⟩,⟨𝜃7(24), 𝜃7(24)⟩, ⟨𝜃7(31), 𝜃8(31)⟩, ⟨𝜃7(31), 𝜃7(31)⟩,⟨𝜃7(32), 𝜃7(32)⟩, ⟨𝜃7(33), 𝜃7(33)⟩, ⟨𝜃7(34), 𝜃8(34)⟩,⟨𝜃7(34), 𝜃7(34)⟩}

(continued)
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Table 11 (continued)

V =
⟨
𝜋

2
,

3𝜋
4

⟩
∈ {⟨𝜃7(6), 𝜃8(6)⟩, ⟨𝜃7(32), 𝜃8(32)⟩}

W =
⟨ 11𝜋

18
,

11𝜋
18

⟩
∈ {⟨𝜃7(16), 𝜃7(16)⟩}

X =
⟨ 11𝜋

18
,

3𝜋
4

⟩
∈ {⟨𝜃7(16), 𝜃8(16)⟩}

Y =
⟨ 23𝜋

36
,

𝜋

2

⟩
∈ {⟨𝜃7(14), 𝜃8(14)⟩}

X =
⟨ 11𝜋

18
,

3𝜋
4

⟩
∈ {⟨𝜃7(16), 𝜃8(16)⟩}

Y =
⟨ 23𝜋

36
,

𝜋

2

⟩
∈ {⟨𝜃7(14), 𝜃8(14)⟩}

Z =
⟨ 23𝜋

36
,

23𝜋
36

⟩
∈ {⟨𝜃7(14), 𝜃7(14)⟩}

A′ =
⟨ 2𝜋

3
,

𝜋

2

⟩
∈ {⟨𝜃7(4), 𝜃8(4)⟩}

B′ =
⟨ 2𝜋

3
,

2𝜋
3

⟩
∈ {⟨𝜃7(4), 𝜃7(4)⟩, ⟨𝜃7(8), 𝜃7(8)⟩,⟨𝜃7(10), 𝜃7(10)⟩, ⟨𝜃7(25), 𝜃7(25)⟩}

C′ =
⟨ 2𝜋

3
,

3𝜋
4

⟩
∈ {⟨𝜃7(10), 𝜃8(10)⟩, ⟨𝜃7(25), 𝜃8(25)⟩}

D′ =
⟨ 2𝜋

3
,

7𝜋
8

⟩
∈ {⟨𝜃7(8), 𝜃8(8)⟩}

E′ =
⟨ 3𝜋

4
,

3𝜋
4

⟩
∈ {⟨𝜃7(15), 𝜃8(15)⟩, ⟨𝜃7(15), 𝜃7(15)⟩, ⟨𝜃7(20), 𝜃8(20)⟩,⟨𝜃7(20), 𝜃7(20)⟩, ⟨𝜃7(35), 𝜃8(35)⟩, ⟨𝜃7(35), 𝜃7(35)⟩,⟨𝜃7(36), 𝜃8(36)⟩, ⟨𝜃7(36), 𝜃7(36)⟩, ⟨𝜃7(40), 𝜃8(40)⟩,⟨𝜃7(40), 𝜃7(40)⟩}

F′ =
⟨ 29𝜋

36
,

29𝜋
36

⟩
∈ {⟨𝜃7(18), 𝜃7(18)⟩}

G′ =
⟨ 29𝜋

36
,

7𝜋
8

⟩
∈ {⟨𝜃7(18), 𝜃8(18)⟩}

H′ =
⟨ 59𝜋

72
,

3𝜋
4

⟩
∈ {⟨𝜃7(12), 𝜃8(12)⟩}

I′ =
⟨ 59𝜋

72
,

59𝜋
72

⟩
∈ {⟨𝜃7(12), 𝜃7(12)⟩}

J′ =
⟨ 5𝜋

6
,

3𝜋
4

⟩
∈ {⟨𝜃7(2), 𝜃8(2)⟩, ⟨𝜃7(5), 𝜃8(5)⟩,⟨𝜃7(26), 𝜃8(26)⟩, ⟨𝜃7(30), 𝜃8(30)⟩}

K′ =
⟨ 5𝜋

6
,

5𝜋
6

⟩
∈ {⟨𝜃7(2), 𝜃7(2)⟩, ⟨𝜃7(5), 𝜃7(5)⟩, ⟨𝜃7(26), 𝜃7(26)⟩,⟨𝜃7(30), 𝜃7(30)⟩}

M′ =
⟨ 7𝜋

8
,

7𝜋
8

⟩
∈ {⟨𝜃7(38), 𝜃8(38)⟩, ⟨𝜃7(38), 𝜃7(38)⟩}

N′ =
⟨ 11𝜋

12
,

7𝜋
8

⟩
∈ {⟨𝜃7(28), 𝜃8(28)⟩}

O′ =
⟨ 11𝜋

12
,

11𝜋
12

⟩
∈ {⟨𝜃7(28), 𝜃7(28)⟩}

P′ =
⟨
𝜋,

3𝜋
4

⟩
∈ {⟨𝜃7(22), 𝜃8(22)⟩}

Q′ = ⟨𝜋, 𝜋⟩
∈ {⟨𝜃7(22), 𝜃7(22)⟩}

L7 = {10, 5, 10
√
3, 15, 4, 8.0718, 8, 8, 4, 13.4944, 12, 2

√
6, 7.101, 8.026, 10, 5

√
2, 5

√
2, 10,

4, 6, 2(
√
6 +

√
2), 8, 12, 8, 12, 2

√
2, 9.1716, 5.2264}

L8 = {10, 10, 10
√
2, 20, 10, 10, 18.478, 10, 10, 10

√
2, 20, 10, 10, 18.478, 10, 10, 10

√
2,

20, 10, 10, 18.478, 10, 10, 10
√
2, 20, 10, 10, 18.478}

Tables 12, 13, 14a and b give a detailed explanation of the IPFP transformation

used in this chapter.

(1) Table 12 gives the row sum and column sum that will be maintained in row fitting

and column fitting respectively.
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Table 12 Table whose rows are populated with corresponding elements of sets L7 and L8. This

table is constructed to compute the Row and Column totals that needs to be maintained in Row

Fitting and Column Fitting respectively

h l7(h) l8(h) TOTAL

1 10 10 20
2 5 10 15
3 17.3205 14.1421 31.4626
4 15 20 35
5 4 10 14
6 8.0718 10 18.0718
7 8 18.478 26.478
8 8 10 18
9 4 10 14
10 13.4944 14.1421 27.6365
11 12 20 32
12 4.899 10 14.899
13 7.101 10 17.101
14 8.026 18.478 26.504
15 10 10 20
16 7.0711 10 17.0711
17 7.0711 14.1421 21.2132
18 10 20 30
19 4 10 14
20 6 10 16
21 7.7274 18.478 26.2054
22 8 10 18
23 12 10 22
24 8 14.1421 22.1421
25 12 20 32
26 2.8284 10 12.8284
27 9.1716 10 19.1716
28 5.2264 18.478 23.7044
TOTAL 234.0087 370.4805 604.4892
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Table 13 Initial table. The table on which the Row fitting of the first iteration

h l′7(h) l′8(h) TOTAL

1 1 1 2
2 1 1 2
3 1 1 2
4 1 1 2
5 1 1 2
6 1 1 2
7 1 1 2
8 1 1 2
9 1 1 2
10 1 1 2
11 1 1 2
12 1 1 2
13 1 1 2
14 1 1 2
15 1 1 2
16 1 1 2
17 1 1 2
18 1 1 2
19 1 1 2
20 1 1 2
21 1 1 2
22 1 1 2
23 1 1 2
24 1 1 2
25 1 1 2
26 1 1 2
27 1 1 2
28 1 1 2
TOTAL 28 28 56
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Table 14 IPFP First Iteration

h l′7(h) l′8(h) TOTAL

1 10 10 20
2 7.5 7.5 15
3 15.7313 15.7313 31.4626
4 17.5 17.5 35
5 7 7 14
6 9.0359 9.0359 18.0718
7 13.239 13.239 26.478
8 9 9 18
9 7 7 14
10 13.81825 3.818251 27.6365
11 16 16 32
12 7.4495 7.4995 14.899
13 8.5505 8.5505 17.101
14 13.2520 13.2520 26.5040
15 10 10 20
16 8.53555 8.53555 17.0711
17 10.6066 10.6066 21.2132
18 15 15 30
19 7 7 14
20 8 8 16
21 13.1027 13.1027 26.2054
22 9 9 18
23 11 11 22
24 11.07105 11.07105 22.1421
25 16 16 32
26 6.4142 6.142 12.8284
27 9.5858 9.5858 19.1716
28 11.8522 11.8522 23.7044
TOTAL 302.2446 302.2446 604.4892
(A) Table obtained on performing row fitting.

h l′7(h) l′8(h) TOTAL

1 7.7424 12.2576 20

2 5.8068 9.1932 15

3 12.1798 19.2829 31.4627

4 13.5491 21.4509 35

5 5.4197 8.5803 14

6 6.9959 11.0759 18.0718

7 10.2501 16.2279 26.478

8 6.9681 11.0319 18

(continued)
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Table 14 (continued)

h l′7(h) l′8(h) TOTAL

9 5.4197 8.5803 14

10 10.6986 16.9379 27.6365

11 12.3878 19.6122 32

12 5.7677 9.1313 14.899

13 6.6201 10.4809 17.101

14 10.2602 16.2438 26.504

15 7.7424 12.2576 20

16 6.6085 10.4625 17.071

17 8.212 13.0012 21.2132

18 11.6135 18.3865 30

19 5.4197 8.5803 14

20 6.1939 9.8061 16

21 10.1446 16.0608 26.2054

22 6.9681 11.0319 18

23 8.5166 13.4834 22

24 8.5716 13.5705 22.1421

25 12.3878 19.6122 32

26 4.9661 7.8623 12.8284

27 7.4217 11.7499 19.1716

28 9.1764 14.5280 23.7044

TOTAL 234.0087 370.4805 604.4892

(B) Table obtained on performing column fitting.

(2) Table 13, is the initial table, on which row fitting of the first iteration is per-

formed.

(3) Table 14a, is the result of row fitting. The value of each cell is obtained as fol-

lows:

rn,o =
qn,o ∗ sr(n)

sq(n)

where, rn,o represents the value in nth row and oth column of Table 14a, qn,o
represents the value in nth row and oth column of Table 13, sr(n) represents the

nth row sum of Table 14a and sq(n) represents the nth row sum of Table 13.

(4) Table 14b, is the result of column fitting. The value of each cell is obtained as

follows:

cn,o =
rn,o ∗ sc(o)

sr(o)
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where, cn,o represents the value in nth row and oth column of Table 14b, rn,o
represents the value in nth row and oth column of Table 14a, sc(o) represents

the zeroth column sum of Table 14b and sr(o) represents the oth row sum of

Table 14a.

The iteration stops after Table 14b, as the column and row sums of this table are

equal to that of Table 12, up to 3 decimal places.

Considering any row from the Table 14b, we computem

m = 12.2576
7.7424

= 1.5832

y = 1.5832x, equation of the expected line

Figure 12 shows the relation between the corresponding elements of L7 and L8. It

also indicates, for each pair ⟨l7(h), l8(h)⟩ the corresponding point, ⟨l′7(h), l′8(h)⟩, on

the y = 1.5985x line. Further, Table 15 provides the legend for this figure.

Now, the Euclidean Distance is computed using (3.13)

Δ7,8(1) = 3.1928 Δ7,8(2) = 1.1409 Δ7,8(3) = 7.2701 Δ7,8(4) = 2.0518
Δ7,8(5) = 2.0077 Δ7,8(6) = 1.5215 Δ7,8(7) = 3.1821 Δ7,8(8) = 1.2285
Δ7,8(9) = 2.0077 Δ7,8(10) = 3.9539 Δ7,8(11) = 0.5484 Δ7,8(12) = 1.1803
Δ7,8(13) = 0.6801 Δ7,8(14) = 3.1596 Δ7,8(15) = 3.1928 Δ7,8(16) = 0.6541
Δ7,8(17) = 1.6135 Δ7,8(18) = 2.2819 Δ7,8(19) = 2.0077 Δ7,8(20) = 0.2742
Δ7,8(21) = 3.4184 Δ7,8(22) = 1.4593 Δ7,8(23) = 4.9263 Δ7,8(24) = 0.8084
Δ7,8(25) = 0.5484 Δ7,8(26) = 3.0231 Δ7,8(27) = 2.4748 Δ7,8(28) = 5.5861

Fig. 12 Solid dots show the

existing relation between L7
and L8, whereas the line

passing through the hollow

dots shows the expected

relation between L7 and L8
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Table 15 Legend of Fig. 12

A = ⟨2.8284, 10⟩
∈ {⟨l7(26), l8(26)⟩}

B = ⟨4, 10⟩
∈ {⟨l7(5), l8(5)⟩, ⟨l7(9), l8(9)⟩, ⟨l7(19), l8(19)⟩}

C = ⟨4.899, 10⟩
∈ {⟨l7(12), l8(12)⟩}

D = ⟨4.9661, 7.8623⟩
∈ {⟨l′7(26), l′8(26)⟩}

E = ⟨5, 10⟩
∈ {⟨l7(2), l8(2)⟩}

F = ⟨5.2264, 18.478⟩
∈ {⟨l7(28), l8(28)⟩}

G = ⟨5.4197, 8.5803⟩
∈ {⟨l′7(5), l′8(5)⟩, ⟨l′7(9), l′8(9), ⟨l′7(19), l′8(19)⟩}

H = ⟨5.7677, 9.1313⟩
∈ {⟨l′7(12), l′8(12)⟩}

I = ⟨5.8068, 9.1932⟩
∈ {⟨l′7(2), l′8(2)⟩}

J = ⟨6, 10⟩
∈ {⟨l7(20), l8(20)⟩}

K = ⟨6.1939, 9.8061⟩
∈ {⟨l′7(20), l′8(20)⟩}

M = ⟨6.6085, 10.4625⟩
∈ {⟨l′7(16), l′8(16)⟩}

N = ⟨6.6201, 10.4809⟩
∈ {⟨l′7(13), l′8(13)⟩}

O = ⟨6.9681, 11.0319⟩
∈ {⟨l′7(8), l′8(8)⟩, ⟨l′7(22), l′8(22)⟩}

P = ⟨6.9959, 11.0759⟩
∈ {⟨l′7(6), l′8(6)⟩}

Q = ⟨7.0711, 10⟩
∈ {⟨l7(16), l8(16)⟩}

R = ⟨7.0711, 14.1421⟩
∈ {⟨l7(17), l8(17)⟩}

S = ⟨7.101, 10⟩
∈ {⟨l7(13), l8(13)⟩}

T = ⟨7.4217, 11.7499⟩
∈ {⟨l′7(27), l′8(27)⟩}

U = ⟨7.7274, 18.4780⟩
∈ {⟨l7(21), l8(21)⟩}

V = ⟨7.7424, 12.2576⟩
∈ {⟨l′7(1), l′8(1)⟩, ⟨l′7(15), l′8(15)⟩}

W = ⟨8, 10⟩
∈ {⟨l7(8), l8(8)⟩, ⟨l7(22), l8(22)⟩}

X = ⟨8, 14.1421⟩
∈ {⟨l7(24), l8(24)⟩}

Y = ⟨8, 18.478⟩
∈ {⟨l7(7), l8(7)⟩}

Z = ⟨8.0260, 18.4780⟩
∈ {⟨l7(14), l8(14)⟩}

A′ = ⟨8.0718, 10⟩
∈ {⟨l7(6), l8(6)⟩}

B′ = ⟨8.2120, 13.0012⟩
∈ {⟨l′7(17), l′8(17)⟩}

C′ = ⟨8.5166, 13.4834⟩
∈ {⟨l′7(23), l′8(23)⟩}

D′ = ⟨8.5716, 13.5705⟩
∈ {⟨l′7(24), l′8(24)⟩}

E′ = ⟨8.521, 13.6211⟩
∈ {⟨l′7(24), l′8(24)⟩}

F′ = ⟨9.1764, 14.5280⟩
∈ {⟨l′7(28), l′8(28)⟩}

G′ = ⟨10, 10⟩
∈ {⟨l7(1), l8(1)⟩, ⟨l7(15), l8(15)⟩}

H′ = ⟨10, 20⟩
∈ {⟨l7(18), l8(18)⟩}

I′ = ⟨10.1446, 16.0608⟩
∈ {⟨l′7(21), l′8(21)⟩}

J′ = ⟨10.2501, 16.2279⟩
∈ {⟨l′7(7), l′8(7)⟩}

K′ = ⟨10.2602, 16.2438⟩
∈ {⟨l′7(14), l′8(14)⟩}

M′ = ⟨10.6986, 16.9379⟩
∈ {⟨l′7(10), l′8(10)⟩}

N′ = ⟨11.6135, 18.3865⟩
∈ {⟨l′7(18), l′8(18)⟩}

O′ = ⟨12, 10⟩
∈ {⟨l7(23), l8(23)⟩}

P′ = ⟨12, 20⟩
∈ {⟨l7(11), l8(11)⟩, ⟨l7(25), l8(25)⟩}

Q′ = ⟨12.1798, 19.2829⟩
∈ {⟨l′7(3), l′8(3)⟩}

R′ = ⟨12.387819.6122⟩
∈ {⟨l′7(11), l′8(11)⟩, ⟨l′7(25), l′8(25)⟩}

S′ = ⟨13.4944, 14.1421⟩
∈ {⟨l7(10), l8(10)⟩}

T ′ = ⟨13.549121.4509⟩
∈ {⟨l′7(4), l′8(4)⟩}

U′ = ⟨15, 20⟩
∈ {⟨l7(4), l8(4)⟩}

V ′ = ⟨17.3205, 14.1421⟩
∈ {⟨l7(3), l8(3)⟩}
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28∑
h=1

Δ7,8(h) = 65.6736

𝝆(𝜸𝟕, 𝜸𝟖) = 0.7011, using (3.14)

Computing d(𝛾7, 𝛾8)

d(𝜸𝟕, 𝜸𝟖) = 0.8106, with 𝛽 = 0.5, using (3.15b)
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Rough Set Theory Based on Robust Image
Watermarking

Musab Ghadi, Lamri Laouamer, Laurent Nana and Anca Pascu

Abstract Computational intelligence involves convenient adaptation and self-

organization concepts, theories, and algorithms, which provide appropriate actions

for a complex and changing environment. Fuzzy systems, artificial neural networks,

and evolutionary computation are the main computational intelligence approaches

used in applications. Rough set theory is one of the important fuzzy systems that

have a significant role in extracting rough information from vague and uncertain

knowledge. It has a pivotal role in many vague problems linked to image process-

ing, fault diagnosis, intelligent recommendation, and intelligent support decision-

making. Image authentication and security are one of the essential demands due to

the rapid evolution of tele-image processing systems and to the increase of cyber-

attacks on applications relying on such systems. Designing such image authentica-

tion and security systems requires the analysis of digital image characteristics which

are, in majority, based on uncertain and vague knowledge. Digital watermarking

is a well-known solution for image security and authentication. This chapter intro-

duces intelligent systems based on image watermarking and explores the efficiency

of rough set theory in designing robust image watermarking with acceptable rate of

imperceptibility and robustness against different scenarios of attacks.
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1 Introduction

A collection of methodologies, complementary, and synergistic, which are capable

to identify simple algorithms to produce efficient solutions for various problems,

are becoming the focus of attention for researchers in different fields. The concepts

and paradigms of Computational Intelligence (CI) [1], Soft Computing (SC) [2],

and Artificial Intelligence (AI) [3] provide intelligence techniques to develop sim-

ple algorithms with efficient solutions for various issues, especially those related

to system optimization, pattern recognition, and intelligent control systems. CI has

a close relation with AI. The difference between them is that CI employs a sub-

symbolic knowledge to design a simple algorithm to have an efficient solution for a

given problem, while AI uses symbolic knowledge that focuses on finding the best

output ignoring the complexity of the proposed algorithm. From the viewpoint of

vague and uncertainty concepts, CI is based on numerical and partial set of knowl-

edge (uncertain and incomplete knowledge) that is produced from the given problem,

while AI is based on a full knowledge representation decomposed into semantic con-

cepts and logic that are close to the human perspectives. Problems connected with

mining, clustering, reduction, and associations are usually solved by CI techniques,

while speech recognition, robots, handwriting recognitions, and gaming problems

are solved by AI techniques [1, 3].

The SC principle involves all algorithms that are designed to provide a foundation

for the conceptions, design, and deployment of intelligent systems. The soft com-

puting methodologies are designed to find efficient solutions for intelligent systems

based on uncertain and vague knowledge [2].

The CI combines mainly three techniques including Artificial Neural Networks

(ANNs), evolutionary computing, and fuzzy systems. ANNs are inspired by the bio-

logical nervous systems, and are learning and adaptive structures used for informa-

tion processing when it is difficult or not possible to define a set of rules related to

a specific problem. The learning task in ANNs is classified into three paradigms:

supervised, unsupervised, and reinforcement learning. The Back Propagation ANN

algorithm (BPANN) [4] is a supervised learning algorithm that learns by processing

the training sets to find approximately optimal network’s weight, which is used in

turn to enable the algorithm to produce desired output with minimum error. In unsu-

pervised learning methods there is no desired output associated with the training

set. It is used usually in clustering and compression applications. The reinforcement

learning paradigm is close to supervised learning, except that the change of the net-

work’s weight is not related to the error value. Commonly, ANNs-based techniques

are applied in classification, frequent pattern, and approximation functions to solve

many application problems such as medical diagnosis, image processing, pattern

recognition, and data mining.

Evolutionary algorithms are based on the techniques of natural selection and bio-

logical evolution. These techniques involve representable and objective functions.

Evolutionary algorithms are used when brute-force search is not practical. They are

useful for multiparameter optimizations. The Genetic Algorithm (GA) is one of the
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important kinds of evolutionary algorithms. The fuzzy theory is a heuristic-based

approach aimed to introduce efficient solutions based on set of rules and fuzzy mem-

bership function. The fuzzy rules deal with incomplete and inexact knowledge such

as the concepts of bigger, taller, or faster. Fuzzy set, fuzzy logic, and rough set are the

most important techniques in the CI, and they can be combined to give a definition

for vagueness and imprecise knowledge in different fields of our life [5–7].

Establishing procedures to preserve digital images security and authentication are

significant issues. Many sensitive applications require transmitting a huge amount of

digital images in secure way such as medical images analysis, remote sensing images,

and objects tracing. Designing the image security and authentication models require

considering the major constraints of wireless network including computational com-

plexity, robustness, and fault tolerance against different attacks [8].

Managing these constraints requires an intensive work to deal with image char-

acteristics including the texture/smooth nature, the relationships between the spatial

pixels or transformed coefficients, and the structure of image’s surface and back-

ground. These characteristics, which have significant correlation with the Human

Visual System (HVS), are vague and uncertain, since there is no precise meaning or

real standard of these characteristics [9].

By demonstrating the texture/smooth nature of digital image, the literature agreed

that it was difficult to find a clear definition to the principles of texture and smooth,

as well as there is no standard way to discriminate image’s regions into texture or

smooth. Nevertheless, the problems of texture/smooth analysis are treated through

different approaches that attempt to quantify intuitive qualities described by features

such as first-order histogram-based features and co-occurrence matrix-based features

[10, 11]. These features, which include the uniformity, density, roughness, regular-

ity, linearity, frequency, phase, directionality, coarseness, randomness, fineness, and

granulation, are all based on the histogram gray-level intensities. So, the concepts

of texture or smooth in image processing are vague and uncertain. They deal with

complex patterns that need to be analyzed and characterized using the previously

mentioned features.

On the other hand, the relationships between the spatial pixels of digital images

or their transformed coefficients by Discrete Wavelet Transform (DWT), Discrete

Cosine Transform (DCT), or any other transform processes also have an ambigu-

ity. As an example, the spatial pixel values of neighbored regions have uncertain

discernibility due to the disparity of image contrast, so the inability to define exact

boundary of spatial pixel values at least for nearby image blocks is considered vague

problem, which may lead to degrade the perceptual image quality in case that pixel

values are changed. Furthermore, the transformed coefficients of conventional DWT

suffer from shift invariant problem due to the variance of wavelet coefficients energy.

This problem leads to uncertainty and unpredictability cases to the actual sensitivity

to the HVS [12, 13].

However, the mentioned image’s characteristics can be analyzed using CI, AI,

Image Mining, and Image Coding techniques [14–17]. The associations between the
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deduced image’s characteristics and the techniques mentioned provide efficient solu-

tions for the security and authentication of transmitted images across wireless net-

works.

CI techniques exhibit many capabilities to adapt and provide multimodal solu-

tions for these complex systems. Although many CI-based models are developed in

the fields of fault diagnosis, image classification, recommendation system, and intel-

ligent control system, the employment of these techniques in the field of security and

authentication of transmitted multimedia data over the networks is confined, in spite

of their significance.

Digital watermarking is one of the solutions which have contributed significantly

to the authentication of the transmitted text, images, and videos on the Internet.

Many watermarking approaches are proposed in both spatial and frequency domains

[18–21], but intelligent techniques based on image watermarking systems have not

been widely used. Few works such as those proposed in [22–26] explored the ANNs,

GA, and rough set principles in different applications but they did not consider secu-

rity and authentication of digital images. The key features of rough set theory includ-

ing the ability to characterize and deal with uncertainty and vague image data, as well

as no need to any preliminary or additional information about data like probability

in statistics or value of possibility, encourage us to introduce this chapter.

This chapter is organized as follows. Background related to the principles of clas-

sical set and rough set is presented in Sect. 2. Section 3 deals with research works

based on rough set theory. Some intelligent systems based on image watermarking

are then presented in Sect. 4. Section 5 introduces two rough set-based watermark-

ing systems. A comparative study is presented in Sect. 6. The chapter ends with a

conclusion and open issues in Sect. 7.

2 Classical Set and Rough Set Principles

The classical set is a primitive notion in mathematics and natural sciences. The set

can be defined in such a way that all elements in the universal set are classified

definitely into members or nonmembers based on predefined characteristic function.

The characteristic function assigns either 0 or 1 for each element in the universe set.

Let U denote the universe set and u denote the general elements, then the char-

acteristic function FS(u) maps all members in universal set U into set {0, 1}. The

mapping process classified the universe elements into crisp sets [27], where the prin-

ciple of crisp set is defined in such a way that the boundary region of U is empty;

this means that all universe set elements are classified definitely either as member or

non-member.

The general syntax of characteristic function is mentioned below: FS(u):

U→{0, 1}. Mathematically, the classical sets can be denoted by one of the following

expressions:
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∙ List, denoted as S = {x1, x2,… , xn}
∙ Formula, denoted as S = {X ∣ X satisfies a given property, for example (X is an

even number)}
∙ Membership function, denoted as

FS(u) =

{
1 if u belongs to S

0 if u does not belong to S.

In contrast of crisp set principle, which deals with precise information and knowl-

edge [27], the fuzzy set theory is a mathematical approach to solve the vagueness

and uncertainty information about the problem’s knowledge. The fuzzy set principle

was introduced by Lotfi Zadeh [27] to define a set of elements that is formulated

by employing a fuzzy membership function. Any set that is defined by membership

function is defined as a fuzzy (imprecise) set not as crisp (precise) set [27].

The membership function expresses the relationship between the value of an ele-

ment and its degree of membership in a set. The membership function of a fuzzy set

S is denoted by FS, where FS ∶ U → [0, 1]. If an element u in the universe set U is

a member of the fuzzy set S, then it is member of S with a degree of membership

given by FS(U) → [0, 1].
Figure 1 shows the difference between the crisp and fuzzy sets. The crisp set prin-

ciple is presented by Fig. 1(i), where each element of the three elements {A, B, C}

has a crisp value by the characteristic function, while the fuzzy set principle is pre-

sented in Fig. 1(ii) in such a way that element B is located on the boundary of crisp

set and has a partial membership.

As well, the rough set that was proposed by Pawlak [5] is used efficiently to pro-

vide a solution to uncertainty and vagueness knowledge problem. As introduced in

[5], the vagueness problem in rough set can be formulated by employing the con-

cept of boundary region of a set rather than partial membership function such as that

used in fuzzy set theory [5]. If the boundary region of a set is empty, then it means

that the set is crisp (precise); otherwise, the set is rough (imprecise). Nonempty

Fig. 1 An example presents the difference between crisp and fuzzy sets
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Table 1 An example of information system

Objects a1 a2 a3 a4

x1 Yes No Yes No

x2 Yes No No Yes

x3 No Yes No No

x4 No No Yes Yes

x5 No No No Yes

boundary region of a set gives indication that our information and knowledge about

the problem is vague and uncertain [5].

To describe the rough set problem more precisely, suppose that we have an infor-

mation system (IS), as presented in Table 1. The IS is expressed by a finite set of

objects (U) called (universe) that are described by a finite set of attributes (R). In the

sample IS, U = {x1, x2, x3, x4, x5} and R = {a1, a2, a3, a4}.

The representation of lack of knowledge about objects of U can be defined through

equivalence relation given by a subset of attributes P, P ⊆ R. Let x and y be arbitrary

objects in U, and P an arbitrary nonempty set of R, P ⊆ R. Then, objects x and y

are denoted to be indiscernible by P, if and only if x and y have the same vectors of

attributes values on all elements in P [7]. The indiscernible relation can denoted as

below:

ind(P) = {(x, y) ∈ U
2 ∣ ∀ a ∈ P, a(x) = a(y)}.

The equivalence relation between x and y is an indiscernible relation by attributes

of P, where (x, y) ∈ ind(P). The equivalence class of an object x with respect to P

is denoted by [x]ind(P) or [x]P, where x ∈ U [7, 13]. Based on the IS in Table 1, if

P = {a1, a3}, then objects {x3, x5} are indiscernible.

For a subset X ⊆ U,X with respect to P can be characterized by upper and lower

approximation sets such as the following:

∙ The upper approximation of a set X with respect to P is the set of all objects which

can be possibly classified as X with respect to P (are possibly member of X in view

of P):

AP(X) = {x ∈ U ∣ [x]ind(P)
⋂

X ≠ 𝜙}.

∙ The lower approximation of a set X with respect to P is the set of all objects, which

can with certainty be classified as X with respect to P (are certainly member of X
with respect to P):

AP(X) = {x ∈ U ∣ [x]ind(P) ⊆ X}.

∙ The boundary region of a set X with respect to P is the set of all objects, which

cannot be classified neither as possibly member of X nor as certainly member of

X:

BNP(X) = AP(X) − AP(X).
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Fig. 2 The elements of rough set theory in terms of approximation sets

Based on these definitions, the set X is crisp, if the boundary region of X is empty.

Otherwise the set X is rough. The first case indicates that set X is exact with respect

to R, whereas the second case indicates that set X is inexact with respect to R. The

information granules is another denotation to the equivalence classes of the indis-

cernibility relation generated by R. The granule represents the elementary portion of

knowledge that can be recognized due to indiscernibility relation R. Then, approxi-

mation sets can also be described in terms of granules information [7].

∙ The upper approximation of set X(AP(X)) is a union of all granules that have non-

empty intersection with the set X.

∙ The lower approximation of a set X(AP(X)) is a union of all granules that are

completely included in the set X.

∙ The boundary region of a set X is the difference between the upper and lower

approximation sets.

Figure 2 represents the upper and lower approximation sets and the boundary

region with means to the information granule.

The roughness metric is usually used to measure the amount of uncertainty of the

extracted rough set [7]. For any information system (IS) involving set of objects (U)

and set of attributes (R), for any nonempty subset X ⊆ U and attributes P ⊆ R, the

roughness metric of set X with respect to P is denoted below:

RP(X) = 1 −
|AP(X)|
|AP(X)| ,

where X ≠ 𝜙, |S| denoted the cardinality of the finite set S, and RP(X) ∈ [0, 1].

3 Researches Based on Rough Set

In the literature, rough set theory got the attention of the researchers to design effi-

cient algorithms to solve vague and uncertainty problems in different fields such as

text processing, fault diagnosis, image processing, and intelligent control system.
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Extracting hidden patterns from data, medical diagnosis, pattern recognition, image

classification, and intelligent dispatching are set of application whose design can be

based on rough set.

In the field of image classification, the classical k-means and fuzzy C-means clus-

tering techniques are used to classify images into specific classes. The classical k-

means technique states that each element is assigned only to one cluster, and every

cluster must combine k elements, while the fuzzy C-means technique denotes that

each element is assigned to all of the available clusters, but with a different mem-

bership degree for each cluster. Additionally, using rough set theory to design image

classification technique is proposed in [28, 29].

Soft rough fuzzy C-means technique for image classification has been recently

proposed in [22]. In this model, the authors aimed to introduce an efficient algo-

rithm to classify MR brain image into three clusters (white matter, gray matter, and

the cerebrospinal fluid), where the information and knowledge of this kind of images

is vague and uncertain. The fuzzy function in this algorithm expressed the belong-

ingness of each pixel to the cluster centroid without using any weights or thresholds.

The upper and lower approximation sets based on rough set theory are computed to

find rough regions of images. The contribution of soft rough fuzzy C-means is the

capability to classify image’s pixels into specified cluster with least error, where the

negative region is empty. As well, the use of fuzzy membership function makes it

possible to represent the image as soft sets by considering the belongingness of each

pixel to the cluster centroid.

The authors in [25] proposed an interesting biological image classification model

based on rough set and ANNs. The model defined a set of color image’s features,

which represents the color intensity of each channel in the processed image, to be

the training set of ANNs. Before the training process, the rough inclusion function

is applied to define the degree of inclusion of each selected feature, where the value

of inclusion function is ranged [0, 1]. Hence, based on resulting inclusion values,

the Multi-Layer Perceptron (MLP) algorithm is applied to decide which features are

more relevant to classify image with low error rate. The contribution of the proposed

model come into view by introducing a simple structure with low computational

complexity time for image classification, as well as an efficient approach that may

be applied to other kinds of data sets.

The rough set theory is employed also in the field of recommendation systems by

determining the most relevant features for creditable classification based on set of

quality metrics. This field has a significant role in enhancing the online purchasing

system, where designing efficient recommendation system may assist in providing

additional and probably unique personalized service for the customers, and increas-

ing the trust and customer loyalty.

The authors in [24] proposed an efficient recommendation model for online pur-

chasing system based on rough set theory and association rules. The model analyzed

the customers’ transactions on online purchasing system, and used rough set theory

to define set of interesting attributes that reflect the preferences of customers. The

set of attributes is used to construct a set of rules that are mined by Apriori algo-

rithm [17] and using the predefined minimum support and minimum confidence.
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This approach assists to discover the most relevant rules, which after help to match

customer preferences prior purchasing process. The contribution of the proposed

model is a useful search engine alternative to the common known search engines,

which helps the customers to find more relevant things and narrow down the set of

choices. Moreover, this model adds a value for the providers by increasing the sales

through obtaining more knowledge about customers preferences.

As well, the rough set theory is utilized in applications related to fault diagnosis.

The authors in [23] proposed a decision-making scheme using rough set to define a

creditable decision table from set of medical data to be a solution for the predictive

medical problems. The uncertainty and hierarchical view of medical data are ana-

lyzed using rough set and weight functions. The set of attributes based on the rough

set principle is used to build set of rules, which after are mined using some perfor-

mance measurements to generate high credible decision rules. The proposed model

is able to analyze the vague medical data and to discover creditable decision rules

with reasonable computational complexity.

In the field of text classification, the authors in [26] proposed a model to classify

text documents into specific categories based on rough set theory. The motivation of

the proposed model come due to the deficiency of exciting text classification systems

based on fuzzy set and probability to deal with uncertainty and vague text features.

The proposed model extracted a vector of terms from each document to be as a set

of features, where each feature is assigned a specific weight using TF/IDF method.

The approximation sets based on rough set theory is used to classify the processed

documents so as to satisfy user information need.

Attribute reduction and image segmentation are significant processes in the appli-

cations of data mining and pattern recognition. Attribute reduction based on rough

set theory is proposed in many researches [30–32] to solve the indiscernibility and

fuzziness in given information system or dynamic database. In these researches,

rough set theory is utilized to remove the redundant/irrelevant attributes and select

most informative attributes that preserve the indiscernibility relation and retains the

classification ability of a given information system. On the other hand, in the field of

image segmentation, the Neutrosophic Sets (NS) theory has been used to reduce and

handle the indeterminacy information related to image characteristics such as tex-

ture, objects, and edges. In NS theory the image pixels are classified into three sets

respectively defined by true, indeterminate, and false membership. Many NS-based

image segmentation models are proposed in the literature [33–35]. These models

defined efficient segmentation algorithms handling specific indeterminacy informa-

tion to classify the image pixels into different sets.

4 Intelligent Systems Based on Image Watermarking

This section consists of a state of the art on the application of the intelligent sys-

tems in the field of watermarking. It presents some intelligent watermarking systems

including the tests and results evaluation.
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The authors of [21] proposed an optimized image watermarking system based on

genetic algorithm. The system analyzes the processed image with means of HVS

characteristics to define texture regions in image, which are more appropriate to

embed watermark data robustly. The singular values of Singular Value Decompo-

sition (SVD) transform, which express the contrast of image intensity, are utilized

to find the activity factor of each processed image’s block using a weight parameter

(𝛼). The model selects the high activity factor blocks, which involve a good visual

masking effect, to be as input for the watermark embedding process. The embed-

ding process is carried out in the DC coefficients of the transformed DCT image

rather than in AC coefficients, where the DC coefficients are more appropriate to

embed watermark robustly. DC and AC are terms commonly used in signal process-

ing domain to refer respectively to low- and high-frequency coefficients of DCT. The

embedding process as well uses an embedding intensity parameter (𝛽), which con-

trols the degree of image quality. The GA cooperates in this model to optimize the

(𝛼 and 𝛽) parameters, which reflect both the robustness and the perceptual quality

of the watermarked image. A fitness function of GA considers the Peak Signal-to-

Noise Ratio (PSNR), the Normalized Correlation (NC), and the Structural SIMilarity

(SSIM) parameters under several attacking conditions for processed images to find

approximately the optimal value of 𝛼 and 𝛽. The proposed watermarking system was

tested against additive noise, median filtering, and JPEG loss compression (quality

factor = 60) attacks. The PSNR of the proposed model with means of different capac-

ity thresholds ranged 31–46 dB in average, and the experiments result showed that

the NC ranged 83–93%.

The authors of [36] proposed an optimized watermarking system based on texture

image property and Artificial Bee Colony (ABC). The ABC defined a fitness func-

tion used in optimizing the embedding watermark problem through finding optimum

embedding parameters (k, p), which are responsible for maintaining the robustness

and image quality ratios. The model used two parameters related to the texture fea-

ture of processed image blocks. Indeed, the first parameter is related to the differ-

ence between the DCT coefficients of neighbored blocks and large difference value

expresses more textured areas. The second parameter expresses how much the first

parameter can be used for the adjustment of the coefficients. The ABC algorithm

employed a fitness function to recombine and rank the solutions using different val-

ues of embedding parameters (quality and robustness ratios) under some attack con-

ditions and predefined quality ratio. The result of ABC algorithm defined approxi-

mately the optimum embedding parameters, which achieved high perceptual quality

and robustness ratios of embedded image. The model used the PSNR and PSNR-

JND (Just-Noticeable Difference) metrics to measure the quality between the host

image and the watermarked image. The PSNR-JND, which is based on DCT coef-

ficients, is more reliable than other quality measurements metrics. The experiments

result proved the efficiency of the proposed tested model in terms of imperceptibility

and robustness, where the PSNR in case of Lena image ranged 39.7–46.8 dB with

different quality ratios, and the mean value of Bit Correct Rate (BCR) was different

for the attack scenarios, but in general it ranged 50–99% for all images.
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The authors in [19] proposed an optimized image watermarking system based

on GA and SVD transform. First, the singular matrix (S) of the transformed image

(USV) is embedded with watermark using a scalar factor (𝛼) ∈ [0, 1], which is

responsible to control the strength of the robustness and the perceptual quality of

watermarked image. The model introduced an optimized technique to find approxi-

mately optimum value of scale factor using Tournament selection method, which is

one of most widely used selection strategies in evolutionary algorithms. The model

initially assigns scalar factor (𝛼) to be equal 0.5 and then the fitness value is com-

puted by means of PSNR and NC such as fitness = robustness − imperceptibility.

The resulting fitness value is considered as reference to the optimization process.

Then, the Tournament selection method involves a random selection of two individ-

uals from a population of individuals, which are values between zero and one, to

be a parent to produce four chromosomes according to Tournament selection mech-

anisms. Then, these four values are used in embedding process to find which one

gains the minimum fitness value. The one with the minimum fitness is selected for

successive generations, till the population evolves toward minimum fitness and then

finds approximately the optimal scalar factor (𝛼). The experiments result proved that

considering this approach to find scaling factor is efficient in order to obtain high

robustness and imperceptibility. In case of Lena image, the PSNR was 47.5 dB, and

the NC was 99% against different image processing attacks.

The authors in [15] proposed an optimized digital image watermarking system

based on HVS characteristics and Fuzzy Inference System (FIS). The model intended

to find approximately best-weighing factors (S1, S2, S3), which are used in the

embedding watermark procedure to diminish the conflict between the impercepti-

bility and robustness of watermarked image. The proposed model uses Matlab pack-

ages to compute the set of HVS characteristics from the DCT coefficients of each

processed image block. These characteristics include the luminance, texture, edge,

and frequency sensitivity, to be the input vector for FIS. The fuzzy inference system

uses three inference procedures to find three weighing factors used in the embedding

watermark equation. The embedding is done in the center coefficient of each image

block DCT to build the watermarked image. The proposed model was tested on Lena

and Mandrill images, and the experiments result in case of Lena image showed that

the PSNR was 42.3 dB and the NC against different attacks ranged 64–100%.

The authors in [20] aimed to design a robust image watermarking system that

resists most geometric attacks based on fuzzy least squares support vector machine

(FLS-SVM) and Bessel K form distribution (BKF). The FLS-SVM is a version of

the LS-SVM enhanced by reducing the effect of outliers and noises in the data, while

the BFK is one of the efficient geometric correction methods. The idea can be orga-

nized through two phases: phase 1 involves the embedding watermark process by

finding the maximal center region of the host image, where this region typically has

least amount of lost data against the rotation and cropping attacks. The watermark

is embedded in the low-frequency coefficients of the Quaternion Discrete Fourier

Transform (QDFT) of selected region to obtain high robustness and imperceptibil-

ity, and the Inverse Quaternion Discrete Fourier Transform (IQDFT) is done to build

the watermarked image. In phase 2, the geometric correction on attacked image is
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applied by BKF and FLS-SVM, where the attacked image is initially converted into

grayscale image and the 2QWT (quaternion wavelet transform) is applied on it. The

shape and scale parameters of BKF are used to construct the feature vector, where

this vector is considered as training data to the FLS-SVM to predict with approx-

imation the best value for rotation angle, scaling factor, and horizontal or vertical

distance. Hence, the model will be able to correct the color image. The model is

tested against different attacks scenarios on many color images. The experiments

result proved the efficiency of the proposed model in terms of imperceptibility and

robustness, where the PSNR reached 40 dB, while the Bit Error Rate (BER) ranged

0.003–0.02 against different geometric and non-geometric attacks, except in case of

scaling 256 × 256, where the BER was very high and reached 0.43.

The authors in [16] proposed an optimized image watermarking system based

on HVS characteristics and AI techniques. The model can be summarized in three

phases: fuzzification phase, where the model calculates the texture and brightness

sensitivity characteristics of the DCT coefficients of each image’s blocks. These

characteristics after that are input into the fuzzy inference system of Mamdani type

AND logic. The inference engine phase, where the input parameters are mapped to

values between 0 and 1 based on predefined fuzzy inference rules. The result of this

phase is a basis used to select some blocks, which are blocks with high texture and

high luminance. After that, the centroid method based on BPANN is implemented

in the defuzzification phase, where the center value and the eight-neighbor elements

for each image block are input into BPANN as a training set to search for opti-

mum weight factor to select approximately most appropriate coefficients to embed

watermark bits with good robustness and imperceptibility. The efficient integration

between FIS and BPANN in this model provides the ability to optimize intensity fac-

tor (𝛼). This factor is used in the embedding equation to balance between the ratio

of robustness and imperceptibility. Additionally, the integration between FIS and

BPNN introduced a fuzzy crisp set for the value of DCT coefficients that are more

appropriate to embed watermark bit. The experiments result proved the efficiency of

the proposed system. The PSNR in case of Lena image reached 47 dB, while the NC

ranged 73–100% against different attack scenarios.

The authors in [18] dealt with fuzzy inference process of Mamdani type if-then

to find a basis to make a decision regarding the amount of watermark bits that can

be embedded in host image while maintaining high robustness and imperceptibil-

ity. The model based on the moment theory to find the set of orthogonal moments

that are embedded by watermark bits by dither modulation. Hence, the FIS uses the

moments’ parameters and a set of fuzzy linguistic terms to define the fuzzy member-

ship functions, where the parameters of fuzzy membership functions are optimized

in terms of robustness and imperceptibility by applying if-then rules and GA. Once

the optimized FI parameters are obtained and distilled, the FIS can take a decision on

the amount of bits that can be embedded in each moment coefficient independently.

The experiments result for the proposed model showed that the PSNR reached 40 dB

and the BER in case of Lena image ranged 19–35% against different scales of median

filtering, additive white Gaussian noise, and JPEG loss compressing attacks.
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5 Rough Set Theory Based on Robust Image Watermarking

This section introduces two proposed watermarking systems based on rough set the-

ory. The first one is in the spatial domain and the second one is in the frequency

domain. Each of them aims to solve specific ambiguity in digital image characteris-

tics by defining the upper and lower approximation sets and extracting the rough set,

which takes into account the uncertainty and vagueness in the analyzed characteris-

tics.

5.1 Rough Set Theory Based on Robust Image Watermarking
in the Spatial Domain

The authors in [12] proposed a robust image watermarking system based on HVS

characteristics and rough set theory. The proposed system deals with the vague and

uncertainty definition of the textured regions of host image in aims to identify more

appropriate regions for embedding watermark with reasonable imperceptibility and

robustness ratios. The system took into account two indiscernible HVS characteris-

tics and processed them by rough set theory.

5.1.1 Problem Statement

The proposed watermarking system deals with two problems that are related to

the sensitivity of color representations of processed image to the human eyes and

the indiscernible effects of DCT coefficients on the perceptual quality of processed

image. These problems in case of watermarking system have a close relationship

with the principles of HVS in terms of robustness and imperceptibility. The color

representation problem deals with the degree of sensitivity of each color space of

host image to the human eyes. Many studies in the literature confirmed that analyz-

ing RGB image in means of HVS requires to convert it into another color spaces

like YCbCr, which contains the luminance (Y component), the chrominance blue

(Cb), and chrominance red (Cr) [37]. The luminance component is very close to

the grayscale of the original RGB image, and it expresses the most information in

the image, while the chrominance components refer to the color components and

they express the details of host image. In means of HVS characteristics, the human

eyes are more sensitive to the luminance component and are less sensitive to the

Cb component. For designing watermarking system, hiding watermark in Cb com-

ponent will be more appropriate in terms of imperceptibility and robustness, since

the human will not be able to easily see the modification or change in the embedded

image. But, the difficulty here is deciding the amount of bits that can be embedded in

the Cb component without extreme deficiency in perceptual quality and robustness

of watermarked image.



640 M. Ghadi et al.

The DCT coefficients ambiguity deals with the DC and AC coefficients of the

transformed image by DCT. The literature mentions that the DC coefficient of each

image’s block expresses the most magnitude information of that block and is used as

a good measure to describe the nature of the block (smooth or texture) [15, 17]. These

perspectives can be analyzed in terms of HVS and for designing watermarking sys-

tem. In terms of HVS, the changes in DC coefficients are more sensitive to the human

eyes rather than changes in AC coefficients, which define the details of image’s infor-

mation. For designing watermarking system, the literature proved that embedding

watermark bits in DC coefficients are more appropriate in terms of robustness than

embedding them in AC coefficients [15, 17, 21]. The vague and uncertainty in this

case can be described by the amount of bits that can be embedded in the DC coef-

ficients with preservation of the robustness and perceptual quality of the embedded

image.

5.1.2 System Model

In order to solve these two ambiguity problems, the proposed watermarking system

exploits the capability of rough set theory. Initially, the model builds two informa-

tion systems related to the nature of host images, which are based on the amount

of image’s content. Then, rough set theory is applied to define the upper and lower

approximation sets and subsequently to extract the rough set, which defines approx-

imately most appropriate blocks to embed watermark in terms of robustness and

imperceptibility.

5.1.3 Initialization

The proposed system considers two types of color images: semi-textured and tex-

tured images to construct two information systems. Any color image, which is rep-

resented by RGB bitmap, is converted to YCbCr components to display luminance

component (Y), chrominance blue (Cb), and chrominance red (Cr). The system is

designed only by considering the Cb matrix, that is partitioned into non-overlapping

8 × 8 blocks, based on rough set theory each one called granule. The model analy-

sis each 8 × 8 block defines two attributes. Attribute (1) defines the average value

of pixels in every block in Cb matrix, where each pixel’s value ranges between [0–

255]. Attribute (2) represents the category value of encoded DC for each block in Cb

matrix. This process requires parsing JPEG bitstream file [14] of the Cb matrix. The

categories of encoded values for DC coefficients are ranged [0–11]. The structure of

system initialization is presented in Fig. 3.
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Fig. 3 The structure of system initialization

5.1.4 Construct an Information System for both Semi-textured and
Textured Images

The Cb matrix can be represented as an information system I(U,R) that involves a set

of objects U and a set of attributes R. The proposed system defines two information

systems, which are theoretically well-matched with the watermarking process, and

are efficient in terms of robustness and imperceptibility of embedded image.

Each one of these information systems consists of 12 objects, and three attributes.

The attributes include the average value of 8 × 8 pixels corresponding to Cb attribute,

the category of DC coefficient that result after parsing JPEG bitstream, and the deci-

sion attribute. Defining 12 objects in the information system is arbitrary, the average

value of Cb pixels is ranged between [0–255], the category of encoded DC coefficient

is ranged [0–11]. The decision attributes express the possibility of the object to hold

watermark efficiently (achieve good robustness against different image processing

attacks and preserving the perceptual quality of embedded image).
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Table 2 Information system of semi-textured images

Class no. Average value of Cb

pixels

Category of DC

coefficients

Decision

1 X ≤ 127 0 Yes

2 X > 127 0 Yes

3 X ≤ 127 [1–3] Yes

4 X > 127 [1–3] Yes

5 X ≤ 127 [4–5] Yes

6 X > 127 [4–5] No

7 X ≤ 127 [6–7] No

8 X > 127 [6–7] No

9 X ≤ 127 [8–9] No

10 X > 127 [8–9] No

11 X ≤ 127 [10–11] No

12 X > 127 [10–11] No

Table 2 illustrates the information system for semi-textured images. The decision

of the information system is based on threshold T that corresponds to the class num-

ber. By demonstrating the information system in Table 2, we can find that the deci-

sion for embedding watermark in semi-textured image blocks depends on T ≤ 5.

This can be explained theoretically by noting that all blocks in any semi-textured

images are flat and most significant information content is characterized with low

Cb values and low DC categories. Then, embedding watermark through these blocks

will become more appropriate to preserve perceptual image quality and to achieve

high robustness. In case that some image blocks have DC category in [4–5], this

means that these blocks have much information content but it would be signifi-

cantly low. Therefore, increasing these information by embedding watermark bits

will become noticeable by human eyes, and the watermark becomes fragile against

different attacks.

On the other hand, Table 3 illustrates the information system for textured images.

The decision depends on T ≥ 4. This can be explained theoretically by noting that all

blocks in any textured images are represented by high Cb values and high DC cate-

gories, where all blocks have significant information content. Embedding watermark

through these blocks will become more appropriate to preserve perceptual image

quality and to achieve high robustness. In case that some image blocks have DC cat-

egory in [1–3], this means that these blocks have low information content. Therefore,

increasing this information by embedding watermark bits will become noticeable by

human eyes, and the watermark becomes fragile against different attacks.

5.1.5 The Employment of Rough Set Technique

From the information systems illustrated in Tables 2 and 3, we can build a unified

information system that deals with any image regardless its nature.



Rough Set Theory Based on Robust Image Watermarking 643

Table 3 Information system of textured images

Class no. Average value of Cb

pixels

Category of DC

coefficients

Decision

1 X ≤ 127 0 No

2 X > 127 0 No

3 X ≤ 127 [1–3] No

4 X > 127 [1–3] Yes

5 X ≤ 127 [4–5] Yes

6 X > 127 [4–5] Yes

7 X ≤ 127 [6–7] Yes

8 X > 127 [6–7] Yes

9 X ≤ 127 [8–9] Yes

10 X > 127 [8–9] Yes

11 X ≤ 127 [10–11] Yes

12 X > 127 [10–11] Yes

The unified information system is illustrated in Table 4, where it expresses the

ambiguity in the decision of watermarking process due to the indiscernibility in

defining appropriate ranges of Cb and DC category for each candidate block to

embed watermark in terms of HVS. By rough set theory, we can extract the upper

approximation set (AP(X)) and lower approximation set (AP(X)), then we can extract

the boundary region (BN) set.

(AP(X)) → {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23,
24}.

(AP(X)) → {7, 8, 9, 10}.

(BN) → {1, 2, 3, 4, 5, 6, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24}.

The representations of upper, lower, and boundary sets for given problem are

described in Fig. 4.

Now, the proposed system concerns all of those blocks that are matching the con-

dition for any boundary set element (BN). Based on the results of rough set theory,

the selected image’s blocks would be defined as the most appropriate blocks to embed

watermark in terms of robustness and perceptual quality of embedded image.

5.1.6 Embedding Process

The proposed system used the linear interpolation equation for embedding water-

mark in host image. This equation gives the ability to control the imperceptibility of

embedded image by using a proper interpolation factor t. The pseudocode for embed-

ding watermark process is illustrated by Algorithm 1 and the structure of embedding

watermark process is presented in Fig. 5.
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Table 4 Unified information system for semi-textured and textured images

Class no. Average value of Cb

pixels

Category of DC

coefficients

Decision

1 X ≤ 127 0 Yes

2 X ≤ 127 0 No

3 X > 127 0 Yes

4 X > 127 0 No

5 X ≤ 127 [1–3] Yes

6 X ≤ 127 [1–3] No

7 X > 127 [1–3] Yes

8 X > 127 [1–3] Yes

9 X ≤ 127 [4–5] Yes

10 X ≤ 127 [4–5] Yes

11 X > 127 [4–5] No

12 X > 127 [4–5] Yes

13 X ≤ 127 [6–7] No

14 X ≤ 127 [6–7] Yes

15 X > 127 [6–7] No

16 X > 127 [6–7] Yes

17 X ≤ 127 [8–9] No

18 X ≤ 127 [8–9] Yes

19 X > 127 [8–9] No

20 X > 127 [8–9] Yes

21 X ≤ 127 [10–11] No

22 X ≤ 127 [10–11] Yes

23 X > 127 [10–11] No

24 X > 127 [10–11] Yes

Fig. 4 The representation of upper, lower, and boundary sets for given problem
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Algorithm 1 The pseudocode of embedding watermark

1: Input: The Cb matrix of host image I and the watermark image w
2: Partitioning Cb matrix into 8 × 8 blocks (B) where B = {1, 2,… ,N}, N is the total number of

8 × 8 blocks

3: for i ← 1 to N do
4: Cbi ← Avg value of Cb pixels of Bi block
5: DCi ← Category of encoded DC of Bi block
6: if Cbi and DCi are matched with the condition of any element in the BN set then

Bi
∗ ← (1-t)w + tBi ; 0<t<1

7: loop
8: iw ← combining all Bi

∗

5.1.7 Extraction Process

The proposed system used the inverse linear interpolation equation for extracting

watermark from attacked watermarked image, where the watermarked image is usu-

ally exposed to different kinds of attacks due to transmission via public networks.

The pseudocode for extraction of watermark is illustrated by Algorithm 2 and the

structure of extraction watermark process is presented in Fig. 6.

Algorithm 2 The pseudocode of extraction watermark

1: Input: The Cb
∗

matrix of attacked watermarked image iwa and the watermark image w
2: Partitioning Cb

∗
matrix into 8 × 8 blocks (B

∗
) where B = {1, 2,… ,N}, N is the total number

of 8 × 8 blocks

3: for i ← 1 to N do
4: Cbi∗ ← Avg value of Cb pixels of Bi

∗ block
5: DCi

∗ ← Category of encoded DC of Bi
∗ block

6: if Cbi
∗

and DCi
∗

are matched with the condition of any element in BN set then
wi ← (1/t)w -((1-t)/t)Bi

∗ ; 0<t<1
7: loop
8: w ← set of all wi

5.1.8 Experiments Result

The proposed system is tested on color JPEG images sized 128 × 128 and using 8 × 8
watermark image. All watermarked images are exposed to a variety of geometric and

non-geometric attacks using StirMark Benchmark v.4 [38] and Matlab Tool. Figure 7

illustrates a sample of host images, and the watermark image.The PSNR, BER, and

Correlation Coefficient (CC) [39–41] are well-known metrics used to evaluate the

performance of the proposed system.

The PSNR expresses the imperceptibility of embedded image by measuring the

similarity between the original image and embedded image using (1). High PSNR

proves that the embedded watermark is imperceptible and did not degrade the quality

of original image:
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Fig. 5 Structure of embedding process

𝐏𝐒𝐍𝐑 = 𝟏𝟎𝐥𝐨𝐠𝟏𝟎
[

𝟐𝟓𝟓𝟐
𝟏

𝐌×𝐍
∑𝐌

𝐢=𝟏
∑𝐍

𝐣=𝟏(𝐀𝐢𝐣 − 𝐀′
𝐢𝐣)𝟐

]
, (1)

where Aij is the pixel (i, j) in the original image and A
′
ij is the pixel (i, j) in the

watermarked image, M × N is the size of image.

The CC metric is used to measure the similarity between the original watermark

image and the attacked watermark image. High similarity ratio indicates high robust-

ness of proposed watermarking system. The CC ratio ranged [1,−1]. If the CC equals

−1 this means that two images are completely anti-similar, if the CC equals 1 this

means that two images are definitely identical, and if the CC equals 0 this means that

two images are completely dissimilar. The CC ratio is computed using (2):
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Fig. 6 Structure of extraction process

𝐂𝐂 =
∑

𝐦
∑

𝐧(𝐀𝐦𝐧 − 𝐀)(𝐁𝐦𝐧 − 𝐁)√(∑
𝐦
∑

𝐧

(
𝐀𝐦𝐧 − 𝐀

)𝟐
)(∑

𝐦
∑

𝐧

(
𝐁𝐦𝐧 − 𝐁

)𝟐
) , (2)

where Amn is the intensity of mn pixel in image A, Bmn is the intensity of mn pixel in

image B, A is the mean intensity of image A, and B is the mean intensity of image B.
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Fig. 7 A sample of host images and the watermark image

The BER metric measures the percentage of erroneous bits in the extracted water-

mark to the total bits in the original watermark, where low BER expresses high

robustness of watermarking system against different attacks. The BER is computed

using (3):

𝐁𝐄𝐑 = 𝟏
𝐧

[ 𝐧∑
𝐢=𝟏

𝐰(𝐢)⊕ 𝐰(𝐢)
]
× 𝟏𝟎𝟎, (3)

where w(i) presents the ith original watermark bit, w(i) presents the ith extracted

watermark bit, and n is the total number of original watermark bits.

Due to the large number of blocks that satisfy the boundary rough set, the exper-

iments result is displayed in average as shown in Figs. 8, 9, and 10.

The results of PSNR, which computes the imperceptibility between the origi-

nal (YCbCr) image and the embedded (YCb
∗
Cr) image, are presented in Fig. 8. The

PSNR ranges between 38.2–42.0 dB for all processed image. To show the robustness

of the proposed watermarking system, the processed images are tested against dif-

ferent attacks including JPEG loss compression (quality factor = 80), Median filter-

ing (9 × 9), Gaussian noise (𝜎 = 10), and rotation (counterclockwise by 10◦, 45◦).

The attack scenarios on different images and the extracted watermark images are

presented in Figs. 9 and 10. The BER and CC are computed between the original

watermark and extracted watermark for each attack scenario.
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Fig. 8 The PSNR for different attacks (in case of Lena, Baboon, Peppers Sailboat, F16, Bird, and

Avion images)

Figure 9 shows the BER and CC ratios between the original watermarks and the

extracted attacked watermarks of some processed images, which have much content

and appear as textured images.

The CC ratios in most cases reach 1, and the BER ranges 0.18–0.19. Figure 10 also

presents the BER and CC ratios between the original watermarks and the extracted

attacked watermarks for those images, which do not have much content and appear

as semi-textured images.

In most cases the CC ratios reach 1, and the BER ranges 0.19–0.20. The exper-

iments result proves the efficiency of the proposed model and its capability to deal

with the color representation and DCT coefficients problems in terms of HVS. This

gives us a sense that the proposed rough set-based watermarking technique is very

interesting to achieve high robustness and imperceptibility ratios.
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Fig. 9 The CC and BER for different attacks (in case of Lena, Baboon, Peppers, and Sailboat

images)
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Fig. 10 The CC and BER for different attacks (in case of F16, Bird, and Avion images)
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5.2 Rough Set Theory Based on Robust Image Watermarking
in Frequency Domain

The authors in [13] proposed a robust image watermarking system based on HVS

characteristics and rough set theory.

The proposed system deals with two problems that are related to the boundary of

grayscale image’s pixels and the statistical redundancy due to the shift invariance in

DWT coefficients. These problems have a close relationship with the principles of

HVS in terms of robustness and imperceptibility.

5.2.1 Problem Statement

The grayscale ambiguity problem is related to the varying of grayscale values of

neighboring pixels in digital image. This variation in pixel values of neighbored

regions has imperfect perceptibility due to the deficiency of contrast. Then, it makes

it hard to exactly bound the grayscale values of a given image. In terms of HVS,

the uncertainty and vague grayscale values may adversely affect image’s contrast,

then it may weaken the perceptual image quality. Therefore, embedding watermark

in vague and uncertain grayscale values could lead to bad perceptual image quality.

Moreover, the statistical redundancy ambiguity occurs due to the shift invariance

problem symbolized in conventional DWT. The shift invariant problem symbolizes

the variance in the energy of wavelet coefficients whenever the incoming signal is

shifted, even though it is basically same signals. The statistical redundancy indicates

inability and unpredictability to the actual sensitivity to the HVS. This in turn affects

the perceptual quality of embedded image in case of watermarking.

The rough set theory is used in this model to deal with these problems and to

design an efficient watermarking system able to ensure the imperceptibility and

robustness.

5.2.2 System Model

The proposed watermarking system applied rough set theory on one subband of

DWT to approximate its coefficients into upper and lower sets, and after to gen-

erate a reference image. The singular value of watermark image is embedded in the

singular value of reference image. The pseudocodes of reference image generation,

embedding, and extraction processes are illustrated in Algorithms 3, 4, and 5.

5.2.3 Experiments Result

The proposed watermarking system is tested against different geometric and non-

geometric attacks; all experiments are conducted on 512 × 512 grayscale images



Rough Set Theory Based on Robust Image Watermarking 653

Algorithm 3 The pseudocode of reference image generation

1: Input: A grayscale host image I
2: Transforming I by 1-level DWT process

3: Select one subband A from the transformed I to generate reference image

4: Find maximum grayscale value of subband A (Max_gray)

5: Find minimum grayscale value of subband A (Min_gray)

6: Decomposing the selected subband A into desired number of granules Bi, where i ∈
{0, 1,… ,P} and P is the number of granules

7: Threshold T←
max(max(Bi))+min(min(Bi))

2
8: AP←∀ Bi < T
9: AP←∀ Bi≥T

10: lowerRE(RE) ← −e
2
[(AP)Bilog2(AP)Bi]

11: upperRE(RE) ← −e
2
[(AP)Bilog2(AP)Bi]

12: Reference image (A
ref

) ← inverse of DWT

Algorithm 4 The pseudocode of embedding watermark

1: Input: The reference image (A
ref

), The watermark image (W), lower Approximation (AP),

upper Approximation (AP), lowerRE(RE), upperRE(RE)

2: Transforming reference image (A
ref

) and watermark image (W) by SVD then

A
ref ← U

ref
S
ref

V
ref

W ←U
W

S
W

V
W

3: Compute the watermarked reference image as

S
ref∗

=S
ref

+RE×S
w

A
ref∗

=U
ref

S
ref∗

V
ref

4: Watermarked image (Aw) ← IDWT(A
ref∗

)

Algorithm 5 The pseudocode of extraction watermark

1: Input: The watermarked image (Aw), The original reference image (A
ref

), The watermark

image (W), lowerRE (RE)

2: Transforming watermarked image (Aw) by 1-level DWT.

3: Extracting the reference watermarked image (A
ref+

)

4: Transforming (A
ref+

) and (A
ref

) by SVD then:

A
ref+←U

ref+
S
ref+

V
ref+

A
ref←U

ref
S
ref

V
ref

5: Extracting the singular value of watermark as following:

S
W∗ ← Sref+−Sref

RE

6: The attacked watermark W
∗ ← U

W
S
W∗

V
W

and using the watermark image sized 64 × 64. To evaluate the performance of this

model in terms of imperceptibility and robustness, the PSNR, NCC, and BER metrics

are used. Table 5 presents the PSNR between the original images and watermarked

images, while Table 6 presents the NCC between the original watermark and attacked

watermark images with different attack scenarios.
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Table 5 The PSNR (in case of Barbara, Lena, Pirate, and Living Room images)

Host image Barbara Lena Pirate Living Room

PSNR (dB) 68.79 52.69 69.52 46.55

Table 6 The NCC with different attacks (in case of Barbara, Lena, Pirate, and Living Room

images)

Host image Barbara Lena Pirate Living Room

Median filtering

(13 × 13)

0.57 −0.18 0.86 −0.26

Average filtering

(13 × 13)

0.79 −0.19 0.95 −0.26

Rotation (60
◦
) 0.45 −0.21 0.73 0.67

Resizing

(512-128-512)

0.60 0.44 0.87 −0.24

Gaussian Noise

(𝜎 = 0.1)

0.38 0.65 0.66 0.91

Cropping (25%) 0.79 0.90 0.88 0.97

JPEG

Compression

(𝛼 = 50)

0.55 0.58 0.79 0.91

SaltPepper (50%) 0.38 0.46 0.65 0.74

Motion blure (15

pixels)

0.82 −0.19 0.86 −0.26

Speckel noise

(50%)

0.38 0.48 0.67 0.77

6 Comparative Study

This section presents a set of comparative studies between some interesting water-

marking systems based on intelligent techniques. Table 7 presents the methodology

for each of these works in terms of extraction technique, embedding domain, embed-

ding strength, the sizes of host, and watermark images. The comparisons show the

performance of each work in terms of imperceptibility and robustness against dif-

ferent attack scenarios. All comparisons are done on Lena image, and in some cases

the sizes of host image or watermark image have been adapted.

Comparing the Imperceptibility Ratios for Related Works in Terms of PSNR

Figure 11 presents a comparison between the intelligent techniques based on water-

marking systems to show the achieved imperceptibility between original image and

embedded image. For the watermarking system of GA [21] or FIS [15, 18], the PSNR

ranged 40–42 dB. In the watermarking system based on rough set using DWT-SVD

[13] the PSNR was 52 dB, while in the watermarking system based on rough set in

the spatial domain [12] the PSNR was 42 dB.
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Table 7 The methodologies of five intelligent techniques based on image watermarking

Proposed system Extraction

technique

Embedding

strength

Size of host

image

Size of

watermark image

Fuzzy inference

system based on

watermarking in

the DCT [15]

Semi-blind Adaptive 512 × 512 64 × 64

Fuzzy inference

system based on

watermarking in

the orthogonal

moment and

spatial pixels [18]

Blind Adaptive 256 × 256 Message bits

(100 or 500 bits)

Genetic

algorithm based

on watermarking

in the

SVD + DCT [21]

Fragile Adaptive 256 × 256 Undefined

Rough set-based

watermarking in

the

DWT + SVD [13]

Semi-blind Adaptive 512 × 512 64 × 64

Rough set-based

watermarking in

the spatial

pixels [12]

Semi-blind Adaptive 512 × 512 64 × 64

Fig. 11 Comparing the PSNR between different intelligent techniques based on watermarking

systems

Comparing the Robustness Ratio for Related Works in Terms of BER and CC

This comparison presents the robustness of rough set-based watermarking systems

in terms of BER and CC. Figure 12 presents a comparison between the achieved
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Fig. 12 Comparing the BER between different rough set-based watermarking systems for different

attacks

Table 8 Comparing the CC between different intelligent techniques based on watermarking sys-

tems for different attacks

Attacks [15] [13] [12]

JPEG compression (𝛼 = 80) Na 0.78 1

Gaussian noise (𝜎 = 0.1) 0.92 0.70 1

Salt and pepper (0.01) 0.64 Na 1

Median filtering (9 × 9) 0.79 0.87 1

Rotation (10
◦
) 0.75 0.75 1

robustness in models [12, 13] against different attack scenarios. The proposed model

in [13], which is based on DWT-SVD, achieved high robustness in terms of BER

comparing with the model proposed in [12], which embedded watermark in spatial

domain. The BER in [13] ranged 0.07–0.13, while in [12] the BER ranged 0.16–0.17.

As well, Table 8 presents the CC ratio in the proposed models in [12, 13, 15]

against different attack scenarios. The proposed model in [12] achieved high simi-

larity between the original watermark and extracted watermark comparing with other

models. The CC ratio in [12] reached 1, while in model [13] it ranged 0.70–0.87 and

in model [15] it ranged 0.64–92.

7 Conclusion and Open Issues

The rough set theory represents one of important computational intelligence sys-

tems that have a significant role in extracting rough information from vague and

uncertain knowledge. It is efficient to solve vague problems linked to image
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processing, fault diagnosis, intelligent recommendation, and intelligent support

decision-making. This chapter illustrated the capability of rough set theory to deal

with some ambiguity problems in digital images. These problems are associated with

image’s characteristics, and have a close relation with HVS principles in case of

designing an efficient image authentication and security systems. The approximation

principle based on rough set theory has been utilized to extract rough information

from the vague image’s characteristics to suggest an efficient watermarking system

in terms of perceptual quality of embedded image and robustness against different

image processing attacks.

For future direction, fuzzy equivalence relation and investigating information

holding in preference order are two major issues that need to be analyzed from the

perspective of rough set theory. The fuzziness in rough set and multi-criteria sort-

ing based on rough set theory are open issues that deal directly with the ambiguity

and uncertainty in image’s knowledge. In case of watermarking system design, these

issues could be analyzed to find other possibilities to minimize the effect of image’s

ambiguity and uncertainty on the perceptual image quality and the robustness against

different attacks.
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Abstract Our proposal is to present a Blind and Reference Image Quality Assess-

ment or CBPF-IQA. Thus, the main proposal of this paper is to propose an Interface,

which contains not only a Full-Reference Image Quality Assessment (IQA) but also

a No-Reference or Blind IQA applying perceptual concepts by means of Contrast

Band-Pass Filtering (CBPF). Then, this proposal consists, in contrast, a degraded

input image with the filtered versions of several distances by a CBPF, which com-

putes some of the Human Visual System (HVS) variables. If CBPF-IQA detects only

one input, it performs a Blind Image Quality Assessment, on the contrary, if CBPF-

IQA detects two inputs, it considers that a Reference Image Quality Assessment will

be computed. Thus, we first define a Full-Reference IQA and then a No-Reference

IQA, which correlation is important when is contrasted with the psychophysical

results performed by several observers. CBPF-IQA weights the Peak Signal-to-Noise

Ratio by using an algorithm that estimates some properties of the Human Visual

System. Then, we compare CBpF-IQA algorithm not only with the mainstream esti-

mator in IQA and PSNR but also state-of-the-art IQA algorithms, such as Structural

SIMilarity (SSIM), Mean Structural SIMilarity (MSSIM), and Visual Information

Fidelity (VIF). Our experiments show that the correlation of CBPF-IQA correlated

with PSNR is important, but this proposal does not need imperatively the reference

image in order to estimate the quality of the recovered image.

1 Introduction and Problem Statement

The evolution of sophisticated Models and applications of Processing of Digital

Images gives as a result of extensive and important literature describing several

methodologies or algorithms. An important number of these works are dedicated
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to methodologies for improving, in some cases, only the image appearance. Never-

theless, we cannot consider that the digital image quality have reach the perfection.

We can consider that Natural Images have presumably been distorted during a certain

process of codification or representation. Thus, it is important in the representation

process of some kind of images improving image quality in order to recognize and

obtain a measure of the degree of degradation or quality of a natural digital image.

Today, MSE or Mean Square Error is yet the most used objective metrics, since

many other algorithms which evaluate image quality are based onMSE, Peak Signal-

to-Noise Ratio (PSNR), for instance. Wang and Bovik [1, 2] consider that MSE is

a poor assessment to be employed in systems that predict image quality or in terms

of fidelity. So, we want to mention what is probably wrong with respect to MSE
estimations. Thus, we would be in conditions to analyze and to propose a different

algorithm that introduces some properties of the human eye into the MSE algorithm,

maintaining the best properties of the MSE.

Thus, the main proposal of this work is to propose a methodology implemented in

an Interface, which contains not only a classical algorithm of Full-Referenced Image

Quality Assessment (IQA) but also a No-Referenced or Blind IQA applying some

perceptual features of the Human Visual System (HVS) employing a Contrast Band-

Pass Filtering (CBpF-IQA). In the particular case of Blind IQA the main goal is not

to present another Blind IQA, our main objective is to propose a blind version of

PSNR, since it is the most important metric along the history because it is the most

used IQA and its implementations can be obtained without reference.

Then, this proposal lies in contrasting a degraded original or perfect image (an

example is depicted in Fig. 1) with the filtered versions of several distances by a

CBpF-IQA, which computes some of HVS characteristics, such as contrast assimi-

lation and sensitivity contrast in terms of intensity.

Fig. 1 Example of original

image: Lena image
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If CBpF-IQA detects only one input, it considers a No-Referenced Image Quality

Assessment, on the contrary if CBpF-IQA detects two inputs, it considers that a Ref-

erenced Image Quality Assessment will be estimated. Thus, we first define the Ref-

erenced IQA and No-Reference IQA algorithms, and then we contrast their correla-

tion with the psychophysical results applied on several human observers. CBpF-IQA

modifies the well-known Peak Signal-to-Noise Ratio formula, weighting and esti-

mating the assimilation or contrast the original source at different distances. Finally,

we perform a comparison of CBpF-IQA methodology not only with the mainstream

estimator in IQA, PSNR or MSE, but also recent IQA algorithms, such as Struc-

tural SIMilarity (SSIM), Mean Structural SIMilarity (MSSIM) or Visual Informa-

tion Fidelity (VIF), for instance. The result in terms of Blind IQA of our experiments

demonstrate thatCBpF-IQA (BIQA) is highly correlated with the answer or response

of PSNR, but this proposal does not need mandatory the reference image in order to

computes the distortion of the recovered image.

2 Definition of Image Quality Assessment

In this section we a brief review of IQA definition, then, we divide the IQA algo-

rithms in two: Referenced and Non-Referenced approaches, the latter is also known

as Blind IQA. Thus, Referenced IQA Metrics can be divided in Bottom-Up and Top-

Down Approaches.

Bottom-up approaches for assessing image quality are algorithms those try to

emulate well-modeled characteristics of HVS, and the integration of them into the

design of algorithms quality evaluation, hopefully, perform similarly as the HVS in

the estimation the image quality.

Furthermore, the bottom-up approaches attempt to simulate structural and func-

tional characteristics in HVS which are relevant for the evaluation of image quality

assessment. The main goal is to propose algorithms which work alike HVS, at least

for attempting assessing of image quality evaluation.

On the contrary, the top-down systems simulate HVS in another way. Top-down

algorithms consider HVS as a black box, and only the input-output task is important

to considering. A system for assessing image quality from top to bottom can evaluate

a little bit different, since it considers the behavior estimation of image quality of an

average human observer correctly, namely in some cases this system adapt the results

with linear or nonlinear regression.

An important and some times obvious task for the proposition of an algorithm of

this type top-down approach is to consider the main challenge of automatic super-

vised learning, as illustrated in Fig. 2. Thus, HVS is not supervised in order to

learn its behavior. The training features are obtained through subjective experiments,

where are viewed and evaluated a large number of test images by human observers.

Which is way, the main goal is to model the algorithm in a general way giving as a

result the minimization of the error between the desired output (subjective assess-

ment) and the model estimation. This is generally a challenge of regression or an

approximation function.
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By the other hand, no-reference or no-source image quality evaluation is a very

difficult task in this field of image quality estimation, but the understanding of the

problem is very simple. Somehow, an objective or subjective computational model

should assess the quality of any real-world image, without reference to an origi-

nal image, as HVS does. Thus, this looks like very difficult mission. The quality of

an image can be assessed quantitatively without having an methodology of what a

good/bad image quality is supposed to be similar. Then, surprisingly, this is a fairly

easy assignment for human observers. HSV can easily recognize images with high or

good quality when they are contrasted with low or bad quality images, and also the

human eye can distinguish what of these two images is good or bad without watching

the reference or original image. In addition, humans observers tend to highly corre-

late with the opinion of other observers. Example of this behavior when the human

eye evaluates image quality without comparing the original or reference source, it

is very probable that estimates that the image is noisy, fuzzy, or compressed by any

image coder, such as JPEG or JPEG2000, for instance. In this way, Figs. 3 and 4

show some examples of JPEG2000 compression, where the recovered images have

lower quality than moved and stretched luminance contrast images.

Fig. 2 Learning human

visual system

Fig. 3 Baboon image:

patches with

size = 256 × 256 of

recovered images

compressed by JPEG2000,

PSNR = 32 dB
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In future and present of Blind Image Quality Assessment (BIQA), i.e., the objec-

tive is to predict the perceptual quality of an image without any prior information of

its reference image and distortion type. In this way, we can highlight some research

works as following:

1. Wu et al. [3] where they characterize by a new feature fusion scheme and a k-

nearest-neighbor (KNN)-based quality prediction model.

2. Li et al. [4] proposed a NR DeBlocked Image Quality (DBIQ) metric by simul-

taneously evaluating blocking artifacts in smooth regions and blur in textured

regions. Their experimental results conducted on the DBID database demonstrate

that the proposed metric is effective in evaluating the quality of deblocked images.

As an application of this metric is further used for automatic parameter selection

in image deblocking algorithms.

3. Lu et al. [5] propose an IQA framework which utilizes minimum amount of

structure coefficients to capture the variation of color structure and distortion

of degraded image by applying a VPT to remove the visual unperceived coeffi-

cients. The difference of the proportion of visual perceived coefficients between

distorted and reference image is measured to acquire image quality score.

Some authors have collected and described a survey of existing Blind IQAs by

one hand Zhang et al. [6] depict an exhaustive statistical evaluation is conducted to

justify the added value of computational saliency in objective image quality assess-

ment, using 20 state-of-the-art saliency models and 12 best-known IQMs. Quantita-

tive results show that the difference in predicting human fixations between saliency

models is sufficient to yield a significant difference in performance gain when adding

these saliency models to IQMs. By the other hand Kamble et al. [7] describe a sur-

vey which includes type of noise and distortions covered, techniques and parameters

used by these algorithms, databases on which the algorithms are validated and bench-

marking of their performance with each other and also with human visual system.

Fig. 4 Splash image:

patches with

size = 256 × 256 of

recovered images

compressed by JPEG2000,

PSNR = 32 dB
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3 𝐌𝐒𝐄 Definition

MSE by far is the most important algorithm in the IQA field, which is why we want to

define this metric. On one hand, let us define f (i, j) and ̂f (i, j) as the couple of images

to be compared, which amount of pixels is the size inside each one. Being f (i, j) the

original source, considered with best or perfect possible quality or fidelity, and ̂f (i, j)
a possible degraded estimation of f (i, j), whose quality is subjected to evaluate. On

the other hand, let us define first the of the MSE and then the PSNR. Equations 1

and 2 the latter algorithms, respectively.

MSE = 1
l × m

l∑

i=1

m∑

j=1

[
f (i, j) − ̂f (i, j)

]2
(1)

and

PSNR = 10 log10
(

𝛼

2

MSE

)
(2)

where 𝛼 is the maximum value in terms of intensity inside f (i, j), size = l × m.

Thus, for images witch contains only one channel, namely 8 bits per pixel (bpp)

𝛼 = 28 − 1 = 255. Also, 𝛼 represents the maximal distortion when the maximal

intensity in 8 bpp, 255, is completely degraded, namely a pixel change from 255

to the minimal intensity, 0. Thus, the peak of MSE is 𝛼 = 2552 = 65025.

For chromatic images, Eq. 2 also defines the estimation of PSNR, but for color

images the MSE is separately computed of every component and results of the three

channels are averaged.

BothMSE and PSNR are widely employed in the field of image processing, image

coding and understanding, because these algorithms have favorable characteristics:

1. Convenient for the purpose of optimizing a certain algorithm that needs to

improve quality. For instance in JPEG2000, MSE is employed both in Optimal
Rate Allocation Methodology [8, 9] and Region of Interest Algorithms [9, 10].

Also, MSE is differentiable and integrable, so its employment could solve these

kind of problems in terms of optimization, when it is use along with linear alge-

bra, for instance.

2. By definition MSE compares the square difference of two images, giving as a

result a clear meaning of leak of energy.

However, in some cases MSE estimates image quality with a low correlation with

quality given by a human observer. A clear example is depicted by Figs. 3 and 4,

where both Baboon and Splash are coded and decoded by JPEG2000 compression

with PSNR = 32 dB. Those images have very different visual quality. Then, for this

special case, either MSE or PSNR do not correlates with Human Visual System

(HVS).
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Fig. 5 Representation of

the CSF (𝛽s,o,i(r, 𝜈)) for Y

channel o illuminate

component

4 𝐂𝐁𝐩𝐅-IQA Algorithm

4.1 Contrast Band-Pass Filtering

The Contrast Band-Pass Filtering (CBPF) approximately estimates the image seen

by a human observer with a 𝛿 separation by filtering some frequencies witch are

important o irrelevant for HVS. So, first of all let us define f (i, j) as the mathematical

representation of the reference Image and 𝛿 as the separation between observer and

the screen. Then CBPF estimates a filtered image ̆f (i, j), when f (i, j) is seen from 𝛿

centimeters. CBPF is founded on three main features: frequency of the pixel, spatial

scales and surround filtering.

The CBPF methodology decomposes reference image f (i, j) into a set of wavelet

planes 𝜔(s, o) of different spatial scales s (i.e., frequency of the pixel 𝜈) and spatial

scales as:

f (i, j) = ∫
n

s=1
𝜔(s, o) + cn (3)

where n is the amount of wavelet decompositions, cn is the plane in the pixel domain

and o spatial scale either vertical, horizontal or diagonal.
The filtered image ̆f (i, j) is recovered by scaling these 𝜔(s, o) wavelet coefficients

employing Contrast Band-Pass Filtering function, which is at the same time an

approximation Contrast Sensitivity Function (CSF, Fig. 5). The CSF tries to approx-

imate some psychophysical features [11], considering surround filtering information

(denoted by r), perceptual frequency denoted by 𝜈, which is the gain of frequency

either positive or negative depending on 𝛿. Filtered image ̆f (i, j) is defined by Eq. 4.

̆f (i, j) = ∫
n

s=1
𝛽(𝜈, r)𝜔(s, o) + cn (4)
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where 𝛽(𝜈, r) is the CBPF weighting function reproduce some properties of the HVS.

The term 𝛽(𝜈, r) 𝜔(s, o) ≡ 𝜔s,o;𝜌,𝛿 is the filtered wavelet coefficients of image f (i, j)
when it is watch at 𝛿 centimeters and is written as

𝛽(𝜈, r) = zctr ⋅ C
𝛿

(ṡ) + Cmin(ṡ) (5)

This function has a shape similar to the e-CSF and the three terms that describe

it are defined as

zctr Nonlinear function and estimation of the central feature contrast relative

to its surround contrast, oscillating from zero to one, defined by

zctr =

[
𝜎cen

𝜎sur

]2

1 +
[
𝜎cen

𝜎sur

]2 (6)

being 𝜎cen and 𝜎sur the standard deviation of the wavelet coefficients in two

concentric rings, which represent a center–surround interaction around

each coefficient.

C
𝛿

(ṡ) Weighting function that approximates to the perceptual e-CSF, emulates

some perceptual properties and is defined as a piecewise Gaussian function

[12], such as

C
𝛿

(ṡ) =
⎧
⎪
⎨
⎪⎩

e
− ṡ2

2𝜎21 , ṡ = s − sthr ≤ 0,

e
− ṡ2

2𝜎22 , ṡ = s − sthr > 0.
(7)

Cmin(ṡ) Term that avoids 𝛼(𝜈, r) function to be zero and is defined by

Cmin(ṡ) =
⎧
⎪
⎨
⎪⎩

1
2

e
− ṡ2

2𝜎21 , ṡ = s − sthr ≤ 0,
1
2
, ṡ = s − sthr > 0.

(8)

taking 𝜎1 = 2 and 𝜎2 = 2𝜎1. Both Cmin(ṡ) and C
𝛿

(ṡ) depend on the fac-

tor sthr, which is the scale associated to 4cpd when an image is observed

from the distance 𝛿 with a pixel size SZp and one visual degree, whose

expression is defined by Eq. 9. Where sthr value is associated to the e-CSF

maximum value.

sthr = log2
(
𝛿 tan(1◦)
4 SZp

)
(9)
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Fig. 6 Perceptual images

obtained by CBPF with

𝛿 = 30 cm

Fig. 7 Perceptual images

obtained by CBPF with

𝛿 = 100 cm

Figures 6, 7, and 8 depicts three examples of CBPF images of Lenna (Fig. 1),

calculated by Eq. 4 for a 19 inch monitor with 1280 pixels of resolution in the hor-

izontal, at 𝛿 = {30, 100, 200} centimeters. Those figures can show that the higher

distance the more distorted the image is.

4.2 General Methodology

Algorithm 1 shows the main methodology of this proposal. Thus, CBpF-IQA Algo-

rithm estimates the referenced visual quality of the distorted image ̂f (i, j) regarding

f (i, j) the original reference image, if it exists, otherwise CBpF-IQA estimates a blind
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Fig. 8 Perceptual images obtained by CBPF with 𝛿 = 200 cm

Fig. 9 General explanation of the CBpF-IQA algorithm, which contains both RIQA and BIQA
subprocess

visual image quality. Both algorithms need the definition of the Observational Dis-

tance d given by the observer, so if d is not defined, we estimate the distance d from

the actual observer by means of 3D/stereoscopic methodology, Algorithm 3. The

main algorithm is also presented in Fig. 9.

Then a full-reference image quality metric is performed, there is an reference

image f (i, j) and a recovered presumably distorted version ̂f (i, j) = 𝜃[f (i, j)] that is

contrasted against f (i, j). It is important to mention 𝜃 is the algorithm that distorts

the reference image and henceforth we refer the Full-reference image quality algo-

rithm in CBpF-IQA as RIQA. Otherwise, in the no-referenced image quality issue

we refer CBpF-IQA as BIQA. Furthermore, it is important to mention that BIQA
only processes a degraded version of ̂f (i, j). Thus from Fig. 10a and b, we compare

̂f (i, j) against a repetitive pattern 𝛶 ([0,1;1,0]). Then, we perform the same algorithm

in RIQA.
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Fig. 10 a Primary pattern [0,1;1,0] or 𝛶 . b Sixteenth pattern or 𝛶
16

Algorithm 1: CBpF-IQA: Framework to assess the quality of a digital image.

Input: f (i, j), ̂f (i, j), and 𝛿

Output: ImageQuality
if d does not exist then1

d=Compute Observational Distance by means of 3D/stereoscopic approach in Algorithm 3.2
if f (i, j) exists then3

ImageQuality = Algorithm 2
(
f (i, j), ̂f (i, j), 𝛿

)
, Referenced-IQA4

else5
Estimate f (i, j) from a pattern of the same size of ̂f (i, j), Fig. 106
ImageQuality = Algorithm 2

(
f (i, j), ̂f (i, j), 𝛿

)
, Blind-IQA7

Since both f (i, j) and ̂f (i, j) are observed at the same time at an observational

distance 𝛿, if the similarity between f (i, j) and ̂f (i, j) appears to be better perceived

is because 𝛿 tends to 0. In contrast, if the observer judges f (i, j) and ̂f (i, j) when 𝛿

tends to ∞ the correlation between reference and distorted image would be the same.

As any algorithm we need to approximate the 𝛿 = ∞, namely where similarity is so

big that the observer confuse both images, we propose a nonlinear regression for

approximating ∞ to 𝛿 = 𝛥.

Either Reference Assessment or Blind Assessment, our proposal is based on

Algorithm 2.

Algorithm 2: Algorithm for estimating Visual Image Quality Assessment.

Input: f (i, j), ̂f (i, j), and 𝛿

Output: ImageQuality
Direct Wavelet Transformation of images f (i, j) and ̂f (i, j)1
Estimation of Distance 𝛥 (Eq. 10), The distance where the observer cannot distinguish any difference in terms of2
quality between f (i, j) and ̂f (i, j)
Compute fp(i, j) and ̂fp(i, j), namely, contrast band-pass filtered wavelet coefficients at a distance 𝛥. Where3
𝜔(s,o;𝜌,𝛥) = CBPF(f (i, j), 𝛥) and �̂�(s,o;𝜌,𝛥) = CBPF(̂f (i, j), 𝛥)
Inverse Wavelet Transformation of 𝜔(s,o;𝜌,𝛥) and �̂�(s,o;𝜌,𝛥) obtaining the contrast band-pass filtered images f

𝜌

(i, j)4
and ̂f

𝜌

(i, j), rerspectively.

ImageQuality =PSNR between contrast band-pass filtered images f
𝜌

(i, j) and ̂f
𝜌

(i, j).5
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Fig. 11 Portrayal of distances employed by the CBpF-IQA algorithm. D and n graphical repre-

sentation

Fig. 12 Inside an 𝜀 chart

n and 𝜀m are two features involved in the evaluation of Distance𝛥. Equation 10

show the estimation of 𝛥, besides these two parameters it is important to know or

estimate also 𝛿 in order to figure out the n and 𝜀m distances. Furthermore Figs. 11

and 12 depict the Wavelet Energy Loss or 𝜀, which shows not only the behavior

of the relative energy but also the significance of 𝛥, n and 𝜀m inside an 𝜀 chart

(a).

 = n + 𝜀m (10)

Furthermore Fig. 12 also show that the pinnacle inside the function is n , which

is describe for the eye specialist as Near Point, which is between 15 to 20 cm for

an adult. Thereby, n also can be defined as the distance where human eye can

evaluate a pair of images f (i, j) and ̂f (i, j). From this point n , fewer the differences

are perceived by the observer, until these differences disappear in the ∞. We find 𝛥

by projecting the points (n , 𝜀 (n)) and (d, 𝜀 (d)) to (𝛥, 0).
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4.3 Estimation of the Observational Distance 𝜹

Estimation of the Observational Distance 𝛿 is based on Algorithm 3, which divided

in six steps and is described as follows:

Step 1: Camera calibration by means of Function Stereo Calibration. Calibration

Results are stored in a structure, which is defined as stereoParams.

Step 2: Ones both left and right cameras are calibrated, we take two images Il and Ir.

Step 3: With the parameters defined in stereoParams, we calibrate both Il and Ir
images using undistortImage function, giving as a result Icl and Icr.

Step 4: In both Icl and Icr images we estimate two human characteristics: face and

eyes detection. This detection is made by means of the function vision. Cascade-
ObjectDetector. If in both Icl and Icr images are detected faces, then we detect eyes.

This procedure increases the probability to find the head of the observer in the stereo-

pair.

Step 5: We estimate the center of the heads located both in Icl and Icr images.

Step 6: Finally, we estimated the distance 𝛿 in centimeters between cameras and the

observer, using the function triangulate.

It is important to mention that all functions employed in this methodology are

toolboxes of MatLab R2015a.

Algorithm 3: Estimation of the Observational Distance 𝛿.

Input: void

Output: 𝛿
Camera Calibration1
Taking stereo-pair Il and Ir2
Calibration of the stereo-pair, Icl and Icr3
Head detection in the stereo-pair4
Center of detected Heads in original stereo-pair5
Estimation of distance 𝛿 between cameras and the observer6

5 Experimental Results

5.1 Referenced Image Quality Assessment

MSE, PSNR [13], SSIM, VIFP [14], MSSIM [15], VSNR [16], VIF [17], UQI [18],

IFC [19], NQM [20], WSNR [21] and SNR are compared against the performance

of CBpF-IQA for JPEG2000 compression distortion. We chose for evaluating these

assessments the implementation provided in [22], since it is based on the parameters

proposed by the author of each indicator.
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Table 1 KROCC of RIQA and other quality assessment algorithms on multiple image databases

using JPEG2000 distortion. The higher the KROCC the more accurate image assessment. Bold and

italicized entries represent the best and the second best performers in the database, respectively.

The last column shows the KROCC average of all image databases

Metrics Image database

TID2008 LIVE CSIQ IVC All

Images 100 228 150 50 528

IFC 0.7905 0.7936 0.7667 0.7788 0.7824

MSE 0.6382 0.8249 0.7708 0.7262 0.7400

MSSIM 0.8656 0.8818 0.8335 0.7821 0.8408
NQM 0.8034 0.8574 0.8242 0.6801 0.7913

PSNR 0.6382 0.8249 0.7708 0.7262 0.7400

SNR 0.5767 0.8055 0.7665 0.6538 0.7006

SSIM 0.8573 0.8597 0.7592 0.6916 0.7919

UQI 0.7415 0.7893 0.6995 0.6061 0.6602

VIF 0.8515 0.8590 0.8301 0.7903 0.8327

VIFP 0.8215 0.8547 0.8447 0.7229 0.8110

VSNR 0.8042 0.8472 0.7117 0.6949 0.7645

WSNR 0.8152 0.8402 0.8362 0.7656 0.8143

RIQA 0.8718 0.8837 0.8682 0.7981 0.8555

Table 1 shows the performance of RIQA and the other 12 image quality assess-

ments across the set of images from TID2008, LIVE, CSIQ, and IVC image data-

bases employing Kendall Rank-Order Correlation Coefficient (KROCC) for testing

the distortion produced by a JPEG2000 compression.

Thus, for JPEG2000 compression distortion,RIQA is getting the best results in all

databases. RIQA correlates in 0.8837 for a database of 228 images of the LIVE data-

base. On the average, RIQA algorithm is also correlates in 0.8555, using KROCC.

Furthermore, JPEG2000 compression distortion, MSSIM is the second best indica-

tor not only for TID2008, LIVE, and IVC image databases but also on the average,

since VIFP occupies second place for CSIQ image database. Thus, the correlation

between the opinion of observers and the results of MSSIM is 0.0143 less than the

ones of RIQA. So in general, we can conclude that PSNR can be improved its per-

formance in 11.5% if it includes four steps of filtering, RIQA.

Table 2 shows the performance of RIQA and the other twelve image quality

assessments across the set of images from TID2008, LIVE, CSIQ and IVC image

databases employing KROCC for testing the distortion produced by a JPEG com-

pression.

Table 2 also shows an average performances for the 534 images of the cited image

databases. Bold and Italicized represent the best and the second best performance

assessment, respectively. It is appropriate to say that RIQA is the best performer

both in each image database and average of them. MSSIM is the second best-ranked
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Table 2 KROCC of RIQA and other quality assessment algorithms on multiple image databases

using JPEG distortion. The higher the KROCC the more accurate image assessment. Bold and

italicized entries represent the best and the secondbest performers in the database, respectively.

The last column shows the KROCC average of all image databases

Metrics Image database

TID2008 LIVE CSIQ IVC All

Images 100 234 150 50 534

MSE 0.7308 0.7816 0.6961 0.5187 0.6818

PSNR 0.7308 0.7816 0.6961 0.5187 0.6818

SSIM 0.7334 0.8287 0.7529 0.6303 0.7363

MSSIM 0.7580 0.8435 0.8097 0.7797 0.7977
VSNR 0.7344 0.8149 0.7117 0.5827 0.7109

VIF 0.7195 0.8268 0.8287 0.7911 0.7915

VIFP 0.7004 0.8140 0.8188 0.6763 0.7524

UQI 0.5445 0.7718 0.6990 0.6254 0.6602

IFC 0.5909 0.7767 0.7644 0.8158 0.7369

NQM 0.7142 0.8269 0.7907 0.6664 0.7495

WSNR 0.7300 0.8181 0.8020 0.6959 0.7615

SNR 0.6035 0.7735 0.6942 0.4481 0.6298

CBpF-IQA 0.7616 0.8457 0.8473 0.8335 0.8220

metrics not only in all databases but also on the average, except for the CSIQ data-

base, where VIF has this place. RIQA is better 0.0243 than MSSIM and improves

the performance of PSNR or MSE by 0.1402 for JPEG compression degradation.

5.2 Blind Image Quality Assessment

Some metrics estimate Quality as PSNR does, but some metrics estimates degrada-

tion, MSE, for instance. It is important to mention that BIQA estimates the degra-

dation. This degradation tends to zero means that the overall quality is getting bet-

ter. We already check the behavior of RIQA, so in this section we develop compar-

isons for verifying the performanceBIQA by comparing significance performance of

different compress versions of the image Baboon. BIQA is a metric that gives deci-

bels as PSNR does, so instead of employing a Non-Parametric Correlation, we use

a parametric correlation coefficient, i.e., Pearson correlation coefficient in order to

better compare the results between BIQA and PSNR.

Figure 13 depicts three JPEG2000 distorted versions of the image Lenna with

0.05 (Fig. 13a), 0.50 (Fig. 13b) and 1.00 (Fig. 13c) bits per pixel. PSNR estimates

23.41, 32.74 and 34.96 dB, respectively. While CBpF-IQA computes 48.42, 36.56

and 35.95 dB, respectively. Thus, both PSNR and CBpF-IQA estimate that image

at 1.00 bpp has lower distortion. When this experiment is extended computing the
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Fig. 13 JPEG2000 Distorted versions of color image Lenna at different bit rates expressed in bits

per pixel (bpp). a High distortion, b medium distortion and c low distortion

Fig. 14 Comparison of PSNR andCBpF-IQA for the JPEG2000 distorted versions of image Lenna

JPEG2000 distorted versions from 0.05 to 3.00 bpp (increments of 0.05 bpp, depicted

at Fig. 14), we found that the correlation between PSNR and CBpF-IQA is 99.32

image Lenna for every 10,000 estimation CBpF-IQA misses only in 68 assessments.

Figure 15a, b, and c depict three JPEG2000 compression of the image Baboon
with 0.05, 0.50, and 1.00 bits per pixel, respectively. Thereby PSNR estimates 18.55

dB for Fig. 15a, 23.05 dB for Fig. 15b, and 25.11 dB Fig. 15c. While BIQA computes

43.49, 30.07 and 28.71 dB, respectively. Thus for the 0.05 bpp (Fig. 15a), higher

distortion is estimated both PSNR and BIQA.

Figure 16 depicts multiple JPEG2000 decoded images from 0.05 to 3.00 bpp, the

increments of varies every 0.05 bpp. With the later data we can found that PSNR
and BIQA between them is 0.9695, namely, for image Baboon for every 1000 tests

BIQA estimates in a wrong way only 30 assessments.
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Fig. 15 JPEG2000 Distorted versions of color image Baboon at different bit rates expressed in

bits per pixel (bpp). a High distortion, b medium distortion and c low distortion

Fig. 16 Comparison of PSNR and CBpF-IQA for the JPEG2000 distorted versions of image

Baboon

5.3 𝐂𝐁𝐩𝐅-IQA Interface

In Fig. 17 the graphic interface is shown that allows upload pictures and calculate

their quality by using methods with and without reference which are selectable via a

drop-down menu. The observer can also select the type of distance 𝛿 used the code

which is the distance from the screen to the face of the observer.

In the Fig. 18, it shows that selecting the metric referenced by the drop-down

menu, you can load the original images (without compression) and distorted (noisy)

using the buttons to load image which display a window that lets you explore folders

and select the image. Pressing the button Calculate the Legend RIQA method allow-

ing the return a numeric result associated with the image quality is applied (Fig. 19).
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Fig. 17 Estimation of distance: static distance CBpF-IQA graphic interface

Fig. 18 Estimation of distance: static distance. Referenced image quality assessment

Fig. 19 Estimation of distance: static distance. Blind image quality assessment
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Fig. 20 Estimation of distance: dynamic distance. Selecting the distance

Fig. 21 Estimation of distance: dynamic distance. Taking stereo-pair I (r, l), i.e., Ir and Il images

Figure 18 shows that selecting the metric without reference automatically displays

a window with the caption: No original image and the button to load the original

image now is disabled.

By selecting the metric without reference Calculate button, the algorithm auto-

matically switches to a method without reference to return a numeric value associated

with the image quality, namely BIQA.

When selecting the type of distance in static mode, it is possible to move the slider

that lets you change the value of the distance used in the algorithms metrics with and

without reference. By selecting the distance of dynamic type green buttons (enabled

preview), show preview (blue) stop preview (red) are enabled allowing handling.

Otherwise slider is disabled, Fig. 20.

When the Preview button is pressed stereo-cameras transmit the images to the

computer and it is displayed on the screen, Fig. 21.
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Fig. 22 Estimation of distance: dynamic distance. Dynamic estimation of distance 𝛿

Thus, When Measure distance button is pressed, it takes an arrangement of pic-

tures from stereo-cameras. With this arrangement our algorithm automatically tries

to detect the face and eyes of the observer if CBpF-IQA finds them it estimates the

observational distance 𝛿, Fig. 22.

6 Conclusions and Future Work

CBpF-IQA is a metric divided in two algorithms full-reference (RIQA) and non-

reference (BIQA) image quality assessments based on filtered weighting of PSNR
by using a model that tries to simulate some features of the Human Visual System

(CBPF model). Both proposed metrics in CBpF-IQA are based on five steps.

When we compared RIQA Image Quality Assessment against several state-of-

the-art metrics our experiments gave us as a result that RIQA was the best-ranked

image quality algorithm in the well-known image databases such as TID2008, LIVE,

CSIQ and IVC, JPEG2000 compression algorithm is used as a method of distorting

the cited image databases. Thus, it is 2.5 and 1.5% better than the second best per-

forming method, MSSIM. On average, RIQA improves the results of PSNR in 14%

and 11.5% for MSE.

In the Blind Image Quality Assessment, BIQA assessment correlates almost per-

fect for JPEG2000 distortions, since difference between BIQA and PSNR, on the

average is only 0.0187.

Combine both RIQA and BIQA in the same interface was the main contribution

of this work. Thus, a expert or non-expert in the quality images assessment field

can perform its own experiments. These experiments could include dynamic quality

estimations or static ones. As a future work of this paper could be to include a set of

quality images estimators including RIQA and BIQA.
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Digital Image Watermarking Performance
Improvement Using Bio-Inspired
Algorithms

Mohamed Issa

Abstract Copyrights protection and ownership of multimedia is a vital task
nowadays used in a lot of fields such as broadcasting media. Hence digital media
watermarking techniques were developed to embed a watermark image into the
original media (image or videos). The watermarking techniques aim to improve the
robustness of watermarked image against attacks and increase the impeccability of
significant regions of the media. This chapter focuses on explaining the rule
of using metaheuristic algorithms for optimizing the robustness and impeccability
of image watermarking techniques. This will be discussed through two water-
marking techniques one used genetic algorithm optimization and the other use
cuckoo search optimization approach.

Keywords Digital watermarking ⋅ Bio-inspired algorithms
Genetic algorithm and cuckoo search optimization

1 Introduction

Digital multimedia has been used and distributed profusely in the past few years.
Protection of it is a vital issue. Two essential approaches are used for protecting
copyrighted data, first cryptography key based approach and the second is water-
marking. Cryptography methods guarantee secure transmission of data but if the
data de-encrypted then the redistribution and its spread are not under control. The
solution of cryptography methods’ limitations is using digital watermarking. In
other words, it is the operation of hiding data information in an embedded signal to
the carrier signal and the core target of using watermarking is identifying ownership
and copyrighting. Digital watermarking can be used as distribution ownership proof
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in business application. Also, modern media player devices such as DVD and Divx
are developed so that it can detect the distorted watermark data and refuse to play.
Digital watermarking is applied to various domains including fingerprinting secret
communications, authentication, copyrights control, and digital signatures. Carrier
signal may be text, video, audio, and images so the watermark may be the same
kind of it and may be different kinds of watermark are embedded on the carrier
signal. Watermarking is used in a lot of application such as copyright protection,
authentication of videos, social networks content management, and watermarking
broadcasting media. Watermarking process consist of three stages, embedding,
attack, and detection. As shown in Fig. 1 the carrier signal (host signal) and the
embedded signal (watermark) are input to the embedding function to generate
watermarked signal (S) and transmitted or stored (red row). Through sending, it
attacks a lot of modifications may distort the original watermarked image and
propose different one from the original (SE). The last stage is detecting and
retrieving the original signal from distorted one. If the embedded data is not
modified during the attacks, it will be retrieved and this case called robustness
watermarking. Otherwise, the detection fails to detect the original signals and called
fragile watermarking. An example of watermarked image is as shown in Fig. 2.

This chapter focuses on image watermarking. There are two important objectives
in image watermarking design are imperceptibility and robustness. Imperceptibility
represents indistinguishably difference between original carrier signal and the
watermarked one. Robustness represents resistance of watermark against class of
transformation of marked image signal.

The digital watermarking can be categorized depending on a lot of kinds as
shown in Fig. 3. The first categorization is the domain (spatial of frequency based).
In spatial domain, the watermark image is embedded into the carrier image by
modifying the pixel values [1, 2]. These techniques required computational efforts
and less robust against image processing attacks. For frequency domain techniques,
the spatial domain representation is transformed and the frequency coefficients are
modified to merge the watermark image. Four categories of transform watermarking
techniques are singular value decomposition (SVD) [3], discrete cosine transform
(DCT) [4, 5], discrete wavelet transform (DWT) [6, 7], and discrete fourier trans-
form (DFT) [8, 9]. These techniques are more robust against signals attacks and
more image imperceptibility but these are more computational consumption than

Fig. 1 Watermarking stages (Embedding, Attack and Retrieving)
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Fig. 2 Watermark image example

Fig. 3 Digital watermarking categorization
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spatial watermarking domain techniques. A hybrid of two techniques were merged
to improve the performance of watermarking based on each technique compensate
the drawbacks of other [6, 7, 10–12]. Second for the source type, the original data
may be image, text or audio. The host dependency means in the detection of
watermark if no need for the original (host) source then this kind is called blind
otherwise is non-blind. Watermark visibility means the visibility of the watermark.

The robustness and imperceptibility are the digital watermarking’s objectives.
Robustness means the ability of watermarked data to resist against attacks and
modifications. These modifications such as resizing, rotation, contrast adjustment,
filtering, gamma correction, scaling, file compression, and lossy compression. The
non-perceptibility concerns with covering the most significant part of the image.
There is a tradeoff between robustness and non-perceptibility, where the most
significant region of host image will be less perceptual and more robustness to hide
the watermark. In contrast, if the less important region is watermarked so it is easy
to hide the watermark and so it becomes less robust.

The watermark’ strength is controlled by modifying the scaling factors
(SFs) where the larger the SF of watermark, the quality of the carrier image will be
decreased. In contrast, for smaller watermark’ SF the more quality of carrier image.
Robustness and imperceptibility can be optimized by watermarking the most suitable
regions and SF’s values are chosen using metaheuristic optimization techniques.
Metaheuristic techniques are stochastic methods that try to find the optimal solution
using heuristic strategy inspired from nature like particle swarm optimization
(PSO) [13], firefly optimization algorithm [14] ant colony optimization (ACO) [15]
and bee colony optimization (BCO) [16] or from physical systems like simulated
annealing [17], firefly algorithm optimization (FAO) [14] or evolutionary systems
such as genetic algorithm (GA) [18]. A lot of research works for optimizing the
robustness and impeccability by finding the best values of SFs. [4, 19] were devel-
oped for merging GA in watermarking and for PSO [12, 20, 21]. ACO also was used
for optimizing image watermarking [22, 23], for FAO [24–26] and BCO [27, 28].

The watermarking does not modify the file (source) functionality it works with
the data structure non-perceptibility. There are an embedding algorithms for
embedding watermark on the original data (I) may be with secret key for encryption
and another extraction algorithms for extracting the watermark as shown in Fig. 4.

Fig. 4 Inputs and outputs of watermarking operation
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The rest of chapter is organized as follows: Sect. 2 presents a techniques for
SVD watermarking using GA [29] that explain the rule of using GA for optimizing
the watermarking problem. Section 3 show using cuckoo search (CS) optimization
techniques for optimizing a watermarking approach hybrid of redundant discrete
wavelet transform (RDWT) and SVD. Section 4 proposed a technique used hybrid
of chaotic and DNA coding to improve the robustness and non-perceptibility.

2 SVD-GA Watermarking [29]

This work proposed the development of SVD image watermarking techniques using
GA to get the maximum robustness without degradation of transparency [29]. The
idea is based mainly on modification of singular values of the host images (gray
level) to generate invisible watermark image by finding the optimum values of
multiple SFs. Figure 5 shows the general flow chart of GA. The populations of GA
represent a possible solution by containing a set of SFs and initialized with random
values. The robustness of this technique was measured against various attacks such
as sharpening, resizing, rotation, and average filtering. Figure 6 summarizes briefly
the steps of SVD-GA watermarking technique. The fitness evaluation is computed
depending on the robustness (CORRW) and the transparency (CORRI).
For CORRW is computed as the correlation between original watermark and
extracted watermark. CORRI is computed as the correlation between the watermark
image and host image. Equation (1) is the objective function that is used to evaluate
the fitness where t is the number of attacks methods and i is the solution number.
Tables 1, 2 and 3 show the result of correlations the GA’s parameters: Mutation
Rate (MR), Cross Rate (CR), and Population Size (PS). The results of CORRW were
studied against the four attacks methods. The results at MR = 0.04 are the optimal
result that produce fitness value 142.4. While the fitness at MR values 0.02 and 0.06
are 127.9 and 130.2 respectively. Tables 4, 5 and 6 propose the same test but with
variation of PS and the bold values are the optimal with fitness 187.3. The fitness
values at PS’ values 50 and 100 are 142.4 and 164.3 respectively. As shown in
Table 2 with increasing the population size of GA, the fitness value also increases.
Various variables of SFs were generating using GA ranging from 1 up to 32 and the
values of SFs ranging from −9.3 to 1713. The multiple SFs show the improvement
of robustness and transparency over using constant single SF.

Fitnessi =
1

t − 1 ∑
t

i=1
CORRWðW ,W*

i Þ
−CORRIðI, IWÞ

2
664

3
775

− 1

ð1Þ

Figures 7 and 8 show the result of resistance of the proposed technique against
various attacks.
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Fig. 5 General flow chart of genetic algorithm

Fig. 6 SVD-GA image watermarking block diagram [29]
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Table 1 Results of
correlations against GA’s
parameters (CR = 0.7,
PS = 50)

MR CORRI CORRW

Rotation
Avg Stddev Avg Stddev

0.02 0.9993 0.00013 0.9956 0.00083
0.04 0.9994 0.00018 0.9958 0.00102
0.06 0.9993 0.00014 0.9952 0.00071

Table 2 Results of
correlations against GA’s
parameters (CR = 0.7,
PS = 50)

MR CORRW

Sharpening Average filtering
Avg Stddev Avg Stddev

0.02 0.9834 0.00150 0.9970 0.00035
0.04 0.9863 0.00286 0.9969 0.00035
0.06 0.9839 0.00229 0.9972 0.00064

Table 3 Results of
correlations against GA’s
parameters (CR = 0.7,
PS = 50)

MR CORRW

Resizing
Avg Stddev

0.02 0.9956 0.00046
0.04 0.9956 0.00049
0.06 0.9959 0.00076

Table 4 Results of
correlations against GA’s
parameters (CR = 0.7,
MR = 0.04)

PS CORRI CORRW

Rotation
Avg Stddev Avg Stddev

50 0.9994 0.00018 0.9958 0.00102
100 0.9994 0.0002 0.9960 0.00052
150 0.9996 0.00021 0.9965 0.00068

Table 5 Results of
correlations against GA’s
parameters (CR = 0.7,
MR = 0.04)

PS CORRW

Sharpening Average filtering
Avg Stddev Avg Stddev

50 0.9956 0.00049 0.9863 0.00286
100 0.9967 0.00028 0.9877 0.00158
150 0.9965 0.00058 0.9896 0.00287

Table 6 Results of
correlations against GA’s
parameters (CR = 0.7,
MR = 0.04)

PS CORRW

Average filtering
Avg Stddev

50 0.9996 0.00035
100 0.9977 0.00021

150 0.9976 0.00042
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Fig. 7 Watermarking proposed technique against attacks [29]

Fig. 8 Watermarking proposed technique against attacks [29]
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3 Hybrid of RDWT and SVD Watermarking Technique
Using Cuckoo Search [30]

This work proposed a technique for finding the SFs in image watermarking using
CS optimization algorithm [30]. CS succeeds in solving a lot of real problems in
many fields [31–35]. Figure 9 shows the general flow chart of CS optimization
algorithm. The watermarking approach that was used in this work is a (RDWT) and
SVD [36]. The SFs values used were 0.05 and 0.005 for low- and high-frequency
sub-bands in order. The constant SFs may be suitable for some set of images but not
for others. Hence, the role of using CS optimization was selecting the best value of
SF that improves the robustness and imperceptibly. The host image is divided into
four blocks (LL, HL, LH, and HH), so the solution of CS contains four values of SF
for the four blocks. The main step of technique as follows:

1. The population is initialized with values ranges from zero to one and blocks of
watermark are multiplied with the SFs and are embedded into the corresponding
blocks of host image.

2. The watermarked image is tested for different attacks and the watermark are
extracted from the distorted watermark using the extracted techniques.

Fig. 9 General flowchart of CS optimization algorithms
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3. The fitness of each population is computed according to Eq. (2).

Minimize Fitnessi =
N

∑
N

i=1
NCðW ,W*

i Þ
−NCðI, IWÞ

2
6664

3
7775 ð2Þ

N represents the number of attacks and NC is normalized correlation function.
IW and I are the watermarked image and host image in order. W * i and W are
the extracted watermark and embedded watermark before attacks in order.

4. A number of solutions that have fitness smaller than certain threshold are chosen
for the reproduction process to start the new loop if the termination condition is
not satisfied.

5. The smallest fitness value is the best SF value.

The technique was tested with the “Lena”, “baboon” and “perpper” images. The
perceptual of the watermarked image is tested by evaluating peak-to-signal noise
ratio (PSNR). The technique succeeded to provide watermark image
non-distinguishable from the original image. In addition, the techniques used var-
ious attacks methods such as: gamma correction (GC), cropping (CR), median
filtering (MF), rotation (RO), translation (TR), histogram equalization (HE), JPEG
compression, gaussian noise (GN), row flipping (RF), and column flipping (CF).
A comparison between RWDT-CS and RWDT was done by comparing the PSNR
and no large different between the two methods. Table 7 shows the correlation
values of RWDT-CS and RWDT for the various attacks.

Table 7 Experimental
results for RWDT-CS
compared with RWDT form
10 attacks for “Lena” image
benchmark

Attacks RWDT-CS RWDT

GC 0.9988 0.9896
MF 0.9951 0.9821
CR 0.9936 0.9864
RO 0.9987 0.9828
TR 0.9959 0.9796
HE 0.9979 0.9912
GN 0.9917 0.9792
JPEG 0.9978 0.9903
RF 0.9989 0.9842
CF 0.9987 0.9848
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Figure 10 shows two images before watermarking and after. The PNSR for the
first image is 36.39 dB and for the second is 36.28 dB. Figure 11 shows the
robustness of the watermarked image “Lena” after various attacks: (a) gamma
correction, (b) median filtering, (c) cropping, (d) rotation, (e) translation, (f) his-
togram equalization, (g) Gaussian noise, (h) JPEG compression, (i) row flipping,
(j) column flipping.

Fig. 10 Difference between cover and watermarked image of RDWT-SV-CS [30]
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4 Image Watermarking Using Chaotic Map and DNA
Coding [37]

The recent significant digital watermarking research implies DNA sequences cod-
ing with jointing with chaotic map. In this section, a proposed technique archi-
tecture of image watermarking that increases the security of the copyright of cover
image using Chaotic map and DNA-based information security is proposed.

This architecture has the feature of higher security than the previous work that is
due to using two logistic chaotic maps and embedding the image watermarking into
the least significant bit of cover image. Embedding the DNA coding increase the
Embedding Rate (ER) but not significantly, however the main gain of using DNA
coding is accelerating the development of DNA-based image watermarking. The
watermark embedding process is summarized in Fig. 12. Embedding the DNA with
chaotic maps is as shown in Fig. 13.

The logistic chaotic map was used is Xi + 1 = M Xi (1 − Xi), Two logistic
maps were used where M1 and M2 are in the range (3.9–4) and the X0(1) and X0(2)
are in the range [0–1].

1. Initially, generating the relating key.
2. Iterating the logistic maps and obtaining the chaotic orbits.

Fig. 11 Watermarked image “Lena” using RDWT-SVD-CS after various attacks
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Fig. 12 Embedding process
using chaotic maps [37]

Fig. 13 Embedding process
using chaotic maps and DNA
[37]
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3. The chaotic map orbit is ordered in ascending order and randomly generate the
order that permuting the watermark.

4. Embedding the generated watermark into the cover image using LSB.
5. Outputting the watermark image.

The extraction process is the reverse of embedding process and stated as follows:

1. Logistic map iterating for Q times.
2. Chaotic maps orbits are generating.
3. Permuting order is obtained.
4. LSB of watermarked image is extracted.
5. The extracted watermarking is permuted.
6. The watermark and original image are generated.

A DNA sequence consists of four different bases, namely A (adenine), C
(cytosine), G (guanine), T (thymine). Base pairs, which form between specific
nucleotides bases (also termed nitrogenous bases) are the building blocks of the
DNA double helix and contribute to the folded structure of both DNA and RNA,
namely A with T and C with G [12]. For the binary bit, 0 with 1 are complementary.
So 00 with 11 are complementary, and 01 with 10 are also complementary. In this
paper, we consider A = 00, T = 11, C = 01, and G = 10 to convert binary mes-
sage to DNA sequences. There are eight DNA coding methods to convert binary
message to DNA sequences. The performance of this work is briefly without DNA
encoding the PSNR is 50 dB and ER is 1 bpp. But using DNA encoding the PSNR
is 43 dB and ER is 2 bpp. Embedding DNA with chaotic maps present improve-
ment in non-perceptibility and robustness. As a future work the bio-inspired
algorithms can be used to obtain more improvement on the watermarking.

5 Conclusion

The control key of image watermarking is SF that affect on the robustness and
impeccability of watermarked image. So, the rule of using metaheuristic algorithms
for optimizing the robustness and impeccability of image watermarking through
choosing the best value of SF was explained. Two image watermarking techniques
that explain the watermarking optimization was discussed that proves the
improvement of the watermarking objectives. The first is optimizing SVD water-
marking for gray image and invisible watermark using genetic algorithm. This work
shows the benefit of using multiple SFs instead of one SF. The second is using
cuckoo search optimization algorithm for optimizing a hybrid watermarking
approach based on RDWT and SVD. The correlations between original image and
extracted original image were shown. In addition to the correlation between original
watermarked image and the watermarked image after attacks. Besides, the effect of
attacks operation on the results of the two techniques was also explained.
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Image Reconstruction Using Novel
Two-Dimensional Fourier Transform

S. Kala, S. Nalesh, Babita R. Jose and Jimson Mathew

Abstract Reconstruction of a signal from its subset is used in various contexts

in the field of signal processing. Image reconstruction is one such example which

finds widespread application in face recognition, medical imaging, computer vision

etc. Image reconstruction is computationally complex, and efficient implementations

need to exploit the parallelism inherent in this operation. Discrete Fourier Transform

(DFT) is a widely used technique for image reconstruction. Fast Fourier Transform

(FFT) algorithms are used to compute DFTs efficiently. In this paper we propose a

novel two dimensional (2D) Fast Fourier Transform technique for efficient recon-

struction of a 2D image. The algorithm first applies 1D FFT based on radix-4n along

the rows of the image followed by same FFT operation along columns, to obtain a 2D

FFT. Radix-4n technique used here provides significant savings in memory required

in the intermediate stages and considerable improvement in latency. The proposed

FFT algorithm can be easily extended to three dimensional and higher dimensional
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FFTs. Simulated results for image reconstruction based on this technique are pre-

sented in the paper. 64 point FFT based on radix-43 has been implemented using

130nm CMOS technology and operates at a maximum clock frequency of 350 MHz.

1 Introduction

Discrete Fourier Transform (DFT) plays key role in variety of digital signal process-

ing applications. DFTs are generally not computed directly owing to high compu-

tational complexity. Several different techniques are available for computing DFT

[1]. Fast Fourier Transform (FFT) is one of the most widely used algorithm for effi-

cient DFT computations. FFTs are used for applications such as spectrum sensing in

Cognitive Radio, OFDM, Image processing, Radar Signal Processing, etc. In most

of these applications, FFT is the most compute intensive and time-consuming oper-

ation. Multi-dimensional FFT is frequently used in various applications like medical

imaging, radar data processing, etc. [2]. Reconstruction of images is an important

operation in most of these applications and involves complex computations in real

time. Two-dimensional (2D) FFTs when used for reconstructing image from raw data

is computationally intensive and needs efficient implementations for catering to real-

time applications. These applications require large memory sizes to support large

size images. Therefore it is necessary to have an FFT architecture which optimizes

the memory but supports various image sizes, and provides the required throughput.

Large variety of algorithms and architectures for FFT are proposed in literature

over the last few decades. FFT architectures are mainly classified into memory based

and pipelined architectures [3]. Pipeline-based FFTs can provide higher throughput

and gives better hardware utilization. Single-path Delay Feedback (SDF), Single-

path Delay Commutator (SDC), Multi-path Delay Commutator (MDC) are the vari-

ous existing pipelined architectures [3]. Delay feedback-based approaches are more

efficient in terms of its memory requirements since the output of a butterfly oper-

ation and input shares the same storage. SDF architectures are memory efficient,

while MDC provides high throughput [4]. Various SDF pipelined architectures [5,

6] based on the radix-2 (radix-22, radix-23, radix-24, radix-25) and radix-4 are used

in FFT/IFFT computation. Optimal choice of FFT architecture depends on the appli-

cation.

Several different architectures for two-dimensional FFT are available in the liter-

ature. Software solutions for 2D FFT like FFTW [7], Spiral [8], gives high perfor-

mance, but consume more power and are not suitable for embedded system applica-

tions. Various hardware solutions such as FFT processor ASICs and FPGA imple-

mentations are available [9, 10]. In [11], a technique for optimizing the energy con-

sumption of 2D FFT is presented, which uses an FPGA-based one-dimensional FFT

kernel. A 2D FFT architecture for large-sized input data based on a 2D decompo-

sition algorithm is proposed in [12]. A 2D FFT based on the novel loop unrolling

technique is presented in [13]. Most of these architectures for FFT are not scalable

for catering to higher FFT sizes. In [14], a stream architecture for computing 2D
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FFT of non-power of two FFT size is presented. This architecture is based on the

row-column decomposition algorithm for 2D FFT and can compute variable size of

FFTs.

FFT algorithms are compute intensive and it is challenging to choose a suitable

solution. Several solutions based on the ASIC, DSP, configurable processors, FPGA

and GPP are available. There exist several design trade-offs between different solu-

tions and a suitable solution has to be considered which will meet our requirement.

Generally hardware implementations provide better performance per watt and are

more suited for real-time embedded applications. DSP chips are flexible but are not

suited to meet high throughput. ASICs are excellent in performance and power and

we can tune the hardware specific to our application which results in high application

specific performance. FPGAs provides reconfigurability at the expense of power. In

this work we present an ASIC-based implementation for the 2D FFT.

A 2D FFT is typically computed from one-dimensional (1D) FFT. Computation

of 2D FFT consists of 2N one-dimensional FFT computations. Thus improving the

efficiency of 1D FFT computation will influence the resulting 2D FFT. Since image

processing requires computation of large size FFTs, higher radix algorithms are more

efficient. We use radix-43 algorithm based on the novel radix-4 butterfly unit as the

building block in our work. This paper proposes a new 2D FFT architecture for imple-

menting the algorithm over 64 × 64 complex points. We implement a radix-43 block

such that, the outputs generated are already reordered, which results in savings in

intermediate memory and reduces latency. Our method uses parallel unrolled archi-

tecture of radix-43 for implementing 2D FFT, which is an extension of our previous

work on 1D FFT [15].

The paper is organized as follows. An overview of FFT algorithms is given in

Sect. 2. Section 3 discusses the proposed technique which uses radix-43 algorithm

to get a 2D Fourier Transform. Section 4 provides MATLAB simulation results and

ASIC implementation details. Section 5 summarizes the paper.

2 FFT Algorithms

Among various FFT algorithms, Cooley–Tukey is the most popular because of its

reduced complexity, i.e., O(Nlog2N) instead of O(N2
) when compared to DFT [1].

The formula for finding DFT of a sequence x(n) is given in Eq. (1).

X(k) =
N−1∑

n=0
x(n)Wnk

N k = 0, 1, 2,… N − 1 (1)

WN = e−2𝜋i∕N (2)
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where WN , the Twiddle Factor, denotes the Nth primitive root of unity, with its expo-

nent evaluated to modulo N and is introduced by the Eq. (2). Inverse DFT of X(k)
is given in Eq. (3) and follows the same computational algorithm as that of DFT. So

the discussion here is restricted to DFT.

x(n) = 1
N

N−1∑

k=0
X(k)W−nk

N n = 0, 1, 2,… N − 1 (3)

The Cooley–Tukey algorithm uses a divide-and-conquer approach to reduce the

number of computations to arrive at the same result of DFT. The size of an FFT

decomposition is generally referred as ‘radix’. Radix-k FFT is efficient for com-

puting an N point DFT, if N=kM , where k and M are integers. Based on different

decompositions, different algorithms are used to compute FFT.

2.1 Radix-2 FFT

Cooley–Tukey-based FFT algorithms can be computed using Decimation-in-Time

(DIT) or Decimation-in-Frequency (DIF). In the case of DIT algorithms, the input

sequence is stored in bit-reversed order and the output sequence will be in normal

order. But in the case of DIF algorithms, the input sequences are in natural order and

the output sequences are obtained in bit-reversed order. For deriving DIF algorithm

from the DFT formula given in Eq. (1), X(k) is split into odd and even samples as

given in Eq. (4) [1].

X(2k) =
(N∕2)−1∑

n=0
[x(n) + x(n + N

2
)]Wnk

N∕2 k = 0, 1, 2,… N
2
− 1

X(2k + 1) =
(N∕2)−1∑

n=0
[x(n) − x(n + N

2
)]Wnk

N Wnk
N∕2 k = 0, 1, 2,… N

2
− 1 (4)

This procedure can be repeated and for realizing an N point FFT, log2N stages of dec-

imation is required. Butterfly computations can be done ‘in-place’ [1] which means

that once butterfly operation is done on a pair of data, the results are stored in the

same locations as that of input data.

2.2 Radix-4 FFT

If the number of input data sequence N is a power of 4, instead of using radix-2, more

efficient way of FFT computation is radix-4 FFT algorithm. For realizing an N point

FFT, log4N stages are required. Here, an N point DFT sequence X(k) in Eq. (1) is
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broken into four smaller DFTs, X(4k), X(4k + 1), X(4k + 2) and X(4k + 3), where

k = 0, 1, 2,… N
4
− 1. The radix-4 DIF FFT is obtained as follows:

X(4k) =
(N∕4)−1∑

n=0
[x(n) + x(n + N

4
) + x(n + N

2
) + x(n + 3N

4
)]Wnk

N∕4

X(4k + 1) =
(N∕4)−1∑

n=0
[x(n) − jx(n + N

4
) − x(n + N

2
) + jx(n + 3N

4
)]Wn

NW
nk
N∕4

X(4k + 2) =
(N∕4)−1∑

n=0
[x(n) − x(n + N

4
) + x(n + N

2
) − x(n + 3N

4
)]W2n

N Wnk
N∕4

X(4k + 3) =
(N∕4)−1∑

n=0
[x(n) + jx(n + N

4
) − x(n + N

2
) − jx(n + 3N

4
)]W3n

N Wnk
N∕4

(5)

Radix-4 FFT computation results in digit reversed output where each digit is with

regard to a number scheme of base 4 [16].

3 Proposed Technique

A novel, radix-4n based 2D FFT reconstruction algorithm which uses linear decom-

position technique is proposed here. For reconstructing images of size 64 × 64, a

64-point 1D FFT is required for which we use radix-43 algorithm. Similarly for an

image of size 256 × 256, radix-44s algorithm can be used. Combinations of different

values of n in radix-4n can be used for various image sizes. In this work, we present

a 2D FFT, which is built from two radix-43 1D FFT.

3.1 2D Fourier Transform

A two-dimensional DFT of size N × N, with inputs x(i1, i2) is given as,

y(k1, k2) =
N−1∑

i1=0

N−1∑

i2=0
x(i1, i2)W

k1i1+k2i2
N where k1, k2 = 0, 1, 2,… N − 1 (6)

Using two one-dimensional DFTs, a 2D DFT can be performed based on Row-

Column decomposition algorithm, as given in Eq. (7).



704 S. Kala et al.

X(k1, i2) =
N−1∑

i1=0
x(i1, i2)W

k1i1
N where k1 = 0, 1, 2,… N − 1 (7)

Y(k1, k2) =
N−1∑

i2=0
X(k1, i2)W

k2i2
N where k2 = 0, 1, 2,… N − 1 (8)

3.2 Radix-𝟒𝟑 Algorithm

Radix-43 algorithm which is equivalent to radix-64 is derived using a four-

dimensional index mapping of n and k to the basic DFT formula given in Eq. (9).

From the Discrete Fourier Transform formula [1],

X(k) =
N−1∑

n=0
x(n)Wnk

N k = 0, 1, 2,… N − 1 (9)

n = n1 +
N
64

n2 +
N
16

n3 +
N
4
n4 k = 64k1 + 16k2 + 4k3 + k4 (10)

Apply Eq. (10) to the DFT formula in (9),

X(64k1 + 16k2 + 4k3 + k4) =
N
64 −1∑

n1=0

3∑

n2=0

3∑

n3=0

3∑

n4=0
x(n1 +

N
64

n2 +
N
16

n3 +
N
4
n4)Wnk

N (11)

Decomposing the twiddle factors,

Wnk
N = Wn1k1

N
64

Wn1(16k2+4k3+k4)
N Wn2(4k3+k4)

64 Wn3k4
16 (−j)(n2k2+n3k3+n4k4) (12)

Substituting (12) in (11) and expanding the summation with index n4,

X(64k1 + 16k2 + 4k3 + k4) =
N
64 −1∑

n1=0

3∑

n2=0

3∑

n3=0
[B(n1 +

N
64

n2 +
N
16

n3)](−j)(n2k2+n3k3)W
n1k1
N
64

×

Wn1(16k2+4k3+k4)
N Wn2(4k3+k4)

64 Wn3(k4)
16 (13)

The first butterfly unit, B is given by
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B = x(n1 +
N
64

n2 +
N
16

n3)(−j)k4

x(n1 +
N
64

n2 +
N
16

n3 +
N
4
) +

(−1)k4x(n1 +
N
64

n2 +
N
16

n3 +
N
2
) +

(j)k4x(n1 +
N
64

n2 +
N
16

n3 +
3N
4
) (14)

Expanding the summation in (13) with index n3,

X(64k1 + 16k2 + 4k3 + k4) =
N
64 −1∑

n1=0

3∑

n2=0
[H(n1 +

N
64

n2)] ×

(−j)(n2k2Wn1k1
N
64

Wn1(16k2+4k3+k4)
N Wn2(4k3+k4)

64 Wn3(k4)
64 (15)

The second butterfly unit, H is given by

H = B(n1 +
N
64

n2) +

(−j)k3 [B(n1 +
N
64

n2)]W
k4
16 +

(−1)k3 [B(n1 +
N
64

n2 +
N
8
)]Wk4

8 +

(j)k3 [B(n1 +
N
64

n2 +
3N
16

)]Wk4
16W

k4
8 (16)

Expanding the summation in (15) with index n2,

X(64k1 + 16k2 + 4k3 + k4) =
N
64 −1∑

n1=0
[T(n1)W

n1(16k2+4k3+k4)
N ]Wn1k1

N
64

(17)

The third butterfly unit, T is given by

T = H(n1) + (−j)k2 [H(n1 +
N
64

)]Wk3
16W

k4
64 +

(−1)k2 [H(n1 +
N
32

)]Wk3
16W

k4
8 +

(j)k2 [H(n1 +
3N
64

)]W3(4k3+k4)
64 (18)
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Equations (14), (16) and (18) are the three butterfly units in radix-43 algorithm. Each

of these butterfly operations are based on radix-4 butterfly and hence the name radix-

43 (R43).

3.3 Proposed 2D Fourier Transform

In this section, we present an architecture for 2D FFT using radix-43 algorithm. 2D

DFT for size 64 × 64, with inputs x(i1, i2) can be expressed as,

y(k1, k2) =
63∑

i2=0

[ 63∑

i1=0
x(i1, i2)W

k1i1
64

]
Wk2i2

64 where k1, k2 = 0, 1, 2,… 63 (19)

We can develop this 2D FFT by cascading two radix-43 (R43) blocks. Each radix-

43 has three stages of novel radix-4 (R4) butterfly units [15]. Signal Flow Graph

(SFG) for radix-43 algorithm with three stages of radix-4 units is shown in Fig. 1.

Most of the FFT architectures follow conventional Cooley-Tukey algorithm with

only one radix-4 butterfly unit in each stage [17]. The outputs from each stage of

radix-4 need to be reordered before applying to the next stage. Similarly if two R43
engines are cascaded, the intermediate outputs also have to be reordered. Since the

subsequent blocks will require the inputs to be reordered before processing, inter-

mediate RAMs are required between every cascaded stage in this implementation.

This reordering needs intermediate memory and memory size grows as FFT length

increases. For example for a 64 × 64 2D FFT, a 4096 (64 × 64) deep memory is

required between the two blocks.

In our proposed architecture we use a parallel unrolled implementation for radix-

43. The order of output to be generated at each stage is controlled using mode select
signals. With this architecture, for a given set of inputs, at each stage only those out-

puts required for the next stage can be computed without losing any performance,

so that most of the intermediate buffers can be avoided. The resulting implemen-

tation is thus fully optimized in terms of memory and latency. Block diagram for

the proposed two-dimensional FFT is given in Fig. 2. A one-dimensional FFT using

radix-43 is performed row wise and then another one-dimensional FFT using second

radix-43 block is performed column wise, to get the two-dimensional FFT. The first

processor performs sixty-four 64-point FFT operations which gives 4K intermediate

values. The second FFT processor performs sixty-four 64-point FFT operation on

these outputs and gives the final 64 × 64 point FFT. Input memory consists of two

sets of 64 RAMs, each of 32 bit wide, which function in ping-pong fashion.
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Fig. 1 Signal flow graph for radix-43

Fig. 2 Proposed two-dimensional FFT using radix-43 Blocks
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3.3.1 Radix-𝟒𝟑 (R𝟒𝟑) Architecture

The R43 architecture in [17] is a fully systolic architecture for giga sample applica-

tions. As mentioned already this architecture leads to considerable increase in inter-

mediate buffer size and latency. The R43 architecture we propose is fully unrolled

and uses a fully parallel radix-4 butterfly units [15] as the basic building block. Here

a radix-4 (R4) butterfly unit performs four operations as given in Eq. (20).

X(0) = x(0) + x(1) + x(2) + x(3)
X(1) = x(0) − jx(1) − [x(2) − jx(3)]

X(2) = x(0) − x(1) + x(2) − x(3)
X(3) = x(0) + jx(1) − [x(2) + jx(3)] (20)

Figure 3 shows the architecture of radix-4 butterfly unit used in this work. A nodal

representation of radix-4 butterfly unit is shown in Fig. 4. Radix-4 unit has four par-

allel inputs and gives one output based on a two bit control input called mode select.
The mode select signal decides the generation of one output out of the four. Based

on the mode select signal, outputs can be generated in any order.

Fig. 3 Radix-4 butterfly unit
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Fig. 4 Radix-4 butterfly node

The parallel unrolled radix-43 architecture is shown in Fig. 5 [18]. The interme-

diate memory requirement is significantly reduced in [15] using mode selection in

parallel R4 butterfly unit. Radix-43 block consists of 16 radix-4 (R4) units in the first

stage, 4 R4 units in the second stage and one R4 unit in the last stage. All R4 units

in the same stage are controlled by the same mode select input. Six bit wide mode
select input is needed for all three stages. The sequence of mode select input, con-

trols the order of output to be produced by the R43 block. There are 16 twiddle factor

(TF) ROMs in first stage, for storing the twiddle factors denoted as W16. Each ROM

stores four TF values. In second stage only four ROMS with 16 TF values (W64) are

required. The radix-43 architecture presented in [18] reduces intermediate buffering

and improves latency, without any degradation in performance or area.

3.3.2 Mode Selection in R𝟒𝟑 Block

In the SFG shown in Fig. 1, the first 16 outputs which are grouped together, are

the first output of all 16 butterflies. This is obtained by configuring mode select of

all radix-4 units in the first stage as mode 0. These outputs are multiplied with the

corresponding twiddle factors. Similar operation is performed in the second stage.

Here, four radix-4 units are required to process the 16 outputs that are obtained from

first stage. Again, first four outputs are generated by configuring mode select of all

four radix-4 units as mode 0, keeping the first stage radix-4 units in mode 0 itself.

Now using this four outputs, we can generate the output required in final stage with

another mode selection in final stage. For obtaining the next set of four outputs,

keeping the first stage radix-4 units in mode 0, change the mode of second stage

to mode 1. This procedure is repeated to get all 64 outputs. Mode select signals in

different stages of radix-43 block are given in Table 1. Final outputs in the table are

in digit reversed order. However using an appropriate sequence of mode select, any

required output ordering can be achieved.
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Fig. 5 Radix-43 block
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Table 1 Mode selection in different stages of R43 block

Stage 1 Stage 2 Stage 3 Output generated

00 00 00 0

01 16

10 32

11 48

00 01 00 1

01 17

10 33

11 49

: : : :

: : : :

11 11 00 15

01 31

10 47

11 63

4 Implementation and Results

The proposed 2D FFT algorithm has been implemented in MATLAB and outputs

are compared with outputs from the inbuilt 2D FFT function of Matlab for valida-

tion. Two variants of the algorithm has been implemented. One uses single precision

floating point for data representation while the second variant uses fixed point rep-

resentation. Floating point representation gives accurate results but is not efficient

in terms of hardware complexity and power. Hence fixed point implementations are

preferred. Selection of word length is a major design issue for fixed point imple-

mentations. Word length has to be chosen to meet the Signal-to-Noise Ratio (SNR)

demanded by the application. Selection of bit length varies in different architectures

based on the required FFT size and SNR [4, 19–21]. Maharatna et al. [22] uses 16

bits for implementing 64-point FFT and in [20] 10 bits are chosen for implementing

128 point FFT.

For choosing the appropriate word length, Signal-to-Noise Ratio (SNR in dB) for

various word lengths has been analyzed. Outputs from fixed point implementation

with varying word length has been compared with output from inbuilt FFT function.

For fixed point implementation, in order to avoid overflow at all stages, inputs at each

butterfly node are scaled down by 0.25. Hence floating point FFT outputs also have

to be scaled down by the FFT size before performing the comparison. The result of

this analysis is shown in Fig. 6. Based on this analysis, we have selected 16 bits as

word length. 16 bit word length gives SNR of 59.9 dB, which is sufficient for image

reconstruction. For real and imaginary parts of data words, out of 16 bits, 1 bit is

used for sign and 15 bits for fraction, giving a range of −1 to +1. For representing
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Fig. 6 SNR versus word length for 64-point FFT using radix-43 algorithm

Fig. 7 Reconstructed image

twiddle factors, a 16 bit word with 1 bit for integer, 1 bit for sign and 14 fractional

bits is used.

Using fixed point FFT implementation, we have performed image reconstruction

in MATLAB. Reconstruction from both magnitude and phase of the image were

done separately. The simulated results are shown in Fig. 7.
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Table 2 Hardware complexity of FFT architectures

Complex

multipliers

Complex adders Memory Control

R2SDF 2log4N − 1 4log4N N − 1 Simple

R4SDF log4N − 1 8log4N N − 1 Medium

R22SDF log4N − 1 4log4N N − 1 Simple

R23SDF 2(log8N − 1) 6log8N N − 1 Simple

R2MDC 2log4N − 1 4log4N 3N/2 − 2 Simple

R4MDC 3(log4N − 1) 8log4N 5N/2 − 4 Simple

R22MDC log2N − 2 2log2N 3N/2 − 2 Simple

R4SDC log4N − 1 log4N 2N − 2 Complex

R43 Systolic log4N − 1 3log4N (N/3)log4N Simple

We have implemented a 64-point FFT based on the radix-43 in RTL using Ver-

ilog. Table 2 compares hardware complexity of various FFT architectures from the

literature [17, 23, 24]. For large size FFTs, radix-43 systolic is efficient in terms of

adders and multipliers. Although the proposed parallel architecture of radix-43 uses

more adders and multipliers when compared to other architectures, the size of inter-

mediate buffers is lower. For very large FFTs, area savings in adders and multipliers

are offset by the area required for these additional buffers [15].

The implemented RTL is simulated using Modelsim and simulated outputs are

fed to MATLAB for comparing with the fixed point implementation. The test bench

structure is shown in Fig. 8. RTL has been synthesized with Synopsys Design Com-

piler using Faraday 130 nm standard cell library which is tailored for UMC’s 130 nm

1.2 V/3.3 V 1P8M HS Logic Process. 130 nm technology is chosen here for compari-

son purposes. Gate density for this library is 250,000 gates/mm
2
. For RAMs, we used

“Flop based asynchronous single port RAM” from Synopsys DesignWare Library.

After synthesis, the DUT in test bench structure shown in Fig. 8 is replaced with

synthesized Verilog netlist and Post Synthesis simulation is done using Modelsim.

Modelsim generates the ‘activity factor’ associated with each net in the netlist into

a VCD (Value Change Dump) file. This along with the standard cell library is given

as input to Synopsys PrimeTime power simulator to get the power dissipation for

the design. Physical Synthesis (Floorplanning, Placement and Routing) of the FFT

Processor is done using Cadence SoC Encounter. The layout of radix-43 FFT proces-

sor is shown in Fig. 9. Logic synthesis results for radix-43 FFT architecture are given

in Table 3.

Table 4 shows comparison of radix-43 FFT with existing architectures. Compared

to other implementations, the proposed radix-43 FFT has the lowest latency. When

compared to [17], the proposed FFT implementation operates at half the frequency

and has less area but power dissipation is more than double. But [17] uses only sin-

gle R4 butterfly unit in each stage and needs large intermediate RAMs making it

unsuitable for large size FFTs. Maharatna et al. [22] and Lin et al. [25] are targeted
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Fig. 8 Test bench structure

at lower operating frequencies and gives lower power dissipation compared to the

proposed architecture. However by targeting an operating frequency of 20 MHz and

by reducing the pipeline stages, comparable power consumption of 2.27 mW can be

obtained from our implementation.

Latency Calculation: Total latency of radix-43 FFT includes 64 cycles for input

memory block and 19 cycles for radix-43 block. Latency of radix-43 includes four

cycles for each of the three R4 engines, three cycles each for the two complex multi-

pliers and one cycle for input register. The total latency is 83 cycles for a single radix-

43 FFT. Because of its pipelined nature, the proposed FFT block can produce one

output in each clock cycle. 64 clock cycles are needed for computation of 64-points
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Fig. 9 Layout of Radix-43 FFT

Table 3 Synthesis results for radix-43 FFT

FFT size 64 point

Frequency (MHz) 350

Throughput (MSPS) 350

Latency (cycles) 83

Area (mm
2
) 2.12

Power (W) 0.175

FFT. The ping-pong structure provided at the input memory block allows feeding

next set of inputs while the current inputs are processed by the radix-43 block. Thus

the proposed radix-43 FFT supports a throughput of one word per cycle and effective

computation time of 64 cycles per 64-point FFT.

For a 64 × 64 FFT, input memory block requires 4096 cycles, two radix-43 block

requires 19 cycles each and intermediate registers take 65 cycles. Total latency of

64 × 64 point FFT is 4199 clock cycles. Effective computation time is 4096 cycles

per 64 × 64 FFT. Our architecture has an operating frequency of 350 MHz. Compu-

tation time for various 2D FFT architectures are compared in Table 5. Table shows
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Table 4 Comparison of 64-point FFTs

[22] [25] [17] Our work

Word length

(bits)

16 16 14 16

Algorithm R 2 R 8 R 43 R 43

Process (µm) 0.25 0.13 0.13 0.13

Frequency (MHz) 20 20 604.5 350

Latency (µs) 3.2 3.6 0.33 0.091

Area (mm
2
) 13.5 1.66 5.09 2.12

Normalized area

(mm
2
)

3.65 1.66 5.09 2.12

Power (mW) 41 22.36 78.2 175

Table 5 Comparison of computation time for 64 × 64 FFTs

[26] [14] Our work

Clock cycles 4516 – 4199

Clock (MHz) 100 263 350

Computation time (µs) 45.16 15.6 11.9

Table 6 Comparison of scalability of various 2D FFTs

Reference Architecture/Kernel Scalability

[11] Xilinx FPGA FFT kernel,

Row-Column algorithm

No

[13] ILUT-based radix-2,

Row-Column algorithm

No

[12] Xilinx FPGA FFT kernel, 2D

decomposition algorithm

No

[14] Non power of two,

Row-Column algorithm

Yes

[27] Spiral No

Our work Radix-43 parallel,

Row-Column algorithm

Yes

that our architecture gives significant reduction in computation time compared to

other implementations.

The architecture that we propose here is a scalable architecture. Higher order 2D

FFTs can be developed from the basic radix-4n architecture. Comparison of scalabil-

ity of various 2D FFTs are given in Table 6. Even though [14] is a scalable architec-

ture, intermediate memory requirements are high, compared to the proposed archi-

tecture.
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5 Conclusion and Future Work

In this paper, we present a novel technique for computing two dimensional Fast

Fourier Transform. The proposed method uses radix-4n as the building block. We

present a 64 × 64 FFT architecture using two radix-43 blocks, which shows consid-

erable reduction in size of intermediate buffers when compared to existing architec-

tures. Comparing hardware complexity of various FFT architectures, it is observed

that the proposed radix-4n algorithm is suitable for computing large FFT sizes. A

fixed point implementation of the proposed algorithm has been done in MATLAB.

For choosing the right word length, Signal-to-Noise Ratio (SNR) analysis for var-

ious word lengths has been performed and word length of 16 bits has been cho-

sen as per the application requirement. Original image is reconstructed from phase

and magnitude separately, using MATLAB simulations. Radix-43 FFT architecture,

which is the building block of our 2D FFT, has been implemented in RTL using

Verilog and simulated using Modelsim. The RTL has been synthesized with Synop-

sys Design Compiler using Faraday 130 nm standard cell library which is tailored

for UMC’s 130 nm 1.2 V/3.3 V 1P8M HS Logic Process. Our architecture gives sig-

nificant reduction in latency when compared with existing architectures. For larger

image sizes, the proposed architecture can be scaled-up easily while providing sig-

nificant reduction in intermediate buffers. Future work includes hardware implemen-

tation of the two-dimensional FFT architecture presented in this paper. A reconfig-

urable FFT which supports various image sizes using the proposed architecture can

also be developed.
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