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Preface

This volume composes the proceedings of First International Conference on Smart
Vehicular Technology, Transportation, Communication and Applications (VTCA
2017), which is hosted by Fujian University of Technology and is held in
Kaohsiung, Taiwan, on November 6–8, 2017. VTCA 2017 is technically
co-sponsored by Springer, Fujian University of Technology, Fujian Provincial Key
Laboratory of Digital Equipment, Fujian Provincial Key Lab of Big Data Mining
and Applications, and National Kaohsiung University of Applied Sciences in
Taiwan. It aims to bring together researchers, engineers, and policymakers to dis-
cuss the related techniques, to exchange research ideas, and to make friends.

Forty-seven excellent papers were accepted for the final proceeding. We would
like to thank the authors for their tremendous contributions. We would also express
our sincere appreciation to the reviewers, Program Committee members, and the
Local Committee members for making this conference successful. Finally, we
would like to express special thanks for the financial support from Fujian University
of Technology, China, in making VTCA 2017 possible and also appreciate the great
help from National Kaohsiung University of Applied Science for the local
organization.

September 2017 Jeng-Shyang Pan
Tsu-Yang Wu

Yong Zhao
Lakhmi C. Jain
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Easy i-Move: Structured Image Recognition
Solution for Automatic Guided Vehicles

Yen-Hui Kuo1,2(&), Shu-Hui Lin1,2(&),
and Eric Hsiao-Kuang Wu2(&)

1 Institute for Information Industry, National Central University,
Taoyuan, Jhongli, Taiwan

{yenhui,vickylin}@iii.org.tw
2 Department of Computer Science and Information Engineering,

National Central University, Taoyuan, Jhongli, Taiwan
hsiao@csie.ncu.edu.tw

Abstract. There are many kinds of image processing application in the industry,
to improve better performance of producing, Automatic Guide vehicles (AGV)
solution have been driven in service, for instance, the expensive solution such as
light detection and ranging (LIDAR), magnetic tape guided and RFID are used. In
the industry which not only search for better delivery performance but also search
for economic efficiency. Here we present an economic efficiency solution, Easy i-
Move for AGVs guiding system to fulfill customers’ necessity. In this study, we
focus on color tape image recognition technology based on HSI color model. The
implementation of the system architecture and the technology of image recog-
nition in the proposed system are described and validated in this paper.

Keywords: Image recognition � Automatic Guided Vehicle � Color model

1 Introduction

There are many kinds of d Guide vehicles guiding solution, for instance, the light
detection and ranging (LIDAR), a remote sensing method used to examine the surface
of the earth, and magnetic tape guided are used. In the industry section which not only
search for better delivery performance but also search for economic efficiency. Usually,
manufacture working area reorganized from time to time. Working area reorganized
which caused a very much housekeeping job to do subsequently. When reorganization
occurs, the course needs to change. Therefore, we are trying to apply the color tape
image recognition AGVs guiding strategy to handle such situations. There are some
problems exist when we apply image recognition solution for AGVs guidance. We
have to solve (1) Image processing time must short enough for guiding car:

The most important things in the Automatic Guide Vehicles guiding system is
guiding response time. Car is running in real time, about 50 cm per second, image
recognition system must take a quick response to guiding control module, which
generates control instruction to AGV car. (2) Lighting noise proof: In the manufac-
turing there are a lot of lighting noise, such as the light from fluorescent, LED light

© Springer International Publishing AG 2018
J.-S. Pan et al. (eds.), Advances in Smart Vehicular Technology, Transportation,
Communication and Applications, Smart Innovation, Systems and Technologies 86,
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from instruments, sun light from outside etc., the image recognition algorithm not only
needs to quick response but also need to analyze the picture accurately.

Because of the previously stated concerns, this paper will propose an AGV system
using image recognition technology. We implement an AGVs system to verify this
solution.

The rest of this paper is organized as follows. In Sect. 2, the RGB and HSI color
model is introduced. In Sect. 3, the challenges of color tape image recognition solution
for AGV system will be discussed. In Sect. 4, the Image recognition strategy for AGV
is exploited. In Sect. 5 deployment of the new intelligent AGV system are presented.
We conclude the paper in Sect. 6.

2 RGB and HSI Color Model

2.1 RGB Color Model

The RGB color model is an additive color model in which red, green and blue light are
added together. The name of the model comes from the initials of the three primary
colors, red, green and blue. Initially, we used the RGB color model to implement image
recognition system. Our development platform is windows visual studio using Emgucv
library [1, 2], in c# language, we get RGB color attributes from a picture of each pixel
though GetPixel(x, y) method, which return R, G, B value for red, green, and blue
respectively, which value vary from 0–255. This method seems very straight forward to
tell a specific color tape apart from a picture which we got from camera, but The AGV
System running in manufacturing which environment is complicated, there are a lot of
lighting noise as mention before, I cause the picture catch from the camera has color
distortion. The ground color varies from grey to blue, as shown in Fig. 1.

Initially, We used the blue color tape as guiding line, that color distortion like this
causes a lot of trouble on image recognition, we can’t tell part the guiding line from
ground simply use R, G and B value from RGB color model, so we try HSI color
model solution [3].

2.2 HSI Color Model

TheHSI color model represents every color with three components: hue (H), saturation (S),
intensity (I). When humans view a color object it is described by its hue, saturation and

normal color distorted color

Fig. 1. Color distorted by light (Color figure online)

4 Y.-H. Kuo et al.



brightness. Hue is a color attribute that describes a pure color (pure green, blue or red).
Saturation gives a measure of the degree to which a pure color is diluted by white light.
Intensity is key factor in describing color sensation. We convert RGB color space to HSI
color space by using the following formulas [4–6].

numerator ¼ R� Gð Þþ R� Bð Þ½ � � 2

denominator ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R � Gð Þ2 þ R� Bð Þ G� Bð Þ
q

if denominatorð Þ 6¼ 0
Theta ¼ Acos numerator � denominatorð Þ � 180� 3:14
if B \ Gð Þ
Hue ¼ Round Theta; 2ð Þ

else
Hue ¼ Round 1� Thetað Þ; 2ð Þ

else
Hue ¼ 0

8

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

:

if RþGþBð Þ 6¼ 0
S ¼ 1� 3�min R,G,Bð Þ½ � � RþGþBð Þ

else
S ¼ �1:0

8

>

>

<

>

>

:

I ¼ RþGþBð Þ � 3

In c# language, we get RGB color attributes from a picture of each pixel though
GetPixel(x, y) method, which return R, G and B. We feed R, G, B value into above
formula then can get H, S, I value easily. The value of Hue varies from −180–180,
Saturation varies from 0–1, Intensity varies from 0–255, that gives much space to
justify pixel color. We will exploit more detail in the fourth section. The Challenges of
color tape image recognition solution for AGV system.

3 System Operation Components

AGV car consists of a front end camera, image recognition module and driving control
unit. The front end camera captures the picture of course while running, image
recognition module analyzes the colored tape position and based on the color tape
position generates a direction calibration value or gives a reach the anchor point
instruction to drive the AGV car.

3.1 Challenges

The image recognition module plays the major game in driving AGV car, image
recognition module must give an accurate instruction for AGV car. There are

Easy i-Move 5



implementation challenges involving potential lighting noise, image recognition errors,
image analyze processing speed, which will cause AGV driving malfunction.

With the HSI color model technology, we get the maximum image recognition
accuracy, proposed an image down size solution to speed up system performance,
every driving control cycle keep within 50 ms, to meet the car stable speed on 50 cm
per second of our system. Our proposed scheme not only maintains the driving
security, but it also maximizes image recognition accuracy and stable driving speed.

4 The Image Recognition Strategy for AGV System

The Image recognition strategy for AGV System is based on color recognition of each
pixel [7]. The Image recognition process is shown as Fig. 2.

We get an image from camera, down resizing, read pixel color, telling object color
apart from others, identify the right object, finally, output control instructions. We get
the a picture from the camera consists of 640 � 480 pixels, if we used the raw picture
to do Image analyze processing, it takes about 195.07 ms per picture, it takes too much
time in processing the image analysis, it can’t meet the AGV running speed require-
ment, it must less than 50 ms per analysis operation, we down size the picture to
20 � 20 pixels, it takes about 0.51 ms per picture, in our system the average operation
time from take a picture to Image analyze and give an instruction to AGV car, it takes
2.08 ms from our 2002 sample pictures. The size of picture affected the Image analyze
processing time shown in Table 1.

Our system must function normally despite the fact that the manufacturing,
warehousing lighting noise. Furthermore, we want to maximize the system’s accuracy
as much as possible. Order to meet this requirement, we propose a HSI color model
technology based on tape color. The tape color could be affected by a wide range of
factors, such as fluorescent or LED color, the light from machine or equipment, and any

Fig. 2. Image recognition process

Table 1. Image analyze processing time

Platform Image size Analysis time IV
(millisecond)

Meet requirement
(50 ms<)

Intel Core i7-3540 M
CPU: 3 GHz
RAM: 8 GB
OS: windows7

640 � 480 ¼195.07 ✗

100 � 100 ¼6.35 ✓

20 � 20 ¼0.51 ✓

6 Y.-H. Kuo et al.



lighting source. Accordingly, an accurate and reliable algorithm for Image analysis, the
tape color must take into account the effects of these factors.

We exploit the detail of the image recognition algorithm, which we implement in our
system. In the experimental manufacture, there is yellow color tape already, so we use
yellow color for image recognition. After we captured a picture from end camera, we
down size the picture from 640 � 480 pixel to 20 � 20 pixel, the picture shown as Fig. 3.

After the picture downsizing, it become blurred like the above right side picture,
although the image becomes blurred, it is still good for recognition, and the most
important is that the Image analyze processing time is short enough, so in the experiment
20 � 20 pixel is a good size for recognition. Based on Sect. 2.2 HSI color model
formula, we caught each H, S, and I value of pixel[x, y] and saved in Hue[x, y], Sat[x, y],
and Inten[x, y] array respectively. Here I draw 20 � 20 circle to represent the 20 � 20
pixel, as shown in Fig. 4.

In real environment only H, S, and I value is not enough to tell similar pixel
apart. Therefore, we propose additional HSI formula:

HSI ¼ H� S� I

We further multiple the H, S, and I value generate a much more range and unique
value to ensure color representation. With HSI model produces a representation of HSI,
H, S, and I value. The Hue values of yellow color are positive around 50–60. In this
example, we are lucky, we can tell the yellow color apart from Hue attribute as

function shown.

Original picture down size picture

Fig. 3. Picture down size before and after (Color figure online)

Fig. 4. 20 � 20 pixel picture
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In some other complicated case we have to use more attributes to tell them apart, as
function shown.

Based on and function to represent the pixel color, but that
can’t descript the pixel is right in the line or caused by environment lighting noise, so
our recognition algorithm has to add on line characteristics to verify line pixel. Both the
side by side pixels of a line are not apart from 2 or more pixels, they must close
together, nevertheless left or right, up and down. Apply this line characteristics we can
descript the line image object, which

Cnt: Total chosen color count of row
Line pixel: (LineRightPos- LineLeftPos) � Cnt < 1
Noise: (LineRightPos-LineLeftPos) � Cnt ≧ 1

On behalf of the above rules, we get rid of some light noise from environment
lighting or instruments light successfully.

Before we apply this solution in the system, we capture the whole course image at
the stable speed say 50 cm per second, there are more than 10,000 pictures, and
evaluated every misrecognized image carefully, then modify the parameters of

and functions to make function more accurately.
We get the image structure of Fig. 4 With and functions as

shown in Table 2.
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From Table 2 we mapped with the yellow tape image as Fig. 5. We can get a
perfect pixel structure of yellow color matched with image picture.

5 Application of Image Recognition

At this point, we transfer the image picture to a structure of data table. How can we use
these data for the application of AGV system? From the yellow color position in the
20 � 20 structure, we can conduct the car to follow. Before we use the yellow line

Table 2. Image structure

Y XI X2 Line width

0 7 9 3
1 8 10 3
2 8 11 4
3 9 12 4
4 9 12 4
5 10 13 4
6 11 15 5
7 11 15 5
8 12 16 5
9 13 17 5
10 13 18 6
11 14 19 6
12 15 19 5
13 15 19 5
14 16 19 4
15 17 19 3
16 17 19 3
17 18 19 2
18 19 19 1
19 −1 −1 0

y: row number
x1: tape left side position
x2: tape right side position
line width: tape width

Fig. 5. Image structure data mapping (Color figure online)
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position data, we have to make sure the image structure data is yellow line structure not
from light noise or something else. In my algorithm, after we got the line image
structure, we check the line length and line width first, if the line width great than 0
pixel and line length is great than 9 pixels, then we can sure it is a conduct line image,
which we can use to conduct the car. There is a rule of the guiding line as below
function.

Guiding line rules:

– Anchor line: line width > 16 and line length < 9; car is approaching the
workstation

– Guiding line type1: line width > 0 and line length > 9; guiding line is located at the
middle of picture

– Guiding line type2: line width > 0 and 3 < line length � 9; guiding line is located
at the corner of picture

– Guiding line type3: line width > 0 and 0 < line length � 3; guiding line is located
at the corner of picture.

From the above rules we identify the line type then we check the column position
of the guiding line at the top, based on the position of guiding line to give the direction
instruction. The guiding line can be set at the middle of lane or at the side of lane, the
rule of at the middle of lane is:

(1) Forward: 7 ≦ guiding line top position ≦ 13
(2) Left: 0 < guiding line top position < 7
(3) Right: 13 < guiding line top position

Next, we carried out experiments in a real environment to verify the usability of the
AGV system. Here, we implemented our system on a manufacture, which produces
geared motors in Taiwan. We use an AGV car with a front end camera, so this AGV is
implemented forwarding only, the driving instructions are send from recognition
module to AGV control unit through USB port, the control unit is an Arduino module
[8–10]. In the manufacture there are 15 Assembly stations in the manufacture, with a
single route length of 180 m, about 6 min per circle. To investigate the performance of
the proposed AGV system, we use the real manufacture lay out road map in the
experiments.

Initially, AGV car is parked at the AGV parking lot, user asks AGV car to deliver
products or materials from any assembly station to any station. After the car finish the
delivery job, which will go back to parking lots, and check is there any job waiting for it.

6 Conclusions

In this experiment we take care of the Image processing time to meet the system
requirement which around 0.5 ms on our platform. We also get rid of the lighting noise
from outside to make the AGV system work in manufactory. There are many kinds of
image recognition approach and application, some of further research applies machine
learning or deep learning with image recognition technology to enhance image
recognition system to specific domain application. Furthermore, image processing can
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be applied to many domain usages such as: satellite imagery, medical image, photo
reconstruction, Automatic identification, defect detection, face discrimination, virtual
reality, there are different domain knowledge inside. Here we have demonstrated the
feasibility and usability of the proposed AGV system. After further investigation of
image recognition solution performance, it will be possible to redesign the system
architecture to more secure traffic control system. Many more new applications will
then be developed in the near future.
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Abstract. As professional drivers typically were driving more time on the road
than general drivers, the relationship between age and multi-dimensional driving
abilities of bus drivers should be of concern to transportation officials tasked
with improving workplace safety. This study examined the multi-dimensional
abilities of bus drivers through their responses to a self-assessment questionnaire
and on tests of hand-eye coordination, balance ability and hand grip strength.
Among sixteen participants recruited from an urban bus company, gender and
age significantly correlated with self-rating evaluation, hand-eye coordination
tests and grip strength capabilities. Recommended of this study were conducted
the self-rating evaluation, hand-eye coordination, balance ability and hand grip
strength in the process of licensing exams test to assess driving qualification,
renew driving license particularly. Bus drivers should also regularly take these
ability tests to assess their driving quality and ability. In this way, an employer
can accurately assess drivers’ multi-dimensional abilities and verify whether
they meet the demands of their jobs.

Keywords: Psychological assessment � Occupational drivers � Driving
abilities � Safety management � Aging

1 Introduction

Driving is the primary mode of transportation in many countries and the driving ability
is intimately associated with health-related quality of life [1]. Further, driving is one of
the most complex tasks that humans perform on a regular basis, placing significant
demands on sensory, perceptual, cognitive, and motor capabilities. However,
age-related declines in these capabilities negatively affect driving performance [2].
Several eye diseases that including glaucoma have been associated with increased risk
for motor vehicle accidents [3]. With an aging population, it is estimated that over 58
million people will have open angle glaucoma by the year 2020. Although it is clear
that vision is essential for driving, it is not clear what vision skills and tests are actually
more closely related to the ability of driving safely [4]. Gentzler and Smither [5] have
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developed test batteries to identify at-risk older drivers. Wood et al. [6] reported that
age-related changes in sensory abilities, such as visual impairment, can potentially
influence the ability to perform visual tasks and simultaneous dual tasks not directly
related to vision. Indices of unsafe driving performance, including increased crash risk
and impaired on-road driving performance, have been reported in older drivers with
cataracts and in those drivers with reductions in specific visual functions including
visual fields, motion sensitivity, contrast sensitivity and visual attention [7].

In Taiwan, in addition to measurements of cognitive abilities and motor skills, a
physical examination is required when drivers apply for an occupational license, and it
includes an evaluation of visual abilities (visual acuity, visual field, and night vision),
heart functioning and blood pressure. Drivers younger than 60 years are required to
retake the physical examination every three years to maintain license validity while
those 60 years and older need to be re-examined every year. However, cognitive
abilities and motor skills of professional drivers are not re-examined as part of the
license renewal process in either age group.

Gentzler and Smither [5] have used various criteria to assess driving performance,
including (1) the selective and divided attention abilities, processing speed, memory,
accuracy, reaction time as cognitive functions; (2) the range of motion, strength in the
extremities such as the foot, mobility as physical functions and (3) static visual acuity,
contrast sensitivity, visual field, visuospatial ability, dynamic acuity, useful field of
view as visual function. Professional drivers were usually driving more time on the
road than general drivers. The purpose of the present study was to examine the
multi-dimensional abilities of professional bus drivers using self-assessment tests,
hand-eye coordination tests and grip strength and balance ability test. In addition, the
study wanted to establish appropriate assessment mechanisms to promote safer driving
and, thus, safer roadways.

2 Methods

2.1 Participants

This study recruited sixteen bus drivers that f including 10 males and 6 females from an
urban bus company in Taipei city. The mean age of the male drivers was 46 years old,
the mean height was 170.5 ± 6.5 cm, and the mean weight was 73.9 ± 8.8 kg. The
mean age of the female drivers was 43 years old, the mean height was 159.5 ± 2.1 cm,
and the mean weight was 63.9 ± 10.4 kg.

2.2 Self-rating Questionnaires

The self-rating form is designed to help driver examine driving ability to keep driving
safety from American Automobile Association Foundation for Traffic Safety (version
2010). The self-rating tool provides facts and suggestions for safe driving. Although
the questionnaire was designed for people over the age of 65, it is important to rec-
ognize all driver limitations and to be aware of everything a driver can do to be safe on
the road.
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Items 1–13 were scored as ‘always or almost always,’ ‘sometimes,’ or ‘never or
almost never’ and questions 14 and 15 were scored as ‘none,’ ‘one or two,’ or ‘three or
more’. Subjects checked the box next to each appropriate response. The questionnaires
were scored by (1) writing the check mark totals recorded in the squares on the
question form in the square to the right; (2) writing the check mark totals recorded in
the triangle on the question form in the square to the right; (3) multiplying the number
in the square by 5; (4) multiplying the number in the triangle by 3; and (5) adding the
results of steps 3 and 4 together. Lower scores (0–15) indicate safer drivers and scores
ranging from 16 to 34 indicate that the driver is engaging in some practices that need
improvement to ensure safety. Scores higher than 35 mean the driver is engaging in too
many unsafe driving practices and should stop driving.

2.3 Hand-Eye Coordination Test

The hand-eye coordination test comprised the dynamic stability test and the
electrical-mirror tracer test. During the dynamic stability test, a stabilimeter (TKK
1211, Takei Scientific Instruments Co., Ltd., Niigata city, Japan) attached to the arm of
the participant is used to monitor stability as the subject traces a groove on a panel with
a stylus in a specified period of time (Fig. 1 left). When the stylus makes contact with
the edge of the groove, a buzzer is sounded. The paths of the tracer include linear paths,
curved paths, and square paths.

The mirror tracing apparatus is a standard psychology laboratory instrument that
has been used in a variety of experimental studies (Model 58042A, Lafayette Instru-
ment Co., Indiana, USA). The subject’s task is to trace, by looking in a mirror, a pattern
which is on the board. The subject has to trace between the lines with an electric pencil
without touching the sides of the star. Errors are tallied by counting the number of
times the subject touches the lines. In addition, total time required to trace the complete
pattern is recorded (Fig. 1 right).

Fig. 1. Dynamic stability test and auto-scoring mirror tracing test
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2.4 Grip Strength and Balance Ability Test

Maximum grip strength across a 50 mm span was measured using a digital
grip-strength dynamometer (TKK 5401, Takei Scientific Instruments Co., Ltd., Niigata
city, Japan). Measurements ranged from 5.0–100 kg and the minimum measurement
unit was 0.1 kg (accuracy, ±2.0 kg). Each measurement continued for approximately
3 s, or until the participant could no longer resist while standing with forearm straight
down. The participants rested at least 60 s between trials, and the highest value of three
strength measurements was considered to be the subject’s maximum strength.

The balance ability test was conducted with both eyes closed while standing on one
foot (left foot and right foot were tested separately). The time it took to touch the floor
with the other foot was recorded. A standing time greater than one minute was con-
sidered to indicate good balance ability.

2.5 Experimental Procedures

The study was approved by the Research Ethics Committee of the researcher’s insti-
tution. Subjects participated in the experiments after providing informed consent with
respect to the investigative procedures. First, subjects need to rate their driving ability
by self-rating questionnaires. Further, hand-eye coordination test involved the dynamic
stability test and auto-scoring mirror tracing test. Finally, grip strength and balance
ability test were conducted. A minimum rest period of 5 min or more, if required, was
provided between trials. During the rest periods, participants were asked to stay seated,
relaxed and to remain silent.

2.6 Data Analysis

A randomized complete design with between-subject factors (age and gender) was used
in this study. In addition, age could be divided into three groups, i.e. younger groups
(<30 years old) middle groups (31–54 years old) and older groups (more than 55 years
old). Further, multivariate analysis of variance (MANOVA) was utilized to identify
significant differences between conditions for AAA self-rating questionnaire, hand-eye
coordination test and grip strength and balance ability test. Statistical significance was
set at a probability level of 0.05.

3 Results

3.1 The Self-rating Analysis

The mean scores of AAA self-rating form among gender and age showed in Table 1.
Mean scores of self-rating is higher in male drivers (26.8) than in female drivers (12.8).
From interpretation of score denoted that the lower score (0 to 15) is the safer driver,
and female drivers are fine status. Furthermore, Table 2 revealed the decision condition
of drivers’ ability based AAA self-rating form. There are five and four male drivers in
caution and unsafe condition and three female drivers in caution condition, respec-
tively. Drivers are engaging in some practices that need improvement to ensure safety.
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These drivers should be re-education for driving safety. There are 33% male drivers
really upset affecting their driving, and less half male drivers always get eye exams and
check the medications affecting their driving ability. Administrative staff should be
noticed the drivers beginning to experience some natural age-related changes and
drivers adjust their driving habits to keep driving safely. Checking visual ability reg-
ularly and consulting for taking medications or drugs could be provided in company.

3.2 Hand-Eye Coordination Tests, Balance Ability and Hand Grip
Strength

Table 3 shows the results of the hand-eye coordination, balance ability, and hand grip
strength tests by gender and age. The results of MANOVA showed that the gender
effects had found (Pillai’s trace = 0.97, F(12, 1) = 13.2, p < 0.05, partial η2 = 0.96) on
0.95 of statistical power (alpha = 0.05, two-tail). Female drivers needed more time to
accomplish tracing tasks. In contrast, male drivers made more mistakes than female
drivers while tracing circular (F(1, 12) = 7.35, p < 0.05) and square paths using the left
hand (F(1, 12) = 5.2, p < 0.05). For the electrical mirror tracer test, female drivers
made a greater number of mistakes and took longer to accomplish these tasks than male
drivers (F(1, 12) = 6.76, p < 0.05). Balance ability on either foot did not differ sig-
nificantly between genders. However, hand grip strength differed significantly between
genders (F(1, 12) = 21.66, p < 0.001).

There were no significant differences in number of mistakes made while tracing
straight, circular and square paths. However, elderly drivers spent more effort to
accomplish these tasks. In contrast, younger drivers made more mistakes than older
drivers in tracing the square path. Drivers required more time to accomplish mirror
tracings for both hands with incrementally advancing age. There was no significant

Table 1. The mean scores of AAA self-rating form among gender and age

Variables Mean Standard
deviation

Min Max

Gender Male 26.8 15.6 5 60
Female 12.8 9.5 0 27

Age <30 32.5 7.7 27 38
31–54 24.0 18.1 3 70
>55 11.0 9.8 0 22

Table 2. Meaning of scores based on self-rating form among gender and age

Gender Age
Levels Scores Decision Male Female � 30 31–54 � 55

Level 1 safe driving 0 to15 Qualified 2 4 0 4 2
Level 2 caution 16 to 34 Unqualified 5 3 1 5 2
Level 3 unsafe driving 35 and over Unqualified 4 0 1 3 0
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difference between men and women in accomplishing the circular tracing tasks. In
contrast, the time to accomplish the task increased with age. There were no significant
differences in balance ability or hand grip strength between age groups.

4 Discussion

Driving is one of the most complex tasks that humans perform on a regular basis,
placing significant demands on sensation, perceptual, cognitive, and motor capabilities.
However, age-related declines in these capabilities negatively affect driving perfor-
mance. This study examined multi-dimensional abilities for professional bus drivers.
Self-rating of driver behavior is the first tool for evaluation of driving performance. The
study applied the AAA self-rating evaluation to examine the performance of urban bus
drivers. This simple self-rating form was easily completed by the drivers and showed

Table 3. Results of hand-eye coordination tests, balance ability and hand grip strength among
gender and age

Tests Variables Gender Age
Male Female � 30 31–54 � 55

Dynamic stability
tests

Straight
path

Right hand
mistakes

2.1 0.9 2.3 1.6 1.5

Left hand mistakes 2.1 1.3 2.5 1.8 1.6
Right hand time 4.6 6.6 2.5 5.7 5.6
Left hand time 3.4 4.3 2.2 3.3 5.7

Circular
path

Right hand
mistakes

3.9 2.4 2.3 3.2 4.3

Left hand mistakes 5.2 1.8 7.0 3.1 5.1
Right hand time 4.6 6.4 2.8 5.1 6.7
Left hand time 5.1 4.5 3.2 4.4 6.8

Square path Right hand
mistakes

7.5 4.0 7.5 6.3 5.5

Left hand mistakes 11.2 7.3 17.0 8.7 9.3
Right hand time 16.5 18.4 11.1 16.8 21.1
Left hand time 19.3 16.4 14.5 16.1 26.2

Electrical-mirror
tracer

Right hand
mistakes

42.3 56.7 50.8 36.4 75.9

Left hand mistakes 26.8 77.8 27.8 47.0 47.3
Right hand time 94.5 140.4 71.1 102.4 153.4
Left hand time 62.8 132.7 33.8 98.3 84.6

Balance ability Right foot 14.7 15.0 14.1 14.0 17.6
Left foot 11.6 14.3 12.2 13.5 13.5

Hand grip strength Right hand (kg) 33.3 21.2 32.5 28.0 30.0
Left hand (kg) 38.0 23.0 36.0 31.8 33.5
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the condition of the driver relative to driving safety. Results of the analysis showed that
male bus drivers had markedly higher unsafe scores than female drivers.

Gender and age are significantly associated with the capabilities of hand-eye
coordination, balance ability and hand grip strength. Although typically a male occu-
pation, bus driving is undergoing a process of feminization [8]. Thus, buses are not
only providing the service of transportation, but also need to be comfortable and safe
for both passengers and driver. Tse et al. [9] consolidated the key research on the
occupational health of urban bus drivers since the 1950s. Stressors for bus drivers
include poor cabin ergonomics, rotating shift patterns and inflexible running times.
Greater attention to salient moderating and mediating variables in the stressor–strain
relationship is featuring in more recent research. Based on our results, this study
suggest that professional driving license testing should consider the different among
gender and age of the drivers and should set different visual ability assessment criteria
for each group.

5 Conclusion

Recommended of this study were conducted the self-rating evaluation, hand-eye
coordination, balance ability and hand grip strength in the process of licensing exams
test to assess driving qualification, renew driving license particularly. Bus drivers
should also regularly take these ability tests to assess their driving quality and ability.
In this way, an employer can accurately assess drivers’ multi-dimensional abilities and
verify whether they meet the demands of their jobs. On the other hand, some assistant
facilities should be provided. For example, power-assisted steering wheel for female
drivers, camera or blind area detection alarm for elderly drivers.
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Abstract. At present, the research of road network change is hot in the
study of the new road, the road one-way limit line and the construc-
tion caused by the reduction of road lanes, etc. Based on the change
rule of road network intersection structure and steering rules and the
improved map matching algorithm, this paper proposes a trajectory fea-
ture analysis method based on vehicle steering angle. At the same time,
the mathematical model of geospatial data is constructed. Based on the
existing network topology information, the massive traffic trajectory data
are mined and analyzed, and the detection and recognition of the change
of the intersection Lane rules are realized.

Keywords: Highway intersection · Steering rule · Recognition
algorithm

1 Introduction

With the continuous progress of urbanization, the traffic in urban areas is tending
to or has reached saturation. Traffic management departments often implement
various road optimization adjustment and road limit line measures, in order
to improve the intersection efficiency and the overall road network capacity. For
example, many roads have been banned from crossing, banning U-turn and so on.
As a result, the traffic information of the road network changes. However, due to
the lag of the updating of electronic map, the updating of these information is not
timely or insufficient coverage. And it often brings inconvenience to the public.
Therefore, we need more timely and effective traffic network change information.
This paper analyzes the characteristics of the trajectory of the floating vehicle
on the basis of the trajectory data of the floating vehicle. Which can identify
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the current steering rules of the intersection, thus detecting the section of the
change of the limit line, alleviating the urban traffic pressure and improving the
efficiency of the public travel.

2 Vehicle Road Matching Algorithm Based on Angular
Distance Weighting Model

The track data of floating vehicle contains a series point sequence set, which is
arranged in sequence according to the GPS receiving time. The set point in each
element includes a plurality of zodiac, respectively: the vehicle terminal number,
latitude and longitude, direction, speed, data transmission time and vehicle type.
In this paper, we derive the experimental data from the real-time trajectory data
of 150 thousand floating vehicles collected by Fujian Traffic Information Center
(Table 1).

Table 1. Track data contents of floating vehicles

Field name Examples of data Content description

MDID 2482866 Vehicle terminal umber

AREAID 0 Vehicle owned area

LONGITUDE 119.354637 Longitude

LATITUDE 26.032568 Latitude

SPEED 20 Vehicle speed information

DIRECT 4 Vehicle direction

GPS−DATE 2015/23 0:00:51 Data transmission time

CAR−TYPE 41 Vehicle type

STATUS 1 Vehicle condition

We construct this weight model on the basis of the vehicle trajectory data. Its
principal component consists of two pieces: the angle difference and the distance
difference between the vehicle and the road. In the whole evaluation process,
different weights are set for the relative importance of the two section, and then
we obtain the synthetic matching similarity of each section and matching road
section.

2.1 Angle Similarity

The angular difference in the weight model refers to the difference between the
direction value in the vehicle GPS data and the geographical orientation of the
candidate section. The weight formula is expressed as:

Wa = λF (Δδ) (1)
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In this formula, λ is the angle weighting coefficient, F (Δδ) = cos(Δδ), Δδ
is the angle between the direction value of the vehicle trajectory data (Eight
values, each representing a direction) and the geographical orientation of the
road.

2.2 Distance Similarity

The distance in the weight model refers to the spatial distance between the
latitude and longitude coordinates of the vehicle GPS data and the candidate
section. The weight formula is expressed as:

Wd = β/F (d) (2)

In this formula, β is represented as distance weighting coefficient, F (d) is
the shortest distance from the matching point to the candidate section of the
vehicle. Assumed that the longitude and latitude coordinates of the points to be
matched are (x, y), the shortest distance is calculated as follows as:

F (d) =
x(latto − latfrom) + y(lonto − lonfrom) + lontolatfrom − lonfromlatto

√
((latto − latfrom)2 + (lonto − lonfrom)2

(3)

The minimum distance is the vertical distance of the matched points to the
candidate section. When the pedal falls on the road when matching, the shortest
distance is what we ask for F (d). Otherwise, they are calculated separately. The
smaller the F (d) values, the higher distance similarity of candidate segment is.
Conversely, the lower the distance similarity will be.

2.3 Weighted Similarity

The weighted similarity of candidate segments can be expressed by angle simi-
larity and distance similarity:

Ws = Wa + Wd = λF (Δδ) + βF (d) (4)

As shown in the formula, λ and β are respectively the weight of angle and
distance, and they satisfy the constraint condition of λ+β = 1. Angle similarity
has a relatively greater impact on vehicle road matching. Through the matching
of ten thousand vehicle trajectories data and mathematical induction, we can
draw the following conclusions. In this formula, we set the angle weight R as
0.6, distance weigh B as 0.4. When Δδ → 0, F (d) → 0, the matching degree of
candidate Ws → max sections, the likelihood of matching points to the candidate
segment is greatest.
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3 Design of Road Steering Change Detection Algorithm

3.1 Trajectory Feature Recognition Based on Vehicle Steering
Angle

In order to identify the intersection turning rules in the outlet network, the vehi-
cle trajectory characteristics can be determined by analyzing the vehicle trajec-
tory characteristics and the vehicle movement trends. When the floating vehicle
that conforms to this particular track characteristic and movement state reaches
1/4 of the total data, the steering rules of the road section and intersection can
be judged.

Design of Trajectory Feature Extraction Algorithm. The track charac-
teristic recognition algorithm based on vehicle steering angle mainly tracks and
analyzes the change of steering angle of track data points of floating vehicles.
Because the trajectory of a single floating vehicle can not fully represent the
vehicle’s running trend and state, so we make an algorithm, this algorithm is
based on a 22 point trajectory by 3 adjacent receiving chronological ordering of
the steering angle calculation, by using the change of steering angle calculation
formula, assign to the state of the vehicle.

In order to describe the feature extraction algorithm explicitly, the definition
is as follows:

Definition 1 (Change of steering angle). The steering angle refers to the
angle based on the trajectory of the vehicle ordered before and after the two track
point the direction of travel form, to the north of 0◦.

Definition 2 (Steering undetermined table). The storage table of intersec-
tion steering rules is used as storage format, which is used to record the change
of steering angle.

As the limited and one-sided of single track point information representa-
tion, the vehicle trajectory feature extraction algorithm is mainly for the spatial
information of 3 adjacent track points before and after the vehicle is calculated.
In a cross section of a road network, the path of the vehicle on the road is shown
in Fig. 1. The four curves, which are connected by a single locus of the vehi-
cle received by the time series, represent the four running states of the vehicle:
straight, left turn, right turn, and u-turn.

Assume that p1, p2, ..., pn are the continuous trajectory point data of a vehicle
over a period of time. Each point of pi contains several attributes: time ti, speed
di, direction [loni, lati], and coordinates. In the formula, loni represents the
vehicle longitude coordinates, lonj latitude coordinates, Agl(loni, lati) is the
angle formed by the northward direction and the vector −−→pipj which is composed
by point pi and point pj .

�Θ = Agl(pi−1, pi) − Agl(pi, pi+1) (5)
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Fig. 1. Vehicle running state at intersection

In the formula, �Θ is composed of the difference between the vector formed
by the angle of track points of the vehicle and the north direction. That is, the
steering variation during vehicle operation. �Θ values vary, the vehicle’s driving
conditions are different, the specific circumstances shown in Fig. 2.

Fig. 2. The basis of judging between �Θ and vehicle running state

As shown in the diagram, the vehicle running state is divided into three
types: the left turn of the vehicle, the right turn of the vehicle and the U-turn
of the vehicle. The left turn and right turn are mainly judged by the change of
the steering angle. In contrast, The vehicle ’s U-turn is more complex.

When the vehicle turns around, not only the change of the steering angle
needs to meet the corresponding conditions, but also the relative distance has
some characteristics.

|−−−−−−→pi−1, pi+1| = |−−−−→pi−1, pi + −−−−→pi, pi+1| < max(−−−−→pi−1, pi,
−−−−→pi, pi+1) (6)

In this formula, pi−1, pi, pi+1 represent the three contiguous points of the
vehicle. When the vehicle is moving straight or left and right, the |−−−−−−→pi−1, pi+1| at
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both ends must be greater than |−−−−→pi−1, pi| and |−−−−→pi, pi+1|, which represent respec-
tively as the distance from the starting point to the middle point and the distance
from the middle point to the stopping point. The relative distance between them
is growing positively. When the vehicle is in a U-turn, the running track of the
vehicle will turn back. In this process, its relative driving distance is a negative
growth state.

For a floating vehicle running in the network, if its running state meet to GPS
trajectory point criterion in the sequence, then we can judge the steering and
steering section of the vehicle. At the same time, according to the data storage
format of the designed steering rules, we can increase the number of turns in the
database of the steering rules by combining nodes and sections. As shown in this
formula, if {pi−1, pi, pi+1} is a sequence of floating car points that satisfies the
left turn condition in the table, and can be used to determine that the vehicle
is moving from the current section to another.

Effective Determination of Steering Rules. The positioning system of a
floating vehicle is prone to error when it is positioned under the influence of the
outside environment such as the dense building area or the weather. If only the
trajectory points of the voucher car are used to judge the actual turning rules
of the intersection, the credibility of the results obtained is very low. In order to
reflect the actual turning rules of the road network and deal with several floating
vehicles at the same time, a mathematical statistic model is needed to determine
the effectiveness of the turning rules.

Cn,ri ≥ M,
Cn,ri,rj

Cn,ri

≥ η (7)

In this formula Cn,ri represents the sum of the number of turns in the N
network node with ri as the same starting section. Among them, the experience
value of M is 100. Cn,ri,rj indicates the number of times a vehicle moves from the

initial section ri to the ri section at the node N connection.
Cn,ri,rj

Cn,ri
represents

the proportion of specific steering, and the ratio of the empirical value η is 5%.
As shown in Table 2 of the steering rules, at a crossing, if the ratio of a particular
turn to the sum of all turns exceeds the set threshold A, then the steering rule
can be determined to be valid; otherwise, the decision is invalid.

Table 2. Steering rules

Node Initial
section

Turning
section

Statistic
times

Proportion (%) Effectiveness

482 6215 6216 495 49.06 TRUE

482 6215 6218 2 0.2 FALSE

482 6215 6233 512 50.74 TRUE
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3.2 Change Detection of the Turning Rules for the Intersection

Whether the road network information changes or not depends on whether the
information of the road map, the road network information and the vehicle data
detected by the floating vehicle are consistent. The same goes for the change
of rules at the intersection. The detection of the change of lane limit can be
transformed to the comparison between the electronic map and the steering rule
of the actual road network. The algorithm firstly extracts the rule list of the
database stored in the database by node ID, and then traverses all the nodes.
In this process, it can extract all the steering rules data of this node and process
them one by one, and determine whether it is valid or not. If this validity is true,
then the network topology information table obtained by searching the primary
key map for querying the electronic map is consistent with the actual result, and
that means the information has not changed. However, if the result is different,
the change in the steering rules is indicated, and the change result is recorded
and stored in a temporary list.

The pseudo code for the implementation of this algorithm is represented as
follows:

Algorithm 1. Change detection of the turning rules for the intersection
Input: Two related tables in database the table about turning rules in the electric

map and real road information from the float car data
Output: New table to store the changed information about the turning rules
1: Set table < T − result > to restore the changed turning rules of road
2: Select * from < T − rule > order by Node-ID
3: for each node N of the< T − rule >: do
4: for each rule R of the node N: do
5: if validity is True then
6: query mapped rule from map database R
7: if R is equal to R then
8: No change, next rule of the node N
9: else

10: Insert < T − result >where node = N and rule = R
11: end if
12: else
13: No comparison, next rule of the node N
14: end if
15: end for
16: end for
17: Return table < T − result >

The detection link of road steering limit change is mainly based on the orig-
inal electronic map spatial data table and the actual road network steering rule
table, and it needs to be queried through the primary key index. At the same
time, it creates a new table that meets the requirements of the test to store the
contrast results. The time complexity of the algorithm is expressed as (n), and
the algorithm is scalable.
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4 Conclusion

In this paper, an improved matching algorithm based on weight model and
topological relation is proposed for real-time road change detection. We can use
in different types of vehicle road limit line dynamic detection, including Road
ban, left turn, right turn, straight line, U-turn, and one-way limit line and speed
limit detection. The algorithm in this paper can be used for the change detection
of the road steering limit line, and can build a more objective and effective
verification method for the large area of the road network limit line rules change,
so as to improve the verification efficiency and reduce the workload.
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Abstract. Travel time plays an important role in many ITS application such as
traffic control and trip guidance. However the travel time information is acquired
after the real driving. This makes travel time prediction an important way to
estimate the real-travel time before actual traveling. In this paper, we focus on
predicting the travel time of a road segment using deep learning methods. In our
work, the historical travel time information collected by Fuzhou taxicab is
extracted. Different recurrent networks architectures are applied. Experimental
result shows that the deep learning models considering the temporal relation
work well on travel time prediction.

Keywords: Travel time prediction � Recurrent network � LTSM

1 Introduction

In recent years, intelligent transport system has become a fundamental infrastructure for
building a smart city. Working as a key part of the intelligent transport system, travel
time prediction is growing in importance for many applications such as route planning
[16], navigations [2], traffic monitoring [13], route pattern recognition [15] and pas-
senger pickup location recommendation [17] etc. Due to its nonlinear feature, travel
time prediction is still a challenging task. In this paper, we focus on predicting travel
time using deep learning method. First, the travel time information from a real tra-
jectory dataset is extracted. Then, serval recurrent neural network architectures are
applied to predicting the travel time of road segments in Fuzhou city. Finally, the
model’s performance is evaluated.

The remainder of the paper is organized as follows. In Sect. 2, some of the related
works are reviewed. The detail of the model is presented in Sect. 3. Training strategy
and experiments are stated in Sect. 4. Finally, we conclude our work in Sect. 5.
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2 Related Works

Travel time prediction problem have been studied by many researches using various
methods. Reza et al. [11] designed an Integrated Moving Average Model (ARIMA)
based method to predict the short-term travel time. The method generally assumes the
historical data are fitted with some time serious model and provides interpretable
parameters with a simple structure. Tak et al. [12] predicted the travel time using a
multi-level k nearest method with data fusion. Moridpour et al. [10] proposed a SVM
based model to predict the bus’s travel time. In their model, a Genetic Algorithm
(GA) is used to determine the optimal set of model parameters. Zhang et al. [7]
proposed a gradient boosting method to improve the travel time prediction of the urban
link. The proposed STGBRT model combines simple tree together which could
uncover the underlying patterns in travel time data to enhance the prediction accuracy.
Kumar et al. [7] predicted the bus travel time using a spatial-temporal discretization
approach. In their work, the traffic flow and density was first described in terms of
speed in the form of a partial differential equation. Then, a speed based equation was
discretized using the Godunov scheme. Finally the prediction was made through a
Kalman filter based model.

Apart from the models and algorithm mentioned above, neural networks is wildly
applied in travel time prediction since it has a great advantage in modeling the complex
nonlinear problem. Mazloumi et al. [9] applied neural networks in the context of
predicting bus travel time over different sections. The proposed framework consists
with two neural networks. The first network predicts the average travel time given a
certain set of input, whereas the second neural network predicts the variance imposed
by training data noise. Wang et al. [14] developed a space-time delay neural network
model to integrate the spatial-temporal correlation of road traffic network. Their test
result shows the STDNN’s prediction ability outperforms the ARIMA based models.
Zhang et al. [18] proposed a Takagi–Sugeno–Kang Fuzzy Neural Network (TSKFNN)
approach to predict freeway corridor travel time with an online computing algorithm.
Their test results show that using count, speed, and occupancy together as input pro-
duces the best prediction results.

With the improvements of computing capability, the deep learning methods are
reporting huge success in many research domain including the area of ITS. Huang et al.
[6] explored the deep belief networks to traffic flow prediction. Lv et al. [8] applied a
deep architecture model SEAS to learn the future traffic flow and reported the SEAS
has the better performance than SVM based model. Chen et al. [1] using a long-short
term memory to learn and predict the patterns of traffic conditions and reported suc-
cesses in comparison with multilayer perceptron model, decision tree model and SVM.
Obviously, exploring deep learning in the travel time prediction is of great significance.

3 Methods

In this paper, serval long short term memory based architectures are explored to our
travel time prediction application. In this section, the problem is described formally.
Then the architectures which are used to predict the travel time are introduced.
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3.1 Problem Definition

Travel time prediction can be treated as a sequence processing problem. Giving a series
of acquired time stamped vector X1;X2;X3. . .Xtf g, a prediction model aim to predict
the future travel time ptþ 1 for a specified road segment r.

3.2 Model Architecture

Long Short TermMemory (LSTM) neural network was first proposed by S. Hochreiter [5].
It has a complex structure called LSTM cell in the network’s hidden layer. LTSM has been
successfully applied in many sequence data processing problem like natural language
processing, speech recognition etc. Since the time stamped travel time data is also a
sequence data, the LSTMmodel can be directly applied to the travel time prediction. LSTM
has many variations such as peephole LSTM, Convolutional LSTM etc., the architecture
we choose is a typical structure of LSTM with forget gate.

As it shows in Fig. 1. The LSTM architecture, the main component of LSTM’s
hidden layer is a gate controlled cell structure. The output ht is configured by three
gates: forget gate, input gate and the output gate. The outputs of the three gates are ft, it
and ot. The Ct and Ct�1 are two consecutive cell states. Forget gate decide whether to
forget the formal cell state Ct�1. Input gate controls the entering of the outside data Xt.
Output gate gathering all the information and compute the hidden layer output. The
precise model is described below:

ft ¼ r h f
XXt þ h f

h ht�1 þ bf
� �

ð1Þ

jt ¼ softsign h j
XXt þ h j

hht�1 þ bj
� � ð2Þ

Fig. 1. The LSTM architecture
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it ¼ r hiXXt þ hihht�1 þ bi
� � ð3Þ

ot ¼ softsign hoXXt þ hohht�1 þ b0
� � ð4Þ

Ct ¼ ft � Ct�1 þ jt � it ð5Þ

ht ¼ softsign Ctð Þ � ot ð6Þ

Here the h�X stands for the Xt’s weights on component. h�h are the weights matrix for
the previous hidden output ht�1. � Is the Hadamard product. r stands for the sigmoid
function.

r xð Þ ¼ 1
1þ e�x

ð7Þ

In order to avoid saturation and faster the training speed, the soft sign is used as the
activation function to instead the hyperbolic tangent activation. The soft sign is
described below.

softsign xð Þ ¼ x
1þ xj j ð8Þ

When ht is calculated, a liner regression layer is used to generate the final
prediction.

ptþ 1 ¼ hht þ b ð9Þ

One of the goal in this work is to evaluate the gate’s impotency in travel time
prediction problem. This can be done by removing the different the forget gate and the
input gate to see the performance of modified model. First, we want check whether the
model work well if it has long term memory. By removing the Eq. (1) and changing
Eq. (5) to the Eq. (10), the prediction model is capable to “remember” all the data.

Ct ¼ Ct�1 þ jt � it ð10Þ

By removing model’s input gate, we makes the Xt always enter into LSTM cell.
This change was made based on one assumption that when prediction the travel time,
the recent information has the most impact. For LSTM without the input gate, Eq. (4) is
removed and Ct is calculate through:

Ct ¼ ft � Ct�1 þ jt ð11Þ
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4 Experiments

4.1 Data Preparation

We use the Fuzhou Taxicab Trajectory Dataset. The original data is collected through
the taxicab’s GPS devices in every 30 s. For each taxicab, speed, direction, location
and timestamp are generated. The data from Jun 1st 2015 to Jun 31st 2015 is toked; the
time period in our study ranges from 7:30 A.M to 9:30 P.M. The data covers the urban
area of Fuzhou city which is the area of approximate 1400 km2. The road map of the
Fuzhou City is shown in Fig. 2.

To generate the travel time information, a digital map of Fuzhou city is used. A grid
based map matching method is applied to match each taxi to the road segments of
Fuzhou city. Then for each 10 min, timestamp, number of taxi on the road, and average
travel time for each road segment are calculated. On some road segments, there are data
missing due to there are no taxis go through the specific road in a time period. In these
case, the missing data are filled with the historical average value (Fig. 2).

4.2 Model Training

Model training’s goal is to figure out the all the weights and biases which can minimize
the difference of the predicted results and the real travel time. In order to evaluate the
model’s effectiveness, a cost function is designed below:

J H;Bð Þ ¼ 1
2

ptþ 1 � xtþ 1ð Þ2 ð12Þ

Where m is the number of the predicted result; H. and B stand for all the weight
matrices and biases.

In our work, the dimension of the input vector is set to 4, which are the timestamps,
the road’s travel time, the travel time of upstream road’s and downstream road’s. The
output is a one-dimensional scaler which stands for the travel time of the specific road

Fig. 2. The main road networks of Fuzhou city
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segment in future 10 min. Glorot’s initialize strategy is used to initialize the model [4].
According to the Gers’s idea, the forget gates bias bf is set to 1 [3]. A stochastic
gradient descent (SGD) for the backup propagation through time (BPTT) algorithm is
designed to training the model, the training process is described below:

4.3 Experimental Analysis

To evaluate the performance of the prediction model, 20 road segments are chosen. The
evaluation matrices are percentage error (MAPE), and mean squared error (RMSE)
which are defined below, where n is the total number of prediction.

MAPE ¼ 1�

P
n
ptþ 1�xtþ 1j j
xtþ 1

n
ð13Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

n ptþ 1 � xtþ 1j j
n

r
ð14Þ

The test result are shown in Fig. 3. The MAPE and RMSE for Test Result, where
the LSTM-* states for the LSTM without corresponding gate unit.
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The result shows that the recurred learning based architecture performs well in our
dataset. The LSTM models shows the best performance, the model without the forget
gate performs worse. Which means in all the component in a LSTM cell the most
important component is the forget gate. In our case, the LSTM-Input’s accuracy is very
close to the model without the input gate. This approved the assumption that in travel
time prediction problem, the newly coming data has the greatest impact.

5 Conclusions

In this paper, serval recurrent network architecture are applied to predicting the travel
time of the roads in Fuzhou city. Travel time information is extracted from a real
trajectory dataset generated by Fuzhou taxicab. 20 road’s travel time are predicted. The
experimental results show that recurred learning based architecture can worked well in
predicting the travel time in Fuzhou city. It also shows that the input gate in the LSTM
model is less important than the forget gate unit in our task.
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Abstract. The development of floating car technology provides a new
method for studying driving behavior motivation. Massive vehicle tra-
jectory data often contains rich potential semantic information such as
traffic patterns and driving behavior habits. To overcome the nonstation-
arity of the spatial distribution of the original trajectory data, this paper
designs a semantic mining method of traffic trajectory data to construct
complex behavioral modeling of traffic trajectory data based on LDA
latent semantic topic model, so that to depict the driving behavior inter-
est patterns and explore the cognitive mechanism of driving behavior.
Research results show that the driving motivation model constructed can
estimate the probability of the potential driving motivation topic in each
spatial grid, and then the driving trajectory will be transformed from
random probability events into driving intention with intrinsic certainty.

Keywords: Traffic trajectory · Driving behavior · Latent semantic
analysis

1 Introduction

The continuous development and application of floating car technology provides
a new way to study driving behavior motivation, floating car trajectory data
forms into traffic trajectory data [1]. Massive trajectory data often contains
rich potential semantic information such as traffic pattern and driving behav-
ior habits, fully exploiting these potential and hidden semantic information can
provide lots of valuable decision support for urban road planning and traffic man-
agement optimization. By digging out trajectory data, the semantic correlation
between driving behavior and traffic network can be learned, so that to reveal
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public traveling patterns and apply to driving route recommendation, which has
become one of popular researches [2].

At present, related researches are focused on the analyzing and processing
with the original trajectory data, as the actual trajectory data is affected by
the geographical feature of road network and its own intrinsic properties, the
spatial distribution of the data has characteristics of non-stationary, so that
these methods that directly perform statistical analysis and measurement on
original trajectory data are often easy to produce error, especially in the case of
high spatial non-stationary of the data, which lead the trajectory differences with
characteristic significance are swamped by a mass of small differences without
characteristic significance, resulting in the difficulties in digging out the potential
common behavior from massive trajectory data.

In order to characterize the driver’s behavior motivation, the semantic mining
modeling of traffic trajectory data needs to span the low-level primitive time-
space features and high-level behavior semantic features, namely the model not
only reflects the spatiotemporal statistical features of original trajectory data,
but also fully digs out the internal semantic behavior features from massive
trajectory data, so that to solve the wide gap problem between the original
low-level motion feature and high-level semantic behavior analysis. Therefore,
this paper explores to construct a traffic driving cognitive model based on the
potential semantic topic distribution to characterize the driving behavior as a
specific semantic topic probability sequence.

2 Problem Description

2.1 A Summary of Driving Behavior Motivation Research

The driving trajectory is characterized by uncertain, and the traffic trajectory
data possess the characteristic of wide space coverage and low coverage strength,
whose spatial distribution are usually nonuniform [3], which means that the data
are usually concentrated in some areas, while the rest areas are very few or even
without data coverage.

Each driver has a specific driving trajectory temporal and spatial distribution
mode, which contains the driver’s interest and preference information. Digging
these information is also the core content of intelligent traffic information service
such as driving OD forecasting, traffic condition recommendation and individual
behavior analysis. Therefore, this paper proposes two assumptions:

(1) If a user’s driving trajectory frequently appears in a certain area, the user
is more concerned about this region.

(2) If a user frequently stays in a certain area for a long time, the user is more
familiar with this region.

In this paper, the region that the driver is more familiar and concerned is
defined as the driver’s driving interest preference area [4]. Analyzing the tem-
poral and spatial distribution and aggregation property of trajectory data is
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necessary to extract the driver’s interest area. The most direct method is the
statistical calculation with vehicle data of the spatial grid, which is easy influ-
enced by abnormal and noisy data, and is difficult to ensure the robustness of
data distribution, and is also hard to find the intrinsic behavior feature of tra-
jectory data. Therefore, this paper try to explore to construct a traffic driving
cognitive model based on the potential semantic topic distribution, so that to
describe the driving behavior as a specific semantic topic probability sequence.

2.2 Driving Behavior Motivation Modeling Based on LDA

The aim of potential semantic analysis is to discover the potential semantic
relations between objects in the data set, this relationship cannot be described
simply by frequency characteristic [5], it needs to be analyzed with structural
knowledge in the semantic space.

To analyze the semantic relation in the text and reduce the influence of
high frequency words, Hofmann [6] put forward a probabilistic latent semantic
analysis (PLSA) method to study the inherent semantic structure knowledge
among text data. Although PLSA is easy to extract the semantic information
from training data, it is difficult to understand new data. Then David [7] put
forward a topic model based on the LDA, which used a potential random variable
with K dimension subject to Dirichlet distribution to represent the documents’
topic probability and simulate the process of document generation.

Similar to the document generation process, the semantic knowledge of the
driving trajectory is also combined in an agnostic way. Based on LDA latent
semantic topic model, this paper explores the complex behavior modeling of
traffic trajectory data, the core idea is to view each track as multinomial distri-
bution of a number of driving behavior motive topics, and each driving motive
is a probability distribution of spatial grid. Similarly, the driving motive model
can be regarded as a generation model of the trajectory events, namely, each
track selects some driving motive topic through the certain probability, and
then accesses some spatial grid with certain probability, generating the relevant
topic models that describe the inherent driving behavior motive of trajectory
data.

Based on the hierarchical structure of LDA model, we divide the traffic tra-
jectory data into trajectory data set layer, single track layer and spatial grid
layer. The entire traffic trajectory data is a collection set of M traffic tracks
and denoted by D = {tr1, tr2, ..., trM}, a single track is a sequence of N spatial
grids, that is Tr =< g1, g2, ..., gN >, and gi is the No. i space grid passed by the
trajectory data sequence (Fig. 1).

Given a trajectory data set D, each track is represented by LDA model as
a potential driving intention motive sequence whose combination ratio is gener-
ated by the Dirichlet distribution. Implicit driving motivation is defined as the
polynomial distribution of spatial grid in the trajectory data set D to represent
the relevant properties between spatial grids, these potential driving motives are
shared by all tracks and each track has a specific driving intention motive prob-
ability distribution. LDA model is determined by the parameter (α, β) of the
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Fig. 1. LDA algorithm display.

entire trajectory data layer, α reflects relative strength of the implied driving
motions in the trajectory data set, β representing the probability distribution
of all implied driving motivations themselves. The random variable θ indicates
the proportion of the implied driving motives in the single track layer and z
represents the driving motive proportion of each single spatial grid distributed
by single track, and g is the spatial grid vector representation of trajectory data.
Marking interest spatial position of entire trajectory as {g1, g2, ..., gN}.

Based on the probability graph model of LDA, we can further derive the joint
distribution of all variables [8]:

p( #»g i,
#»z i,

#»

θ i, ϕ) =
Ni∏

n=1

p
(
gi,n| #»ϕzi,n

) • p
(
zi,n| #»θ i

)
• p

(
#»

θ i| #»α
)

• p (Φ|β) (1)

Where, ϕk is the probability distribution of spatial grid of the driving motive
k; θm represents the topic probability distribution of the No. m document;
k and m as the parameters of polynomial distribution are used to generate
driving behavior topics and spatial grids respectively; Nm represents the length
(data size) of the No. m track; wm,n and zm,n represent the No. n spatial grid and
driving motive in the No. m track respectively. And α and β, as the parameters
of Dirichlet distribution, generally take the fixed value with symmetrical dis-
tribution and scalar representation; θm and ϕk obey the Dirichlet distribution,
and their distribution function is:

Dir (μ | α) =
Γ (α0)

Γ (α0), ..., Γ (αk)

N∏

k=1

μαk−1
k (2)

Where, 0 ≤ μk ≤ 1,
K∑

k=1

μk = 1, α0 =
K∑

k=1

αk, Γ is gamma function. For each grid

g in the entire geographic space, the appearance probability in the No. i track is:

p(wi,n = g| #»θ i, Φ) =
K∑

k=1

p(wi,n = g| #»ϕk) • p(zi,n = k| #»θ i) (3)
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For the entire traffic trajectory dataset, the likelihood function is:

p(W |θ, Φ) =
M∏

i=1

p( #»wi| #»θ i, Φ) =
M∏

i=1

Ni∏

n=1

p(wi,n| #»θ i, Φ) (4)

The driving model parameters based on LDA cannot be calculated directly,
using the way of approximate through the GibbsSampling algorithm to deduce
the model optimal parameters. The GibbsSampling algorithm performs iterative
process in each dimension, each iterative process mainly selects one of dimensions
and perform sample process under the circumstances of the other dimensions
constrained, repeating this process until the result is converged (Fig. 2).

Fig. 2. Driving motivation modeling flowchart

In the driving motivation analysis process, we first make fractal for driver’s
trajectory based on driving motive analysis, trajectory fractal is to divide the
tracks into segments based on the potential driving intention so that each sub-
segment of the track corresponds to a specific driving intention. Trajectory frac-
tal makes each sub-track as close as possible to a single driving intention. Then,
the driving motive is initialized, that is to construct the driving motive set.
And then randomly assigning the each spatial grid to a driving motivation z(0),
counting up the spatial grid number that belongs to driving motivation z in
each track Tr and appearance frequency of spatial grid g in each motivation z.
And computing p(zj | z−j , T r, g) iteratively through GibbsSampling, namely,
estimating the probability distribution that belongs to various driving motive
of the current spatial grid through other spatial grid driving motive probability
distribution until the result is converged, then outputting the driving motive
model parameter θ, ϕ and the final potential driving motive topic z(i, n) of each
spatial grid.

3 Experiment

3.1 Experimental Environment

This experiment uses a rack-mounted server (Intel Xeon E52650 dual CPU,
128 GB memory), the operating environment is Windows 2008 R2 (64 bit), the
algorithms are implemented by using R language and Python.
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3.2 Experimental Data Set

The experimental data set used is a driver’s trajectory data including a total
of 128 days from May 25, 2015 to September 29, 2015, the number of the total
trajectory data is 685,577.

3.3 Personal Driving Behavior Motive Mining Experiment

According to the extracted single-driver trajectory data set, constructing single-
driver motive mining dataset, the experiment uses finite precision (the precision
is about 1 km) to connect latitude and longitude to form string, so that to
achieve labeling processing of two-dimensional space, forming the road network
space grid dictionary table. Based on driving trajectory fractal method, the
daily driving tracks are divided into some sub-segments, and then analyzing the
Dirichlet distribution property of the tracks so that to generate the driver’s
motive topics according the method mentioned above.

The maximum iteration number of this experiment is set to 5000, the number
of topics generated is set to 10, and the priori values of trajectory data set
layer parameters (α, β) are both set to 0.02, 10 driving motives are generated by
training the model based on experimental data set. Further, principal component
analysis is performed for the 10 driving motive topics, and project each topics to
two-dimensional space composed by two principal components, and the driving
motive topic distribution diagram (Fig. 3 Left) can be obtained, from the graph’s
distribution relation, we can analyze the neighborhood relation between the
various topics, and we can also generate the spatial heat relationship in the
global schema. Fig. 3 Right shows the top 30 spatial hotspots for the driver that
are sorted by topic significant.

Fig. 3. Driving motivation topic global distribution diagram
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3.4 Experimental Results and Analysis

For each generated driving motivation topic, there are different access proba-
bilities and heat at each spatial location, heat information (top 30) is shown in
Fig. 4 when choosing the “Driving motivation topic 5”.

Fig. 4. Spatial probability distribution diagram of driving motivation

The statistical analysis for the first 8 driving motivation topic is shown in
Table 1, the statistical analysis result shows that the drive has a specific driving
interest topic. For example, in this experiment the drivers driving motivation
topic mainly includes: “topic 1”, “topic 3”, “topic 4”, “topic 6”, “topic 9” and
“topic 10”. As shown in the table above, different spatial positions have their
own topic probability feedback. Taking the most significant position in the global
topic distribution (spatial grid ID is 170154822) as example, calculating its prob-
ability distribution through the driving motivation model, and named the grid
as “G1” probability (Table 1), it can be found that this spatial position mainly
reflects the “topic 3” and “topic 5” driving motivation tendency.

Table 1. Driving motivation topic statistical analysis

Items Topics

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 Topic 6 Topic 7 Topic 8

Data quantity 33673 2554 21236 24187 2884 13920 6635 5038

Total probability 12.75 3.72 16.24 21.38 6.23 10.97 5.21 2.83

G1’s probability 3.57 0 1.25 39.12 0 7.29 0 0

In order to understand the practical significance of each driving motivation
topic more intuitively, the spatial grid distribution of each motive topic is pro-
jected onto the map. Top 9 motivation topics are listed in Fig. 5. It is easy to
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find that although in system model, each spatial grid is independent identically
distributed, it is not randomized in each topic, and is characterized by significant
regularity, which indicates that the driving motivation topic has inherent ten-
dency. The practical significance of this driver’s driving motivation topic can be
obtained. For example, for driving topic 2, the active route is Zhangzhou City-
Dongshan County through No. 324 national highway and No. 201 provincial
road.

(a) Driving topic 1 (b) Driving topic 2

(c) Driving topic 3 (d) Driving topic 4

(e) Driving topic 5 (f) Driving topic 6

(g) Driving topic 7 (h) Driving topic 8

Fig. 5. Driving behavior motive subject diagram
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4 Conclusion

It can be seen from the experimental analysis results that the probability of the
driver’s potential driving motivation topics reflected by each spatial grid can
be estimated by the driving motivation model. Therefore, during the driving
process, the driving motivation topic probability will gradually converge with
the grid number increasing passed by. And then the random probability events
are transformed into driving motive intention with inherent certainty, which will
provides important predictive support for applications such as driving route rec-
ommendation service and a new method for the research of driving motivation.
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Abstract. In order to detect the behavior of illegal vehicle jumping
and provide a simple and reliable basis for it, this paper presents an
algorithm based on Kalman filter for measuring the distance between
two cars. This paper mainly studies the ranging algorithm based on the
constant size of the license plate area. Meanwhile, by introducing the
Kalman algorithm to predict the position of the license plate in the
next frame of the picture and to improve efficiency. In order to verify
the reliability and accuracy of the algorithm, this paper has carried out
static and dynamic experiments. According to the experimental results,
we can find that the algorithm can meet the requirements of ranging and
have good accuracy.

Keywords: Vehicle jumping detection · Monocular distance measure-
ment · Kalman filter

1 Introduction

With the development of intelligent vehicle assistant driving technology, video
ranging technology is rapidly entering the field, used to distance between the
vehicle and the surrounding objects. At present, machine vision ranging includes
monocular ranging [1] and binocular ranging [2] or multi-field [3] vision rang-
ing technology. For binocular and multidimensional vision technology, to match
the characteristic of picture is a most important obstacle that hinder the tech-
nology to be developed rapidly. However, other affecting factors include real-
time requirements and cost of technology. The Zhao [4] put forward a real-time
ranging algorithm based on image depth information. The Wu [5] proposed an
improved distance measurement method based on vehicle shadow. The Liu [6]

c© Springer International Publishing AG 2018
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proposed a fast image segmentation method based on difference image stack and
ranging method.

This paper proposes a ranging algorithm based on the information of license
plate images. The size of most license plates is 440 ∗ 140 m2 in China. Thus, we
can calculate the measure the distance according to this characteristic. In this
paper, the Kalman predictor is used to predict the region of the target license
plate, which can reduces the number of license plate detection and recognition
time. The results of the experiments show that the method can satisfy stability
and real-time requirements.

2 Ranging Model and Algorithm Design

The general frame of the algorithm is showed as Fig. 1, which includes five mod-
ules. The video capture module obtains pictures by the car DVR. The image pre-
processing module is to provide more effective information for distance ranging.
The positioning module identifies the size of the license plate with a rectangle.
The ranging module is used to calculate the distance and output the result. The
prediction module is used to predict the position of the license plate in the next
frame.

Fig. 1. General frame of ranging

2.1 Analysis of Algorithm

The imaging geometric model of the camera contains the relationship between
the positions and spatial coordinates of all the information. The model is gen-
erally described by the pixel coordinates system (u-v), the image coordinates
system (x-y), the camera coordinates system (Xc, Yc, Zc) and the world coordi-
nates system (Xw, Yw, Zw). Assumed that the physical dimensions of each pixel
in the u-axis and v-axis directions are dx and dy, the image coordinates system
listed as Fig. 2.

The intersection point of the camera optical axis and the image plane is
defined as the origin of the coordinates system, in which the x-axis is parallel to
the u-axis and the y-axis to the v-axis. The point (U0, V0) is the coordinates of
point O1 in coordinates system u-v. The dx represents the physical size of each
pixel on the horizontal x-axis and the dy represents the physical size of each pixel
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Fig. 2. General frame of ranging

on the horizontal y-axis. The relationship between the pixel coordinates system
and image coordinates system as follows:

u =
x

dx
+ u0 (1)

v =
y

dy
+ v0 (2)

The relationship can be expressed as follows:
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u
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1
dx 0 u0

0 1
dy v0

0 0 1

⎤
⎦

⎡
⎣

x
y
1

⎤
⎦ (3)

2.2 The Linear Model of Camera Imaging

The relationship between the coordinates system of the camera and the world
can be showed as Fig. 3. The point O is the optical center. The Xc-axis and
Yc-axis are parallel to the x-axis and y-axis of the image coordinates system
respectively. The Zc is the optical axis of the camera. The intersection of the
optical axis and plane of the image is point O1. The camera coordinates system
are make up of the point O, Xc-axis, Yc-axis and Zc-axis.

Fig. 3. Camera coordinate system and world coordinate system



48 J. Wang et al.

The world coordinates system can be converted to the camera coordinates
system, and the transition relation is shown in the (5):

⎡
⎢⎢⎣

Xc
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Zc

1
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[
R T
0T 1

]
= M1
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⎢⎢⎣

Xw

Yw

Zw

1

⎤
⎥⎥⎦ (4)

The R is a orthogonal unit rotation matrix. The T is a translation vec-
tor. The M1 is a internal parameter of the camera. The conversion relationship
between the camera coordinates system and the image coordinates system can
be expressed as follows:
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Inputting the (4) and the (5) into the (3), we can get the model as follows:
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The αx = f/dx, αy = f/dy. The M2 is a external parameters of camera. We
can calculate the value of M2 ∗ M1 is by the method of camera calibration.

2.3 Camera Calibration

By the process of camera calibration, we can get the three-dimensional position
and orientation of camera in the world coordinates system [7]. As a general
rule, the size of the actual object in the image is inversely proportional to the
distance from the camera. The essay use checkerboard target calibration method
to calibrate the camera. The checkerboard calibration template is shown in Fig. 4.
The size of each black or white square is 10 ∗ 10 mm2.

Fig. 4. Checkerboard calibration template

By getting the checkerboard calibration template from different distance and
make sure that only the template is included for each shooting. Then, calculate
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the image area of the template obtained at distances. Based on the (6), we can
simplify the camera linear model into the (7) according to the paper [8]:

d = m
√

s (7)

The m is obtained by test on different distances, such as 100 mm, 150 mm,
200 mm and 250 mm. According to results of the camera calibration test, we can
get the arithmetic mean of m is 1.298 (Table 1).

Table 1. Test results of camera calibration

No. d (mm) S (mm2) m (s)

1 100 5935.408 1.297

2 150 13211.785 1.306

3 200 24300.023 1.282

4 250 36643.223 1.305

We define Na as the pixel size of the entire image and Nb as the size of the
rectangle that identified by location module. At the same time, Sa represents
the cross-sectional area of the plane where the license plate is located; Sb is
440 ∗ 140 mm2. The relationship as the (8):

Na

Nb
=

Sa

Sb
(8)

And,

Sa = 61600 ∗ Na

Nb
(mm2) (9)

Based on the (9) and the value of m, we can calculate the actual distance
from the camera to the front plate by followed the (10).

d = 1.298 ∗
√

61600 ∗ Na

Nb
(mm2) (10)

2.4 Kalman Predictor

The Kalman predictor is one of the common methods to estimate the target, and
further improve the efficiency of the algorithm by estimating the license plate
position, reducing the range of detection, recognition and matching. The basic
principle of the Kalman predictor is to use the measured value to correct the
estimated state and finally obtain a reliable state estimate.

X (k + 1) = AX (k) + BW (k) (11)

Y (k) = HX (k) + V (k) (12)
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In this paper, the k represents the sequence number of each frame in the
video information. The matrix X is the system state vector. The matrix W is
the noise vector of the system. The matrix Y is the observation vector. The
matrix V is the observed noise vector, A is the state transition matrix, B is
the noise driving matrix, and H is the observation matrix. The state prediction
equation and the updated equations can be obtained according to Kalman’s
prediction theory. The prediction equations as follows:

X
′
(k + 1) = A(k + 1, k)X

′
(k|k) (13)

P(k + 1|k) = A(k + 1, k)P(k|k)A
′
(k + 1, k) + Q(k) (14)

P(k + 1|k + 1) = [I − K (k + 1)H (k + 1)]P(k + 1|k) (15)

The updated equations as follows:

K (k + 1) = P(k + 1|k)H T (k + 1)
[
H (k + 1)P(k + 1|k)H T (k + 1) +R(k + 1)−1

]
(16)

X
′
(k + 1|k + 1) = X

′
(k + 1|k) +K (k + 1)

[
Y (k + 1)−H (k + 1)X

′
(k + 1|k)

]
(17)

P(k + 1|k + 1) = [I − K (k + 1)H (k + 1)]P(k + 1|k) (18)

Where, the I is the unit matrix and the P is the variance matrix. When the
violation occurs, the speed of the vehicle is relatively low. Therefore,in the exper-
iment referred to in this paper, the vehicle in the video information can be moved
almost uniformly. The horizontal and vertical coordinates of the center of the
identified rectangular box are defined as the initial measurements of the Kalman
predictor. In addition, the relevant parameters are defined in this experiment as
follows: A= 1, B = 1, H = 1, Q = 0, R= [4,0;0,1], P(0) = [2,0;0,1].

3 Ranging Experiment and Result Analysis

In order to verify the accuracy and real-time performance of the algorithm, the
paper arranges vehicle experiments in both static and dynamic status. The exper-
imental procedures are as follows: Step1: Gets information about each frame
image. Step2: Preprocess the image. Step3: Matching license plate in the given
area and marking the license plate area with a rectangle. Step4: Calculate the
distance, and output the result. Step5: Based on the results of Step3, estimate
the area where the license plate may appear. The area is centered on the centroid
of the rectangle identified by the above frame, while the length of the long side
is 1.5 times the previous one. Step6: If we can match the license plate in step5,
proceed to step4. If the algorithm can not match the license plate, proceed to
step3.



A Ranging Algorithm for Mobile Vehicles 51

3.1 Static Vehicle Experiment and Result Analysis

The environment of the experiments is showed in the Fig. 5. The distance
between the license plate and the rear is 5 cm. Then, mark the position of the
distance against the rear, 1 m, 1.5 m, 2 m, 2.5 m and so on. The camera used
in the experiment is a Logitech C270 camera with a maximum resolution of
1280 ∗ 720. Thus, the value of Na is 921600. We install camera at the fixed height
of 1.2 m and an inclination angle of 87◦ to conduct two groups of experiments.
The ranging algorithm is implemented by OpenCV-3.1.0 visual processing func-
tion library. And, we can found the algorithm the can satisfy the requirements
of static ranging according to the Table 2.

Fig. 5. Experiment environment

Table 2. Experiment result of dynamic distance ranging

N0 Test results (cm) Real distance (cm) Error (%) Running time (s)

1 98.26703 105 6.41 0.39395

2 227.303452 205 10.87 0.341132

3 320.364197 305 5.03 0.233536

4 409.206177 405 1.03 0.228833

5 489.061584 505 3.16 0.221364

3.2 Dynamic Vehicle Experiment

To verify the algorithm, we have a dynamic vehicle experiment. The video infor-
mation is about 25 frames per second. Figure 6 is test done on the campus road.
Figure 7 is test on the urban center road. Compared with the urban center road,
the speed of the vehicle on campus is slower, and the surrounding environment
is relatively simple. Figures 6 and 7 have been marked out the license plate, and
the results are displayed in the image.

The dynamic experiment shows that the monocular ranging algorithm pro-
posed in the paper can be used for dynamic vehicle distance measurement. The
red data on the left corner of the chart represents the time that consumed on
the distance measurement. It can be found that the time is in the range of 0.1
to 0.3 s. So it can effectively meet the real-time requirements of ranging.
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(a) (b)

Fig. 6. Distance ranging on campus road

(a) (b)

Fig. 7. Distance ranging on urban center road

4 Conclusion

The paper proposes a monocular ranging algorithm for measure the distance.
The efficiency of the algorithm is improved by the Kalman predictor. Generally,
the speed and distance of the vehicle are relatively small. Thus, according to the
results of static experiment and dynamic experiment, the proposed algorithm
can meet the requirement of vehicle jumping distance detection, and has good
robustness and accuracy.
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Abstract. Driving recorder has become one the necessary equipment for the
current automotive. In Taiwan, there are various brands driving recorder with
different capabilities, and almost all of the automotives are installed at least
one set of driving recorder. The main function of driving recorder is to record
the road video in case of clarify for the responsibility of an accident or unex‐
pected situations. Therefore, the design of driving recorder will focus on the
higher recorded video quality as well as higher compression ratio in order to
take up less storage space. This paper mainly discusses the different video
codec technologies and evaluates their performance on the driving recorder
applications. The video codec technologies mentioned in this paper includes
the early MPEG-4, currently H.264, and the newest H.265. This paper simu‐
lates these three different video codecs, i.e., MPEG-4, H.264, and H.265 to
evaluate their coding performances on 6 road videos captured from different
vehicle speeds. Then this paper will find the appropriate video codec for the
specific vehicle speed as well as road conditions. The experimental results
could provide a well reference for the selection of driving record video codec.

Keywords: Driving recorder · Dash cam · MPEG-4 · H.264 · H.265

1 Introduction

Driving Recorder or called Dash cam is a type of video camera for vehicles and is
growing in popularity in worldwide, specially, in China and Russia. This is a video
camera installed in vehicles in order to record what is happening on the roads. Driving
recorder could be used for simple entertainment or to securing evidence in the event of
accidents [1, 2]. According to data from retail analysts GfK, the sales of driving recorders
increased by 395% in 2016, growing faster than any other consumer electronic product
including smart fitness bands, tablets and digital cameras.

There are different types of driving recorder models that vary in size and function‐
ality. Basically their primary design is to record events that occur outside the vehicle.
In market place, there are three types of driving recorder: (1) Front facing video camera
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or ‘one video cam’ product. This type of driving recorders typically mount on the front
windscreen or dashboard whilst facing forward and capturing events and everything
within sight. (2) ‘Dual video cams’ front and rear driving recorder. In addition to the
front facing camera, there is also a secondary camera which mounts at the back of the
vehicle to provide coverage of all events happening behind the vehicle. (3) Four video
cams driving recorder. In addition to the front and rear cameras, there are also one affixed
to the left and right side of the vehicle. From experience, commercial vehicles such as
truck transport or major logistic companies often tend to use multi-video cams products.

Therefore, the key component of driving recorder is the video codec. There are 3
developed video codecs could be used in driving recorder today. They are MPEG-4,
H.264, and H.265. All of these three types of video codecs are belong to hybrid
codec structure. The principle encoding processes are video data transform, motion
estimation, motion compensation, and entropy coding for bit-stream. The decoding
processes are the reverse of the encoding. MPEG-4 is the most common streaming
format and it consists of many parts, of which only MPEG-4 Part II is used for video
coding. MPEG-4 Part II calls on video encoders such as DivX or XviD in order to
encode the video, while audio is typically carried in MP3 format. Modern updates
to MPEG-4 are now using H.264 as well. H.264 is a more advanced technology for
compressing video. It analyzes foreground (changing parts) and background (static
parts) in video and avoids redundant information. The compression rate is signifi‐
cantly higher than MPEG-4. H.264 relies on x264 for encoded video (as well as
others, such as DivX or XviD), and audio is often encoded using AAC or MP3 audio
codecs depending on the size and quality. H.264 is touted as 1.5 to 2 times as effi‐
cient as basic MPEG-4 compression, which leads to smaller file sizes and seamless
playback on more devices. In fact, H.264 is now included in the MPEG-4 codec
(MPEG-4 Part 10: Advance Video Coding, known as MPEG-4 AVC).

High Efficiency Video Coding (HEVC) or H.265 is a new standard for video
compression developed by the ISO and ITU-T in 2013. HEVC/H.265 has the potential
to deliver better performance than earlier standards such as H.264/AVC. HEVC prom‐
ises a 50% storage reduction as its algorithm uses efficient coding by encoding video at
the lowest possible bit rate while maintaining a high image quality level. HEVC has the
same basic structure as previous standards such as MPEG-4 and H.264/AVC with
various incremental improvements such as [3]:

• More flexible partitioning, from large to small partition sizes,
• Greater flexibility in prediction modes and transform block sizes,
• More sophisticated interpolation and de-blocking filters,
• More sophisticated prediction and signaling of modes and motion vectors,
• Features to support efficient parallel processing.

Even though HEVC/H.265 is already finalized, it is still not popular. One reason is
that HEVC/H.265 comes with the trade-off requiring almost 10x more computing power.
This means the cost of driving recorder using HEVC/H.265 codec is greater than the
one using H.264/AVC or MPEG-4 codec. This paper will discuss the encoding perform‐
ances of MPEG-4, H.264, and H.265 in six different types of vehicle speed and to find
the most suitable video codec for driving recorder. The following sections are organized
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as follows: Sect. 2 describes the experimental method as well as the experimental results,
and Sect. 3 gives a conclusion of this paper.

2 Experimental Method and Results

2.1 Simulation Environment

This paper makes use of JVC GZ-MG20TW hard disk digital camera to capture the
vehicle driving videos. The JCV GZ-MG20TW comes with F1.8 lens and 68 million
pixels CCD. The original videos will be encoded using JVC exclusive lossless video
codec with frame size of 720 × 480 and frame rate of 29.97 FPS. This paper takes video
frames from urban and highway regions, respectively. In the urban regions, this paper
records the driving video frames at three different vehicle speeds, i.e., 40,50, and 60 km/
h. Whereas in the highway region, this paper records the driving video frames at three
different vehicle speeds, i.e., 90,100, and 110 km/h. Each video clip contains 300 video
frames, approaching 10 s video length.

The simulation video codec used in this paper is VidCoder. VidCoder is a kind of
free software [5]. In this paper, VidCoder is carried out by a PC with Intel Core i5
2.2 GHz CPU, 8G RAM, and Window 10 64-bit OS. VidCoder supports MPEG-4
encoding with ffmpeg library. VidCoder performs H.264 and H.265 encoding via x264
and x265 libraries, respectively. This paper using Peak Signal-to-Noise Ratio (PSNR)
to evaluates the encoding performances. The definition of PSNR is given as [4]

PSNR = 10 log255 × 255
MSE

(dB) (1)

where MSE (mean square error) is defined as [4]

MSE =

∑M

I=1
∑N

j=1

(
fi,j − f ′

i,j

)2

M × N

(2)

In Eq. (2), the variables M and N are the frame size, e.g., M = 720, and N = 480. fi,j

and f ′
i,j are the luminance pixel values at (i, j) position in the original and decoded video

frames, respectively.

2.2 Experimental Results

Tables 1, 2, 3, 4, 5, and 6 show the MPEG-4, H.264, H.265 encoding performances at
vehicle speed equals to 40, 50, 60, 90, 100, and 110 km/h, respectively.
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Table 1. The MPEG-4, H.264, H.265 encoding performances at vehicle speed = 40 km/h

MPEG-4 H.264 H.265
CP. Ratio PSNR (dB) CP. Ratio PSNR (dB) CP. Ratio PSNR (dB)
5.31 39.29 5.91 39.7 8.44 39.74
7.43 37.89 8.83 38.57 12.42 38.77
9.78 36.76 12.99 37.46 17.99 37.82

12.24 35.89 18.76 36.36 25.71 36.87
14.69 35.18 26.89 35.24 36.51 35.91
17.68 34.56 37.86 34.16 51.64 34.94

Table 2. The MPEG-4, H.264, H.265 encoding performances at vehicle speed = 50 km/h

MPEG-4 H.264 H.265
CP. Ratio PSNR (dB) CP. Ratio PSNR (dB) CP. Ratio PSNR (dB)
5.16 39.63 5.64 40.05 8.09 40.25
7.08 38.25 8.40 38.93 11.80 39.27
9.20 37.15 12.30 37.81 17.00 38.30

11.32 36.28 17.75 36.70 24.54 37.34
13.47 35.58 25.56 35.57 34.87 36.36
16.07 34.97 35.83 34.46 49.29 35.37

Table 3. The MPEG-4, H.264, H.265 encoding performances at vehicle speed = 60 km/h

MPEG-4 H.264 H.265
CP. Ratio PSNR (dB) CP. Ratio PSNR (dB) CP. Ratio PSNR (dB)
4.85 39.20 5.51 39.64 7.69 39.72
6.77 37.77 8.08 38.46 11.10 38.70
8.61 36.62 11.68 37.28 15.74 37.68

10.63 35.72 16.65 36.10 22.22 36.67
12.71 34.98 23.65 34.93 31.43 35.66
15.13 34.35 33.22 33.76 43.99 34.63

Table 4. The MPEG-4, H.264, H.265 encoding performances at vehicle speed = 90 km/h

MPEG-4 H.264 H.265
CP. Ratio PSNR (dB) CP. Ratio PSNR (dB) CP. Ratio PSNR (dB)
4.42 38.92 5.35 39.33 7.15 39.51
6.05 37.47 7.74 38.09 10.06 38.44
7.84 36.31 11.08 36.86 14.14 37.38
9.67 35.40 15.70 35.62 19.75 36.31

11.45 34.65 22.25 34.41 27.60 35.24
13.51 34.01 30.82 33.19 38.70 34.17
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Table 5. The MPEG-4, H.264, H.265 encoding performances at vehicle speed = 100 km/h

MPEG-4 H.264 H.265
CP. Ratio PSNR (dB) CP. Ratio PSNR (dB) CP. Ratio PSNR (dB)
4.30 39.10 5.04 39.59 6.78 39.76
5.83 37.64 7.21 38.33 9.52 38.68
7.56 36.47 10.28 37.09 13.27 37.62
9.30 35.55 14.49 35.84 18.42 36.55

10.93 34.79 20.45 34.61 25.73 35.48
13.08 34.15 28.45 33.38 35.99 34.41

Table 6. The MPEG-4, H.264, H.265 encoding performances at vehicle speed = 110 km/h

MPEG-4 H.264 H.265
CP. Ratio PSNR (dB) CP. Ratio PSNR (dB) CP. Ratio PSNR (dB)
4.18 39.01 5.08 39.40 6.74 39.62
5.65 37.53 7.23 38.13 9.38 38.53
7.30 36.34 10.21 36.85 12.95 37.45
8.96 35.40 14.34 35.58 17.82 36.36

10.66 34.64 20.17 34.30 24.70 35.27
12.56 33.98 28.17 33.05 34.17 34.18

Figure 1 shows the encoding execution time of H.265, H.264, and MPEG-4 with
different PSNR. It follows from Tables 1, 2, 3, 4, 5, and 6 and Fig. 1, the sorting of
encoding performance is H.265 > H.264 > MPEG-4. The performance gap between
these three video codecs will be extended when the compression ratio is increase.
Besides this outstanding bit-rate reduction, when compared to H.264 and MPEG-4,

Fig. 1. The encoding execution time of H.265, H.264, and MPEG-4.
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H.265 delivers a better visual quality with similar file size or bit-rate. However, the
encoding execution time of H.265 is significantly longer than H.264 and MPEG-4.
In this simulation, the average encoding time of MPEG-4 is within 2 s, H.264 is
about 5 s, and H.265 reaches 15 s. It means that the computing power of H.265 will
greater than those of H.264 and MPEG-4. Figure 2 shows the compression ratio and
PSNR of MPEG-4, H.264, H.265 at vehicle speed equals to 40, 50, 60, 90, 100, and
110 km/h, respectively. The compression ratio of these three video codecs is similar
to the statistical analysis of the PSNR values, whichever regardless of the vehicle
speed.

Fig. 2. The compression ratio and PSNR of MPEG-4, H.264, H.265 at vehicle speed = 40, 50,
60, 90, 100, and 110 km/h.
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3 Conclusion

This paper simulates three different video codecs, i.e., MPEG-4, H.264, and H.265 to
evaluate their coding performances on 6 types of driving videos captured from different
vehicle speeds and road conditions. According to the experimental results, H.264 is the
most suitable video codec for driving recorder at the present time. H.264 has the better
trade-off between decoding video quality and encoding execution time. However, H.
265 has unbeatable better visual quality at a very low bit-rate. Once hardware manu‐
facturers are starting to produce new IC to support H.265 codec, it is obviously H.265
will be the main video encoder for driving recorder in the future.
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Abstract. Research background and significance of railway train working
diagram plan system is introduced, and system research process including six
stages is proposed, and point out that at present, the train working diagram plan‐
ning system research is in the fifth stage. Then, the train working diagram system
4.0 developed at present is introduced, and effect of the system are proposed.
Furthermore, system key technology and main innovation are analyzed, including
the unified algorithm applying for both single lines and double lines, the general
data model and computers-supported cooperative work method for train working
diagram plan system. Then, based on the constantly changing railway network
construction and transportation market environment, the challenges of high-speed
railway transportation organization and freight transportation organization based
on limit delivery time are analyzed. Finally, research prospects of the system is
put forward.

Keywords: Railway · Train working diagram · System

1 Research Background and Significance

Train working diagram connects the railway transportation network as a whole, it is the
basis of railway transportation organization, and more, fully embodies the centralized
use of railway resources, that is, whole railway network organization likes a game of
chess.
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It is difficult to plan train working diagram because of characteristics that newly built
high-speed railway lines and the existing lines are intertwined into a network, both
passenger trains and freight trains run on the same railway line, transport capacity and
demand contradictions prominent, etc. The traditional manual plan method and the early
plan method by a stand-alone computer can’t meet the needs of the train working
diagram plan (TWDP) demand under the complex conditions of railway network trans‐
portation organization [1].

The only way for the railway to enhance its rapid reaction capability to cope with
rapid changing market, is in-depth researching TWDP theory and method, and devel‐
oping the railway TWDP system and improving the level of TWDP informatization and
intelligence.

2 System Research and Application Review

2.1 System Research Process

Based on development law and process, six stages of TWDP system are shown as
bellow [2].

Stage 1: Focus on solving specific problems by specific method, that is, according
to the characteristics of different sections of different railway bureau, study the specific
solution to solving the distinct individualized specific problem;

Phase 2: Committed to the study of the versatility and adaptability of the system,
that is, trying to solve the train working diagram planning problem of different sections
and different lines using the same system;

Phase 3: Establish a system to plan the train working diagram in the scope of railway
bureau, the system is effective for single railway lines and double lines, automatic blocks
and semi-automatic blocks, so, it is general, more functional, effective for the whole
railway network, more, it can improve the efficiency of the planning train working
diagram;

Stage 4: Starting from the goal of planning the national railway network train
working diagram as a whole, focus on the establishment of the whole passenger train
working diagram planning system to create the conditions for optimization of passenger
train working diagram, and to improve the quality and efficiency of TWDP;

Stage 5: Study the technological means for plan the whole railway network train
working diagram, establish the system supporting the remote network TWDP. Focus on
elaborate, intelligent and systematic system construction technology, achieve to plan
the train working diagram and other related plans cooperatively, establish an integrated
management information system for internal railway, achieve the integration of infor‐
mation collection, management, query and comprehensive decision support for TWDP
based on the computer network, and provide technical support for realizing the railway
TWDP and management centralized, unified, efficient.

Phase 6: Achieve to plan the train working diagram automatically based on whole
railway network, greatly improve the automation and efficiency and the level of infor‐
mation management degree of TWDP system.

At present, TWDP system research is in the fifth stage.
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2.2 Characteristic of Train Working Diagram System 4.0

(1) Upgrade the system based on 64-bit operation system, and solve the problem of
data management capacity constraints in version of system 3.0, and it is beneficial
to improve planning and dynamic management, and to realize train working
diagram multi-program comparison.

(2) Construct train working diagram planning and management integrated information
platform, including technical data management, all plan-making related trains
operation, for example train operation plan, vehicle (EMU) scheduling plan, loco‐
motive turnover plan, vehicle distribution plan, station operation plan, and train
operation traction calculation, etc., train operation diagram version management,
train operation information sharing, train operation simulation and verification,
furthermore, consider the information exchange and sharing demand with other
railway information system.

2.3 Summary of Research and Development Process

A suitable research and development process for planning train working diagram by
computer in mainland is gradually explored, that is from the pursuit of establishment
train working diagram automatic and optimization planning system, to strive for building
decision-making and human-computer interaction system for practical use and ensuring
the quality of plan, and from plan train working diagram by a stand-alone computer in
the scope of local area, to collaborative making the whole railway network train oper‐
ation diagram based on computer network.

2.4 Consequence of Planning Train Working Diagram by Computer

(1) Realize the revolution from traditional way of planning train working diagram
manually to planning computerized;

(2) Realize the revolution of planning train working diagram by networking computers-
supported cooperative work instead of planning by a stand-alone computer.

2.5 Effect of Planning Train Working Diagram by Computer

(1) Improve the efficiency of planning train working diagram greatly and shorten the
time;

(2) Improve the quality of TWDP effectively by changing plan mode from individual
closed plan to computers-supported cooperative work.
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3 System Key Technology and Main Innovation

3.1 Key Technology Points

(1) The unified algorithm applying for both singer line and double line TWDP is
proposed, laid the technical foundation for planning whole railway network train
working diagram.

(2) The general data model of the train working diagram is established, laid the tech‐
nical foundation for the data management of the railway network train working
diagram.

(3) The computers-supported cooperative work method is built [3], laid the technical
basis for networking TWDP.

3.2 Main Innovation

(1) Develop the whole railway network TWDP system, realize TWDP by computer
instead of by manual.

(2) Establish of the computers-supported cooperative work technology, make a break‐
through of networking TWDP.

Study a series of TWDP system key technologies such as the shared control structure,
the cooperative mechanism, the concurrent control method and the access control
strategy, and establish sets of computers-supported cooperative work technology for
TWDP system. Then, propose a hybrid structure with a combination of concentration
and distribution, and proposes two kinds of cooperation modes for TWDP, they are
“cooperation under centralized control” and “equal cooperation” [4]. System concur‐
rency control hybrid control strategy and technical solution which are integrated by
improved full-order centralized control method, the locking method and concurrency
control method based on operation transform. An improved role-based [5] train opera‐
tion diagram access control method is proposed by improving the regional attributes and
virtual rights of the subject and object.

(3) Establish a computers-supported cooperative work mode, break the traditional way
of closed work, and achieve revolutionary changes in TWDP.

As a result of data synchronization, planners can make and adjust detailed TWDP
based on the entire railway network, break the traditional mode in make TWDP on two
minutes grid based on solidified long distance passenger train rough plan.

(4) Propose TWDP intelligent solution based on hierarchical decision-making and
satisfactory optimization.

The hierarchical decision model and satisfactory optimization model are established,
and TWDP method based on state space method and heuristic search technique is
constructed.

(5) Construct the planning technology applying for both single lines and double lines,
break difficulties of planning network train working diagram by computer.
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Different train operation organization modes apply for different railway lines,
railway has two modes including two-way traffic in single-line and one-way traffic in
double-line, how to design unified algorithm suitable for both modes is the primary
problem of planning network train working diagram.

(6) Establish a set of integrated information platform including all related train oper‐
ation plans, realize the system integration and innovation, improve the refinement
degree of TWDP, and it is beneficial to comprehensive optimization of TWDP.

(7) Establish data management technology based on the entire railway network TWDP.

Put forward data structure design method of TWDP system based on the railway
interval, and establish the data management method based on the user role. And, system
has a high degree of automation in system data consistency maintenance, and supports
all train operation data reporting, download, and realizes the data dynamic management.
TWDP system is tightly coupled system, all the data is one-time read into the computer
memory, and has high operating efficiency.

(8) Upgrade TWDP system based on 64-bit operating system, greatly enhance the
system’s processing power.

With the expanding of railway network, system memory capacity is a technical
bottleneck. “TWDP system 4.0” is developed on 64-bit operating system, solve the
problem of data management capacity constraints based on 32-bit system, improve the
system’s ability to adapt to the development of the railway, and the system’s life cycle
can be greatly extended.

4 Challenges Based on High-Speed Railway Network Operations
and Railway Logistics

Based on the constantly changing railway network construction and transportation
market environment, the challenges of high-speed railway transportation organization
and freight transportation are shown below.

4.1 High-Speed Railway Transportation Organization

(1) Transportation organization model

High-speed railway passenger flow consists of both types including passenger only
travelling on one high-speed railway line and passengers travelling across several lines.
At present, long distance trains are mainly adopted for cross-line passenger flow, the
train organization mode is the same as the traditional way. High-speed railway train
running fast, so travelling time on the railway network is greatly reduced, in order to
operate more trains to meet the demand of passengers, high-speed railway transportation
organization organizer should develop new transportation organization model that is
direct transportation combined transfers connection for cross-line passenger flow in the
future.
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(2) Planning mechanism

The key of the high-speed rail transportation organization is to coordinate the rela‐
tionship between the railway transportation organization and the transportation
marketing, establish a new mechanism for the comprehensive, rapid and accurate
response to the change of the transportation market is very important. In the future, high-
speed railway operation plan should be made based on the market-oriented, integrated
design ideas.

(3) Planning technical characteristics
① Synergy integration

High-speed railway operation plan should be made based on market-oriented, and
rational use of transportation capacity resources, and passenger flow forecasting and
train plan, train working diagram, EMU scheduling should be designed integrated.

② Dynamic

Railway passenger flow has seasonal, volatility characteristics, passenger flow has
sharp ups and downs fluctuating in one year, one quarter, one week, or even within a
day, planners must make regular train working diagram, weekend train working diagram
and peak period train working diagram by season and year according to passenger flow
rule.

③ High precision

In order to ensure the high quality of high-speed railway service level, high-speed
trains must have a high punctuality rate, which requires operation plan must be highly
reliable and implementable, plan must be made comprehensively, accurately and
detailed.

④ Intelligent

Newly built high-speed railway and existing regular railway has been integrated,
complex railway network has already been constructed. In order to adapt quickly to
market changes, it is necessary and urgent to realize high-speed railway operation plan
intelligent, in order to shorten the make period of high-speed railway operation plan,
and improve plan’s quality.

4.2 Freight Transportation Organization Based on Limit Delivery Time

(1) Background of the challenge

The traditional railway transportation is centered on the internal operation efficiency
of railway organizations, and there is no good balance between customer needs and
internal railway organization, and also no time to attend to delivery time which is the
goods owner most concerned about. With the development of globalization and modern
logistics industry, the demand for delivery goods quickly becomes strong, the transpor‐
tation market requires service concept of transportation organizer from “producer as the
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center” to “consumer as the center”, railway transportation must meet the goods owner’
needs.

(2) Solution

Based on limit delivery time freight transportation organizations should be “market-
oriented, customer-centric”, basic plan must be adjusted according to recent railway
freight market demand and the dynamic changes of railway transportation resources,
the plan based on this formation is the implementation plan. The implementation plan
is adopted to guide the daily scheduling command work, and it should be adjusted by
daily operation plan to ensure the precision of implementation plan, and the demand of
freight limit delivery time transportation can be achieved by the way.

The implementation plan must include freight full transportation process, and must
be made when approve the goods owner’s transportation request, so it can provide real-
time tracking, reliable, timely delivery transportation services for goods owners. To this
end, existing transport organization method must be improved and redesign. The key is
to establish the concept of railway freight transportation organization based on limit
time delivery, to study its transportation organization method and carry out the trans‐
portation organization process reengineering, and to speed up the construction of intel‐
ligent railway transportation information system.

5 Research Prospects

Based on the current research and development of the system, combined with the railway
network establish and operation organization revolution, we will study the following
aspects, including optimization of long distance train operation scheme which is crossing
some railway bureau’ scope, optimization of window maintenance design scheme under
the railway network condition, cooperative intelligent optimization of train plan and
train working diagram, cooperative intelligent optimization of train operation plan and
EMU scheduling, optimization of high speed railway periodic train working diagram
under condition of railway network, optimization technology of the railway freight train
operation diagram based on the limit delivery time.
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Abstract. The development of “Internet+” railway passenger service mode has
important significance under the new situation of economic development. At
first, this paper uses the service chain theory to analyze railway passenger
service demand, content and elements comprehensively. Then, the existing
railway passenger service mode of the content, characteristics and existing
problems are discussed. At last, for realizing the goals for providing a full range
of passengers services, extension services, advanced services, an new railway
passenger service mode based on “Internet+” is proposed, and railway passenger
service information platform technology architecture is put forward based on
cloud computing. Thus, a reference for the railway passenger service to achieve
“Internet+” can be proposed.

Keywords: “Internet+” � Railway passenger service � Mode � Service chain �
Cloud computing

1 Introduction

The “Internet+” was first proposed by contemporary ecological thinker Mr. Zhang
Ronghuan in 2007. It refers to the application of Internet thinking and Internet tech-
nology to various traditional industries. And we should give full play to the opti-
mization and integration of the Internet in the allocation of traditional industry
resources, improve the innovation and productivity of traditional industries based on

This research was supported by the National Natural Science Foundation of China (Project No. 6140
3317, 61703351), National Key Research and Development Program of China (2017YFB1200702,
2016YFC0802208), Science and Technology Plan of Sichuan province (Project NO. 2017ZR0149,
2017RZ0007), and Science and Technology Plan of China Railway Corporation (Project No. 2016X
006-D),and the Fundamental Research Funds for the Central Universities (2682017ZDPY04, 26820
17CX022, 2682017CX018).

© Springer International Publishing AG 2018
J.-S. Pan et al. (eds.), Advances in Smart Vehicular Technology, Transportation,
Communication and Applications, Smart Innovation, Systems and Technologies 86,
https://doi.org/10.1007/978-3-319-70730-3_9



the Internet platform. Since 2015, the “Internet+” action plan has been promoted to the
national strategic height, and all industries have become increasingly pay attention to
internet [1].

Under this circumstance, the “Internet+” also has gradually been applied on railway
passenger service, and the building of 12306 domestic passenger service website is
more outstanding. This website has improved the convenience and satisfaction of the
passenger ticket purchase, and obtained better benefits. But in general, the Internet of
passenger service is still not high. In terms of passenger product development, pro-
motion of passenger service mode, improvement of passenger service quality, pas-
senger service business development and other aspects, there is still a large gap
between passengers’ expectations. A complete Internet passenger service system has
not yet been established. And the development of railway passenger service based on
“Internet+” has been proved to be the innovation and upgrading of traditional pas-
senger service mode. At the same time, as the internal demand to improve its own
competitiveness, its development model needs to be further studied.

This paper focuses on the goal of the Internet of passenger travel service. Firstly,
the service chain theory is used to study the content, scope and mechanism of pas-
senger service. Then, this paper combines the “Internet+” technology with the railway
passenger service chain, and puts forward the system, content and mode of “Internet+”
railway passenger service mode, to promote the railway passenger service imple-
mentation “Internet+” for reference.

2 Railway Passenger Service Chain Model

Traditional passenger travel chain demand analysis, customer relationship analysis and
other methods mainly focus on customer demand as the center to promote and optimize
the product structure and production mode of passenger service enterprises. Because of
the focus on the passenger service enterprise itself, it is not conducive to the expansion
of the service depth and breadth of passenger service.

The service chain aims to maximize the overall and optimal service of the pas-
sengers, and organize various agencies or elements related to the service to form a
complete network chain structure [2]. The service chain is essentially the complete
service of all service organizations participating in the travel of passengers. Due to the
focus on other service organizations and elements including core passenger service
enterprises, therefore, it is easier to explore and develop active services, full-service
services, extension services and advance services on the basis of integrating all service
resources, and more suitable to play the characteristics of “Internet+”.

Analyze the relationship between passenger demand, passenger service and service
elements by constructing a service chain model, the model construction method pro-
posed by Ref. [3] was established, and the railway passenger service chain was con-
structed as shown in Fig. 1. Railway passenger service can be divided into pre-service,
interim service and post-service. Pre-service refers to the services that passengers need
before the bus, including information consultation, policy consultation, travel planning,
booking tickets, insurance and other services. The interim service refers to the services
that passengers need during their trip, including short haul, station service, train
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service, business services, etc. Post-service refers to the service required by the pas-
senger after the end of the ride, including the service evaluation, service remediation,
etc. The railway enterprise is the core service provider in this service chain, including
government supervision departments, public transport departments, intermediary
agents, insurance companies, bank credit, business services enterprises and other ser-
vice agencies. These service agencies cooperate with each other to provide complete
travel services for passengers.

3 “Internet+” Railway Passenger Service Mode

3.1 Current Railway Passenger Service Model Analysis

The current railway passenger service model has the following problems: (1) The
railway passenger service scope is still limited to the traditional services such as the
order ticket service, station service and train service, and other extension services.
(2) Despite the introduction of 12306 online booking system, the railway passenger
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service mode is mainly based on human services and equipment guidance. The degree
of automation and autonomation of passenger service need to be further improved.
(3) There is a lack of personalized service for travelers. (4) The business model of the
free business model mainly lacks the overall planning and connection. The traditional
passenger railway passenger service model is shown in Fig. 2.

3.2 “Internet+” Railway Passenger Service Model Characteristics

The railway passenger service chain model shows the full demand of the passenger,
and also shows the network connection between the service providers. “Internet”
technology and platform can support and realize the construction of railway passenger
service chain. The railway passenger service model under “Internet+” shall include the
following characteristics:

(1) Cross-border integration. The “Internet+” can remodel the different areas and
industries in the railway passenger service chain, and the cross-border integration
will make the railway passenger service base more solid. Integration can also refer
to the integration of identity, the passenger even turn into the designer of the
service.

(2) Reshape the structure. Information revolution, economic globalization, Internet
and other technologies are constantly improving the original industrial structure.
As a new kind of innovative thinking and technology, “Internet+” will also
reshape the traditional railway passenger service structure.

(3) Respect human nature. The starting point of the “Internet+” model should be
respect for human nature. Only in this way, Internet technology can truly promote
the innovation and progress of railway passenger service. The “Internet+” railway
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passenger service model can utilize cloud computing and big data mining to find
and meet the personalized needs of passengers.

(4) Connect everything. The “Internet+” model makes it easier to connect people,
people and things, greatly reducing the cost of communication. The “Internet+”
railway passenger service model should also make full use of Internet platforms
and Internet of things technology to enhance the connectivity of passengers and
services.

3.3 Design of “Internet+” Railway Passenger Service Model

Relying on the Internet platform, cloud computing, big data mining, Internet of things
technology, etc., aiming at the shortcomings of the traditional model of railway pas-
senger service, based on the passenger service chain, design “Internet+” railway pas-
senger service mode.

(1) Pre-trip service

① Create customized products for passenger traffic service and passenger service
Using passenger service platform and large data analysis technology, analyze different
travelers’ favorite tourism products, customize personalized railway tourism products
for tourists, and make travel plans for every passenger. Travelers can choose their
favorite travel plans based on their own preferences. The following activities are
jointly arranged by railway companies and tour companies, hotels, and short-haul
operators, including hotel accommodation, scenic spot tickets, round-trip tickets and
so on. Carry out the railway online tourism business and make full use of the internal
resources of the railway, including railway passenger transport products, railway hotel
resources and tourism resources. At the same time, it combines external resources to
create special railway travel products and expand passenger service content.

② Introduce a variety of purchase scheme base on market
According to market demand and passenger demand data, a variety of passenger ticket
forms such as annual ticket, monthly ticket, special discount ticket and membership
ticket are introduced at any time to enhance the attraction of railway travel. In order to
facilitate the journey of the passengers, carry out the joint tickets with public trans-
port, and travel companies. Enhance the passenger ticket service level through online
selection of seats.

③ Provide customized passenger service according to passenger demand
Booking catering online means that passengers can book their meals online while
booking tickets online. Travelers can also choose not to order catering services, and
only choose to order online during the trip. Besides, hotel booking service, entry and
exit taxi rental can be booked online. According to the passengers’ demand, special
passengers like minors, old people, sick passengers and so on will be escorted.
Passengers can compare online and buy insurance at any time.
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(2) Station and train service in passenger travel

① Using Internet of things technology to build smart station [4]
Make full use of Internet technology to build digital smart station. Use perception,
navigation, positioning and other wireless Internet technologies to upgrade the sta-
tion’s facilities and improve the quality of passenger service. When the passengers
arrived at the station, simple layout of the station should be pushed to passengers’
mobile phone. This will allow passengers to easily understand the location of the
waiting room, the entrance passage, the ticket office, the shopping area, the toilet, etc.
It is easy to find the location of the ticket office or waiting room through the navi-
gation of the mobile phone, and convenient for passengers. Advertise station client
inside, outside the station and on the train. Or post WeChat qr codes in bold locations,
and scan the qr code to download the client. By paying attention to these things,
travelers can use their mobile phones to quickly query the information of the car and
the delay time of the trip.

② Use a smart ticket to assist travelers throughout the journey
The intelligent identification chip is installed in the passenger ticket, and each pas-
senger ticket will temporarily store the information of the passengers’ ride. The
read-write recognition device can be placed in the various areas of the station and
train, passengers can easily enter the station by placing the ticket on the sensor area
for identification. Passengers will receive all kinds of prompt guidance information,
train information and problem solving at the same time. Tickets will automatically
show the seats or seats reserved for passengers when they get on the train. The client
will send the station name and the delay time according to the train ride to passengers,
and then push the destination information accordingly. When the passengers get to
their destination, the tickets will send a notice of impending arrival to give travelers a
rough idea of where they will arrive. When the passengers arrive, collect the tickets
and empty the passengers’ data.

③ o2o business services
The railway can develop the convenience store function of the APP, which can be
operated on the Internet or on the mobile phone client according to the need, and
browse or order the goods on the station or train. After that, the service personnel will
directly send the items to the passengers, and the passengers can choose to pay for the
goods online or on delivery. The business around the station can also integrated into
the railway online shopping mall. Passengers can order online, consume or take
within the station.

(3) Passenger later period service

① Push the customer service evaluation list through mobile phone client to set up
rewards or gifts. Regularly visit regular customers and give gifts. According to the
customers’ return visit data, the passenger products are analyzed and evaluated, and
provide data support for train operation plan and passenger service products.
② Set up 24 h of online consultation service and accept service dispute. Push
service disputes to customer service department leaders, and quickly develop ser-
vice recovery plan for passengers. Supervise the progress of service disputes.
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③ Regularly push changing travel schedule, ticket price information, service
information, travel recommendation information, etc.

The “Internet+” railway passenger service model is shown in Fig. 3.

3.4 The Overall Technical Framework of the “Internet+” Railway
Passenger Service

The cloud computes a huge computing processor over the network and hands it over to
multiple servers and returns the results back to the user. It can calculate the large
amount of data that the user sends out in a short time, the computation speed and the
stability have very good performance. In addition, the SOA architecture system in
cloud computing can easily combine loosely coupled services to provide better and
faster responses. The number of railway service passengers is large, and the number of
data that demands response at the same time is large, besides, the service chain involves
many enterprises and institutions. Therefore, it is fast and convenient to use cloud
computing to frame railway passenger service information platform.
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According to the “Internet+” railway passenger service model, a railway passenger
service information platform based on public cloud is established as the core system of
various business joint operation. And develop various passenger service application
systems (order tickets, travel plans, quality feedback, etc.) on this information platform.
Railway passenger service information platform provide a unified public business
interface for big business, supply chain (such as tourism, hotels, catering companies,
etc.) The third party business system of the bank government agency to cost savings by
renting railway passenger service platform application system. The other information
systems in the railway connect to the railway service information platform through the
interface and exchange data with the information platform. The overall technical
architecture of the cloud-based railway passenger service platform is shown in Fig. 4.

4 Conclusion

The development of “Internet+” railway passenger service model is of great signifi-
cance for the railway to adapt to the economic development under the new situation.
This paper analyzes the demand, content and constituting elements of railway pas-
senger service by using the theory of service chain, and discusses the characteristics
and shortcomings of the existing railway passenger service model. In order to provide
passenger service, extension service and advance service, this paper proposes a new
model of railway passenger service based on Internet technology and the realization of
technical architecture. It provides reference for the realization of “Internet+” of railway
passenger service.
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Abstract. In view of the existing high-speed railway train operation plan system
cannot accurately, comprehensively and intuitively reflect the transport equip-
ment operating load and ability to adapt to the situation, cannot reflect the train
group operation, operation diagram, station work plan between the complex
interactive relationship, a train operation simulation module is designed in this
paper which through the construction of high-speed railway traffic related elec-
tronic map and technical standards database, computer simulation on the train
diagram has been made. Then, a high-speed railway operation plan simulation
system is developed, which includes train planning, traction calculation and train
operation simulation. Finally, simulation results show that high-speed railway
operation plan simulation system can accurately simulate the whole process
technical operation of the train group operation, operation process, generate
statistical analysis results, thus we can get real-time visual inspection of the
adaptability of operating equipment ability in the operation scheme, and provide
strong support for the work of high-speed train running organization. It is of great
significance to improve the level of high-speed railway traffic organization.

Keywords: High-speed railway � Trains � Simulation � System

1 Introduction

Through the train diagram, the railway system links the transportation and production
activities of the whole road network into a unified whole. Train diagram is the com-
prehensive plan of railway transportation work, the basis of railway traffic organization,
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and the tool to coordinate the railway departments and units to carry out production
activities according to certain procedures. The quality of its preparation has a direct
impact on the safety, efficiency and service level of the railway transportation.

With the development of economy and society, the railway system needs to
improve its adaptability to market changes, thus the period of train diagram scheduling
tends to shorten. The train diagram working system is developing and improving
continuously, which lays a good foundation for the optimization of train diagram [8].
However, the existing train operation diagram does not verify the capability of the
transport equipment, thus it may affect the feasibility of the operation diagram.

With the development of computer information technology and railway operation
management technology, the simulation of railway operation has been proved to be an
effective tool for analysis and has been widely used. At present, in the field of railway
simulation the research work abroad mainly focuses on the capability simulation of
railway network, optimization simulation of passenger line network, simulation of
vehicle structure, etc., and obtained certain research results. Azadeh proposed a railway
system with integrated simulation, multivariate analysis and multiple decision analysis
model in [1], which is based on data packet analysis in computer simulation and it
selects optimal options when considering a large number of inputs and outputs. In [2]
Abirl simulated the Spanish railway signal and the robustness of train diagram, and
derived its impact on the carrying capacity. Feng Li studied how to deal with the train
scheduling problem on the single-track railway in [3], got the improved simulation
model to reduce the running time, and designed an algorithm for obtaining a more
effective operation strategy based on the train global information. Ping Gao in [4]
proposed to determine the importance level of railway locomotive vehicle using Monte
Carlo simulation technology. Domestic research on railway simulation includes train
operation status, station operation system simulation and so on. Chen Gang studied
simulation method of the operation system of marshalling station as well as modeling
technology, research structure of simulation system and simulation algorithm and
developed a dynamic simulation software for marshalling station operation system
in [5]. Pan Jinshan et al. in [6] have established the simulation model based on the GIS
technology, the railway line and the station basic geographic information data, and on
this basis carried on the train movement simulation. The model of railway station yard
diagram model was studied by Lu Gongyuan in [7], and established a railway station
arrival and departure system simulation model based on timed colored Petri nets.

In this paper, a train operation simulation integration module is designed by con-
structing the relevant electronic map and technical standard database of high-speed
railway, which put the train operation planning, the traction calculation, the train
operation simulation in an organic whole, thus enhanced the fine level and the man-
agement level of train operation plan.

80 D. Chen et al.



2 Architecture of Train Operation Plan Simulation System
for High-Speed Railway

The overall architecture of the train operation plan simulation system of high-speed
railway is mainly composed of “three systems” and “three levels”. The three systems
include: standard specification system, operation management system and security
guarantee system. The three levels include: computer network platform layer, data
resource layer and application layer. In the architecture, the structure and function of
each layer are relatively independent, and the next layer provides support and services
for the upper layer (Fig. 1).

Fig. 1. Framework of overall system
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Application layer is a collection of related business logic application system of
high-speed railway operation plan. According to the needs of the business, various
application systems are integrated, including train diagram preparation subsystem, train
simulation subsystem, operation drawing subsystem, traction calculation subsystem,
etc. In the process of system construction, a unified application integration platform is
established, which can improve the sharing degree of each business data, simplify the
business process, automate various processing processes and optimize the existing
business processes.

The core task of the data resource layer is to utilize and develop the resources
involved in the high-speed railway map. In Accordance with the actual requirements of
the business system, resources construction is carried out under the guidance of the
standard specification system.

The computer network platform is mainly the hardware and software platform
required for system operation. According to the needs of application and resource
requirements, it mainly include network communication platform, server and storage
platform, system software/database platform.

The standard specification system, the business management system and the
security guarantee system provide the protection of all levels of the system, including
various standards specification guarantee, organization and management guarantee,
security measures and security technical guarantee. The three systems combine man-
agement forms and technical means organically to make the train operation plan
simulation system of high-speed railway have a solid foundation and a strong
guarantee.

3 System Function Module Design

3.1 Overall Functional Structure Design of the System

The function of simulation system of high speed railway train operation plan is a
simulation platform for the whole process of the road network and railway trans-
portation. IN view of the related to business needs of railway train operation plan, the
function of software simulation system of high-speed railway operations planning is
divided into five modules, including basic data maintenance module, train diagram
module, train operation simulation module, traction calculation module and operation
simulation module. The overall functional structure of the system is shown in
Fig. 2.
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3.2 Design of Basic Data Maintenance Module

The basic data maintenance module is to maintain all the basic data needed for the
simulation system, including train group data, train diagram data, traffic line equipment
data, etc., it also contains the train running simulation data for simulation playback and
simulation results analysis. Its function is shown in Fig. 3 below.

Fig. 3. Design of basic data maintenance module function
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3.3 Design of Train Diagram Module

The train diagram module is used to realize the management of the relevant information
of the train operation plan and the optimization of it, and the adjustment of
man-machine interaction, the train running plan drawing, the train timetable generation
and such function as the statistical analysis of the index (Fig. 4).

3.4 Design of Traction Calculation Module

The traction calculation module includes two main functions: data management and
traction calculation simulation.

(1) Data management: This section manages and maintains all the basic data required
by the simulation system, including the line data, the motor group data, mar-
shalling data and parameter data. Its functional design is shown in Fig. 5 below.
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(2) Simulation of traction calculation: This is the core part of the train operation
simulation system. It realizes the control of the train operation process and its
function design is shown in Fig. 6:

3.5 Design of Operation Simulation Module

The operation simulation module is the core part of the simulation system of the
high-speed railway train operation plan, including the train running simulation control
and the simulation result output, which can realize the control of the train operation
process.

(1) Train operation simulation control: Train operation simulation control function
design is shown in Fig. 7.

(2) Simulation result output: Simulation results output mainly includes simulation
process display, simulation result analysis and simulation result printing. The
functional design included in this section is shown in Fig. 8.
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3.6 Design of Integrated Simulation Module for Train Operation

The integrated simulation module for train operation is a centralized linkage display of
train diagram, traction calculation and train operation simulation on the premise of the
functional simulation of them. The subsystem is divided into three parts, each part of
the content shown differs from the other. The train diagram part is the dynamic
operation display of road network and the train running on it. The traction calculation
part is aimed at the traction curve display of the selected train, which belongs to micro
display. The train operation simulation shows the whole road network diagram,
including the line and the section, and realizes the real-time simulation of the train
group according to the traction calculation results.

4 Simulation Results

The train operation plan simulation system of high speed railway adopts Visual C++ as
the developing tool. The hardware platform is composed of database server,
application-side machine, ink-jet color plotter and laser printer and other equipment.
Application-side machine configuration requirements: CPU 2.6G and above, 4 core,
memory 8.0G and above, hard disk 500G and above, network card 1000M and other
necessary configuration. The module of ink-jet color plotter and laser printer are
determined according to the actual conditions. The operating system should be Win7
X64 Ultimate.

Taking the actual data of the Chengdu-Dujiangyan express railway line as an
example, the main operating mileage of Chengdu-Dujiangyan railway express railway
is 67 km, with 12 stations; Lidui branch line is 6 km long and has 3 stations; Pengzhou
branch line is 20 km long and has 6 stations. A total of 19 pairs of EMU are in
operation. The simulation results of the train operation plan of high speed railway are
shown in Fig. 9. The simulation results show that the simulation system can simulate
the train running behavior of the railway line (including the line and the section) and
the train running state on the line in real time. According to the calculation results of

Fig. 9. The simulation result interface of the Chengdu-Dujiangyan railway
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traction calculation, the real-time simulation of all train groups running on the line is
realized. At the same time, the train diagram is proved to meet the station’s technical
operation and equipment capability, and the feasibility of the train diagram is
improved.

5 Conclusion

In this paper, a simulation system of high-speed railway operation plan is designed and
developed, which includes train operation planning, traction calculation and train
operation simulation. Experiments show that the system can accurately simulate the
train group to run the whole process of technical operations, the operation process,
generate statistical analysis results, get the real-time test of the capacity adaptability of
a variety of operating equipment in the operating program.
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Abstract. With the continuous improvement of the railway freight network, the
effective evaluation can ensure that the railway remains competitive in the com-
petition of freight market. Based on the analysis of the influencing factors of
railway freight transportation network service quality, this paper constructs the
event tree model according to the logical relationship among the factors, and then
maps it into Bayesian network model. By calibrating the probability value of the
basic events, the Bayesian network probability calculationmethod is used to obtain
the top event probability value, which can determine the grade of the railway
freight network service quality. Finally, a case study of Chengdu-Chongqing
region is made was carried out to verify the effectiveness of the method.

Keywords: Railway transportation � Freight transport network � Service
quality � Bayesian network � Evaluation

1 Introduction

Railway freight transportation plays an important role in national economic activities.
With the development of social economy, the demand for quality of railway freight
service has also been improved, and the transportation of cargo has become more and
more timely and personalized. With the continuous reform of railway freight trans-
portation in China, the construction of railway freight transportation network is
becoming more and more perfect. The railway freight network mainly consists of two
parts: the cargo transportation infrastructure network and the related operation service.
The evaluation of the quality of the freight network service is beneficial to provide the
basic basis for the reform and development of the freight transport, and further enhance
the service level of the railway freight service network.
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Scholars at home and abroad have done a great deal of research on the service
quality evaluation of transport network. However, existing research mainly focused on
the field of road transport, and has done little direct research on the railway transport
network. Moreover; it studies mainly the supply and demand of transport service
network and the equality index. Chen [1] introduced capacity reliability as a new
network performance index which includes connectivity reliability and travel time
reliability, and a comprehensive methodology combining reliability and uncertainty
analysis was used to analysis the performance of networks. Choiu [2] used the concept
of reserve capacity of signal-controlled junctions and a projected gradient approach was
presented. Chen and Kasikitwiwat [3] provide a quantitative assessment of capacity
flexibility for the transportation network and two approaches based on the concept of
reserve capacity and demand pattern were proposed. Zhou [4] used grey relationship
analysis method and principal components analysis method to evaluation the networks.
Ji [5] puts forward a railway network capacity adaptability study framework including
supply and demand total amount adaptability, distribute structure adaptability, service
quality adaptability and capacity flexibility, and AHP-grey fuzzy evaluation method
was used.

Bayesian network is based on the Bayesian formula of the graphical probability
method, which has shown a wide range of applicability in the transport of dangerous
cargo on the railway, emergency rescue decision-making and other engineering com-
puting. The influencing factors of the quality of railway freight network service is
analyzed, the event tree model of network service quality is established, and the event
tree model into Bayesian network model is mapped in this paper. Through the Bayesian
network probability calculation method, we can obtain the network quality of service
probability to determine the network quality of service level.

2 Analysis on the Influencing Factors of Network Service
Quality

The service object of the railway freight transportation network is the owner of cargo,
and the satisfaction of the owner’s demand directly determines the service quality of
the network. Therefore, the impact of quality factors of the network service in this
paper is mainly considered from the perspective of the needs of the owner, including
security, flexibility and reliability, rapidity, adaptability and economy. The established
evaluation index system of service network is shown in Table 1.
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3 Service Quality Evaluation of Railway Freight
Transportation Network Based on Bayes Theory

3.1 Theory Foundation of Bayesian Networks

Bayesian networks, also known as Bayesian belief networks (BBN), belong to the
family of probabilistic graphical models in a set of variables. Generally, the Bayesian
network consists of the directed acyclic graph (DAG) and the conditional probability
table (CPT).

Each data sample is represented by an n-dimensional eigenvectorX ¼ x1; x2; . . .; xnf g,
which describes n measures of n attribute samples A1;A2; . . .;An respectively. Assuming

Table 1. Evaluation index system of service network in railway freight transport

Target layer Index layer Category Evaluation index

Evaluation index system
of service network in rail
way freight transport (Q)

Security (A) Accident (F) Accident rate of ten
thousand freight (F1)
Turnover accident rate
of millions of cargo (F1)

Accident emergency
rescue capability

Accident emergency
rescue capability (L)

Flexibility and
reliability (B)

Flexibility Service flexibility (M)
Reliability (G) Fulfillment rate of

delivery period (G1)
Average delivery
period (G1)

Fastness (C) Rapidity (H) Carrier handling
time (H1)
Average delivery speed
of goods (H1)

Convenience (I) Distribution density of
freight station (I1)
Connectivity of road
network (I1)

Adaptability (D) Transport network
adaptability

Adaptation coefficient
of transport network (N)

Transport capacity
adaptability

Adaptability of transport
capacity (O)

Economy (E) Social and economic
(J) benefits

Economic growth
rate (J1)
Freight transport
revenue (J2)

Transportation cost
benefits (K)

Freight transport
rate (K1)
Transport facility
cost (K2)
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that there are m classes C1;C2; . . .;Cm, and an unknown data sample X is given, the
Bayesian network can estimate the posterior probability of each class, and the basic
reasoning formula is shown in formula (3).

P CijXð Þ ¼ P XjCið Þ � P Cið Þ
P Xð Þ ð1Þ

Since P Xð Þ is constant for all classes, it only need that P XjCið Þ � P Cið Þ is the
maximum. Among them, P Cið Þ ¼ si=s. si is the number of training samples in class Ci,
and s is the total number of training samples. In order to simplify the calculation, the
simple assumption of which the class conditions are independent can be made, that is,
the attribute values are independent of each other, namely:

P XjCið Þ ¼
Y

n

k¼1

P xkjCið Þ ð2Þ

Where, Probability P xk Cijð Þ can be estimated from the training samples.

3.2 The Event Tree Model of Freight Network Service Quality

An event tree is a representation of the logical relationship between a certain event that
may occur in the system and the various causes of events by using arborescence.
Therefore, according to the analysis of the influencing factors in the first section, this
paper constructs the event tree model of the railway freight network service quality
evaluation, as shown in Fig. 1.

3.3 Probability Calculation Based on Bayesian Network

When the fault tree model is mapped to the Bayesian network model, the node cor-
responds to the event; the logic gate corresponds to the connection strength in Bayesian
network, as shown in Fig. 2.
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Fig. 1. Event tree model of freight network service quality evaluation
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Starting from the basic event node step by step, the probability value of the top
event is calculated, and then the quality grade of the network system can be determined
according to the probability value. If the event node contains a logical structure, the
probability distribution formula is calculated as shown in Eq. (3):

P S ¼ 1jX1;X2; . . .;Xnð Þ ¼ P X1 ¼ 1ð Þ � P X2 ¼ 1ð Þ � . . .� P Xn ¼ 1ð Þ; logic AND gate

1� P X1 ¼ 0ð Þ � P X2 ¼ 0ð Þ � . . .� P Xn ¼ 0ð Þ; logic OR gate

�

ð3Þ

Where, Xi ¼ 1 indicates that the quality of network services is affected, and Xi ¼ 0 is
not affected.

The probability values of the network service quality are calculated, and the
remarks of the probability values are shown in Table 2. Therefore, when the freight
market changes, it’s easy to find out the key influencing factors, and adjust the service
marketing strategy and transportation organization measures timely to maintain the
competitiveness of railway freight transportation.

4 Case Study

Taking the railway freight network in Chengdu and Chongqing as an example, this paper
evaluates its service quality. Chengdu-Chongqing region takes Chengdu-Chongqing
economic circle as the basis, with a total area of about 200,000 km2, population 87.24
million, mainly covering 16 cities in Sichuan and 29 districts and counties in Chongqing.

According to the socio-economic and railway freight development status of
Chengdu-Chongqing area, the statistical indicators are collected and the evaluation
values are transformed into the [0, 1] range, as shown in the table.

Table 2. Result remarks

Remarks Excellent Good General Poor Bad

Intervals [0.9, 1.0] [0.8, 0.9) [0.7, 0.8) [0.6, 0.7) [0.0, 0.6)

Fig. 2. Bayesian network of railway freight network service quality
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In Table 3, the evaluation value of each evaluation index is the prior probability of the
basic event, and the middle event probability can be obtained by formula (5):
P G ¼ 1jG1;G2ð Þ ¼ 1� P G1 ¼ 0ð ÞP G1 ¼ 0ð Þ ¼ 1� 0:4531 � 0:1997 ¼ 0:9095, the
same can be obtained P F ¼ 1jF1;F2ð Þ ¼ 0:9640, P H ¼ 1jH1;H2ð Þ ¼ 0:8799,
P I ¼ 1jI1; I2ð Þ ¼ 0:7046, P J ¼ 1jJ1; J2ð Þ ¼ 0:9149, P K ¼ 1jK1;K2ð Þ ¼ 0:8439,
P D ¼ 1jN;Oð Þ ¼ 0:9868.

Then we use the BNT toolkit in Matlab to compute the posterior probability of each
node in the Bayesian network: P A ¼ 1jF; Lð Þ ¼ 0:9734, P B ¼ 1jM;Gð Þ ¼ 0:9875,
P C ¼ 1jH; Ið Þ ¼ 0:9649, P E ¼ 1jJ;Kð Þ ¼ 0:9972. So we can get P Q ¼ 1jA;B;ð
C;D;EÞ ¼ 0:9128. According to the quality remarks table, the service quality of the
network is the highest.

5 Conclusions

The development of community economy makes the railway pay more attention on the
integrity in the competition of the freight market. The evaluation of the service quality
of the railway freight network can improve the competitiveness of the railway in the
freight transportation market. Based on the analysis of the factors affecting the service
quality of railway freight transportation network, this paper uses event tree model and

Table 3. The statistics value about related evaluation index

Evaluation index Index value Evaluation value

Accident rate of ten thousand freight F1 0.08 0.8147
Turnover accident rate of millions of cargo F2 0.045 0.8058
Accident emergency rescue capability L A 0.9134
Service flexibility M B 0.6324
Fulfilled rate of delivery periodG1 0.60 0.5469
Average delivery period G2 4.5 0.8003
Carrier handling time H1 0.67 0.7922
Average delivery speed of goods H2 26.83 0.4218
Distribution density of freight station I1 0.03 0.1419
Connectivity of road network I2 0.67 0.6557
Adaptation coefficient of transport network N 8.92 0.8491
Adaptability of transport capacity O 0.83 0.9130
Economic growth rate J1 0.07 0.6487
Freight transport revenue J2 45.21 0.7577
Freight transport rate K1 4.50 0.7431
Transportation facility cost K2 126.7 0.3922

Note: the data came from “The statistical communique on national economic and
social development of Sichuan Province in 2016”, “The statistical communique on
national economic and social development in Chongqing in 2016” and “Regional
planning of Cheng Yu Economic Zone (2011–2020)”.
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logical relationship to combine and analyze the relationship between the factors.
Through the collection of related information, calibration the prior probability of basic
events, based on the fault tree model is mapped to a Bayesian network model, Bayesian
conditional probability formula is used to obtain the posterior probability of network
quality of service, which is a basis of quality evaluation. The Bayesian network model
constructed in this paper provides a theoretical basis for the analysis and evaluation of
railway freight transportation service network.
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Abstract. Train headway is very important for the operation efficiency and
safety of high-speed railway. With the demand of high-speed train headway
calculation and simulation, based on the principle of traction effort calculation
and the control in train operation system, train headway calculation and simu-
lation system for high-speed railway was designed. For the system, some key
issues were discussed such as automatic train traction effort calculation, train
headway calculation and simulation method. With this system, it will be benefit
for signal-block layout and train operation optimization.

Keywords: High-speed railway � Train headway � Train traction effort
calculation � System design

1 Background

High-speed railway was characterized as high speed and punctuality, comfort, safety
and reliability, which developed fast in China for recent years.

For high-speed railway operation, traffic density directly affects the operational
efficiency and the transport capacity. To ensure the safety of the train operation and
adequate braking distance, the traffic density will be expressed as a certain train
headway. Train headway is an important part of high-speed railway train operation
technology standard system, its calculation process and the result are the basic theo-
retical basis of train operation and management.

Gill D.C used a heuristic gradient algorithm to solve the signal block layout [1].
Chang C.S. studied signal arrangement of urban rail transit system by genetic algorithm
at 1999 [2]. Wong determined the inert point in train running process accurately [3].
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Chen Rongwu et al. proposed a new algorithm for train headway based on the
IEEE CTBC recommendation model [4–6]. According to above studies, this paper will
discuss the system design for Train Headway Calculation and Simulation System for
High-speed Railway.

2 System Demand Analysis

2.1 Business Demand

According to train headway simulation calculation process, the main application of
train headway calculation and simulation system for high-speed railway could be
divided into the following categories:

1. High-speed railway train operation facilities simulation data management
2. Train traction effort calculation
3. Train headway calculation
4. Simulation results output.

2.2 Data Demand

The business data is composed of rail line profile data, signal data, EMU data and train
traction effort calculation parameters.

1. Rail line data: station, track, ramp, curve, bridge, tunnel and speed limit;
2. EMU data: EMU attributes and EMU traction effort, braking, energy consumption

data;
3. Signal data: signal mode, block and signal;
4. Train traction effort calculation parameters: working condition data, braking

arguments.

2.3 System Interface Demand

The system should have the function of outputting the results in EXCEL report, PDF
report and CAD graphical report, and interface should be designed for other system of
railway operation such as Signal-block Layout System, Train Scheduling System etc.

3 System Functions and Structure

3.1 System Structure

According to the using logic, train headway calculation and simulation system for
high-speed railway could be divided into three parts, data management, train traction
effort calculation and train headway calculation. The structure of the system is shown in
Fig. 1.
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3.2 System Functions

The main functions of the system could be designed as follows:

1. Data management
(1) Rail line data management
(2) Station data management
(3) EMU data management

2. Train traction effort calculation
(1) Train traction effort calculation pretreatment
(2) Traction effort calculation pretreatment function includes: Rail line extraction,

single track line automatic reverse, train speed limit serializes.
(3) Automatic train traction effort calculation

3. Train headway calculation
V-S data calculation according to train ATP, train safety protection distance and
signal working time.

4 Key Issues for System Design

4.1 Automatic Train Traction Effort Calculation

The driving tactics is an extremely important part of automatic train traction effort
calculation. The strategies used by the system includes time saving, energy saving,
fixed time, and the following aspects should be considered for the working condition:

1. Automatic working condition selection of train driving tactics.
2. Automatic optimization of train driving tactics.

Workflow of automatic train traction effort calculation could be shown as follows
(Fig. 2):
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4.2 Train Headway Calculation

Train headway calculation is based on the train traction effort calculation and train
simulation. Therefore, it’s necessary to design the train simulation scheme and cal-
culation method.

The simulation process could be divided into three stages: start and traction
acceleration process, intermediate running process and braking process. According to
above stages, the train simulation result could be obtained.

Usually, EMU uses a continuous braking mode curve for train operation control
which could be calculated by reverse iteration method. The reverse iteration process
could be shown as following (Fig. 3):
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speed calculation
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Fig. 2. Workflow of automatic train traction effort calculation
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The description of symbols in the calculation could be listed as Table 1.

The target limit speed is recorded as v1 ¼ 0. Initialize the train acceleration, running
speed, running time and other related data and make v i½ � ¼ v1 ¼ 0, s i½ � ¼ 0, i ¼ 0.

Set the acceleration at the initial speed v i½ � in time step as the acceleration value. The
speed variation dv and location variation ds are calculated by kinematic formula.

The algorithm of calculating the braking mode curve by the above data is shown in
Fig. 4.

4.3 Simulation Method

Train headway is determined by the train operating conditions, such as the EMU type,
rail line, driving tactics, train equipment type and climatic conditions, so it’s necessary
to check the train headway in different conditions.

Fig. 3. Reverse iteration process of the continuous braking mode curve

Table 1. Description of symbols

Symbols Description

S1 Stop position
v1 Target limit speed
v0 Initial speed
S0 Initial position
v½� Speed array

s½� Position array

VR
½� Corresponding point speed array

SR½� Corresponding point position array
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For the current train control system used in China, users can check the train
headway according to the following combinations:

(1) Train control system type: 200H, 200C, 300T, 300S, 3D and 300H.
(2) Driving tactics: maximum running speed, limit point retention and enter in speed

control mode.
(3) Climatic conditions: wet and dry rail and wind speed.

For the series of combinations, they should be converted into system operating
parameters by system, then the train running process simulation can be used to cal-
culate the train headway under different conditions. Finally, generate the statistical
charts to provide the basis for the analysis of train headway standard.

Fig. 4. Algorithm of braking mode curve calculating
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The statistical chart of train headway could be shown as following (Fig. 5):

5 Conclusions

Based on train traction effort calculation theory and high-speed railway train operation
control principle, a train headway calculation and simulation system was designed for
high-speed railway by a certain train control program and train operating conditions.
This system provides train tracing operation analysis under different equipment and
operating conditions by simulation, and could provide a more scientific and effective
method for determining the technical operation time standard of railway transportation
system.
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Abstract. Train Scheduling is very important for Heavy haul railway transpor‐
tation organization. Based on the train scheduling procedure and rules of heavy
haul train operation in China, this paper discusses some key problems for heavy
haul train scheduling, which included train line plan for single track and double
track line combined section, time window plan, train combined and decomposi‐
tion problem, and train loading/unloading problem. Then the relative direction
balanced departure method was put forward for train line plan at combined
section, making the time window with the size of the interval capacity loss for
time window plan, balanced train line layout for the combined and decomposition
problem. For train loading and unloading problem, train plan should be adjusted
to meet the working time at the arrived station.

Keywords: Heavy haul railway · Train scheduling

1 Introduction

Train diagram is very important for railway operation safety and efficiency, which is the
foundation of railway transportation organization [1]. At present, heavy haul railway
transportation develops rapidly, and the scheduling has great influence on the efficiency
of train operation, therefore, the quality of train scheduling should be improved.

By review, research on the train diagram mainly focuses on passenger railway, high
speed railway, and rail transit. However, few research was focused on heavy haul
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railways. Because of the character of heavy haul train operation, such as less train stops,
train decomposition, which were different from the regular rail line, so the methods of
train scheduling should be considered.

In this paper, with the characteristics of heavy haul transportation organization, the
principles and procedure for train diagram of heavy haul railway are summarized. Then
some key problems for heavy haul train scheduling was put forward. In addition, a
composite method for train scheduling was analyzed to improve the quality of heavy
haul railway train diagram.

2 The Process of Heavy Haul Train Scheduling

The Characteristics of train diagram of heavy haul railway could be summarized as no
speed difference, less train stops, and intensive train combination and decomposition at
some connection station. For the heavy haul railways, there are few passenger train, and
the passenger train line is usually fixed and does not change with other conditions.
Therefore, this paper only studies the process and the drawing method of the heavy haul
freight train diagram.

Fig. 1. Train scheduling process for heavy haul train diagram

2.1 Principles

(1) Meet all time standards.
(2) Ensure the transportation efficiency of customs.
(3) Reasonable economic locomotive and vehicle arrangement.
(4) Ensure the coordination of train running line at all stations and sections.
(5) Reasonable time window layout.
(6) Reasonable utilization of rail line passing capacity and station capacity.
(7) Reasonable crew schedule.
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2.2 Procedure

For the process of heavy haul train scheduling, first determine the departure time of the
train in the special station. For example, single-double track, loading and unloading
station. Then, according to the station and other restrictions of the interval, draw the
running line. The detail process of train scheduling of heavy haul railway could be
described as Fig. 1.

3 Key Problems for Heavy Haul Railway Train Scheduling

According to the characteristics of heavy haul transportation, four problems are essential
point for the process of heavy haul train scheduling, which includes train line plan of
single and double line combined section, time window plan, the combined and decom‐
position problem and train loading/unloading problem.

3.1 Train Line Plan for Single-Track and Double-Track Line Combined Section

For the heavy haul train at single-double track section, if train line was not reasonable,
which would lead to longer stop time at the station for waiting [2]. Therefore, train line
should start from single-track section because there is less capacity for intensive arriving
or departing than double-track section. In addition, if the same direction of the departure
interval is shorter, and train line was not layout balanced, which would lead to waiting
time greatly increased for the train from the single-track. Therefore, when scheduling,
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it is necessary to start from the two opposite directions as balanced as possible, and
appropriately extend the departure interval, thus reducing the relative time of the train
in the single track section, as shown in Fig. 2.

In addition, parking and start-up of heavy haul train are more difficult than empty
train, the empty train line should be arranged to avoid the heavy haul train line.

3.2 Time Window Plan

At present, there are three kinds of time windows used in the train diagram of heavy haul
railway, such as rectangular time window, V-type time window and mixed time window.
The time window of heavy haul train operation diagram mainly consists of three parts,
section blocking time, construction auxiliary time, influence time [3]. The different schemes
of time windows will affecting the capacity through section. The influence time can not be
used for the extra loss of train operation. According to the capacity loss calculation of time
window after size selection, it can evaluate the quality of the time window plan.

When opening the V-type time window and rectangular time window, the setting
scheme are shown in Fig. 3.
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Fig. 3. Sketch map of rectangular and V-type time window scheme

For using a rectangular time window, the loss of its capacity can be determined by
press type (Table 1):

N = (t1 + t2 + t3)∕I − M − 1 (1)

Table 1. Description of symbols

Symbols Description
N The time window in the influence area loss of the number of goods trains
t1 The time window effect of time, min
t2 The time window closed operation time, min
t3 The time window auxiliary operation time, min
I Minimum train tracking interval time, min
M The line number of the intermediate station section
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For using the V-type time window, the loss of its capacity can be determined by
press type:

N = (t1 + t2 + t3)∕I − 1 (2)

When a rectangular time window is opened, the capacity loss is related to the number
of stations and the number of departure track in the stations. When V-type time window
is opened, the decrease capacity only depends on the region of the longest running time
within the power supply.

For the mixed time window, according to the space and time, the combination can
be divided into four types, the decrease capacity is calculated respectively for the rectan‐
gular time window and the V-type time window.

3.3 Train Combined and Decomposition Problem

The train station in the process of decomposition, if the large length train reach more
intensive, and they are limited by the station departure device, then the short length train
be started with tracking interval method after large length train decompose. On the one
hand, it will bring great pressure to the station. On the other hand, it also increases the
waiting time of the short length train at station after the large length train is decomposed,
lead to increase the transport time of goods. As a result, large length train arrival can be
arranged as evenly as possible. When the large length train first accessed are decom‐
posed, the short length train which from the large length train are arranged immediately,
and the other large length train are accessed after the short length train is departure, as
shown in Fig. 4.
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Fig. 4. Sketch map of train connection scheme of combined decomposition station

For the combination process, the principle of “first come, first group” should be
adopted as far as possible. A large length train made by combining such principles. The
departure will be more balanced and will not bring pressure to the station’s departure
equipment. At the same time, it can also make the train diagram more balance.

3.4 Train Loading and Unloading Problem

In order to avoid the pressure made by cargo operation, the train operation line should
be drew under the cargo capacity of the station. And when there are more trains, the
departure time of the subsequent train can be changed, it will make the train running
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line distribute more evenly in the whole running diagram. Or it can also allow subsequent
trains to wait in front of qualified sections or stations.
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Fig. 5. Sketch map of considering loading and unloading capacity

As shown in Fig. 5, the D station is the station where the unloading work is needed,
now assume that the unloading capacity is limited, only one unloading line is available,
and the unloading time is 6 h. When the station is connected to the 26001 train to start
unloading, the follow-up train 26003 and 26005 can not immediately pass the station.
Enlarge the departure interval between the train and the 26001, so that the train line can
be balanced. Only when the train station at A start tracking, and is not affected by the
D station unloading capacity, can be 26003 arrangement conditions in front of the
station, for example, stop at C station for wait, and when train unloading operation
finished at D station, and then the 26003 access. Considering the loading capacity of the
station, similar to the unloading situation, it will not be repeated here.

4 Conclusion

This paper have summarized the principle and procedure of heavy haul train scheduling,
and then some methods were put forward for some key problems while scheduling,
which would be benefit for improving the quality of heavy haul train diagram. But the
methods in this paper is some tactics by common situation or practical experience, which
was not by models or algorithms, and some constraint such as locomotive routing were
not considered. For the future research, the intelligent methods for heavy haul train
scheduling should be study in order to improve the organization level of heavy haul
transportation.
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Abstract. This paper studies the method of applying big data technology to the
analysis of train delay in train diagram. The actual data of train operation is
obtained based on field collection, which formed data warehouse by data cleaning,
data integration and other preprocessing techniques, then we compare it with the
basic train diagram. According to different types of train delays, this paper
proposes methods to identify the areas self-delay or aftereffect-delay occurred,
evaluate redundant capability of station and interval, analyze relationship
between train delay and stop time in station or and running time in interval based
on big data technology and computer graphic technology.

Keywords: Train delay · Train diagram · Big data technology · Computer graphic
technology

1 Introduction

Train diagram is the basis of train operation organization. At present, from the realization
situation of train operation, the passenger train diagram realization rate is high, while
the realization rate of CRH passenger train diagram is higher, basically can reach more
than 99%, while the other passenger train realization rate is at around 98%. Freight train
realization rate is relatively low, generally not more than 80%. Which reasons that train
diagram can’t deliver is a lot, but the most common factor is that the operation ability
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and train transportation equipment does not match, among the factor the people can’t
exert the ability of the transportation equipment in the application of equipment. The
emergence of these problems is relevant to the factor that the data of the correct diagnosis
can’t be obtained completely before the train diagram is compiled, and is also relevant
to that the relevant parameters of the train diagram can’t be revised correctly.

2 Research Contents

First, we deal with the investigation in railway train diagram execution department to
understand the performance of train diagram, solicit opinions and suggestions in the
implementation of train diagram and collect actual train diagram data. Secondly, we
preprocess the collected data and put it into the data warehouse. Then, we analyze the
operation law of train delay by comparing the basic train diagram with the actual results
of the train operation with big data technology and computer graphic analysis tech‐
nology. The structure of research contents is showed in Fig. 1.

Fig. 1. Structure of research contents
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3 Data Classification and Definition

Simple as it looks, train diagram actually contains a considerate number of data that it
can be claimed that all kinds of data related to the operation of the railway can be found
in it. The basic data collected can be divided into two major categories, numeric type
and logical type. In order to describe the relationship between various basic data, corre‐
sponding correlation data is required.

3.1 Numeric Data

This type of data is stored in the database in numeric, char, varchar, and other formats.
Depending on the type of operation, it can be divided as:

• Basic data of train operation: line name, station name, train number, running time in
the section, additional time of starting and stopping, station interval, tracking interval
of automatic block train, successive departure interval of semi-automatic section,
station stop period of passenger train, etc.

• Device maintenance related data: maintenance time window, additional time due to
construction slow, etc.;

• Technical operation related data: operation time of change of locomotive, locomotive
crew transfer time, vehicle technical inspection time, water supply of passenger train,
train connecting time at technical station, etc.

3.2 Logical Data

This kind of data is stored in the database in int, bool and other formats, which can be
divided into:

• Train level: passenger train—EMU(C, G, D), Direct train, express train, Pu fast train,
Puke train; cargo train—baggage train, direct train, through train, section train,
transfer train, express train, etc.

• Line level: main level, branch line, etc.

3.3 Associated Data

This type of data is usually stored in the form of tables in the database, and depending
on the different related objects, it can be divided as:

• Infrastructure associated data: adjacent relationship between station and line, etc.
• Train operation associated data: relationship between train number and station,rela‐

tionship between train number and line, train number and its corresponding train stop
information, meeting and avoiding information in the intermediate station, etc.
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4 Analysis of Train Delay Based on Big Data

All the time, the diagnostic analysis of train diagram always adopts the traditional stat‐
istical and evaluation methods, and lacks effective technical means and equipment to
deal with the mass data generated by train operation. Limited samples lead to difficult
to obtain objective and accurate conclusions, and the research process is too rough and
partial qualitative. With the help of big data technology, it can make up for the shortage
of samples in traditional methods, reduce the influence of the subjective will of
researchers, and improve the reliability of results.

4.1 Frequent Regional Identification of Train Self-delay

Self-delay refers to the delay in the operation of the train, which is not caused by inter‐
ference from other trains, but by the direct loading on the train. There are two forms of
self-delay, one is the delay of the train at the station showed in the Fig. 2, and the other
is the delay on the way showed in the Fig. 3.

Fig. 2. Delay of the train at the station Fig. 3. Delay of the train at the section

The delay of train itself is often the cause of large area delay. Therefore, it is neces‐
sary to identify the train train’s frequent delayed area to adjust the parameters of train
diagram so as to reduce the delay. In order to visually understand the station delay, we
extract all self-delay trains from the database, drawing a line chart by taking the station
number as abscissa and the number of delayed trains at each station as ordinate, showed
in the Fig. 4.
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Fig. 4. Frequent regional identification of train self-delay

As can be seen from the Fig. 4, the station at the number 9–15 are high frequency
area where the train self-delay happened. It is necessary to make a critical evaluation of
its parameters, station scheduling, personnel level and equipment capacity.

4.2 Frequent Regional Identification of Train Enhanced Aftereffect-Delay

Aftereffect-delay refers to the disturbance of the train to the train due to the delay of the
train ahead, which results in the delay of the train. There are three forms of aftereffect-
delay, attenuated aftereffect-delay means the delay time of the train ahead is larger than
that of the train which is showed in the Fig. 5, equivalent aftereffect-delay means the
delay time of the train ahead is equal to that of the train which is showed in the Fig. 6,
enhanced aftereffect-delay means the delay time of the train ahead is less than that of
the train which is showed in the Fig. 7.

Fig. 5. Attenuated aftereffect-delay Fig. 6. Equivalent aftereffect-delay
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Fig. 7. Enhanced aftereffect-delay

The aftereffect enhanced delay is caused by external interference once the train is
delayed again. It will cause two impacts on the railway transportation organization and
cause greater harm. According to the station number, the train stop time data of all the
aftereffect delays is extracted form the database, then we calculate the difference between
the delay time of each train and the former delayed train according to the time series to
select enhanced aftereffect-delay trains. The total number of delay trains at NO.i stations
is Mi, of which the number of enhanced aftereffect-delay trains is MZ

i
, then the probability

of aftereffect-delay occurs at NO.i stations is:

PZ

i
=

MZ
i

Mi

(1)

Drawing the line graph with station number as abscissa and PZ
i
 as ordinate,

showed in Fig. 8. As can be seen from the diagram, the enhanced aftereffect-delay

Fig. 8. Frequent regional identification of train enhanced aftereffect-delay
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is more serious at the station NO.11–NO.15. It is necessary to make a critical eval‐
uation of its capacity.

4.3 Analysis of Station Redundancy

By comparing the characteristics of the train at a specific site, the actual capacity of the
station can be used to determine whether the capacity of the station is sufficient. Select
a station which stop time is 3 min, from the database to read all the stops’ actual stop
time and draw the histogram showed in the Fig. 9. From the figure can be intuitively see
the station’s redundant time is large, in order to save station capacity, can be appropriate
to shorten the provisions of the station train stop time.

Fig. 9. Analysis of station redundancy

4.4 Analysis of Section Redundancy

Select a interval which the provisions of run-time is 30 min, and read the actual run-
time of all trains through the interval from the database and draw a histogram, shown
in the Fig. 10. From the figure can be intuitive to see the train in the interval occurred
more late, about 60%. But the late departure time is not large, indicating that the interval
is more tense, resulting in the reasons may be the front of the tension or the station
interval caused by interference, it may be the interval map set the run-time set unrea‐
sonable, need to be treated as appropriate.
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Fig. 10. Analysis of station redundancy

5 Conclusions

Application of big data technology can effectively use the massive data generated in the
process of railway transportation organization, to analysis objectively the situation of
the train delay in the actual train diagram such as identification of frequency delay areas,
to assess the redundancy of stations and intervals, to optimize and adjust train diagram
parameters. The application of big data technology is of great significance to optimize
and promote the development of railway information, to build the railway marketing
system, to improve the quality of railway transportation service and to enhance the core
competitiveness of railway.
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Abstract. In this paper, we present a precoding scheme of unitary space-time
modulation (USTM) system considering that the fading channel is spatial-
temporal correlated, which is a typical wireless communication scenario for high
speed railway. The design of the precoder uses transmit correlation matrix of the
channel, aiming at minimizing themean-square error of channel estimation, where
the receiver utilizes all of channel correlation information to the non-coherent
detection method. Simulation results show that the proposed scheme can signif-
icantly outperform the non-coherent receiver without precoding.

Keywords: USTM � Precoding � Spatial-temporal correlated � Channel
estimation

1 Introduction

With the rapid development of the high-speed railway (HSR) communications, the
traditional multi-antenna transmission technology, such as space-time coding, is facing
great challenges as the high mobility makes the channel estimation difficult. As a
non-coherent transmission scheme, unitary space-time modulation (USTM) [1] is
expected to be an alternative for HSR communications, where the receiver is not
necessary to know the exact channel coefficients. For high speed railway (HSR),
however, the poor-scattering wireless channel may cause high spatial-temporal corre-
lation, which greatly impact performance of USTM system. Reference [2] analyzed that
spatial correlation reduces the coding gain of USTM system and degrades system
performance. In fact, even if the spatial correlation information is known at receiver, it
is no use to improve the system performance [3]. Reference [4] designed a precoder for
USTM that can exploit the spatial correlation, and [5] proposed a MMSE precoder for
USTM, both assuming that the channel is quasi-static in one space-time block.
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Nevertheless, little attention has been pay to the precoding problem in the case where
the channel is time-varying successively.

In this study, we present a linear MMSE precoder for USTM in spatially-correlated,
successively-time-varying, flat fading channel with channel spatial correlation available
at the transmitter and all channel spatial-temporal correlation available at the receiver.
The simulation results show that our proposed scheme can efficiently improve the error
performance compared with the non-precoding case.

Notations used in this paper are as follows: (*) denotes Khatri-Rao product; (�)†,
(�)T and (�)H denotes pseudo-inverse, transpose and conjugate transpose of a matrix,
respectively; vec(�) denotes the vectorization of a matrix; tr(�) and det(�) denotes the
trace and the determinant of a matrix, respectively; In is identity matrix with n�n; diag
{a1, …, an} is a diagonal matrix with n�n. The zero-mean, unit-variance, circularly
symmetric, complex Gaussian distribution is denoted by CN (0, 1).

2 System Model

Consider a communication link comprising M transmit antennas and N receive
antennas that operates in a Rayleigh flat-fading environment. Each receiver antenna
responds to each transmitter antenna though a statistically correlated fading coefficient
that is successively time-varying for T symbol periods. At time t, we transmit the signal
stm; t ¼ 1; . . .; T;m ¼ 1; . . .;Mf g on M transmit antennas, and we receive the noisy

signal fytn; t ¼ 1; . . .; T ; n ¼ 1; . . .;Ng on N receive antennas

ytn ¼ ffiffiffi

q
p X

M

m¼1

stmhtmn þwtn ð1Þ

Here htmn is the complex-valued fading coefficient at time t between the mth
transmit antenna and the nth receive antenna. The fading coefficients are
sample-to-sample variant and spatially-correlated. The additive noise at time t and
receive antenna n is denoted as wtn, and is independent and identically distributed CN
(0, 1). The quantities in the signal model (1) are normalized so that q represents the
expected signal-to-noise ratio (SNR) at each receive antenna. With a matrix notation,
we can rewrite (1) compactly to obtain

Y ¼ ffiffiffi

q
p

IT � SH� �H
HþW ð2Þ

where

S ¼
s11 � � � s1M
..
. . .

. ..
.

sT1 � � � sTM

2

6

4

3

7

5

; Y ¼
y11 � � � y1N
..
. . .

. ..
.

yT1 � � � yTN

2

6

4

3

7

5

;
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Ht ¼
ht11 � � � ht1N
..
. . .

. ..
.

htM1 � � � htMN

2

6

4

3

7

5

; W ¼
w11 � � � w1N

..

. . .
. ..

.

wT1 � � � wTN

2

6

4

3

7

5

;

and H ¼ HT
1 . . .H

T
T

� �T
.

Suppose that we use unitary space–time modulation with precoding, i.e.,
S ¼ ffiffiffiffiffiffiffiffiffiffi

T=M
p

UlP l ¼ 1; . . .; Lð Þ, where unitary space-time codes Фl satisfy UH
l Ul ¼

IM l ¼ 1; . . .; Lð Þ and the precoding matrix P satisfies tr(PPH) = M, then ФlP is laun-
ched into MIMO channel.

Let h = vec(H). In order to analyze conveniently, we assume that the channel
correlation matrix is based on Kronecker structure [3], that is

ð3Þ

where RM, RN and RT denote the transmit, receive and time correlation matrix,
respectively. Thus, the fading channel can be considered as spatial-temporal correlated.

3 Joint Design of Precoder and Receiver

3.1 Precoder Design

Considering that the transmit correlation of the channel matrix may be utilized at
transmitter, we rewritten the channel matrix H in (1) as

H ¼ IT � R1=2
M Hw

� �

þE ð4Þ

where Hw is a M�N independent channel matrix which is constant for T symbol
periods; E is a zero-mean Gaussian matrix concerned with receive correlation and time
correlation of fading channel. Thus (1) is

Y ¼
ffiffiffiffiffiffi

qT
M

r

UlPR
1=2
M Hw þ

ffiffiffiffiffiffi

qT
M

r

IT � UlPð ÞH
� �H

EþW

¼ X R1=2
M Hw þE

� �

þW
ð5Þ

where

X ¼
ffiffiffiffiffiffi

qT
M

r

UlP ð6Þ
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and

E ¼ UlPð Þy IT � UlPð ÞH
� �H

E ð7Þ

Obviously, Eq. (7) contains both the time correlation and receive correlation
information of the channel. Let y(n), h(n), w(n), hw(n) and e(n) be the nth column of Y,
RM
1/2Hw + E, W, Hw and E, respectively. Then we have

yðnÞ ¼ XhðnÞþwðnÞ ð8Þ

where

hðnÞ ¼ R1=2
M hwðnÞþ eðnÞ ð9Þ

Thus far, Eqs. (8) and (9) now can be seen as state-space equations describing a
two-state linear time-varying system. A minimum variance unbiased estimate of
channel gains can be obtained via a Kalman filter [5]. Suppose that two states of
Kalman filter is the kth state and the (k + 1)th state respectively. According to
Eq. (6.6.20) in [6], the one-step ahead forecast mean-square error (MSE) matrix of
channel estimates is given by

Rkþ 1jk ¼ R1=2
M Rk R1=2

M

� �T
þQ

¼ R1=2
M R�1

kjk�1 þXHX
� ��1

R1=2
M

� �T
þQ

¼ R1=2
M R�1

kjk�1 þ
qT
M

PHP
	 
�1

R1=2
M

� �T
þQ

ð10Þ

where Q is the covariance matrix of e(n), Rk is the mean-square error matrix of the state
estimates. As SNR ! ∞, we have

R�1
kjk�1 þ

qT
M

PHP
	 
�1

! M
qT

PHP
� ��1 ð11Þ

Thus, Rkþ 1jk ! M=qTð ÞR1=2
M PHP

� ��1
R1=2

M

� �T
þQ at high SNR. Chose the

appropriate precoding matrix P to minimize the one-step ahead forecast MSE matrix,
we model precoding design problem as

min
P

f ðPÞ ¼ tr RM PHP
� ��1

n o

s:t: tr PHP
� � ¼ M

ð12Þ

By the singular value decomposition (SVD) of the matrix P and the eigenvalue
decomposition (ED) of the matrix RM, i.e., P = VPDPUP

H and RM = VRKRVR
H,
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where VP, UP, VR is unitary matrix, DP = diag{p1,…, pM} and KR = diag{r1,…, rM}.
The cost function in (12) is reduced to

f ðPÞ ¼ tr UH
PVR

� �

KR UH
PVR

� �H
D�2

P

n o

ð13Þ

Then we orderly design VP, UP and DP.

(1) Since the matrix VP does not affect the cost function, which means it can be any
unitary matrix, we let VP = IM.

(2) According to Lemma 11 in [7], it satisfies UP
HVR = IM in order to minimizing the

trace function in (13), then we set UP = VR.
(3) The cost function is further reduced to

f ðPÞ ¼ tr KRD�2
P

� � ð14Þ

Using Lagrangian multiplier algorithm, it can be easy to derive each diagonal value
of the matrix DP

pi ¼ ri
M

P

M

j¼1
r1=2j

0

B

B

B

@

1

C

C

C

A

1=2

; i ¼ 1; � � � ;M ð15Þ

(4) The resulting precoding matrix P is given by

P ¼ DPVH
R ð16Þ

3.2 Receiver Design

At receiver, rewriting both sides of (2) by vectorization operation, we obtain

y ¼
ffiffiffiffiffiffi

qT
M

r

IT � IT � UlPð ÞH
� �H

	 


hþw ð17Þ

where y = vec(Y), h = vec(H) and w = vec(W). Under the condition of known Фl, the
received signal vector y follows complex Gaussian distribution with zero mean and
covariance matrix

Ryl ¼ ITN þ qT
M

RN � UlPRM UlPð ÞH�RT

� �

ð18Þ
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A non-coherent maximum likelihood detection [1] is used and then we get the
optimal non-coherent receiver

argmax
Ul

pðyjUlÞf g

¼ argmax
Ul

exp �yHR�1
yl
y

� �

det Ryl

� �

8

<

:

9

=

;

¼ argmin
Ul

yHR�1
yl
y

n o

ð19Þ

4 Simulation Result

The Monte Carlo simulation results of the USTM system are provided here. For
simplicity, let the number of transmit antennas be M = 2, the number of receive
antennas be N = 1. Let the period of a space-time code be T = 5. Let the number of
unitary space-time code set be L = 2. The space correlation matrix of the channel is
modeled as RM = [1 r; r 1] and RN = 1. We consider that the channel time correlation
follows Jakes’ model [8], i.e., [RT]ij = J0(2pfdTs|i–j|), where fdTs denotes the normal-
ized Doppler frequency shift.

Set r = 0.9 and fdTs = 0.05. Figure 1 shows the bit-error rates (BER) of USTM
system with and without precoding, marked as “SCTV channel, proposed” and “SCTV
channel, optimal receiver”, respectively. We see that the system with a precoder out-
performs the system with no precoder at all SNRs. Besides, our proposed scheme even
outperforms the scheme without precoding under spatially-independent and time-

Fig. 1. BER performance of the USTM system with and without precoding under different
channel condition.
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varying channel marked as “SITV channel, optimal receiver”, which means our proposed
scheme obtain additive performance gain because of the use of transmit correlation
information of the channel at transmitter.

5 Conclusion

In this paper, we have designed a precoding scheme for USTM system under the
spatial-temporal correlated flat fading channel. The exact channel coefficient can be
unknown at both transmitter and receiver. Compared with USTM without precoding,
simulation results demonstrate a significant improvement of error performance of
USTM system with precoding.

Acknowledgment. This work was supported by Fujian University of Technology research fund
project and the NSFC projects (No. 61701118 and No. 61461026).

References

1. Hochwald, B.M., Marzetta, T.L.: Unitary space-time modulation for multiple-antenna
communications in Rayleigh flat fading. IEEE Trans. Inf. Theor. 46(2), 543–564 (2000)

2. Guo, Y., You, X.: Impact of channel correlation on performance of unitary space-time codes.
Chin. J. Electron. 20(3), 545–549 (2011)

3. Yu, C., Li, H.: Research on velocity-information-based Unitary space-time modulation in
train-wayside communication under high-speed railway scenario. J. China Railway Soc.
37(9), 69–74 (2015)

4. Guo, Y., Zhu, S., Liang, Z.: Linear precoding of unitary space-time code for GLRT decoder.
IEICE Trans. Fundam. Electron. Commun. Computerences 91(A.2), 695–699 (2008)

5. Nguyen, V.K., Xiang, Y.: MMSE precoder for unitary space-time codes in correlated
time-varying channels. IEEE Signal Process. Lett. 12(8), 569–572 (2005)

6. Zhao, S., Zhao, J.: Detection and Estimation Theory. Tsinghua University Press, Beijing
(2005)

7. Palomar, D.P., Cioffi, J.M., Lagunas, M.A.: Joint Tx-Rx beamforming design for multicarrier
MIMO channels: a unified framework for convex optimization. IEEE Trans. Sig. Process.
51(9), 2381–2401 (2003)

8. Jakes, W.C.: Microwave Mobile Communications. IEEE Press, Piscataway (1993)

On Linear Precoding of Unitary Space-Time Modulation 123



Innovative Electrical Technology



The Integration of DFX Principles with TRIZ
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Abstract. In order to improve product development, enterprises need to
strengthen product lifecycle management (PLM) and collaborative design capa-
bility. For the description of product design we have proposed a four-level
structural classification scheme, which includes Design Intentions, Design
Requirements, Design Parameters and TRIZ Engineering Parameters. This study
is based on the classification scheme, and introduces the concept of Design for X
(DFX) and then discusses the design principles from four different perspectives
including manufacturing aspect, customer aspect, maintenance aspect and envi-
ronmental aspect. We deliberate the meaning of these aspects and further establish
their relevance with the TRIZ 48 engineering parameters. An electric scooter
design is presented to illustrate the application.

Keywords: Design for X � TRIZ � Product design � Electric scooter

1 Introduction

In current product development, enterprises often need to cooperate as a project team,
or even need to work with other enterprises to accelerate the development process. This
paper explores the problems of industrial innovation, and tries to combine the TRIZ
method to integrate the related operations in product design. TRIZ is mostly used at the
conceptual design stage to generate design concepts and solve problems. Therefore, the
main purposes of this study are as follows:

1. To assist collaborative design and provide better understanding for team members
to communicate each other more efficiently during product development process.

2. To combine the characteristics of TRIZ into the product design and then help
resolve design problems through TRIZ methods when needed.
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2 Literature Review

2.1 Design Collaboration

Fan (2014) depicted that how to assure the designate processes are easy to follow-up
and clearly to understand is the key to success. If have to build the collaborative
development working environment, better to do it at the earliest phase. It’s a hard
requirement to reach every aspect of agreement from different departments to functions.
While agreements define the quality of a project, thus all project success elements
including guidelines, priorities, communications, or endorsements must be unam-
biguously identified at project kick-off and agreed upon related parties. Clearly defining
the ways to execute jobs help teams from confusing or arguments during issue man-
agements. This research is considered on the base of the collaborative platform for the
product development due to the different backgrounds of the team members. The
design requests from the various departments in the process of product development are
integrated, and the product design information is then compiled and analyzed to
achieve the goal of the project.

2.2 Design for EXcellence

In the spirit of collaborative development, there is a very important concept to product
design - early involvement in the product life cycle, which results in a “Design for X
(DFX)” methodology. Since the 1970s, many DFX ideas have been proposed by
experts and scholar. Kuo et al. (2001) pointed out that DFX covers Design for
Assembly (DFA), Design for Manufacturing (DFM), Design for Disassembly (DFD),
Design for Environment, DFE) and Design for Quality (DFQ) and so on. The main
purpose of DFX is to hopefully fulfill different design considerations in the product life
cycle, thereby enhancing the product capabilities. It may also refer to “DFX” as
“Design for eXcellence” for representing the achievement of a variety of design goals.
This study takes DFX as the initial design intention and hopes to integrate the design
requests from various departments.

2.3 TRIZ

The TRIZ theory is a systematic innovation approach, which was mainly established by
Russian scientist Altshuller (2000) in 1946. TRIZ is abbreviated from Russian and
interpreted in English as “Theory of Inventive Problem Solving”. TRIZ theory was
concluded methodically via analyzing more than twenty hundred thousand patents, and
inferring the resolving techniques involved in these patents. There are several problem
defining methods and solving tools in TRIZ, including System Operator, Ideality,
Resource, Contradiction Matrix, 40 Inventive Principles, Separation Principles,
Substance-Field Analysis, Patterns of Evolutions, ARIZ, etc.

The concept of Contradictions is one of the fundamental philosophies in TRIZ.
Contradictions existing in the problem imply potential opportunities to innovation.
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Contradictions are classified into two different categories. One is technical contradic-
tion and the other is physical contradiction. A technical contradiction is defined as two
different engineering parameters conflict each other in the problem; for instance, a car
needs to be fast but energy-saving. A physical contradiction means an engineering
parameter conflicts by itself, such as a car needs to be longer for better space but also
needs to be shorter for easy parking. Contradiction Matrix is formulated to deal with
technical contradictions, and the Separation principles are developed to solve physical
contradictions.

3 Four-Level Structural Classification

In our previous research (Liu et al. 2016), authors discussed product design requests
from project team members and made connection to TRIZ engineering parameters
according to their characteristics and attributes of the design. In such a way the TRIZ
contradiction analysis can be applied once encountering conflicts. The classification
hierarchy was developed into four levels, which are Design Intention, Design
Requirement, Design Parameter and Engineering Parameter, as explained below:

• First level - Design Intentions (DIs): The concept of DFX is applied as the first level
to comprehend each collaborative team member’s aim on his/her design demands.
The typical DFXs used in this level are Design for Manufacture (DFM), Design for
Assembly (DFA), Design for Customer (DFC) and Design for Environment (DFE).
However the DFXs can be expanded if necessary.

• Second level - Design Requirements (DRs): These are explicit requests from the
team members to state their purposes on DFXs. The design requirements should be
concrete and meaningful.

• Third level - Design Parameters (DPs): These are the product specifications which
are typically related to the parts or components. DPs are usually quantifiable.

• Fourth level - Engineering Parameters (EPs): The definitions of EPs are the same as
discussed in TRIZ theory. However the 48 engineering parameters proposed by
Mann (2003) are applied instead of 39 in classical TRIZ as shown in Table 1.

Founded on the four-level structural hierarchy a more comprehensive scheme for the
multi-disciplinary design requests is constructed. A basic conceptual example is illus-
trated in Fig. 1. By arranging the design requests in such a way, the cross-functional
team members can understand what and why the product design is deliberated from
different viewpoints. Particularly linking to TRIZ engineering parameters, the design
conflicts may be examined in more details and possibly resolved through the contra-
diction matrix and inventive principles. Therefore the efficiency of collaborative product
development could be improved to achieve the effectiveness of product design quality.
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Table 1. The 48 engineering parameters in TRIZ (Matrix 2003)

1 Weight of moving object 25 Loss of substance
2 Weight of non-moving object 26 Loss of time
3 Length of moving object 27 Loss of energy
4 Length of stationary object 28 Loss of information
5 Area of moving object 29 Noise
6 Area of stationary object 30 Harmful emissions
7 Volume of moving object 31 Other harmful effects generated by system
8 Volume of stationary object 32 Adaptability/versatility
9 Shape 33 Compatibility/connectivity
10 Amount of substance 34 Trainability/operability/controllability
11 Amount of information 35 Reliability/robustness
12 Duration of action of moving object 36 Repairability
13 Duration of action of stationary object 37 Security
14 Speed 38 Safety/vulnerability
15 Force/torque 39 Aesthetics/appearance
16 Energy used by moving object 40 Other harmful effects acting on system
17 Energy used by stationary object 41 Manufacturability
18 Power 42 Manufacturing precision/consistency
19 Stress/Pressure 43 Automation
20 Strength 44 Productivity
21 Stability 45 System complexity
22 Temperature 46 Control complexity
23 Illumination intensity 47 Ability to detect/measure
24 Function efficiency 48 Measurement precision

Fig. 1. The four-level structural classification
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4 Case Study

An electric scooter design is applied to demonstrate the proposed methodology as we
consider the DFXs for four different design purposes - manufacturing, customer,
maintenance and environmental protection. In order to understand the applicability of
the four-tier architecture, this section will assume two design situations of the electric
scooter. The first situation is considered as the design requirements without setting any
premise of the design and the second situation is discussed for the design integration on
the scooter frame.

4.1 The Situation Without Premise

The assumption of this situation is that the departments do not have any design premise
at the beginning. As the product project proceeds, the team members put forward their
design requests based on their backgrounds. For examples from the manufacturing
point of view, it is desirable that the parts of the scooter frame can be reduced in
assembly, and the degree of adhesion between the hulls is improved. In the mainte-
nance point of view, the motor needs to be easily repaired and the battery can be easily
picked up when replaced. As for a customer’s viewpoints, a good battery capacity and
long travelling distance are preferred as well as handling the battery can be lightweight
and convenient. In addition, the storage space should be larger. From the environmental
point of view, the scooter should be energy-saving and the battery has to be recycled.
To sum up the design requests from different aspects, the corresponding four-level data
structure is shown in Table 2.

Table 2. Four-level data structure of design requests from different aspects

DFX Design requirement Design
parameter

No. engineering parameter

Manufacturing Reduce the number of parts Frame 10. Amount of substance
41. Manufacturability
45. System complexity

Outer shell

Reduce part variation Outer shell 41. Manufacturability
42. Manufacturing precision

Maintenance Good accessibility Battery 16. Energy used by moving
object
36. Repairability

Easy detection of
diagnostic accuracy

Motor 46. Control complexity
47. Ability to detect/measure
48. Measurement precision

(continued)
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After examining the four-tier structure in Table 2, we can find that the immediately
improved design parameters and request conflicts. The battery and the motor are sig-
nificant targets to be focused. Furthermore, possible conflicts can be identified. For
instance, the customer wants a bigger battery capacity, but the battery capacity is
usually proportional to the volume and weight of the battery such that will impact the
storage space of the scooter. Therefore after checking the Contradiction Matrix in
TRIZ, we can find several inventive principles as shown in Table 3 for improvement
directions. Note that there are total 40 inventive principles in TRIZ, the details can be
found in Ref. ?.

Table 2. (continued)

DFX Design requirement Design
parameter

No. engineering parameter

Customer Suitable size and space to
use

Storage
space

9. Shape
34. Operability/controllability
40. Other harmful effects acting on
system

Reduce the physical burden Battery 16. Energy used by moving
object
24. Function efficiency

Increase battery capacity Battery 7. Volume of moving object
10. Amount of substance
40. Other harmful effects acting on
system

Long travelling distance Battery 12. Duration of action of moving
object
24. Function efficiency
27. Loss of energy

Motor

Environment Reduce energy
consumption

Motor 27. Loss of energy

Designed to be recyclable
or reusable

Battery 25. Loss of substance
31. Other harmful effects
generated by system

Table 3. Contradition analysis for battery

Improving engineering
parameters

Worsening engineering parameters Suggested inventive
principles number

10. Amount of substance 12. Duration of action of moving
object

35, 40, 34, 10

31. Other harmful effects generated
by system

1, 35, 30, 31

40. Other harmful effects acting on
system

35, 9, 21, 22
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The suggested inventive principles of this scenario are numbered 1, 9, 10, 21, 22,
30, 31, 34, 35, 40, and the most frequently appeared principle is 35 - parameter
change/changing properties, which may be sought as the first attempt for solution.

4.2 Frame Integration Design

The scooter frame and the outer shell are assembled together, and then the frame will
be manufactured in one forming. This way can reduce the number of parts and enhance
the reliability of the frame as well as reduce the gap between the parts to achieve better
appearance for customers. Nevertheless from the manufacturing aspect, the number of
parts is reduced, the technical requirement of the frame manufacturing becomes higher.
Parts reduction may help maintenance, but the integrated component needs be replaced
entirely once damaged. As from the environmental aspect, the material usage is sim-
pler, however the waste may increase if replaced as a whole. In addition the more
complex manufacturing process may cause more pollution. In this situation, the cor-
responding four-level data structure is shown in Table 4.

Frame integration is mainly to decrease body parts of the scooter, but the manu-
facturing process may become difficult and harmful to the environment, resulting in the
conflict between DFM and DFE. Similarly by querying the Contradiction Matrix in
TRIZ, we could find the corresponding inventive principles to look for possible
solution as shown in Table 5.

Table 4. Four-level data structure of frame integration design

DFX Design requirement Design
parameter

No. engineering parameter

Manufacturing Reduce the parts count Frame 10. Amount of substance
45. System complexityOuter shell

Easy manufacture Frame 41. Manufacturability
44. Productivity

Maintenance Simplify the product and
maintenance

Frame 10. Amount of substance
36. Repairability
45. System complexity

Customer Good quality and appearance Frame 35. Reliability/robustness
Outer shell 35. Reliability/robustness

39. Aesthetics/appearance
Environment Raw material type is single Frame 10. Amount of substance

33. Compatibility/connectivity
40. Other harmful effects acting
on system

Outer shell

Simplify manufacturing
process

Frame 25. Loss of substance
27. Loss of energy
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The suggested inventive principles of this scenario are numbered 1, 2, 3, 7, 8, 10,
12, 13, 16, 18, 19, 28, 35, 36, and the more frequently appeared principles are 35
(Parameter change/changing properties), 1 (Segmentation) and 12 (Equipotentiality).
These inventive principles may be applied to solve the conflict problem.

5 Conclusion

This model may be applied to a cloud-based product development platform to aggre-
gate the design requests from collaborative team members. Through the proposed
hierarchical product design contents, members of the product development team can
effectively express their intentions of the design, and communicate each other better to
reduce the gap between different professional fields. Combined with TRIZ engineering
parameters, the conflicts inbetween may be resolved by contradiction analysis in TRIZ.
The product quality and time to market can then be improved effectively.

References

Altshuller, G.: The Innovation Algorithm: TRIZ, Systematic Innovation and Technical
Creativity. Technical Innovation Center, Inc. (2000)

Fan, C.S.: A study on a product development and collaborative design process improvement of a
transnational company—take the D company as an example. Master Thesis, National Taiwan
University (2014)

Kuo, T.C., Huang, S.H., Zhang, H.C.: Design for manufacture and design for X: concept,
applications, and perspectives. Comput. Ind. Eng. 41(3), 241–260 (2001)

Liu, T.L., Li, Y.C., Li, M.L.: A framework of cloudbased collaborative platform to integrate
product design requests and contradiction analysis. In: Proceedings of 2016 International
Conference on Advanced Materials for Science and Engineering (ICAMSE), pp. 475–478
(2016)

Mann, D.L., Dewul, S.: Updating the TRIZ contradiction matrix. In: 5th Annual International
Conference of Altshuller Institute for TRIZ Studies (2003)

Table 5. Contradition analysis for frame integration design

Improving engineering
parameters

Worsening engineering
parameters

Suggested inventive principles
number

10. Amount of substance 41. Manufacturability 10, 2, 35, 1
44. Productivity 1, 13, 3, 35, 36
27. Loss of energy 35, 7, 18, 19

45. System complexity 41. Manufacturability 3, 12, 1, 28, 26
44. Productivity 16, 12, 29, 8
27. Loss of energy 35, 28, 13, 10

134 T.-L. Liu et al.



Adaptive Nonsmooth Attitude
Tracking Control of Quadrotor UAV

with Dynamic Uncertainties

Dongwei He1,2(&), Pei Gao3, Lisang Liu1,2, Xuecheng Jiang4,
and Jishi Zheng1,2

1 School of Information Science and Engineering,
Fujian University of Technology, Fuzhou 350118, China

yzak_juel@hotmail.com
2 Fujian Provincial Key Laboratory of Digital Equipment,
Fujian University of Technology, Fuzhou 350118, China
3 Department of Information Management Engineering,

Fujian Business University, Fuzhou 350012, China
4 Department of Electronics Engineering, Minjiang University,

Fuzhou 350118, China

Abstract. This paper addresses a new adaptive attitude controller for quadrotor
UAV in the presence of parameters uncertainty and bounded external distur-
bances. First, an attitude dynamic model is built for the quadrotor UAV, con-
sidering parameters uncertainty and bounded external disturbances. Moreover,
an adaptive nonsmooth attitude controller is developed by integrating nons-
mooth control and adaptive control techniques, based on backstepping
approach. And the stability of the closed-loop system is analyzed based on the
Lyapunov method. Finally, the effectiveness and advantages of the proposed
method are illustrated via some simulation results and comparisons.

Keywords: Quadrotor � Attitude tracking control � Adaptive control �
Nonsmooth control

1 Introduction

Quadrotor UAV (Unmanned Aerial Vehicle) has been developed for various military
and civil missions, due to its simple structure, VTOL (Vertical Taskoff and Landing)
and great maneuverability [1]. Quadrotor UAV is a typically coupled and underactu-
ated nonlinear system. Its control system usually consist of attitude part and position
part, whose position part guarantee the Quadrotor UAV to track the desired positions
by changing the attitudes and total thrust, and the attitude part guarantee the quadrotor
UAV to track the desired attitudes determined that given by position controller. It
means that the position control performance is affected by the attitude tracking per-
formance, besides several maneuver tasks require high attitude tracking performance.
Unfortunately, it is not easy to achieve high attitude tracking performance, due to the
coupled character and parameter uncertainties. Moreover, external disturbances also
bring more challenge. Many techniques have been proposed to solve the above
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problem. Tradition method such as PID, LQ control [2], robust feedback linearization
[3], robust control [4] etc. are adopted to improve the attitude tracking performance for
quadrotor UAV to some extent, but they can’t achieve high performance because of
ignoring the coupled character and parameter uncertainties during controller design. So
many novel controller methods are proposed. The work [5] proposed a robust distur-
bance rejection control method based on robust disturbance observer (DOB), robust
DOB was designed to compensate the uncertainty. In [6], An robust control method
was addressed, adaptation laws were designed to learn and compensate the modeling
error and external disturbance. In [7], A proportional-integral control method was
proposed based on additive-state-decomposition (ASD) dynamic inversion design.
By ASD and a new definition of output, the considered uncertain system is transformed
into a first-order system, in which all original uncertainties were lumped into a new
disturbance at the new defined output. And a dynamic inversion control was applied to
reject the lumped disturbance.

In this brief, an adaptive nonsmooth attitude tracking controller is developed for
quadrotor with dynamic uncertainties, integrating the nonsmooth control and adaptive
control technology. Compared with the aforementioned method, the proposed method
has fast transient, high-precision performances and simpler controller structures.

2 Preliminaries

2.1 Model Dynamics of Quadrotor UAV Attitude System

An attitude system model of the rigid-body quadrotor UAV with dynamic uncertainties
can be written as (see [1–4]):

€/ ¼ _h _w Iy � Iz
� ��

Ix þ blU/
�
Ix þD/

€h ¼ _/ _w Iz � Ixð Þ�Iy þ blUh

�
Iy þDh

_w ¼ _/ _h Ix � Iy
� ��

Iz þ dUw
�
Iz þDw

ð1Þ

Where / 2 R; h 2 R; w 2 R denote the Euler angles (roll, pitch, yaw) respectively,
Ix 2 Rþ , Iy 2 Rþ , Iz 2 Rþ are the moments of inertia of quadrotor, b is the lift
coefficient, d is the drag coefficient, l 2 Rþ is the distance from the epicenter of the
quadrotor UAV to the rotor axis, Du 2 R; Dh 2 R; Dw 2 R denote the uncertainties
caused by bounded external disturbance. And U/, Uh, Uw are given as follows:

U/ ¼ x2
2 � x2

4

Uh ¼ �x2
1 þx2

3

Uw ¼ x2
1 � x2

2 þx2
3 � x2

4

ð2Þ

Where xi 2 R; i ¼ 1; 2; 3; 4 denote the angular speed of the rotor i. For the design
procedure of adaptive nonsmooth attitude tracking controller, the dynamic model will
be transformed as follow.
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Define k1 ¼ bl, k2 ¼ d, px1 ¼ Ix=k1, py1 ¼ Iy=k1, pz1 ¼ Iz=k1 px2 ¼ Ix=k2,
py2 ¼ Iy=k2, pz2 ¼ Iz=k2, we can write Eq. (1) in the following form

Uu ¼ px1€u� _h _wpy1 þ _h _wpz1 þ Tu

Uh ¼ py1€h� _u _wpz1 þ _h _wpx1 þ Th

Uw ¼ pz2 _w� _u _hpx2 þ _u _hpy2 þ Tw

ð3Þ

With: Tu ¼ px1Du, Th ¼ py1Dh, Tw ¼ pz2Dw.
Then Eq. (3) can be represented as:

U ¼ M€qþC _qð ÞþT ð4Þ

where, q ¼ u h w½ �T, _q ¼ _u _h _w
� �T

, €q ¼ €u €h €w
� �T

, C _qð Þ ¼ � _h _wpy1 þ _h _wpz1 �
�

_u _wpz1 þ _h _wpx1 � _u _hpx2 þ _u _hpy2�T, U ¼ Uu Uh Uw½ �T, T ¼ Tu Th Tw½ �T, M ¼
diag px1 py1 pz2ð Þ:

If we notate: p ¼ px1 py1 pz1 px2 py2 pz2 Tu Th Tw½ �T and

U,U _q €qð Þ ¼
€u � _h _w � _h _w 1
_h _w €h � _u _w 1

� _u _h _u _h _w 1

2
4

3
5.

Equation (3) could be derived as:

U ¼ Up ð5Þ

Then the dynamic model of the quadrotor UAV with uncertainties could be rep-
resented as:

U ¼ U pn þ puð Þ ð6Þ

Where pn is the parameter vector of nominal system, pu is the unknown parameter
vector of the quadrotor UAV dynamic model.

2.2 New Version of Barbalate’s Lemma

Theorem 1. If x tð Þ is a uniformly continuous function and if there exist a lower
bounded scalar function V and a continuous positive definite and radially unbounded
scalar function M such that � _V �M x tð Þð Þ; then x tð Þ ! 0 as t ! 1 [8].

3 Adaptive Nonsmooth Attitude Tracking Control
of Quadrotor UAV

Assumption 1. The reference attitude trajectory qr 2 C2, and the sample rate of the
controller is fast enough, so _p � 0.
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Backstepping approach will be adopted to design the adaptive nonsmooth attitude
tracking controller (ANSATC) as follow.

Step 1. Let x1 , q and x2 , _q; lead to _x1 ¼ x2. Define z1 ¼ x1 � x1r and z2 ¼ x2 � b;
where x1r ¼ qr and b is the auxiliary part which will be designed later.

Consider the candidate Lyapunov function as follow

V1 ¼ zT1 z1
�
2 ð7Þ

Differentiating V1 versus time along the trajectories of system (1) yields

_V1 ¼ zT1 _z1 ð8Þ

With the definitions above, it could be derived as

_V1 ¼ zT1 x2 � x2rð Þ ¼ zT1 z2 þ zT1 b� x2rð Þ ð9Þ

b is designed as

b ¼ x2r � K1sig z1ð Þa ð10Þ

Where, K1 2 R3�3
þ is a diagonal positive-definite gain matrix, a 2 Rþ ; 0\a\1.

And the notation sig z1ð Þa is defined as [9]

sig z1ð Þa , z1u
�� ��asign z1u

� �
z1hj jasign z1hð Þ z1w

�� ��asign z1w
� �� �T ð11Þ

From (10) and (11), _V1 could be deduced as

_V1 ¼ zT1 z2 � K1zT1 sig z1ð Þa ð12Þ

It is easy to deduce that _V1 ¼ K1zT1 sig z1ð Þa � 0 as z2 ¼ 0.

Step 2. We define parameter matrixes of the nominal system as Mn, Cn and Tn, and
consider an desired system (parameters are known, without external disturbances) as
the nominal system, from (4) and (6) it is easily obtained that

U ¼ Upu þMn€qþCn _qð Þ ð13Þ

Where Tn ¼ 0; Mn is a diagonal positive-definite matric. Then consider a new
candidate Lyapunov function as follow

V ¼ V1 þ zT2Mnz2 þ �pTC�p
� ��

2 ð14Þ

Where �p ¼ p� p̂, p̂ is the estimation result obtained by adaption laws, which will
be designed next. C 2 R3�3

þ is a diagonal positive-definite gain matrices.
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Differentiating V with respect to time and from (12) yields

_V ¼ zT1 z2 � K1zT1 sig z1ð Þa þ zT2Mn _z2 þ �pTC _�p ð15Þ

Substituting Eq. (13) into (15), we obtain

_V ¼ zT1 z2 � K1zT1 sig z1ð Þa þ zT2Mn _z2 þ �pTuC _�pu
¼ zT1 z2 � K1zT1 sig z1ð Þa þ zT2 �Cn _qð Þ �Upu �Mn

_bþU
� �þ �pTuC _�pu

ð16Þ

Design U as follow

U ¼ Unsc � z1 þMn
_bþCn _qð ÞþUp̂u ð17Þ

Where Unsc ¼ �K2sig z2ð Þa, K2 2 R3�3
þ is a diagonal positive-definite gain

matrices.
From (16), (17) can be derived as

_V ¼ �K1z1sig z1ð Þa�K2sig z2ð Þa þ _�pTuC� zT2U
� �

�pu ð18Þ

We let _�pTuC� zT2U ¼ 0; from Assumption 1 we can deduce the adaptation laws as
follow [10]

_̂p
T
u ¼ �zT2UC�1 ð19Þ

And we get _V � 0. For the system analysis, we define scalar function N zT1 ; z
T
2

� �
as

N zT1 ; z
T
2

� � ¼ K1z1sig z1ð Þa þK2sig z2ð Þa ð20Þ

From (14) and (20), it is easily to deduce that the infimum of V (inf Vf gÞ exists, and
supremum of V satisfies sup Vf g�V 0ð Þ, so z1, z2, �pu are bounded.

From (10), we can obtain

_z1 ¼ z2 � K1sig z1ð Þa ð21Þ

From (10), (13) and (17), we can obtain

Mn _z2 ¼ �z1 � K2sig z2ð ÞþU�pu ð22Þ

From (21) and (22), we can easily deduce that z1 and z2 are bounded, so z1, z2 are
uniformly continuous function and N zT1 ; z

T
2

� �
is radially unbounded. By Theorem 1 we

can obtain that then z1 ! 0; z2 ! 0 as t ! 1, which means the real attitude will
tracking reference attitude trajectory without error as t ! 1.

Remark 1. When a ¼ 1; the adaptive nonsmooth controller in (17) will become a type of
normal adaptive controller, and it will become a PD controller when a ¼ 1 and p̂u ¼ 0.
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4 Simulation Results

The parameters of the quadrotor VAU are m ¼ 2 kg, l ¼ 0:2m, Ix ¼ 1:25 kg �m2,
Iy ¼ 1:25 kg �m2, Iz ¼ 2:5 kg �m2, b ¼ 2:98� 10�6 N � s2�rad2, d ¼ 1:14�
10�7 N � s2�rad2 . And the sampling rate of controller is 10 kHz. For simplicity, the
altitude control of the quadrotor UAV is ignored, which means the quadrotor UAV is
holding the altitude eternally. The reference attitude trajectory could be represented as
ur ¼ p=6ð Þ sin 2pð Þ radð Þ;hr ¼ p=6ð Þ sin 2pð Þ radð Þ;wr ¼ 0:

And D/ ¼ 10%mgl=Ix; Dh ¼ 10%mgl
�
Iy; with the assumption that the parameters

are unknown to controller and the nominal parameters are given as k1n ¼ 0:8k1,
k2n ¼ 0:6k2, Ixn ¼ 0:7Ix, Iyn ¼ 0:7Iy, Izn ¼ 0:7Iz. Four experiments are designed with
K1 ¼ 5� diag 1 1 1ð Þ, K2 ¼ 4� 106 � diag 1 1 1ð Þ, and the different part of
the experiments are shown as Table 1, which represent normal PD controller (Method 1),
normal adaptive controller (Method 2), nonsmooth controller (Method 3), and the pro-
posed method (Method 4) respectively.

The simulation results are illustrated in Fig. 1. Figure 1(a) presents the tracking
results of /, it is clearly that the proposed method (Method 4) has fastest transient and
most precise tracking performances among the four experiments. The similar tracking
results of h are shown in Fig. 1(b). And the tracking results of w are shown in Fig. 1(c).
Figure 2 shows the control input of the four experiments, which are all continuous
without chattering.

Table 1. Table of experiment parameters.

Experiment Parameters of controller

1 a ¼ 1 C�1 ¼ 0� diag 1 1 1 1 1 1 1 1 1ð Þ
2 a ¼ 1 C�1 ¼ 5� 106 � diag 1 1 1 1 1 1 1 1 1ð Þ
3 a ¼ 0:8 C�1 ¼ 0� diag 1 1 1 1 1 1 1 1 1ð Þ
4 a ¼ 0:8 C�1 ¼ 5� 106 � diag 1 1 1 1 1 1 1 1 1ð Þ
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Fig. 1. Results of simulations

140 D. He et al.



Further, to evaluate the relationship between tracking performance and control
parameter a, four experiments are carried out with a ¼ 1, a ¼ 0:9, a ¼ 0:8 and
a ¼ 0:7: Figure 3 illustrates the tracking result of /, we can easily find that tracking
performance are the best when a ¼ 0:7; which means attitude tracking performance can
be improved by reducing a. But a could not be arbitrary small, because an arbitrary
small may lead to chatting in real system.

5 Conclusion

In this paper, an adaptive nonsmooth attitude tracking control of quadrotor UAV based
on backstepping approach is presented. A dynamic model was built considering the
dynamic uncertainties, an ANSATC was designed in detail, and the system stability is
analyzed. Finally the effectiveness of the ANSATC was validated via serial simula-
tions, which showed satisfactory transient and precise tracking performance while
rejecting dynamic uncertainties.
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Abstract. With aim to save energy that seriously wasted in classroom, this
paper propose an intelligent light control system based onARM9 as core pro-
cessor CPU by dividing the classroom lighting into several square area. The
TSL230 programmable optical frequency converters were adopted to detect the
current light intensity of the classroom while the pyroelectric electric infrared
sensors were adopted to detect the person information in the room. The data was
sent to ARM9 to make a reasonable switch lights decisions by comparing the
data with the setting threshold of illuminance and that of people. The system
was proved with the merits of simple operation, low cost, high reliability and
energy saving.

Keywords: Classroom light � Embedded system � Pyroelectric infrared
sensor � Energy saving

1 Introduction

Higher education has been paid great attention and the education population has also
increased significantly. Thus the number of classrooms in the campus continues to
increase. However, the lights in the classroom are always turned on even if there was
few people in it due to the lack of awareness of energy conservation [1]. At night, it is
common to see the whole lights are turned on in many classrooms while only a few
students studying in the classroom. What is worse, the lights are still on after people
leaving [2]. As a result, this kind of energy waste brings the water and electricity costs
of the high school a heavy burden. A little waste of one classroom though, a great
waste to the school day by day [3]. It is estimated that a school has 240 classrooms and
each classroom save electricity about 3° a day, then more than 10 million RMB of
electricity fee can be saved a year. As a result, a more intelligent, more effective control
of the lights system, which will not affect the students’ vision and learning, is urgently
need. The system, with the purpose of energy conservation, can automatically turn on
and off according to the actual degree of illumination in the daytime [4]. The intelligent
light control system not only can achieve energy conservation, but also promise a
comfortable lighting environment. Meanwhile, the main source of electricity in China
is coal, the lighting energy saving can also reduce harmful gas emissions and the air
pollution.
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2 Principle of Classroom Lighting System

The intelligent classroom lighting control system determines the lights on and off
according to the distribution of person and the illumination. The standard classroom is
divided into five square areas named A, B, C, D, E area, shown in Fig. 1. The optical
frequency conversion sensor and infrared pyroelectric sensors are installed in the
ceiling of each area to detect the indoor light intensity and personnel flow, then the
collected data was sent to the core processor to determine whether the light should be
on or not.

The international standard classroom lighting is controlled at 300Lx–500Lx, where
Lx is the illumination unit, which refers to the luminous flux received per unit area on
the illuminated surface [5]. If the natural illumination is not satisfied, the light illu-
mination will be more than 300Lx, then the system will be mistakenly meet the
requirements of light and turn off the lights. In order to avoid the occurrence of this
phenomenon, an upper limit of 500Lx illumination is proposed taking the overlap of
the natural light and light generation into account. The lights will be turn off when the
natural light and light superimposed illumination is greater than 500Lx and turn on
when that is less than 300Lx.

When the daylight illumination is not enough or at night, the lights should be turn
on. Assuming the total number of a classroom is Y, then each area can commodate 1/4
of Y, let Y/4 = X. Take A Area as an example, when someone is detected in the A area,

Fig. 1. Classroom light layout area
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then turn on the A area lamps and other areas of lighting remain turn off. There are four
lights in each area and only two of them will be turn on if person number is less than
1/4 of X, no matter where the person is sitting in this area. The scheme can save the
energy efficiently.

The concrete rules of the scheme are as follows:
When P < X/4, turn on two lamps; When X/4 < P <= X/2, turn on 3 lamps; When

P > X/2, turn on four lights; Where, P is the number of person.
On the contrary, the lights keep off if the illumination is sufficient.

3 Hardware Design

The S3C2410 chip with embedded ARM920T core was adopted as the main controller
of the system, ARM is the abbreviation of Advanced RISC Machine, has the advan-
tages of small size, low power consumption, low cost, high performance, data pro-
cessing capacity and so on [6]. S3C2410 can support external expansion SDRAM and
NAND FLASH, addressing space is 128 MB/block (8 blocks in total, that is, 1 GB),
the chip has 4 KB SRAM, integrated MMU and rich on-chip peripherals, integrated
independent 16 KB instruction cache and 16 KB data cache, support lC/OS-II,
Window CE and embedded operating system, especially suits for mobile devices and
small general-purpose embedded applications [7].

The overall structure of the system is shown in Fig. 2. The external components
mainly include the human body signal acquisition module, the optical signal acquisi-
tion module, the clock module, the display module, the storage module and the I/O
interface. The infrared pyroelectric sensor and optical frequency converter are used for
real-time monitoring and detection of the classroom.

ARM9

Memory I\O

Human body signal acquisition

Optical signal acquisition

Host 
computer

Display 
module

button

clock

Fig. 2. Diagram of system hardware architecture block
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3.1 Lighting Module Interface Design

The programmable optical frequency converter TSL230 is adopted to judge whether
the classroom lighting is bright enough or not.., It is a high-performance, low-cost
smart sensor with programmable sensitivity and full-scale output frequency [8]. As
shown in Fig. 3, the logic inputs S0 and S1 are corresponding to the sensitivity, S2 and
S3 are corresponding to the frequency, OUT is the output pulse. That is, the optical
frequency is converted to frequency via TSL230, then transfer the frequency to the
CPU, where the frequency will be converted to illumination and compared with the
threshold. In order to ensure the accuracy of the collected signal data, the sensors
should be placed away from direct sunlight and lighting and collect the scattered light
of its own area.

3.2 Person Detection Module

The person can be detected by the infrared sensor according to the human body
temperature. The paper adopts CS9803GP infrared pyroelectric sensor for personnel
information collection. The pyroelectric infrared detector has two key components: one
is pyroelectric infrared sensor (PIR), which can be turn wavelength between 8 and
12 lm into electrical signals and inhibit the natural white light and other interference
signals; the other is Fresnel lens, which can refract the pyroelectric infrared signal on
the PIR and divide the detection area into a number of bright and dark areas [9]. The
working principle is: the infrared ray emitted by the human body about 10 lm is
enhanced by the Fresnel filter to the infrared sensor source. Then the sensing element
will lose the charge balance when the infrared radiation temperature of the human body
is received, and the charge is released, Finally, a detection signal will be produced, that
is, the infrared signal is converted to electrical signal output.

Fig. 3. Diagram of lighting module interface
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3.3 RTC Module

The function of adjustment and display of the date and time is necessary for the time is
one of the lighting control decision factors. It can also be used as a clock. RTC is inside
of the CPU and the external circuit supplies power for the RTC, wiring diagram is
shown in Fig. 4.

3.4 LCD Module and Key Module

The LCD display and the key module are designed to facilitate the system function
module selection, parameter setting, system initialization, etc. TSXM, TSXP, TSYM,
TSYP are four ports of the four-wire touch screen and can be directly connected to the
touch screen; six buttons of the key module and 8 external interrupt ports EINT8,
EINT11, EINT13, EINT14, EINT15, EINT19 are used to achieve man-machine
interface. Due to limitation of the number of words, the system displays in
multi-screen, using the button to select the screens or modify the parameter value.

Users can set the parameters like the thresholds of person numbers, illumination
threshold and working time. The password also can be set for system security.

4 Software Programming

The program is operated in l c/os II operating system, which is a priority-based
pre-emptive real-time kernel. In l c/os II, there are multi-task and each task has its own
dedicated stack, the capacity of which can be arbitrary [10].

4.1 Main Program Flow Chart

There are several tasks: ① automatic manual switch; ② record person distribution;
③ manual mode task; ④ automatic mode task.

Fig. 4. Diagram of RTC power supply circuit
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System work flow chart is shown in Fig. 5. When in the automatic mode task,
firstly judge whether the lights are on or off, then turn on the lights if the illumination is
less than 300lx and the lights are off, keep the lights off if the illumination is greater
than 500lx. Turn off the lights if the illumination is greater than 500lx and the lights are
on, otherwise keep the lights on.

Fig. 5. Chart of main system flow
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The main task is:

#define  TASK_STK_SIZE      512   
OS_STK        Task1Stk[TASK_STK_SIZE]; 
OS_STK        Task2Stk[TASK_STK_SIZE]; 
OS_STK        Task3Stk[TASK_STK_SIZE]; 
OS_STK        Task4Stk[TASK_STK_SIZE]; 
void  Task1(void *data); 
void  Task2(void *data); 
void  Task3(void *data); 
void  Task4(void *data); 
void main (void) 
{    OSInit();  

DevInit (); // device initialization 

OSTaskCreate(Task1, (void *)0, &Task1Stk[TASK_STK_SIZE - 1], 0); 

 OSTaskCreate(Task2, (void *)0, &Task2Stk[TASK_STK_SIZE - 1], 1); 

 OSTaskCreate(Task3, (void *)0, &Task3Stk[TASK_STK_SIZE - 1], 2); 

 OSTaskCreate(Task4, (void *)0, &Task4Stk[TASK_STK_SIZE - 1], 3); 

 OSStart();   

} 
// task  hand automatically switch tasks 
Void Task1 (void * pdata) 
{Pdata = pdata; 
While (1) 
{/ * Task specific code ... * / 
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OSTimeDlyHMSM (0, 0, 0, 100); // Set the timer 
} 
} 
// task  record the distribution of classroom staff 
Void Task2 (void * pdata) 
{Pdata = pdata; 
While (1) 
{/ * Task specific code ... * / 
OSTimeDlyHMSM (0, 0, 0, 500); // Set the timer 
} 
} 
// task  manual mode task 
Void Task3 (void * pdata) 
{Pdata = pdata; 
While (1) 
{/ * Task specific code ... * / 
OSTimeDlyHMSM (0, 0, 0, 800); // Set the timer 
} 
} 
// task  automatic mode task 
Void Task4 (void * pdata) 
{Pdata = pdata; 
While (1) 
{/ * Task specific code ... * / 
OSTimeDlyHMSM (0, 0, 1, 0); // Set the timer 
} 
} 

4.2 Other Control Modules

1. System initialization

System initialization includes the configuration initialization of keys, sensors, LCD
display and real-time clock.

2. Real-time clock module

The real-time clock (RTC) unit can work with a backup battery when the system is
power off. The RTC transfers 8-bit data to the CPU by STRB/LDRB ARM. The data
contains seconds, minutes, hours, days, months, and years. The external crystal is
32.768 kHz and the alarm function is provided.
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3. Display driver module

The driver module is mainly to configure the ports of LCD, including the display state
and the starting line. LCD screen need to be clear before use to avoid incorrect
information display. While data displaying, the coordinates, the text and graphics of the
data should be pre-written to the LCD.

4. Key module

In the determinant keyboard mode, ARM scans the keyboard repeatedly to catch the
users’ command order, and it will no longer respond to other requests while executing
or processing the command until the ARM returns to the scanning mode.

5 Conclusion

Based on ARM technology, the proposed classroom lighting intelligent control system,
automatically control the light by the ambient light and the person numbers, is more
reasonable and effective to reduce the cost of power. The timing parameter is set to
make the control system adapt to the school’s schedule. This intelligent light control
system can be applied to all types of schools, universities and colleges by simply
transforming the original lighting system.
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Abstract. The remainders in attached pipelines of rocket engine are great harm
to the reliable operation of engine. Signal noise and misjudgment caused by
electromagnetic interference reduce the detection accuracy seriously. This paper
analyzes the common-mode voltage of the rectifier bridge side and the inverter
side of the detection equipment. According to the cut-off frequency, the fun-
damental voltage drop and the fundamental current and other parameters, the
common-mode voltage filter is designed. The crosstalk coupling process
between cable bundles is analyzed in this paper. Based on the finite element
method, the distribution parameters of the cable bundle are analyzed and the
structure of the cable bundle is optimized. With these methods, the impact of
electromagnetic interference on the accuracy of remainders detection is reduced
effectively.

Keywords: Attached pipelines of rocket engine � Remainder � PIND �
Electromagnetic compatibility

1 Introduction

Remainder refers to all the material which exist in the product and has nothing to do
with the requirement. It may be entered by external or internally generated [1]. Rocket
engine as a power plant for aerospace systems, its reliability is a key factor in for the
launch mission [2]. The structure of rocket engine is complex, and the assembly
process is numerous, so remainders are not easy to be perceived. Free remainder will
cause propel system exceptions, mechanical failure, control system damage and other
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issues, even lead to casualties. Therefore, the detection of remainders in attached
pipelines of rocket is a necessary measure to exclude rocket engine work failure.

2 Research Background

Based on Particle Impact Noise Detection (PIND), Harbin Institute of Technology
designed automatic detection system for remainders in attached pipelines of rocket
engine. The schematic diagram is shown in Fig. 1.

2.1 Existing Problems

In order to provide sufficient and adjustable excitation capacity, the frequency con-
version is employed. A lot of data show that the electromagnetic interference makes the
background noise increased by 30%–55%. In addition, the electromagnetic interference
increases detective complexity of remainder signal, and result in misjudgment.

The main problems of electromagnetic compatibility in this system are:

• As a result of PWM technology, the output pulse of inverter contains a large
number of high-order harmonic components.

• The pulse output voltage generated by the high-speed power switching devices
causes serious electromagnetic interference to the sensor.

• The power lines of motor and the signal lines of acoustic emission sensor pass
through the center shaft, and crosstalk occurs between them.

2.2 Research Status at Home and Abroad

In the electromagnetic compatibility of the variable frequency drive system, B. Basa-
varaja proposed the improved second-order RLC low-pass filter [5]. A. Consoliand
designed a four-phase inverter to eliminate the common-mode voltage, and proposed
“auxiliary phase” and second-order LC filter [6]. Sun Li have studied the electro-
magnetic interference generated in the integration of electrical systems [7].

The ae sensor

The fixture Random movement

Uniform rotation

Signal acquisition
and analysis

Fig. 1. The detection system of remainders in attached pipelines of rocket engine
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The methods of studying the electromagnetic compatibility of shielded cable
mainly include the field method and the equivalent road method. Taylor put forward a
variety of field-line coupling model, and domestic research is mainly based on trans-
mission line theory [8]. Sun Beiyun proposed the calculation of the distributed
capacitance of the Multi-conductor cable [9]. Yi Bin study the coupling response of
voltage and current in the shielded cable with ANSYS [10].

At present, there are few studies on the electromagnetic interference in the detection
of remainders in attached pipelines of rocket engine, so it needs further analysis.

3 Electromagnetic Compatibility Analysis of Variable
Frequency Drive System

The variable frequency drive system is composed of frequency converter and asyn-
chronous motor, the IGBT in the inverter circuit produce a higher common-mode
voltage [11], which is the main source of electromagnetic interference. The simulation
schematic diagram of variable frequency drive system is shown in Fig. 2.

3.1 Common-Mode Voltage of the Rectifier Bridge

From Fig. 2, the function is as follows:

Umg ¼ Ueg þUfg

2
ð1Þ

Umg ¼ 3
ffiffiffi
2

p

8p
UAB sinð3wtÞþ 3

ffiffiffi
2

p

80p
UAB sinð9wtÞþ . . . ð2Þ

The Fourier series expansion formula in (2) [12]. Where w is the fundamental fre-
quency of AC input voltage, and UAB is the AC input line voltage.

The model of variable frequency drive system is established by Simulink, the
waveform and spectrum of Umg are shown in Fig. 3. There is 6k − 1 (k = 1, 2, 3,…)
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154 G. Wang et al.



harmonics, where there is no harmonics at the fundamental frequency, the amplitude of
the third harmonic is the largest and the amplitude of the harmonics decreases with
increasing frequency.

3.2 Common-Mode Voltage of the Inverter

Figure 4 shows the simulation waveform of the common-mode voltage. The Fourier
expression of the common-mode voltage Ung is as follows [12]:

when n = 1, 3, 5,…, k = 6j, j = 1, 2, 3, …

Ung ¼
X1
n¼1

ð�1Þðn�1Þ=2 EDC

2
ð 4
np

Þ J0ðanp2 Þ cosðnwstÞ
n

þ 3
X1
n¼1

Jkðanp2 Þ½cosðnws þ kw1Þtþ cosðnws � kw1Þt�
)

ð3Þ

when n = 2, 4, 6,…, k = 6j − 3, j = 1,2,3,…

Ung ¼ 3
X1
n¼1

ð�1Þn=2 EDC

2
ð 4
np

ÞJkðanp2 Þ½sinðnws þ kw1Þtþ sinðnws � kw1Þt� ð4Þ

Where ws is the carrier angular frequency, w1 is the modulation wave angular
frequency, Jk is the k-order Bessel function, and Ed is the DC bus voltage.

From (3), (4) and Fig. 6, if the modulated wave is the sine wave, w1 of the
modulation wave does not exist in the common-mode voltage. The harmonics will exist
only when the carrier frequency is odd times of ws, and the harmonic amplitude of the
double carrier is largest. The inter-harmonics exists at the frequency nws � kw1.

3.3 Design of Common-Mode Voltage Filter for Three-Phase Inverter

As shown in Fig. 5, this paper selects the second order RLC passive filter to suppress
the differential mode voltage and the common mode voltage. The model parameters of
the induction motor as follows: Rma is 22X, Lma is 44 mH, Cma is 6nF.
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The common-mode voltage of the inverter:

Ung ¼ V1 þV2 þV3

3
¼ V1m þV2m þV3m

3
þVmg ð5Þ

From circuit analysis:

Ung ¼ 1
3
ðRf io þ 1

Cf

Z
iodtÞþUf m þUmn ð6Þ

According to (6), Ung is proportional to Rf, inversely proportional to Cf. The filter
parameters can be determined synthetically by cutoff frequency, fundamental voltage
drop, fundamental current [13].

• Cut-off frequency. The harmonic amplitude of the common-mode voltage is largest
at the carrier frequency. And, the cutoff frequency should less than one tenth of
carrier frequency. If the operating frequency of the filter is too low, it will bring the
capacitor current and phase shift. Therefore, the cutoff frequency is usually ten
times higher than fundamental frequency. Considering the conditions and verified
by experiments, the cut-off frequency is determined to be 400 Hz.

• Filter inductance. Usually the fundamental voltage drop on the inductor should be
less than 3% * 5%, the inductance range is

Lf ¼ ð3%� 5%ÞLma ¼ 1:32mH� 2:2mH; select Lf ¼ 1:6mH:

• Filter capacitor. In the no-load conditions, the fundamental current of the capac-
itance should be less than 10% of the inverter output current, the inverter rated
current is 30A, rated power Ed = 17.5 kW. Then Ic ¼ aEd p fC=

ffiffiffi
2

p ¼ 3A, and the
solution is 1.54 lF.

• Damping resistance. Too large value of resistance will affect the dead time of
switch. In addition, the capacitor capacitance is less than 20% of the rated current of
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the inverter when circuit modulates. Considering the conditions and after simulating
and experimenting, select Rf = 2X.

The simulation results are shown in Fig. 6 to Fig. 8. From Figs. 4 and 6, the
high-frequency common-mode voltage of 2 kHz or more is well suppressed after fil-
tered. Figures 7 and 8 show that it also has a good effect on differential mode voltage.

4 Electromagnetic Compatibility Analysis of Sensor Cable

4.1 Coupling Theory of Capacitance and Inductance

The electromagnetic energy causes crosstalk when the distributed capacitance and the
distributed inductance are coupled. The capacitive coupling between the cables is:

U2 ¼ Zi
Zi þ 1

jwc
Ui ð7Þ

(7) displays that the electromagnetic interference voltage U2 is related to the value
of coupling capacitance C and input impedance Zi, and decreasing the values of w,
C and Zi can reduce the electromagnetic interference caused by the capacitive coupling.
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The inductance coupling between the cables is:

UN ¼ d
dt
MI1 ¼ M

d
dt
I1 ¼ jwMI1 ð8Þ

(8) shows UN is proportional to dI1=dt and M, therefore reducing M and decreasing
the frequency w can suppress the inductance coupling voltage [10].

4.2 Finite Element Analysis of the Sensor Cable

Based on the finite element principle, this paper calculates the distribution parameters
between cables.

Figure 9 shows the 9-conductor cable model that is established by the Maxwell.
Each wire is composed of core layer, inner insulating layer, shielding layer and outer
insulating layer from inside to outside. According to the actual cable, the relative
permittivity of the inner and outer insulating layers and the intermediate filling layer is
set to 2.5, 2.6 and 2.1. The relative permeability of all the media is 1, the structural
parameters are as follows: Ra1 = 3 mm, Ra2 = 4 mm, Ra3 = 5 mm, Ra4 = 6 mm,
Rb1 = 1 mm, Rb2 = 1.5 mm, Rb3 = 2 mm, Rb4 = 2.5 mm, Rc = 9.5 mm, Rd = 13 mm.

By calculating the distributed capacitance and inductance between the cables, It can
be seen from Tables 1 and 2, the distributed capacitance between the sensor cores is 0
when the shield is applied, and it exists only between the shielding layers and the
sensor cables. Without shielding, there is a pF-level capacitance. If the shielding layer
is applied, the self- capacitance is calculated in the reference system, so the
self-capacitance value is larger than that without shielding layer.
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5 Conclusion

This paper analyzes the principle of generating electromagnetic interference in the
variable frequency transmission system and multicore pin cable in the automatic
detection system of remainders in attached pipelines of rocket engine, and simulates the
common mode voltage of the inverter and the distribution parameters of the cable. The
main conclusions are as follows. The mechanism and characteristics of the common
mode voltage of the rectifier and the inverter are analyzed. RLC passive filter is
designed to suppress the common mode voltage. The principle of crosstalk between
sensor cables is analyzed, and the simulation model of 9-conductor cable is established.

Table 1. Capacitance simulation results with shielding layer (pF)

C 1 2 3 9 10 16 17 18

1 137.22 0 0 0 0 0 0 0
2 0 137.22 0 0 0 0 0 0
3 0 0 137.22 0 0 0 0 0
: : : : : : : : :
9 0 0 0 139.39 −139.39 0 0 0
10 0 0 0 −139.39 310.3 −14.598 −14.598 −14.598
11 −137.22 0 0 0 −14.598 −0.2083 −0.6506 −12.152
12 0 −137.22 0 0 −14.598 −0.1301 −0.2084 −0.6507
13 0 0 −137.22 0 −14.598 −0.2084 −0.1301 −0.2085
14 0 0 0 0 −14.598 −0.6507 −0.2085 −0.1301
15 0 0 0 0 −14.598 −12.15 −0.6507 −0.2085
16 0 0 0 0 −14.598 180.62 −12.15 −0.6501
17 0 0 0 0 −14.598 −12.15 180.62 −12.15
18 0 0 0 0 −14.598 −0.6501 −12.15 180.62

Table 2. Capacitance simulation results without shielding layer (pF)

C 1 2 3 4 5 6 7 8 9

1 23.92 −6.600 −0.838 −0.294 −0.238 −0.294 −0.838 −6.600 −5.972
2 −6.600 23.92 −0.838 −0.838 −0.838 −0.294 −0.294 −0.838 −5.972
3 −0.838 −6.600 23.92 −6.600 −0.838 −0.294 −0.238 −0.294 −5.972
4 −0.294 −0.838 −6.600 23.92 −6.600 −6.600 −0.294 −0.238 −5.972
5 −0.238 −0.294 −0.838 −6.600 23.92 6.600 −0.838 −0.294 −5.972
6 −0.294 −0.238 −0.294 −0.838 −6.600 23.92 −6.600 −0.838 −5.972
7 −0.838 −0.294 −0.238 −0.294 −0.838 −6.600 23.92 −6.600 −5.972
8 −6.600 −0.838 −0.294 −0.238 −0.294 −0.838 −6.600 23.92 −5.972
9 −5.972 −5.972 −5.972 −5.972 −5.972 −5.972 −5.972 −5.972 48.521
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Abstract. The traditional power transformer fault judgment is through
the oil chromatography online monitoring data set a threshold to deter-
mine whether the transformer is faulty, so there is a problem of the
correct rate of fault alarm. This paper adopts the data analysis method,
based on the Fuzhou transformer oil chromatography and its repair order
data, selects effective characterization of influence the characteristics of
transformer running state as evaluation indexes. A double-hidden layer
BP neural network models were constructed and applied into transformer
fault alarm, and evaluation accuracy is higher than the common fault
alarm model.

Keywords: Power transformer · Fault diagnosis · Double-hidden layer
BP neural network

1 Introduction

Since the types and contents of dissolved gas in oil are different when an oil
immersed power transformer operates in the different state, dissolved gas in
oil analysis (DGA) has long been an effective means of judging the state of a
transformer. With the development of artificial intelligence technology, domestic
and foreign scholars proposed a variety of classification algorithms based on
DGA, such as probabilistic neural network [1], limit learning machine [2], random
forest [3], support vector machine [4] and so on. However, the above methods
belong to the single-layer neural network learning method, the learning ability
is limited, the model accuracy is unstable, and when the accuracy of the alarm
reaches a certain height, it is difficult to improve greatly.

At present, the evaluation system of transformer state concentrated on the
certain indicators exceeds the standard warning by the artificial experience sets
the corresponding threshold. On the one hand, because of the uncertainty of

c© Springer International Publishing AG 2018
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human experience, the power transformer has false alarm problems, and the on-
site identification of the fault situation requires a lot of manpower and material
resources; on the other hand, excessive warning only reflects some parts of the
transformer and fails to combine use of multi-source information to comprehen-
sive evaluation the power transformer. So that the transformer operation and
status information scattered in a number of relatively independent information
platform, which is not conducive to the multidimensional of information and the
analysis and display of multi data. Therefore, a new type of alarm method is
needed in order to improve the correct rate of transformer fault alarm.

From the view of combining genetic algorithm [5], the training speed is accel-
erated and the precision of the training is improved by introducing the mutation
operator, the inertia weight factor and the Gaussian weighted global extreme in
the genetic algorithm. From the view of clustering algorithm [6], which is suit-
able for the overheating fault diagnosis of the transformer and the performance
is better than the three ratio method, but it is not good when dealing with
mixed electric fault. From the research of fuzzy control [7], which avoids the
traditional algorithm using the three ratio method in the border to determine
the shortcomings of inaccurate.

BP (Back-Propagation) neural network was proposed by scientists Rumel-
hart and McClelland in 1986 which is a kind of multilayer feedforward neural
network trained by error back propagation algorithm. In 2006, the University of
Toronto professor, the field of machine learning Geoffrey Hinton [8] and his stu-
dents put forward a view that the multi-hidden layer of artificial neural network
with excellent feature learning ability. The characteristics of the study have a
more fundamental characterization of the data, which is conducive to visualiza-
tion or classification. Literature [9] proposed the transformer discharge pattern
recognition based on convolution neural network. According to the segmentation
of the discharge signal visual attention mechanism, and take the gray image and
bilinear interpolation normalization as the convolution of the input of the neural
network the correct rate of which is about 94% in transformer fault diagnosis.
Literature [10] put forward based on the deep learning neural network (DLNN),
build a number of hidden layer neural network, through the characteristics of
transformation or data feature extraction to discover intrinsic properties, clas-
sification accuracy is superior to the traditional support vector machine (SVM)
method.

In order to overcome the influence of the fault alarm results of the uncertainty
of human experience, in this paper, a new method of fault alarm for the power
transformer is constructed based on double-hidden layer BP neural network.
First, the Fuzhou transformer oil chromatography and its repair order data were
cleaned, fusion matched and generated a typical training data set for training and
testing. Then by adjusting the number of hidden layer neurons and the number
of hidden layers and the hidden layer activation function to select the appro-
priate construction of double-hidden layer BP neural network simulation model.
Finally, the correctness and effectiveness of the method proposed in this article
is verified through calculation examples and statistical result. Compared with



Double-Hidden Layer BP Neural Network Application 163

the conventional method that applied to the fault alarm of power transformer,
the method proposed in this article has a higher rate of positive judgment.

2 Implementation of Double-Layers BP Neural Network

2.1 Double-Hidden Layer BP Neural Network Principle and
Implementation Steps

The BP neural network composed of nonlinear transformation units has good
nonlinear mapping ability, which is widely used in power transformer fault pre-
diction, alarm, classification and other fields. According to the number of hidden
layer BP network can be divided into a single hidden layer and hidden multi-
layer network. The results show that compared with the single hidden layer,
the double-hidden layer BP neural network has superior generalization ability
and high prediction accuracy. The number of hidden layers is considered from
the network accuracy and training time. When the mapping relation is simple,
choose a single hidden layer in order to improve the network speed. When the
mapping relation is complex, choose a double-hidden layer in order to acquire
higher the network accuracy. In this paper, the double hidden layer BP neural
network is chosen, because the fault data format of the power transformer is var-
ious, the structure is complex, and it needs higher prediction accuracy. Specific
BP neural network implementation steps are as follows:

(1) Randomly initialize weights.
(2) Implement forward propagation.
(3) Implement code to compute cost function.
(4) Implement back propagation to compute partial derivatives.
(5) Use gradient descent or advanced optimization method with back propaga-

tion to try to minimize cost function.

2.2 Double-Hidden Layer BP Neural Network Pseudo Code:

a means neurons, superscript l means number of layers, j represents a layer of j
neurons.

Activation function:
g(x) =

1
1 + e−χ

(1)

Cost function:

J(Θ) =
1

2m

m∑

i=1

(Y (Θ)(i) − y(i))2 (2)

�(l)
ij is the ith neuron in the weight matrix of the l layer influences the weight

of the next layer of the jth neuron.
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Algorithm 1. Double-layer BP neural network
Input: Training set A; learning rate α; Number of training sets m; Network Structure

N; Number of layers L; g(x): activation function; J(Θ): cost function;
Output: DBP’s parameters ω, b;
1: initial network parameters ω, b randomly;
2: Set �l

ij=0(for all l,i,j);//use to compute the derivative of J(Θ)
3: for each i ∈ [1, m] do
4: set a(1) = x(i)

5: for each l ∈ [1, L] do//perform forward propagation to compute a(l)

6: a(l+1) = g(a(l)Θ(l))(adda
(l+1)
0 )

7: end for
8: σ(4) = a(4) − y(i); //compute all previous layer error vector
9: σ(3) = (θ(3))T θ4. ∗ g′(θ(2)a(2));

10: σ(2) = (θ(2))T θ3. ∗ g′(θ(1)a(1));
11: for each i ∈ [1, L] do // compute weight matrix

12: �(l)
ij = �(l)

ij + a
(l)
j δ

(l+1)
i

13: end for
14: if j = 0 then
15: D

(l)
ij = 1

m
�(l)

ij ;
16: else
17: D

(l)
ij = 1

m
�(l)

ij + αΘ
(l)
ij ;

18: end if
19: end for

3 Double-Hidden Layer BP Neural Network Model
Performance Debugging

The double-hidden layer BP neural network model is composed of the input
layer, hidden layer, and output layer. The output layer classifier uses SVM,
which is suitable for the two class problem, which can give the results of each
classification in probability and combine with the neural network will get better
classification performance. Applying Matlab explore and optimize the experi-
mental conditions, such as the layer number, the number of layer neurons and
the activation function of the layer, which markedly influenced the performance
of the BP neural network.

3.1 Performance Analysis of Different Layers

As shown in Fig. 1, the neuron network has better performance when it is on the
first floor and the two layers and the standard deviation is the lowest at the two
levels, and the highest accuracy mean meets the engineering requirement. When
the hidden layer increases, the mean precision does not improve significantly, and
when the hidden layer is greater than four layers, the training time will increase
exponentially. Therefore, it is suitable to choose double hidden layer BP neural
network.
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Fig. 1. Performance analysis of different layers

3.2 Performance Analysis of Different Neuron Numbers

As shown in Fig. 2, the neuron network has better performance when the number
of neurons is 10 or 20. As the number of neurons increases, the training time will
be increased. Therefore, it is appropriate to select the neural network structure
with a smaller number of neurons to meet the requirements of accuracy.

Fig. 2. Performance analysis of different neuron numbers

3.3 Performance Analysis of Different Activation Functions

As shown in Fig. 3, the neuron network has better performance when the acti-
vation function is logsig, purelin and tansig and purelin, the precision is higher
and the standard deviation is lower. When the activation function is purelin and
tansig, the precision is lower and the standard deviation is higher. Therefore, it
is appropriate to choose the activation function of the combination of logsig and
purelin.

Fig. 3. Performance analysis of different activation functions
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Finally, the selected BP neural network structure is double-layer, the num-
ber of neurons is 10, and the activation function is logsig and purelin. The
constructed double-hidden layer BP neural network is shown in Fig. 4.

Fig. 4. Structure of double-layer BP neural network

In conclusion, the selected BP neural network structure is double-layer, the
number of neurons is 10, and the activation function is logsig and purelin. The
constructed double-layer BP neural network is shown in Fig. 4.

4 Experimental Results and Analysis

Selection of 2011 to 2016 Fuzhou 8 areas of the main transformer oil chromatog-
raphy online monitoring data and the State Grid of Fuzhou transformer failure
work order data. The work order data consists of “time of failure”, “fault loca-
tion”, “alarm situation”, “processing situation” and other components. Chro-
matographic online monitoring data consists of “transformer type” and “trans-
former position”, “monitoring data acquisition time” “a device”, “two equip-
ment”, “oil dissolved gas value” and other components. Applying Matlab match
online monitoring data of Fuzhou City with the transformer fault data according
to definite fault time matching transformer.

4.1 Data Cleaning

Cleaning data mainly follow the following principles:

(1) Selection: select Fuzhou oil chromatogram data and supporting the work
list, a total of more than 200.

(2) Removal: oil chromatographic data due to the detection device did not
upload the missing data.

(3) Interpolation value: Select the nearest day data to compliment when the
alarm on the day of the oil chromatographic data is missing.

(4) Classification: different types of transformers, oil chromatography data types
are different.
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According to the engineering field of on-line monitoring data, tak-
ing into account the double-layer BP neural network has the character-
istics of strong sample conversion and feature extraction ability, select
H2, CH4, C2H6, C2H4, C2H2, Co of the 6 characteristic variables of gas. In order
to reduce the difference of gas content value and reduce the calculation error,
formula (3) is used to standardize the gas content value.

xnew is the content of gas after standardization; x is the original value of gas;
xmean is the mean value of the gas content in the training set or test set x; xstd

is the standard difference of the gas content in x.

xnew =
x − xmean

xstd
(3)

On the basis of actual engineering requirements, the input variables are
H2, CH4, C2H6, C2H4, C2H2, Co which are the 6 characteristic variables of gas.
The output variable is the correct alarm and error alarm bar shown in the State
Grid Fuzhou transformer fault list.

4.2 Experimental Verification

In order to verify the alarm capability of the algorithm, the interception of the
national grid from 2011 to 2016 Fuzhou oil chromatography and corresponding
work orders of which 192 fault data as a data set. Randomly selected 100 as
a training sample, the remaining 92 as a test sample and repeat the test 300
times. Comparing the performance of the double hidden layer BP neural network
with support vector machine algorithm, random forest algorithm, limit learning
machine algorithm and probabilistic neural network algorithm .The performance
of the five algorithms is shown in Table 1.

Table 1. Performance Comparison.

Method Experimental mean

Precision Recall F1-measure

Random forest 0.9324 0.7388 0.7301

Support vector machine 0.8821 0.7385 0.7323

Probabilistic neural network 0.9021 0.7222 0.7311

Limit learning machine 0.8654 0.7716 0.7699

Double-layer BP neural network 0.9589 0.8139 0.8146

As can be seen from Table 1, the alert accuracy rate of the double hidden
layer BP neural network algorithm is the highest among the 5 algorithms. The
classification accuracy of random forest algorithm and the probabilistic neural
network is close to that of double-hidden layer BP neural network. Among them,
random forest and probabilistic neural network have higher diagnostic accuracy,
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but there is an important misjudgment which let the correct alarm judge into a
false alarm. However, the double-hidden layer BP neural network misjudgment
is to correct the false alarm to correct alarm, which is an admissible error in
engineering practice. Therefore, the performance of the double-hidden layer BP
neural network is better than the other 4 algorithms, either from the engineering
practice or from the diagnosis performance.

5 Conclusion

Put forward a method of transformer fault alarm algorithm based on double-
hidden layer neural network. The algorithm can analyze and judge the informa-
tion of power grid fault and get the correct alarm information by setting up a
double-hidden layer BP neural network structure. Compared with the conven-
tional algorithms such as random forest algorithm, SVM algorithm, probabilistic
neural network algorithm, and extreme learning machine algorithm, the method
proposed in this article has a higher rate of positive judgment.

Acknowledgments. This work is supported by Fujian Science and Technology
Department (No. 2017H0001), National Natural Science Foundation of China (No.
61304199), Fujian Science and Technology Department (No. 2014H0008), Fujian
Transportation Department (No. 2015Y0008), Fujian Education Department (No.
JK2014033, JA14209, JA1532), and Fujian University of Technology (No. GYZ13125,
61304199, GY-Z160064). Many thanks to the anonymous reviewers, whose insightful
comments made this a better paper.

References

1. Malik, H., Khatri, A., Dohare, R.: Probabilistic neural network based incipient
fault identification using DGA dataset. Procedia Comput. Sci. 58, 665–672 (2015)

2. Li, S., Wu, G., Gao, B., Hao, C., Xin, D., Yin, X.: Interpretation of DGA for trans-
former fault diagnosis with complementary SaE-ELM and arctangent transform.
IEEE Trans. Dielectr. Electr. Insul. 23(1), 586–595 (2016)

3. Wang, D.W., Sun, Z.W.: Parallelization analysis of dissolved gases in transformer
oil based on random forest algorithm. Appl. Mech. Mater. 519–520(519–520),
98–101 (2014)

4. Sahri, Z.B., Yusof, R.B.: Support vector machine-based fault diagnosis of power
transformer using k nearest-neighbor imputed DGA dataset. J. Comput. Commun.
02(9), 22–31 (2014)

5. Cheng, S.F., Cheng, X.H., Lu, Y.: Application of wavelet neural network with
improved particle swarm optimization algorithm in power transformer fault diag-
nosis. Power Syst. Prot. Control 42(19), 37–42 (2014)

6. Islam, M.M., Lee, G., Hettiwatte, S.N.: A nearest neighbour clustering approach
for incipient fault diagnosis of power transformers. Electr. Eng. 99, 1–11 (2016)

7. Khan, S.A., Equbal, M.D., Islam, T.: A comprehensive comparative study of DGA
based transformer fault diagnosis using fuzzy logic and ANFIS models. IEEE Trans.
Dielectr. Electr. Insul. 22(1), 590–596 (2015)



Double-Hidden Layer BP Neural Network Application 169

8. Hinton, G.E., Osindero, S., Teh, Y.W.: A fast learning algorithm for deep belief
nets. Neural Comput. 18(7), 1527–1554 (2014)

9. Zhao, S., Li, B., Wang, Y.: Partial discharge pattern recognition of transformer
based on electric signal and ultrasonic comprehensive analysis. In: International
Conference on Systems and Informatics, pp. 637–641. IEEE Press, Yantai (2012)

10. Xin, S., Zhu, Y., Ning, X., Wang, L., Gang, S., Chen, G.: Transformer fault diagno-
sis based on deep auto-encoder network. Electr. Power Autom. Equip. 36, 122–126
(2016)
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Abstract. An artificial indoor farm has been constructed to subvert traditional
farming methods, mainly including a main control 32-bit microcontroller module;
solar panel; battery; Finel lens; air temperature, humidity, wind, and other kinds
of sensors; infrared lamp; water pump; spray; and other components. Room has
been allotted for crop growth through the simulation of the natural processes of
sunrise, sunset, water supply, and ventilation, to create a desired crop growth
environment that includes indoor home plowing. This indoor farm is combined
with Bluetooth, Apps, Wi-Fi, Internet, and other platforms, to achieve not only
the restoration of arable land resources, but also a combined on-site and remotely
controlled indoor farm.

Keywords: Solar energy indoor farm · Subversion · Farming mode

1 Introduction

With the rapid development of industrialization and urbanization, a large number of
farmland and farmland have been developed. The reduction in cultivated land has
resulted in a reduction in the supply of agricultural products, and the ability of grain
production to support the population is declining. To improve the supply of agricultural
products, we suggest that the supply of agricultural products should be reduced by:

1. changing the traditional agricultural cultivation practice, which was conducted
exclusively outdoors, and making use of indoor space for cultivation and effective
restoration of cultivated land resources.

2. simulating the natural ecology environment for the growth of plants.
3. achieving the realization of indoor farming, with and without automatic control,

using the 32-bit single chip microcomputer as the core of control, with a variety of
sensors integrated into control transmission technology.
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2 Design Plan

2.1 Design Ideas

This design includes concepts from the following three patent applications: the “Land
required for creating artificial indoor imitation natural sun light device”, patent appli‐
cation number: 201710225452.3; “A technology recycling air intelligence land system”,
invention patent application number: 201510707967.8”; and a third frequency class C
power amplifier, patent number: ZL 201210041362.6. The core content of the indoor-
outdoor environment creates a generic natural system, required for the growth of plants,
using features such as indoor artificial sunlight, ventilation, drainage, and other devices.
This system integrates several technologies, forming an intelligent indoor farming
system with the use of a personal computer or a mobile phone browser via the Internet
or wireless data transmission technology, and implements a new farming model,
combining indoor farming and remote management.

2.2 Design Diagram

The design scheme changes the traditional planting method, as shown in the block
diagram in Fig. 1, mainly comprising a solar panel; battery; uninterruptible power supply

Storage battery Uninterrupted power 
supply system -220V 50Hz

Solar panel

Finel  lens

Temperature and 
humidity sensor 

Soil moisture sensor

Solar  sensor

Internet

Mobile phone or 
computer browse

Indoor artificial 
sunlight

server

Internet

16 or 36- bit M
IU

Indoor intelligent
farming system

Water supply and 
drainage system

Ventilation system

wind sensor

Fig. 1. Block diagram of artificial indoor farm system
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system; Finel lens; indoor artificial sunlight: indoor farming system; drainage system;
ventilation system; and a far and near range control system composed of air temperature,
soil humidity, illumination, and wind sensors. The system uses a 32-bit MCU as the core
processor for [4] signal acquisition, based on the law of plant growth, the preparation
of scientific algorithms, and the realization of the light intensity, air humidity, ambient
temperature, crop nutrients, and soil humidity. Real-time control combined with sensor
technology simulates the natural environment for crop growth, so as to realize the auto‐
matic control of the growth of crops.

2.3 Introduction of Working Process of Subsystems

This model demonstrates the subversion of the traditional farming model, to create a
natural environment by simulating the external environment for the growth of crops. It
also demonstrates the use of modern electronic technology for the intelligent control of
indoor farms.

The indoor farm collects outdoor sunlight through the use of the Finel lens, plane
mirror, and other combinations, collecting as much outdoor sunlight as possible, distrib‐
uting it evenly throughout the indoor farm [2]. For instance, it prioritizes the use of the
Finel lens mounted on the wall or the roof to gather as distribute as much sunlight as
possible. The Finel lens is divided into light and scattering two. The Finel lens converges
the outdoor sunlight and focuses it onto the astigmatic lens. Then, homogeneous astig‐
matic scattering of this sunlight over the crops throughout the indoor farm occurs.

The indoor farm simulates the outdoor sunlight through the indoor artificial natural
sunlight device as shown in Fig. 2. Sunlight is collected by 11 solar panels through diode
D1 to E1 battery charging. When the battery voltage E1 is large enough, a reverse voltage
input voltage is applied through input end of a voltage comparator IC1. This voltage is
higher than the end of a voltage comparator IC1. When the output voltage of the compa‐
rator IC1 is high, through a resistor R3 and a resistor divider R4, R5 through the resistor
connected to a base of a triode Q1, a triode Q1 forces saturation conduction. When the
collector of the triode Q1 is low, leading to the first input terminal A3B3 third or IC2-3
circuit for low level Y3 third, the output end of the OR gate circuit IC2-3 goes to a low
level. Similarly, when the B4 first input A4, fourth or IC2-4 circuit for low output fourth
Y4 gate circuit IC2-4 is low, the resistance forces the R10 unidirectional thyristor SCR2
cutoff, extinguishing the artificial sun light LP2 lamp; in addition, the output voltage of
the comparator IC1 is at a high level, through a resistor R3 and a resistor R4 partial
pressure, leading to the first input terminal through the resistance R6 A1 B1, the first
gate circuit IC2-1 is at a high level, and the output end of the first gate circuit Y1 IC2-1
is at a high level. When the B2 first input A2, second or IC2-2 circuit is at a high level,
the output second Y2 gate circuit IC2-2 is at a high level, forcing the conduction of
unidirectional thyristor SCR1 through a resistor R9, lighting the artificial sun light
infrared LP1 lamp and sending infrared light to the indoor space radiation plant required
for growth.
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Fig. 2. Indoor man-made natural sunlight device.

Similarly, when the battery voltage of E1 is reduced, the artificial sun light and LP1
lamp is extinguished. The artificial solar light LP2 lamp is lit, providing infrared light
radiation to the indoor space required for plant growth.

The output end of a voltage comparator IC1 is high when the B1 first input A1, the
first gate circuit IC2-1, is also high, resulting in the output Y1 of the first gate circuit to
the high level of IC2-1. When the sun sets, photosensitive resistor RG1 resistance
increases with the potentiometer RP2 increasing the parallel resistance, and then in series
with the resistance of R8, by adjusting the potentiometer RP2 until the first cause input
A2, the B2 s IC2-2 gate circuit is low, while the output second Y2 gate circuit IC2-2 is
at a low level, resulting in the unidirectional thyristor SCR1 cutoff and the extinguishing
of the LP1 lamp. Similarly, when the sun sets, the one-way thyristor SCR2 is cut off.
Artificial sunlight lamp extinguishes LP2. The device preferentially uses solar energy
to supply power to the red light LP1. When the voltage of the battery is not enough, the
device is switched to 220 V AC power supply, which supplies power for the red light
LP2, and realizes the synchronous sunrise and sunset indoors and outdoors.

Water Supply and Drainage System. Inside the storage tank used to collect outdoor
rainwater, when the water level reaches a certain threshold, water is automatically
discharged to sewers, through the control of microcontroller MCU instruction, which
can also carry out drip irrigation, watering, and planting operations.

Ventilation System. Through the illuminance sensor information on the wind, temper‐
ature, and humidity, the microcontroller MCU can comprehensively deal with the data,
within the range of presupposition, to achieve the desired parameters. The system will
automatically open a fan, such as miniature blower ventilation device, when necessary,
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operate it for a period of time and then automatically stop it. After a certain period of
time, the system can carry out automatic detection, all according to how it is
programmed.

Remote Control Management System. The design of the remote control system is
mainly based on the 32-bit microcontroller serving as the data processing center and on
data transmission through the Internet to a server 6, remote monitoring, data storage,
and analysis. The structure diagram is shown in Fig. 3, displaying the main part of the
software, including the computer browser or mobile phone browser and server end
equipment, main control module, 32-bit microcontroller, output drive module, a variety
of sensors, infrared indoor lighting, and the components of ventilation, drip irrigation,
watering, and farming.

Computer browser

Mobile phone
browser (APP)

server

Indoor infrared light Ventilation system

output drive module
(ODM)

main control module,
32-bit (MCU)

Illumination
,humidity,

Solar sensor

watering

Internet

Internet

Internet

Fig. 3. Block diagram of remote control system.

The remote control computer or mobile phone users manipulate the browser through
the function of the variable name access server to achieve an indoor environment data
query and farming process. It also can be accessed through the web input control signal,
as the microcontroller module server sends the control signal to the terminal equipment
for analysis. The MCU control module control signal output module is the driving force
to carry out the corresponding work, achieving the purpose of the remote control indoor
farm.

The server returns the corresponding web page (HTML page) to the user’s browser
by parsing the commands requested by the user, and the browser displays the
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corresponding page to achieve the simple interaction. If the request received by the
server is to control the farming command, the server sends the control command to the
master module at the farm device end via the network.

The main control module receives the control commands to the server. After being
resolved, the control command is transmitted to the output control module, and the
output control module executes the corresponding control commands. The output driver
circuit then drives the corresponding equipment. At the same time, farm environmental
data can also be detected and transmitted to the terminal equipment of the main control
module. The main control module sends environmental data information through the
network TCP/IP protocol to send data to the server for tasks such as saving data or remote
calling a client.

3 Exploration of Application Extension

3.1 The Significance of Interior Farms

The ratio of the ocean to the land area is about 7:3. However, with limited land resources,
arable land area used is decreasing, the capacity per unit area on the earth to support the
population is decreasing, and the resulting social contradictions have intensified,
plaguing government leaders. If the excess solar energy collected by the five transmis‐
sion modes can be allocated to the desired indoor farm, creating a man-made indoor
solar system and restoring cultivated land resources, it is possible to resolve the land
occupied social contradictions, making the world a more beautiful place.

3.2 Construction and Promotion of Indoor Farm

Now, the construction of indoor farms may not be accepted, because the land occupied
may not be a danger to human beings at this time. A period of time may pass before this
is a threat, so this paper suggests that government departments focus on the future, and
that developers should collaborate and pioneer indoor farms, actively devoting more
manpower and material resources, with the development and improvement of further
financial resources in the future.

Building Community Air Corridor Protection System. Test area planning can
involve the community in the first test, as part of the new community planning, that
involves such activities as the construction of indoor air corridors for farming and the
scaling of the construction of indoor farms, as shown in the schematic in Fig. 4, in which
the community combines roofs through the air corridor protection system into a single
one. For farm building in the floor and indoor roof top, the ultimate goal is to restore the
building-occupied land resources, developing modern farm planting base in the building.

Interior Farm Architecture. The indoor farm architecture can be varied, one of the
schematic as shown in Fig. 5, it can be used as the roof and the top farm, occupied by
this building land area will recover more land resources.
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Fig. 5. Sketch map of indoor farm building.

Fig. 4. Aerial corridor of indoor farm.
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4 Conclusion

We have put forward a research plan of indoor planting, using modern electronic tech‐
nology to subvert the traditional farming mode and achieve indoor plant growth and
growth outside the natural growth environment, indoor artificial sunshine, ventilation,
water supply and drainage. Through this effort, a number of technologies are integrated
to achieve an intelligent indoor farming system that includes the use of personal mobile
phone or computer browser through the Internet or wireless data transmission tech‐
nology to achieve indoor farming and remote monitoring and management of a new
combination of farming.
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Abstract. In this research, a design for smart home curtains was proposed. The
design is based on an Arduino UNO R3 development board equipped with an
ESP8266-01 Wi-Fi module that communicates with an Android client appli-
cation (app) using HTTP protocols to control the sensor and motor modules.

Keywords: Application (app) � Automatic curtains � Arduino � Hypertext
Transfer Protocol (HTTP) � Smart home � Wi-Fi

1 Introduction

The demand for “smart devices” is rapidly rising, therefore, smart homes will provide a
market for cross applications for artificial intelligence and the Internet of things
(IoT) [1]. The construction of a reasonable, economic, and easily controllable smart
home architecture has become an increasingly important topic for research and
development [2]. Technologies may be assimilated into buildings by leveraging
improvements in smartization and automation technologies and the integration of
security, IT, the Internet, and service related industries [3]. Therefore, we have pro-
posed a method for remotely controlling automated curtains in smart homes through
local-area networks (LAN) and light sensors controls [4].
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2 Materials and Methods

The system consists of the client app, an Arduino board, an ESP8266-01 Wi-Fi
module, a light-sensing module, direct current (DC) motor module, and peripheral
circuit, as shown in Fig. 1. The modules are described below:

The client app: The app was designed in Android Studio and written in Java. It uses
the HTTP protocol to transmit data to theWi-Fi module (which acts as a server) via URL
queries, through a LAN. The Arduino Uno development board The Arduino board
serves as the core of the system. It receives, processes, and transmits the data. The
ESP8266-01 Wi-Fi module: The Wi-Fi module acts as a server in the LAN. It facilitates
real-time communication with the client-end app, and serial communication with the
Arduino board. Light-sensing module: This module uses photoresistors to sense the
ambient light intensity, and it transmits data to the Arduino board via an analog port.

Light-sensing module: This module uses photoresistors to sense the ambient light
intensity, and it transmits data to the Arduino board via an analog port. Motor module:
This module consists of an L293D driver chip and a small DC motor. The logic level at
the input port controls the forward and reverse DC motor rotations. Peripheral circuit:
This module is composed of light-emitting diodes (LEDs), and it functions as a status
indicator.

Client-end app Wi-Fi Server Arduino Uno

Serial Port

Light-Sensing
Module

Motor Module

Peripheral 
Circuit

Wi-Fi

Fig. 1. Modular system.

Design for Intelligent Control System of Curtain Based on Arduino 179



3 Description of Hardware Modules and the Overall
Electronic Circuitry

3.1 The L293D Motor Driver Chip

The L293D chip can simultaneously control two DC motors, and the direction of the
motor (reverse or forward rotation) can be controlled simply by varying the logic level
at its input port [5].

3.2 Circuit Connection of ESP8266-01Wi-Fi Module

TX pin: The arduino digital I/O port of the second pin for the output pin.
RX pin: The arduino digital I/O port of the third pin for the input pin.
GND pin: The GND is connect the Arduino to the GND pin.
VCC pin: Access to 3.3 V power for the power pin.
CH_PD pin: Connect the 3.3 V from the power source.

An example of ESP8266-01 is shown in Fig. 2.

The circuit interconnection of the Arduino development board [6] and a schematic
diagram of the overall circuit interconnection are illustrated in Figs. 3 and 4.

Fig. 2. ESP8266-01.
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Fig. 4. Schematic diagram of the system’s overall circuit interconnection.

Fig. 3. a schematic diagram of the overall circuit interconnection.
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4 Arduino Control Program-App Transfer Data Function
Setting

Sample codes of the app’s button function program:

if(digitalRead(pinNumber))

{

content += "ON";

switch(pinNumber){

case 11:

z=1;

break;

case 12:

if(curtainState == 1){

analogWrite(enablepin,150);

digitalWrite(in1a,HIGH);

digitalWrite(in2a,LOW);

delay(2000);

curtainState = 0;

}

break;

case 13:

if(curtainState == 0){

analogWrite(enablepin,150);

digitalWrite(in1a,LOW);

digitalWrite(in2a,HIGH);

delay(2000);

curtainState = 1;

break;

default:

break;

}

}

else

{

content += "OFF";

switch(pinNumber){

case 11:

z=0;

break;

break;

case 1
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This code defines the functions of the data transmitted by the app. case11 is the
button that activates the automated light-sensing control, and it corresponds to the
INTELLIGENCE button of the app. The case12 button determines the state of the
curtains and activates the motor driver chip if the curtains are closed, so that the motor
rotates forwards and opens the curtains; thus, case12 corresponds to the OPEN button
of the App. The case13 determines the state of the curtains and activates the motor
driver chip if the curtains are open, so that the motor rotates in reverse and closes the
curtains; thus, case13 corresponds to the CLOSE button of the app.

5 Results and Discussion

The required basic functionalities have been achieved in this design. However, note
that the app’s control buttons should not be pressed in quick succession since the
“communication gap” between the app and Wi-Fi module is approximately 4.75 s, as
shown in Fig. 5. Pressing the buttons too quickly results in data transmission failures.

Fig. 5. Distance versus communication time line chart.
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6 Conclusion

A light-sensing module was used in this system to detect the intensity of ambient light,
which transmits the data back to the Arduino board. Programs were then set up to
automatically close the curtains at night and open them in the morning using the
transmitted data. An Android app was used to facilitate the remote and intelligent
control of these automated curtains that possess ambient intelligence and autonomous
control. In summary, this system improves the comfort and overall quality of a home.
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Abstract. Graphene as an ideal ultra-thin two-dimensional (2D) form of carbon
has not only unique electronic but also wonderful broadband nonlinear optics.
Particularly, under strong laser radiation, graphene can modulate laser field in
amplitude due to saturable absorption (SA), and in phase due to large Kerr non-
linearity. Herein, we review the nonlinear optics saturable absorption in graphene
and its application for fiber laser photonics. The SA in graphene has already led to
intensive research advancements on graphene mode-locking/Q-switching ultra-
fast lasers while the large Kerr nonlinearity in graphene may also result in
potential applications for graphene based Kerr photonics. Moreover, to analyze its
evolving mechanism, two carrier relaxation times with distinct scales have been
measured in graphene using ultrafast optical pump-probe spectroscopy. In addi-
tion, graphene-metal hybrid nanomaterials attract tremendous interest and show
exceptional tunable and enhanced nonlinearity due to the surface plasmons in
metal nanostructures.

Keywords: Graphene � Nonlinear optics � Saturable absorption � Carrier
dynamics � Plasmonics

1 Introduction

The emergence of new materials could promote the development of other fields. One
representative material is graphene, a two-dimensional sheet of sp2-hybridized carbon
atoms. Since its first isolation by A.K. Geim etc. through the “scotch tape technique” in
2004, graphene, as the thinnest known semi-metal show wonderful mechanical, elec-
tronic and optical properties [1]. Electrons in graphene have a linear E-k dispersion
relation and behave like massless relativistic particles, which induce the near-ballistic
electronic transport and a number of peculiar electronic properties. Due to its
unprecedented high carrier mobilities, graphene has a vast range of practical nano-
electronic applications, from all carbon-based nanoelectronic devices, which could
rival and even potentially substitute Silica, to ultra-capacitors and bio-devices.
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Equally fascinating, graphene also exhibits unique optical property, which was
relatively less investigated [2, 3]. The Dirac point type of energy band structure of
graphene endows that it readily absorbs photons ranging from the visible to the infrared
with the record strong inter-band transition efficiency. This broadband optics property
provokes the realization of an ultra-fast graphene photodetector with very broad
wavelength detection range. Under intensive illumination, SA of graphene will
decrease, as a natural consequence of the Pauli blocking [4]. Taking full advantage of
this SA property, the photonics application of graphene saturable absorber in passively
mode locking and Q-switching laser had already been widely investigated [5–9].

The combination of its unique optical and electronic properties, and the linear band
structure of the Dirac electrons renders graphene with ultra-broadband SA, delivering
the flexibility of graphene based saturable absorbers to mode lock lasers without cut-off
wavelength limitation, which constitutes the first example of “universal” saturable
absorber. This unique nonlinear optical property in graphene could not only “overturn”
the way how we look at the physics of SA but also offer new insight to explore the
nonlinear optical property of other 2-dimensional materials (e.g. MoS2 and phospho-
rene). In addition to its fundamental importance, owing to the special morphology and
broadband SA property, graphene also shows remarkable advantages including:
(i) weaker non-saturable scattering loss owing to its 2D morphology; (ii) easier to
modify its SA through chemical functionalization or hybrid with polymer composite;
(iii) more difficult to form bundled or entangled sate than SWCNTs; (iv) easy to be
fabricated with various approaches; (v) ultrafast saturation recovery time in the range of
100 fs; (vi) isotropic optical absorption for each polarization of normally incident light.
Graphene SA had already attracted considerable interests within laser community,
particularly, because graphene laser photonics application belongs to the first few
practice applications of graphene. The primary goal of this review is to summarize the
experimental progress and also offers a guide to the potential development of graphene
laser photonics.

2 Physics of Saturable Absorption (SA)

Figure 1a shows excitation processes responsible for absorption of light in monolayer
graphene, in which electrons from the valence band (VB) are excited into the conduction
band (CB). Shortly after photo-excitation (within 10–150 fs), these hot electrons ther-
malize and cool down to form a hot Fermi-Dirac distribution (Fig. 1b) with electronic
temperature Te. These created electron-hole pairs could block some of the originally
possible interband optical transitions in a range of kBTe (kB is the Boltzmann constant)
around the Fermi energy EF and decrease the absorption of photons ћx * kBTe. In the
following *1 ps, intraband phonon scattering further cools the thermalized carriers.
After that, electron-hole recombination will dominate the process until the equilibrium
electron and hole distribution is restored (Fig. 1a). However, these only describe the
linear optical transition under low excitation intensity. As the excitation is increased, the
photogenerated carriers increase in concentration (much larger than the intrinsic electron
and hole carrier densities of *8 � 1010 cm−2 at room temperature) and cause the states
near the edge of the CB and VB to fill, blocking further absorption (Fig. 1a), and thus
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imparting transparency to light at photon energies just above the band-edge. Band-filling
occurs because no two electrons can fill the same state. Thus, SA or absorption
bleaching is achieved due to this Pauli blocking process.

The nonlinear absorption properties could also be measured by balanced
twin-detectors apparatus is shown in Fig. 1b. Stable and standard soliton mode locking
fiber laser with output pulse width 1 ps and repetition rate 100 MHz is used as input
seed pulse. Then, the seed pulse can be amplified through the EDFA (erbium doped
fiber amplifier). To reduce the errors caused by the fluctuation of input power, the
output powers (with or without passing through graphene) were determined simulta-
neously through two set of power meters with equal optoelectronic responses and
parameter setups including sweeping time, as shown in Fig. 1b. Similar to the mea-
surement of polarization independent SA of graphene, however, the incident laser
source was passed through a polarizer firstly in order that a linearly polarized light with
orthogonal polarization states were used as the input light, respectively. The SA feature
of the graphene sample under the illumination of each of the orthogonally polarized
light was measured, respectively. To reduce any artificial discrepancy caused by the
fluctuation of the input power, output powers (with or without passing through the
graphene sample) were detected simultaneously through two set of power meters. It
thus demonstrated that graphene could be reasonably regarded as a polarization
insensitive saturable absorber.

Fig. 1. (a–c) Excitation processes responsible for absorption of light in monolayer graphene.
(d) Experimental setup for measuring nonlinear power-dependent absorption of graphene
samples.
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We also experimentally investigated the nonlinear optical response in few-layered
graphene/silver nanowires (G/NWs) hybrid film that consists of two-dimensional
graphene and one-dimensional silver nanowires [10]. The NWs can operate as a means
of modulating the Fermi level of graphene and can be coupled to graphene for acti-
vating electron transfer. The enhanced SA based on the open-aperture femtosecond
Z-scan measurement in G/NWs is obviously not the linear superposition of SA in
pristine graphene [11] and reverse SA [12] in NWs. The enhancement of SA is
attributed to interfacial nanowires network on graphene for large local field enhance-
ment [13] and exciton-plasmon-photon conversion channel in which the propagating
SPs couple out as photons at the ends of NWs [14]. In addition, accelerated carrier
relaxation times in G/NWs are also observed by pump-probe spectroscopy, in which
nanowires might supply an additional relaxation channel for graphene. The
nanowire-induced defects and the increase of either electrons or holes induced by
charge transfer, may also contribute to the ultrafast dynamics in G/NWs. These
obtained results are important not only for understanding the coupling mechanism
between graphene and plasmonic metal nanostructures, but also for developing
graphene-based plasmonic devices [15]. More importantly, this work offers a new
strategic approach to modulate the nonlinear optical properties of two-dimensional
materials (such as topological insulator and molybdenum disulfide) or heterostructures
beyond graphene, through mixing with one-dimensional metallic nanowires, which
may boost the development and applications of 2D materials based nonlinear optics,
especially the optical Kerr effect-based photonic devices, such as laser mode locker,
Q-switcher, etc.

3 Graphene-Based Fiber Laser Photonics

To make full use of mode locking or Q-switching ability of graphene, laser cavity
design must be considered [16]. After the demonstration of different methods in fab-
ricating graphene laser saturable absorber devices, laser cavity design must be con-
sidered because cavity design also plays a central role in the laser output performance.
In an Erbium-doped fiber ring laser cavity as illustrated in Fig. 2a, a piece of high
doping EDF with normal group velocity dispersion (GVD) functions as the gain
medium while a piece of Dispersion compensation fiber (DCF) with tiny normal GVD
or a segment of single mode fiber (SMF) with abnormal GVD was spliced as the
passive fiber component or to balance the cavity dispersion, respectively.

Whereas, wavelength tuning achieved through birefringence filter might be sensi-
tive to temperature fluctuations and external perturbation. To overcome this drawback,
another type of laser cavity where a band-pass filter with tuning range (1530–1555 nm)
was incorporated into the cavity, as shown in Fig. 2b. Controlled by a micrometer
screw, mode locking pulses with central wavelength from 1555 to 1559 nm, pulse
width *1.15 ps, average output power of 1 mw and per-pulse energy of 125 pJ, had
been observed.

Another graphene mode locked laser cavity, where a high power EDFA replaced
the combination of WDM, EDF and laser pump, is shown in Fig. 2c. Through
depositing the reduced graphene oxide onto a side-polished fiber as the passive mode
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locker, stable pulse with a repetition rate of 6.99 MHz and a central wavelength
of *1561.6 nm, was formed.

To incorporate reflection type graphene into fiber laser ring cavity, an optical
circulator was used to coupe light between the circulator and the graphene saturable
absorber mirror (GSAM). Similar to the SESAM mode locking fiber laser, Fig. 2d is
the GSAM mode locked ring cavity. Lensed fiber, fixed on the XYZ translation stage,
was used to focus the output light and collect the reflected light with a minimum loss
down to 3 dB. Through positioning the XYZ translation stage, the output light from the
port 2 of the circulator was normally incident onto the surface of few layer graphene. In
the following, mode locking operation was initiated through further optimizing the
laser cavity parameters, such as: increasing the pump power and finely tuning the
polarization controllers.

Fig. 2. Different types of graphene mode-locked erbium doped fiber lasers. (a) Graphene
polymer composite mode locked fiber laser; (b) Wavelength tunable graphene polymer
composite mode locked fiber; (c) Graphene on side polished fiber mode locked fiber laser;
(d) GSAM mode locked ring cavity fiber laser, (e) GSAM mode locked linear cavity fiber laser.
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Besides the ring cavity configuration, GSAM could also be operated in a linear
cavity fiber laser, as illustrated in Fig. 2e. At one side of the cavity, laser emission was
reflected back by GSAM while at the other side, either a SESAM or a loop mirror made
of a perfect 3 dB coupler, could function as the reflection mirror of cavity. If a SESAM
is used instead, as SESAM has a relative slower relaxation time *10 ps than gra-
phene, this fiber laser cavity has a lower self-starting threshold than pure graphene
mode-locked fiber laser. Hybrid SA from both quantum well and graphene can result in
mode locking operation and new soliton dynamics as well.

4 Conclusions and Prospective

So far, graphene laser photonics have been heralded in this review: from the SA of
graphene to the characterization of graphene saturable absorbers, to their applications
in different kinds of fiber lasers at different wavelengths. Beyond saturable absorber
devices, other graphene photonics devices also show attractive laser applications.
Another aspect of graphene laser photonics arises from its widely controllable and
tunable nonlinear optics property, making graphene competent with silicon and gallium
arsenide. There are several ways to modulate SA in graphene: varying SA by con-
trolling the number of layers and polymerization and functionalization of graphene.
Additionally, we can also engineer the band structure by electron doping, in which an
external electric gate field is applied upon graphene surface to shift its Fermi Level
(also called as chemical potential) and change the carrier density in graphene; by
chemical doping: inflicting defects and N-doping or P-doping; by graphene hybrid
polymer and graphene heterojunction structure and so on. Principally, as-proposed
approaches will allow researchers to design laser saturable absorber devices with
customized optics property. To date, however, direct experiments were not yet pro-
vided. It is anticipated that the wide control and tuning of the nonlinear optics in
graphene may lead to the birth of new graphene laser photonics devices.
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Abstract. In present, adjustable speed drive systems are widely used in
industrial production and ship propelling. One of the type of inverters that are
commonly applied to high-voltage great-power adjustable speed drive system is
Cascaded H-bridge multilevel inverters. In practical applications, many factors
may result in power supply losses. Therefore, the capability of riding through
power supply losses is required to improve the reliability. Unfortunately, few
researcher pay attention to the riding through method for cascaded H-bridge
multilevel inverters. This paper proposes a riding through method and designs
the controller. The proposed method is verified by simulation.

Keywords: Adjustable speed drive system � Power supply loss riding through �
Cascaded H-bridge multilevel inverter

1 Introduction

In present, adjustable speed drive system is applied to ship propelling, vehicle and
industrial production to improve the performances [1–5]. Unfortunately, many factors
result in power supply losses that usually lead to inverters shutting down. The shutting
down of inverters usually brings about economic losses and accidents [6–9]. Therefore,
the capability of power supply losses riding through (PSLRT) is required to improve
the performance and reliability.

Many researchers are interested in PSLRT method for inverters. In [3], a riding
through method using the ultra-capacitor is proposed. The energy is stored in the
ultra-capacitor when the inverter operates under the normal mode or braking mode. The
stored energy is applied to riding through the grid power supply loss. The other method
of stabilizing inverter DC voltages is feeding electrical energy, which is generated by
utilizing the inertia energy of the rotor and the connected mechanical loads, to
inverters. Scholars who take interest in this area usually focus on designing and
improving the control method of the motor that is working as a generator.

Most of the riding through method are designed for two-level or three-level
inverters, in which only one DC voltage needs to be stabilized during the riding through
process. At present, three-phase cascaded H-bridge multilevel inverters that consists of
numerous H bridge cells, are widely used in high-voltage great-power ASDs.
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Unfortunately, few researcher pays attention to the PSLRT method of cascaded
H-bridge multilevel inverters.

This paper focuses on the PSLRT method for cascaded H-bridge multilevel
inverters. Since this type inverters usually includes three legs and each leg consists of
numerous H-bridge cells. The PSLRT method includes three parts: (1) stabilizing the
sum of all cell DC voltages (UDCR); (2) balancing three leg DC voltages (UDCA, UDCB,
and UDCC), achieving UDCA = UDCB = UDCC = UDCR/3; (3) balancing the cascaded
cell DC voltages in one leg, achieving UDC_1 = UDC_2 = …= UDC_N = UDCp/N
(p = A, B and C). In this paper, three parts of the PSLRT method are designed. This
paper is organized as follow. Section 2 introduces the simplified topology of cascaded
H-bridge multilevel inverters during riding through peroids. Section 3 proposes the
PSLRT method. Section 4 offers simulation results.

2 Simplified Topology of Cascaded H-Bridge Multilevel
Inverters Under Power Supply Loss Riding Through
Condition

Cascaded H-bridge multilevel inverters that are applied to adjustable speed drive
systems, usually consists of three legs. Each leg is composed of N cascaded H bridge
cells. Each cell includes an isolated DC source. The DC source usually consists of DC
capacitor and three-phase rectifier that is connected to the output ports of a
multi-winding transformer. Electrical energy flows into H-bridge cells by way of the
multi-winding transformer and the rectifier when the grid voltage is normal. Under the
condition of power supply losses, the rectifier usually shuts down.

On the other hand, the electrical power consumption of power electronic devices is
mainly related to the magnitude of the output current, the output power factor, the
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Fig. 1. The simplified topology of cascaded H bridge multilevel inverters under the condition of
riding through power supply loss
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carrier waveform frequency, the cell DC voltage. In practical applications, the carrier
waveform frequency is constant. During the riding through period, the output current
magnitude is nearly constant and the power factor is nearly equal to zero. Therefore,
under the condition that the inverter DC voltages a little deviate from the required
value, the electrical power consumption is almost constant.

The simplified topology of cascaded H-bridge multilevel inverters is shown in
Fig. 1, during riding through periods. In Fig. 1, Pcell-loss is the power consumption of
the H-bridge cell.

3 The Proposed Method of Riding Through Power Supply
Loss for Cascaded H-Bridge Multilevel Inverters

Since cascaded H-bridge multilevel inverters consists of three legs that includes several
cascade-connected H-bridge cells, not only should the sum of all H-bridge cell DC
voltages be stabilized, but also three leg DC voltages and the H-bridge cell DC voltages
during the riding through period.

3.1 The Method of Stabilizing the Sum of All H-Bridge Cell DC Voltages

Since cascaded H-bridge multilevel inverters consists of numerous H-bridge cell that
needs an isolated DC voltage, riding through power supply by using storage device or
specially designed circuits is very complex and costly. Therefore, utilizing the inertia
energy of the rotor and the mechanical loads and feeding the energy back to the inverter
is a feasible method to stabilizing the sum of all cell DC voltages. This method is
inexpensive because it needs no additional devices and circuits. During the riding
through period, the induction motor operate as a generator and the electrical energy is
feeding back to the inverter. The relationship among the sum of all cell DC voltages and
the feed-back power should be analyzed to design the controller at first. When the field
orientated control (FOC) method is utilized, the feed-back power can be expressed as:

PR ¼ �1:5npisqusdxr � Pe loss ð1Þ

In Eq. (1), PR is the feed-back power, np is the number of pole pair, isq is the current
component of q axis, usd is the stator magnetic field component of d axis, xr is the rotor
speed, Pe_loss is the electrical power consumption of the motor. Since the magnitude of
the motor current is nearly constant, Pe_loss can be treated as a constant value, during
the riding through period. Under the condition that the sum of all cell DC voltages
(UDCR) is a little deviating from the static value (UDCR0). The relationship among PR,
UDCR and the inverter power consumption (RPcell_loss) can be expressed as:

PR �
X

Pcell loss ¼ CRUDCR0
dUDCR

dt
ð2Þ
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In Eq. (2), CR is the equivalent capacitor of the inverter. The value of CR is equal to
all H-bridge cell capacitors are connected in series. Based on Eqs. (1) and (2), the
relationship between isq and UDCR can be expressed as:

Gisq UDCR sð Þ ¼ � 1:5npusdxr

CRUDCR0s
ð3Þ

It can be observed from Eq. (3) that a proportional controller can be used to
stabilize UDCR. But the static error is inevitable when the proportional controller is
utilized without compensation. Considering that the electrical power consumption of
the motor and the inverter can be measured or calculated easily, a compensation
(isq_com) can be added to the controller to reduce the static error. The picture that
describes the control system are shown in Fig. 2.

3.2 The Method of Balancing Three Leg DC Voltages

Since there are usually no zero sequence current way between the inverter and the
motor, injecting a zero sequence voltage in the inverter output AC voltage little affects
the motor. Regulating the leg feed-back electrical energy and balancing three leg DC
voltages by injecting a zero sequence voltage in the inverter output AC voltage is a
valuable method. The positive sequence voltage (fundamental waveform) and the zero
sequence voltage of the inverter output voltages can be expressed as:

uA ¼ Upm sinxmtþ u0 ð4Þ

uB ¼ Upm sin xmt � 2p
3

� �
þ u0 ð5Þ

uC ¼ Upm sin xmtþ 2p
3

� �
þ u0 ð6Þ

u0 ¼ U0m sin xmtþ h0ð Þ ð7Þ

In Eqs. (4)–(7), Upm is the magnitude of the positive sequence phase-voltage
waveform, xm is the frequency of the output voltage fundamental waveform, h is the
difference between the voltage phase and the current phase, U0m is the magnitude of the
zero sequence voltage waveform, h0 is the difference between the zero sequence

+
− GP isq_UdcΣ(s)

isq UdcΣUdcΣ_ref ++

isq_com

Fig. 2. The control system for stabilizing UDCR
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voltage phase and uA phase. In common application, there is no way for zero sequence
current between inverters and motors. The inverter output current can be expressed as:

iA ¼ Ipm sin xmt � hð Þ ð8Þ

iB ¼ Ipm sin xmt � h� 2p
3

� �
ð9Þ

iC ¼ Ipm sin xmt � hþ 2p
3

� �
ð10Þ

In Eqs. (8)–(10), Ipm is the magnitude of the phase-current waveform. The
active-power adjustments by injecting the zero sequence voltage can be expressed as:

DP0
A ¼ 0:5U0mIpm cos h0 þ h

� � ð11Þ

DP0
B ¼ 0:5U0mIpm cos h0 þ hþ 2p

3

� �
ð12Þ

DP0
C ¼ 0:5U0mIpm cos h0 þ h� 2p

3

� �
ð13Þ

Based on the principle of the capacitor storing electrical energy, the relationship of
the active-power adjustment and the leg DC voltage can be expressed as:

GDPp UDCpðsÞ ¼
1

CpUDCp0s
ðp ¼ A;B;CÞ ð14Þ

In Eq. (14), Cp is the equivalent capacitor of the leg. The value of Cp is equal to the
leg H-bridge cell capacitors are connected in series. UDCp is the leg DC voltage, and
UDCp0 is the static value. On the other hand, under the condition that UDCR is stabilized,
if UDCA and UDCB are adjusted to UDCR/3, UDCC is UDCR/3. Therefore only two con-
troller are required to balancing three leg DC voltages. It can be observed from Eq. (14)
that proportional controllers can be used to control UDCA and UDCB. But the static error
is inevitable when the proportional controller is utilized. In practical applications, small
static error is permitted. The picture that describes the control system are shown in
Fig. 3. The zero sequence voltage is calculated by (11), (12) and (13).

Fig. 3. The control system for controlling UDC_p
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3.3 The Method of Balancing the H-Bridge Cell DC Voltage in One Leg

It is well known that the cell DC voltage can be controlled by regulating the active
power that is fed in the cell. The cell active power without regulation is expressed as:

Pcell ¼ UcellIcell cos h ð15Þ

In Eq. (15), cosh is the power factor, Ucell and Icell are the RMS of the cell output
AC voltage and current without regulations, respectively. If an AC voltage is injected,
the active power can be expressed as:

Pcell þDPcell ¼ UcellIcell cos hþDUcellIcell cos h1 ð16Þ

Since the riding through is required to operate well under the condition that the
rotor speed is high. In some special conditions, the regulation of magnetic field is
forbidden. The magnitude of output voltage is proportional to rotor speed and the
magnitude of the magnetic field. Therefore, the method of controlling and balancing the
H-bridge cell DC voltages is required to operate well when the cell output voltage is
high. Unfortunately, the higher the output voltage magnitude, the smaller the AC
voltage magnitude that is injected to regulate the cell feed-back active power without
over-modulation. The method of this paper needs smaller injecting AC voltage and
achieves better performance. It can be observed that △Ucell is smallest when cosh1 is
zero, under the condition that △Ucell and Icell is constant. Therefore, injecting an AC
voltage of which the phase is equal to the current, can regulate the active power and the
magnitude is smallest. This method fits to the condition that small magnitude AC
voltage is permitted to inject without over-modulation.

Based on the principle of the capacitor storing electrical energy, the relationship of
the active-power adjustment and the cell DC voltage can be expressed as:

GDUcell UDCcellðsÞ ¼
1

CcellUDCcell0Icells
ð17Þ

In Eq. (17), Ccell is cell capacitor. UDCcell is the cell DC voltage, and UDCcell0 is the
static value. It can be observed from Eq. (17) that proportional controllers can be used
to control UDCcell because small static error is permitted in practical applications. The
picture that describes the control system are shown in Fig. 4.

Fig. 4. The control system for controlling UDCcell

Power Supply Loss Riding Through Method 197



4 Simulation

To verify the proposed PSLRT method, a mathematic model of the cascaded H-bridge
multilevel inverter and the induction motor is established by means of MATLAB/
Simulink. Each H-bridge cell is mainly composed of an H-bridge inverter, a capacitor
(9.8 mF) and a three-phase rectifier, of which the input ports are connected to a
multi-winding transformer. Each leg includes five H-bridge cells. The inverter consists of
three legs, of which the topologies are identical. The nominal RMS value of the inverter
output voltage is 6000 V. The nominal output power of the inverter is 1000 kW. Each
cell DC voltage is approximately 1000 V, and each leg DC voltage is nearly 5000 V
when the grid voltage is normal. Since the cell DC voltage is one of the criteria of
detecting the power supply loss and the recovery of the power supply, the stabilized cell
DC voltage should be lower than 850 V (0.85 times the nominal value) during the riding
through period. On the other hand, because the cell is required to output nominal AC
voltage during the riding through period, the cell DC voltage should be greater than
800 V (0.80 times the nominal value). Therefore, the stabilized value of the cell DC
voltage is nearly 820 V (0.82 times the nominal value). The stabilized value of the leg DC
voltage that is the sum of five cascaded cell DC voltages, is approximately 4100 V. The
stabilized value of UDCR is 12300 V. To simulate the cell power consumption the res-
isters are placed in the cells and connected with the capacitor (10 mF) in parallel. The
resisters of three legs are not equal to simulate the differences of three leg power con-
sumptions. The resisters placed in the cells of A phase leg are 1000 X. The resisters
placed in the cells of B and C phase leg are 1075 X and 925 X respectively.

The nominal voltage and power of the motor are 6000 V and 300 kW respectively.
The nominal rotor speed is 750 r/min. The load of the motor is a synchronous generator
of which the output ports are connected to the great-power resisters. When the rotor
speed is 500 r/min and the proposed method of stabilizing UDCR is utilized, the
waveform of UDCR is shown in Fig. 5. Because the inverter cannot ride through power
supply losses without stabilizing UDCR, the simulation result of no stabilizing UDCR is
invaluable and is not provided in this paper.

The waveform of UDCA, UDCB and UDCC are shown in Fig. 6 when the method of
balancing three leg DC voltage is not used. The simulation result of the proposed
balancing three leg DC voltages is shown in Fig. 7. The waveform of five cell DC
voltages in A phase is shown in Fig. 8 without the proposed method of balancing
cascaded H-bridge cell DC voltages. The simulation results of the proposed method of
controlling and balancing cell DC voltages is shown in Fig. 8.
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Fig. 5. The waveform of UDCR when the proposed method of stabilizing UDCR is utilized
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Fig. 6. The waveform UDCA, UDCB and UDCC without the proposed method of balancing three
leg DC voltages

Fig. 7. The waveform UDCA, UDCB and UDCC with the proposed method of balancing three leg
DC voltages

Fig. 8. The waveform of five cell DC voltages without the proposed method of balancing cell
DC voltages in one leg

Fig. 9. The waveform of five cell DC voltages with the proposed method of balancing cell DC
voltages in one leg
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It can be observed from Fig. 5 that the proposed method of stabilizing UDCR can
control and stabilize UDCR rapidly. From Fig. 6, it obvious that three leg DC voltages
deviates from the required value quickly. It can be observed from Fig. 7 that the
proposed method of balancing UDCA, UDCB and UDCC can balancing three leg DC
voltages quickly. It can be observed from Figs. 8 and 9 that five cell DC voltages
deviates from the required value quickly without the proposed method and the pro-
posed method can balance five cell DC voltages quickly.
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Abstract. This paper uses a variety of machine learning methods to
predict the hourly power consumption of a central air-conditioning sys-
tem in a public building. It is found that the parameters of the central
air-conditioning system are different at different times, so is the corre-
sponding power consumption. The paper applies the time series to pre-
dict the power consumption on account of the time, which predicts the
hourly power consumption based on historical time series data. Com-
paring the prediction accuracy of multiple machine learning methods,
we find that the Gradient Boosting Regression Tree (GBRT), one of the
ensemble learning methods, has the highest prediction accuracy.

Keywords: Central air-conditioning system · Machine learning meth-
ods · Ensemble learning · Time series prediction

1 Introduction

With the information technology shooting up, intelligent buildings and energy
issues have become the focus of increasing attention. Central air conditioning, as
an indispensable part of intelligent building, often accounts for a large proportion
of the energy consumption in large public buildings. Energy is largely lost in
that the system works at low temperature and large flow rate for a long time
in the case of low load and low temperature. Therefore, if the system power
consumption of each moment can be accurately predicted, the optimization plan
could be designed in advance to reduce the energy consumption.

Conventional prediction models are based on physical principles to calcu-
late thermal dynamics and energy behavior at the building level. Some of them
include models of space systems, natural ventilation, air conditioning system,
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J.-S. Pan et al. (eds.), Advances in Smart Vehicular Technology, Transportation,
Communication and Applications, Smart Innovation, Systems and Technologies 86,
https://doi.org/10.1007/978-3-319-70730-3_25



202 S. Gao et al.

passive solar, photovoltanic systems, financial issue, occupants behavior, climate
environment, and so on [1]. There are also statistical methods [2–4]. These meth-
ods are used to predict energy consumption and that affecting variables such as
weather and energy cost. In addition, in order to influence the development
of future building systems, there are also some hybrid methods [5,6], which
combine the models above to optimize performance. Conventional methods are
advantages in that they are easily implemented and interpreted, however, their
disability to handle non-linearity in short-term load series instead encourages the
use of machine learning methods [7]. In recent years, a large number of machine
learning algorithms have been used to predict energy consumption [8–10].

The paper aims to predict the system hourly power consumption based on
historical data of the running parameters of the various system components,
which utilizes the four machine learning algorithms: Random Forests, K-Nearest
Neighbour, Gradient Boosting Tree Regression and Support Vector Regression.
Moreover, seeking a model that is easy to be implemented with minimal input
requirements and maximum accuracy.

2 Data Exploratory Analysis

The data source used in the paper has 51 variables (including timestamp). There
are totally 1750 instances (from October 4, 2016 at 10:00 to December 29, at
13:00 once every hour to collect) that is an actual data set collected from sensors
of central air conditioning system parameters. The following Table 1 shows the
partial variables description and the remaining variables are specified in the
paper.

Table 1. Partial variables description

Variables Description Unit

chwsfhdr The velocity difference of the cooler gal/min

chikw(i = 1, 2, 3) The power consumption of the cooling device kw

chwrhdr The water temperature that flows into the cooler ◦C

rh Relative humidity %

drybulb Drybulb temperature ◦C

effsys Effect of the system kw/RT

systotpower Total power consumption of the system kw

loadsys Load of the system RT

cwgpmrt Speed of load flow gal/min·RT

ct pc Speed of cooling tower fan (25 Hz–50Hz) Hz
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2.1 Data Preprocessing

Before digging into the characteristics and regularities of the data changes, we
first utilize the data preprocessing, which consists of data cleaning, data inte-
gration and data reduction.

Data Cleaning. According to the principle of heat balance of the system, we
filter out the data points when the system is stable (when the heat balance > 5%
means the system is unstable). Then the system power is drawn by time series
and it is found that there are several missing values. Here we directly eliminate
in that the small amount and the final effect is shown in Fig. 1.

Fig. 1. Time series diagram of hourly system power consumption

Data Integration and Data Reduction. Since the data set of the central air
conditioning system has many attributes, in view of the integration of each other,
the correlation coefficients between attributes are obtained, and the irrelevant
attributes are removed by dimension reduction, thus reducing the amount of
data mining.

The Pearson correlation coefficient reflects the correlation between two vari-
ables. The closer the absolute value is closer to 1, the closer the correlation
between the operating parameters. Similarly, the closer the absolute value is
closer to 0, the lower the correlation is. After analysis of the data integration
and the Pearson correlation coefficient between the attributes and systotpower,
operating parameters that are significantly related (the absolute value of Pear-
son correlation coefficient greater than 0.5) to systotpower are selected. A total
of 24 variables were eliminated and 26 variables remained.



204 S. Gao et al.

3 Mathematical Background

3.1 Ensemble Learning Methods (Random Forests and GBRT)

The core of ensemble learning is to build multiple different models and aggregate
these models to improve the performance of the final model. According to the
generation strategy of base learner, ensemble learning can be divided into two
categories: (1) parallel methods, take the bagging as the main representative;
(2) sequential methods, take the boosting as the main representative.

Random Forests. Random Forests is a typical application algorithm of bag-
ging. Bagging is abbreviated as Bootstrap AGGregatING, that is, a number of
different training sets are constructed by means of bootstrap sampling (repeat-
able sampling). Then the corresponding base learner is trained on each train-
ing set. Finally, these base learners are aggregated to obtain the final model.
Compared with a single model, the disadvantages of ensemble learning are:
(1) computational complexity, in that multiple models need to be trained.
(2) the resulting model is difficult to interpret.

However, the random forest can estimate importance of the variable. There-
fore, a random forest model directly tells us the importance of each variable,
which is beneficial for eliminating irrelevant variables and redundant data. Not
only could it improve the performance of the model but also reduce the compu-
tational complexity.

Gradient Boosting Regression Tree. Gradient boosting algorithm was
fathered by FreidMan in 2000, which is another method of ensemble learning
methods. The core is that each tree learns from the residuals of all previous
trees. The negative gradient of the loss function L(yi, f(xi) is used in the cur-
rent model as the approximate value of the residuals in the boosting algorithm
to fit a regression (classification) tree. The negative gradient of the loss function
has the form:

rmi = −[
∂L(yi, f(xi))

∂f(xi)
]f(x)=fm−1(x).

For the Gradient Boosting algorithm, multiple learners are sequentially build.
Using the correlation of the base learner, the existing shortcomings of weak learn-
ers is overcome, which the characterization is the gradient. Gradient Boosting
selects the descent direction of gradient during iteration to improve the perfor-
mance after polymerization. The loss function is used to describe the reliable
degree of the model. If the model is not over fitting, the greater the loss func-
tion, the higher the error rate of the model. If our model allows the loss function
to continue to decline, it indicates that our model is constantly improving, and
the best way is to let the loss function fall in its gradient direction.
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3.2 K-Nearest Neighbor Regression

K-Nearest Neighbor is a simple algorithm that stores all available cases and
predicts digital targets based on similarity (e.g. distance function). KNN, as a
non-parametric technique, has been used in statistical estimation and pattern
recognition in early 1970. KNN regression is a non-parametric learner, namely,
you do not need to give a function such as linear regression and logistic regres-
sion, and then to fit parameters. Non-parametric learner is a function without
guesswork, and it eventually fail to get an equation, but it could acquire fine
prediction. The advantage of non-parametric learner is that it’s easy to change
the model and the training speed is fast. The disadvantage is that all the points
need to be stored so that the space is consumed and the query is slow.

3.3 Support Vector Regression

Support vector regression (SVR) is one of the most popular algorithms for
machine learning and data mining. SVR is derived from support vector machines
(SVM) and mainly used to fit the sample data and predict the unknown data.

The input data is first mapped to a high-dimensional feature space by kernel
functions, and then the linear regression functions in high-dimensional feature
space are computed. In contrast to the expression of both Linear Regression and
SVR, the latter is a constrained optimization problem that allows the model to
find a tube instead of a line. For the ε−SV R (Epsilon insensitive support vector
regression), our goal is to find a function, such as linear function f(x) = WTx+b,
to minimize generalization errors:

min
1
2
‖w‖2 + c

l∑

i=1

(ξi + ξ∗
i )

s.t{ |yi − WT − b| < ε

ξ, ξ∗
i ≥ 0

A loss function is introduced here, which is used to ignore the fluctuation
error in the range of the predicted value and the true value, namely, if the
deviation of the data from the regression function subjects to the constraint:
|yi − WT − b| < ε, the data can be ignored. This constraint guarantees the
fitting of the best linear regression function so that more points fall within the
range of accuracy accepted. But it can be found that there are still some points
whose deviations are quite large, so relaxation factors ξ, ξ∗

i are introduced. SVR
is suitable for solving small sample, nonlinear and high-dimensional problems,
and also has great potential to overcome overfitting and curse of dimensionality.

4 Experiments and Results

In order to achieve the goal of hourly power consumption prediction, four
machine learning models were evaluated and compared with a set of measured
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Table 2. Feature importance

Variables Importance Variables Importance Variables Importance Variables Importance Variables Importance

chwsfhdr 0.980011 ch1kw 0.000740 ct1kw 0.000264 loadsys 0.000187 ch1stat 0.000097

chwrhdr 0.006654 ch2kw 0.000528 ct2kw 0.000262 cwp pc 0.000163 chwp1stat 0.000094

cwshdr 0.004497 cwp1kw 0.000372 chwp4kw 0.000257 chwp pc 0.000126 cwp1stat 0.000085

cwrhdr 0.003368 cwp2kw 0.000324 drybulb 0.000199 ct pc 0.000122 cwp3stat 0.000025

cwsfhdr 0.001028 cwp3kw 0.000288 chwp1kw 0.000190 dch 0.000104 ct2stat 0.000017

data. In the data set, operating parameters collected show the evolution of the
overall system power over time in a central air-conditioning system. The data
set contains 1750 instances, nearly 3 months’ data, which is collected hourly.
Instances from October 4, 2016 at 10:00 to December 1, 2016 at 13:00, 1127
time series data in total, are as the train set, 623 instances remained as the test
set (Table 2).

4.1 Experiments Details

We have implemented data fitting and prediction models in Python2.7 using
four machine learning algorithms described in Sect. 3. We first trained a random
forest containing 1000 decision trees to assess the importance of 25 dimensional
features preprocessed in Sect. 2, results are shown in Table 3.

From the result analysis, we can see that the state of air conditioning water
system is the independent variable, so we can eliminate these 5 variables: ch1stat,
chwp1stat, cwp1stat, cwp1stat, cwp3stat, ct2stat. The remaining 20 variables in
Table 4 are used for learning of the latter three models.

Table 3. Variables used in the training model

chwrhdr cwshdr loadsys chwp pc ct1kw ch1stat chwsfhdr

ch1kw cwsfhdr chwp4kw chwp1stat ch2kw cwp3kw cwp pc

cwp1stat cwp2kw cwp3stat cwrhdr cwp1kw drybulb dch

ct2kw ct pc chwp1kw systotpower ct2stat

Table 4. MSE and R2 score of the four models

Model MSE R2

Train set Test set

RF 32.33 0.99934 0.99452

GBRT 4.49 0.99999 0.99925

KNN 253.70 0.98265 0.95697

SVR 7.14 0.99513 0.99879
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4.2 Prediction of Hourly Power Consumption

Predicting the power consumption of office buildings will be directly affected by
human behavior and other factors. All these factors lead to a nonlinear time
series [1]. The estimation and prediction accuracy of the four models used in
this paper show good results, Table 4 and Figs. 2, 3, 4, 5, 6, and 7 give detailed
results for all models.

In this paper, we use combination of grid search and cross validation to
seek the k with the highest R2 score from {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} as the opti-
mal parameter in KNN regression model, and then the k is used to prediction.
Experiment result shows that cross validation with K-fold (K = 10) returns the
best estimator and result is shown in Fig. 4. The best k = 3 found by 10-fold cv,
and the predictive values are plotted with a scatter chart for the next Fig. 5.

Fig. 2. RF Fig. 3. GBRT

Fig. 4. Seeking the best k Fig. 5. Scatter plot of predicted
systotpower (k = 3)

Finally, we will train a SVR model, where the ε-SVR is used for regression
prediction. During the design, we also used grid search and cross validation
to fine tune the SVR parameters. And find the optimal parameters: Optimum
parameters C = 1 and γ = 0.01 for SVR. Optimum ε and kernel for SVR:
{‘ε’:0.1, ‘kernel’:‘linear’}. Figure 7 shows the prediction of hourly systotpower
using SVR.
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Fig. 6. KNN Fig. 7. SVR

5 Conclusion

Our goal is to predict the hourly system power consumption based on historical
data and find the optimal model. Experiment result shows that the winner is
GBRT. Although the machine learning algorithms are very successful in fitting,
when the data is complex and mess, the choose of features and parameters are
very important. We have to repeatedly adjust the features and parameters to
improve the model.

Acknowledgments. This work is supported by National Natural Science Foun-
dation of China (No. 61304199), Fujian Science and Technology Department (No.
2014H0008), Fujian Transportation Department (No. 2015Y0008), Fujian Education
Department (No. JK2014033, JA14209, JA1532), and Fujian University of Technology
(No. GYZ13125, 61304199, GY-Z160064). Many thanks to the anonymous reviewers,
whose insightful comments made this a better paper.

References

1. Mocanu, E., Nguyen, P.H., Gibescu, M., et al.: Comparison of machine learning
methods for estimating energy consumption in buildings. In: International Confer-
ence on Probabilistic Methods Applied To Power Systems, pp. 1–6. IEEE (2014)

2. Williams, K.T., Gomez, J.D.: Predicting future monthly residential energy con-
sumption using building characteristics and climate data: a statistical learning
approach. Energy Buildings. 128, 1–11 (2016)

3. Braun, M.R., Altan, H., Beck, S.B.M.: Using regression analysis to predict the
future energy consumption of a supermarket in the UK. Appl. Energy 130(5),
305–313 (2014)

4. Takeda, H., Tamura, Y., Sato, S.: Using the ensemble Kalman filter for electricity
load forecasting and analysis. Energy 104, 184–198 (2016)

5. Li, X., Ding, L., Lv, J., et al.: A novel hybrid approach of KPCA and SVM for
building cooling load prediction. In: International Conference on Knowledge Dis-
covery and Data Mining, pp. 522–526. IEEE (2010)



Prediction of Hourly Power Consumption 209

6. Vonk, B.M.J., Nguyen, P.H., Grand, M.O.W., et al.: Improving short-term load
forecasting for a local energy storage system. In: Universities Power Engineering
Conference, pp. 1–6. IEEE (2012)

7. Hedn, W.: Predicting hourly residential energy consumption using random forest
and support vector regression? An analysis of the impact of household clustering
on the performance accuracy, Dissertation (2016)

8. Abdelkader, S.S., Grolinger, K., Capretz, M.A.M.: Predicting energy demand peak
using M5 model trees. In: IEEE, International Conference on Machine Learning
and Applications, pp. 509–514. IEEE (2016)

9. Liu, D., Chen, Q., Mori, K.: Time series forecasting method of building energy
consumption using support vector regression. In: IEEE International Conference
on Information and Automation, pp. 1628–1632. IEEE (2015)

10. Chen, Y., Tan, H.: Short-term prediction of electric demand in building sector via
hybrid support vector regression. Appl. Energy (2017)

11. Shuang, H., Linlin, Z., Xiaohua, W.: The study of mechanical state prediction
algorithm of high voltage circuit breaker based on support vector machine. High
Voltage Apparatus 7, 155–159 (2015)



Innovative Intelligent Computation
Technology



Compact Evolutionary Algorithm
Based Ontology Meta-matching

Xingsi Xue1,2(B) and Shijian Liu1,2

1 College of Information Science and Engineering, Fujian University of Technology,
Fuzhou 350118, Fujian, China

2 Fujian Provincial Key Laboratory of Big Data Mining and Applications,
Fujian University of Technology, Fuzhou 350118, Fujian, China

jack8375@gmail.com

Abstract. Since different ontology matchers do not necessarily find the
same correct correspondences, usually several competing matchers are
applied to the same pair of ontology entities to increase evidence towards
a potential match or mismatch. How to select, combine and tune vari-
ous ontology matchers, so-called ontology meta-matching, is one of the
main challenges in ontology matching domain. In recent years, Evolu-
tionary Algorithm (EA) based ontology meta-matching technique has
become the state-of-the-art methodology to solve the ontology meta-
matching problem, but it suffers from some defects like the slow conver-
gence, premature convergence and the huge memory consumption. To
overcome these drawbacks, in this paper, a Compact EA (CEA) based
ontology meta-matching technique is proposed, which makes use of a
probabilistic representation of the population to perform the optimiza-
tion process. In particular, we construct an optimal model for the ontol-
ogy meta-matching problem, propose a problem-specific CEA to opti-
mize the aggregating weights of various matchers, and utilize a Cross
Sum Quality Measure (CSQM) to adaptively extract the final alignment.
The experimental results show that our approach outperforms other EA
based ontology matching techniques and Ontology Alignment Evaluation
Initiative (OAEI 2016)’s participants.

Keywords: Compact Evolutionary Algorithm · Ontology meta-
matching · Cross sum quality measure

1 Introduction

Ontology describes the domain concepts and their relationships, which is recog-
nized as an effective solution to data heterogeneity on the semantic web. How-
ever, different ontology developers might use different ways to describe a concept,
which causes the ontology heterogeneity problem and raises the heterogeneous
problem to a higher level. There is an urgent need to develop the automatic ontol-
ogy matching techniques, so called ontology matcher, to identify the correspon-
dences between the same ontology entities. Since different ontology matchers do

c© Springer International Publishing AG 2018
J.-S. Pan et al. (eds.), Advances in Smart Vehicular Technology, Transportation,
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not necessarily find the same correct correspondences, usually several competing
matchers are applied to the same pair of entities in order to increase evidence
towards a potential match or mismatch [9]. How to select, combine and tune
various ontology matchers, so called ontology meta-matching problem, is one of
the main challenges in ontology matching domain [11]. In recent years, Evolu-
tionary Algorithm (EA) based ontology meta-matching technique has become
the state-of-the-art methodology to solve the ontology meta-matching problem.
GOAL [6] is the first ontology matching system that utilizes EA to determine
the weight configuration for a weighted average aggregation of several matchers
by considering a reference alignment. More recently, similar idea of combining
multiple ontology matchers is also developed in [13,14].

However, slow convergence, premature convergence and the huge memory
consumption are three main drawbacks that limit the application of EA based
ontology meta-matching techniques. To overcome these problems, in this paper,
a Compact EA (CEA) based ontology meta-matching technique is proposed to
automatically select, combine and tune basic ontology matchers. In particular,
we construct an optimal model for the ontology meta-matching problem, propose
a problem-specific CEA to optimize the aggregating weights of various matchers,
and utilize a Cross Sum Quality Measure (CSQM) to adaptively extract the final
alignment.

The rest of the paper is organized as follows: Sect. 2 describes the ontology
meta-matching problem; Sect. 3 presents CEA based ontology meta-matching
technique; Sect. 4 gives the detailed of CSQM; Sect. 6 presents the experimental
studies and analysis; finally, Sect. 7 draws the conclusions.

2 Ontology Meta-matching

In this work, we define an ontology as a 9-tuple O =
(
C,P, I, A,≤C ,≤P ,

φCP , φCI , φPI

)
[16], where:

– C is a nonempty set of classes,
– P is a nonempty set of properties,
– I is a set of instances (it can be empty),
– A is a set of axioms which should not be empty,
– ≤C is a partial order on C, called class hierarchy or taxonomy,
– ≤P is a partial order on P , called property hierarchy,
– φCP : P → C × C is a function which associates a property p ∈ P with two

linked classes through the property p,
– φCI : C → P(I) is a function which associates a concept c ∈ C with a subset

of I representing the instances of the concept c,
– φPI : P → P(I2) is a function which associates a property p ∈ P with a

subset of cartesian product I × I representing the pair of instances related
through the property p.

An ontology alignment A between two ontologies is a correspondence set and
each correspondence inside is a 3-tuples (e, e′,=, confidence), where e and e′ are
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respectively the entities of two ontology, the relation of the correspondence is
the equivalence (=), and confidence is the trust extent of the equivalence holds
between e and e′.

Assume one entity in source ontology is matched with only one entity in
target ontology and vice versa, we define the ontology meta-matching problem
as follows: ⎧

⎪⎪⎨

⎪⎪⎩

max f(X)
s.t. X = (x1, x2, · · · , xn)T∑n

i=1 xi = 1
xi ∈ [0, 1], i = 1, 2, · · · , n

(1)

where n is the number of ontology matchers, xi, i = 1, 2, · · · , n is the i-th ontol-
ogy matcher’s aggregating weight, and function f() calculates the MatchFmea-
sure value [17] of the alignment which is determined by X.

3 Compact Evolutionary Algorithm

CEA simulates the behaviour of population-based EA by employing the prob-
abilistic representation of the population, and a run of CEA is able to highly
improve the performance of traditional EA in terms of both memory consump-
tion and runtime. In this work, given n ontology matchers, we first generate
the similarity matrix Mi for i-th ontology matcher, whose row and column are
respectively entities of the source ontology and the target ontology and the ele-
ment mpq inside are the similarity value of p-th source ontology entity and q-th
target ontology entity. Given the aggregating weight set W , an aggregated sim-
ilarity matrix can be obtained by Magg =

∑n
i=1 wi × Mi, after that, we further

utilize the CSQM to extract the final alignment.
In the next, we respectively present the probability vector, adaptive align-

ment extraction and the pseudo-code of CEA.

3.1 Probability Vector

We use the binary encoding where the parameter set is encoded in a solu-
tion. Since the weighted average approach is used to combine various similar-
ity measures where the sum of the weights is equal to 1, our encoding mech-
anism indirectly represents them through the numbers in the interval [0,1].
Specifically, assume that n is the number of weights required, the number set
can be represented as {c1, c2, . . . , cn}, and the chromosome decoding is carried
out by dividing the numbers with their sum, then we get the parameter set
{ c1∑n

i=1 ci
, c2∑n

i=1 ci
, . . . , cn∑n

i=1 ci
}.

On this basis, we use one Probability Vector (PV) [10] to characterize the
entire population in population-based EA. The number of elements in PV is
equal to the number of individual’s gene bits and each element’s value is in
[0,1]. Since each element’s value in PV represents the probability of being one,
we can use PV to generate various solutions. In addition, PV can be updated
based on the better solution in terms of its fitness value, with the aim to move
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the PV toward the better solution. Here is an example of generating a new
solution through PV (0.3, 0.7, 0.6, 0.9)T . First, generate four random numbers,
such as 0.4, 0.5, 0.8 and 0.1. Then compare the numbers with the elements in
PV accordingly to determine the new generated individual’s gene values, e.g.,
since 0.4 > 0.3, the first gene bit’s value of the new solution is 0, and in this
way, we can generate a new solution 0101. If 0101 is the elite solution, PV will
be updated according to its information, e.g. if the gene value of the elite is 0,
the corresponding element of PV will decrease by 0.1, otherwise increase by 0.1.
So, the updated PV is (0.2, 0.8, 0.5, 1.0)T .

4 Adaptive Alignment Extraction

After determining the aggregating parameters, we utilize CSQM to automati-
cally extract the final ontology alignment. CSQM assigns a higher quality score
to a mapping that does not conflict with other mappings, a conflict occurring
when there exists another mapping for the same source or target concept. This
measure takes into account the similarity score of the mappings, assigning a
lower quality to mappings that conflict with mappings of higher similarity [3].
In particular, for each element Magg

ij , CSQM first sums all the similarity values
in the same i-th row and j-th column of Magg, and then the sum is normalized
by the maximum sum of the similarity values per row and column:

CSQM(Magg
ij ) = 1 −

∑|O2|
v=1 Magg

iv +
∑|O1|

k=1 Magg
kj

MaxRowSum(Magg) + MaxColumnSum(Magg)
(2)

where |O1| and |O2| are respectively the number of entities in source ontology
O1 and O2. After calculation, for the i-th row of Magg, we pick up the element
with highest cross sum quality value, say the one in the j-th column, and the
correspondence (ei, ej ,=, CSQM(Magg

ij )) is extracted into the final alignment.

5 Pseudo-code of Compact Evolutionary Algorithm

In the following, we give the pseudo-code of CEA:
Step (1) Initialization:

1. generation=0;
2. for(i = 0; i < PV.length; i++)
3. PV [i] = 0.5;
4. end for
5. generate an individual indelite through PV ;
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Step (2) Update PV:

6. generate an individual indtemp through PV ;
//Execute the local search on indtemp to improve its quality
7. indnew = elite.copy();
8. generate i = round(rand(0, solution.length));
9. indnew[i] = indtemp[i];
10. while (rand(0, 1) < 0.8)
11. indnew[i] = indtemp[i];
12. i = i + 1;
13. if (i == len)
14. i = 0;
15. end if
16. end while
//Update PV based on the elite
17. [winner, loser] = compete(indelite, indnew);
18. if (winner == indnew)
19. indelite = indnew;
20. end if
21. for(i = 0; i < solution.length; i++)
22. if (winner[i]==1)
23. PV [i] = PV [i] + 0.1;
24. if (PV [i] > 1)
25. PV [i] = 1;
26. end if
27. else
28. PV [i] = PV [i] − 0.1;
29. if (PV [i] < 0)
30. PV [i] = 0;
31. end if
32. end if
33. end for
//Initial the PV to prevent the premature convergence
34. if (each bit of PV is either 1 or 0)
35. for(i = 0; i < PV.length; i++)
36. PV [i] = 0.5;
37. end for
38. end if

Step (3) Stopping Criteria:

39. if (maxGeneration = 3000 is reached)
40. stop and output indelite;
41. else
42. generation=generation+1;
43. go to Step 2;
44. end if
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6 Experimental Studies and Analysis

In the experiment, four kinds of basic similarity matchers are utilized to evalu-
ate the confidence of the entity pair: (1) syntactic-based matcher [12], which
computes a string distance or edit distance between the ontology entities;
(2) linguistic-based matcher [8], which calculates the similarity between ontol-
ogy entities by considering linguistic relations such as synonymy, hypernym, and
so on; (3) structure-based matcher [7], which utilizes the specialization relation,
e.g. the subsumption relation, in ontologies to calculate the similarity between
ontology entities; (4) instance-based matcher [15], which exploits the similarity
between classified instances to discover the same entities in ontologies.

The testing cases we utilize is the well-known bibliographic track provided
by Ontology Alignment Evaluation Initiative (OAEI 2016)1, which consists of a
set of ontologies that are built around a seed ontology and many variations of it.
Table 1 shows a brief description on the bibliographic track, Tables 2 and 3 show
the statistical comparison among three EA based ontology matching approaches
and our approach, and Table 4 compares our approach with OAEI 2016’s par-
ticipants on the bibliographic track. Our results are the average values over 30
independent runs.

6.1 Experimental Results

We first carry out the statistical comparison on the alignment’s quality in terms
of f-measure among Genetic Algorithm (GA) based [6], Memetic Algorithm
(MA) based [1], Particle Swarm Optimization (PSO) based [2] ontology match-
ing approaches and our approach. The statistical comparison is formally carried
out by means of a multiple comparison procedure which consists of two steps: in
the first one, a statistical technique, i.e. the Friedmans test [4], is used to deter-
mine whether the results provided by various approaches present any difference;
in the second one, which method is outperformed is determined by carrying out
a post-hoc test, i.e. Holms test [5], when in the first step an difference is found.

Table 1. Brief description on bibliographic track. 1XX, 2XX and 3XX stands for the
test case whose ID beginning with the prefix digit 1, 2 and 3, respectively.

ID Description

1XX The ontologies under alignment are the same

2XX The ontologies under alignment have different lexical, linguistic or structure
features

3XX The ontologies under alignment are real world cases

1 http://oaei.ontologymatching.org/2016/benchmarks/index.html.

http://oaei.ontologymatching.org/2016/benchmarks/index.html
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Table 2. Friedman’s test on bibliographic track. Each value represents the f-measure,
and the number in round parentheses is the corresponding computed rank.

ID GA MA PSO CEA

101 1.00 (2.5) 1.00 (2.5) 1.00 (2.5) 1.00 (2.5)

103 0.99 (4) 1.00 (2) 1.00 (2) 1.00 (2)

104 0.99 (4) 1.00 (2) 1.00 (2) 1.00 (2)

201 0.50 (3) 0.62 (2) 0.42 (4) 0.66 (1)

203 0.97 (3) 0.96 (4) 1.00 (1.5) 1.00 (1.5)

204 0.94 (4) 0.97 (3) 0.98 (1.5) 0.98 (1.5)

205 0.83 (1.5) 0.79 (3) 0.73 (4) 0.83 (1.5)

206 0.84 (4) 0.88 (2) 0.85 (3) 0.92 (1)

221 0.99 (3.5) 0.99 (3.5) 1.00 (1.5) 1.00 (1.5)

222 0.99 (2.5) 0.99 (2.5) 0.99 (2.5) 0.99 (2.5)

223 0.99 (2.5) 0.99 (2.5) 0.99 (2.5) 0.99 (2.5)

224 1.00 (2.5) 1.00 (2.5) 1.00 (2.5) 1.00 (2.5)

225 0.99 (4) 1.00 (2) 1.00 (2) 1.00 (2)

228 0.99 (2.5) 0.99 (2.5) 0.99 (2.5) 0.99 (2.5)

230 0.93 (3.5) 0.93 (3.5) 0.98 (2) 1.00 (1)

231 0.99 (3) 0.99 (3) 0.99 (3) 1.00 (1)

301 0.70 (2.5) 0.70 (2.5) 0.64 (4) 0.73 (1)

302 0.61 (3) 0.63 (2) 0.04 (4) 0.66 (1)

304 0.83 (3) 0.87 (2) 0.72 (4) 0.89 (1)

Average 0.89 (3.07) 0.91 (2.57) 0.85 (2.68) 0.92 (1.65)

Table 3. Holm’s test on bibliographic track.

i Approach z value Unadjusted p-value α
k−i

, α = 0.05

3 MA 2.57 0.0285 0.05

2 PSO 2.68 0.0142 0.02

1 GA 3.07 0.0006 0.01

As can be seen from Table 2, in the Friedmans test, the computed X 2
r value

is 10.65, which is greater than X 2
0.05 = 7.81. In the Holm’s test, as shown in

Table 3, our approach statistically outperforms other EA based ontology match-
ing approaches on the alignment’s quality at 0.05 significance level.

Finally, as can be seen from Table 4, our approach’s result also outperform
all the participants of OAEI 2016 in terms of f-measure and recall, which shows
the effectiveness of our approach.
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Table 4. Comparison of our approach with OAEI 2016’s participants on bibliographic
track.

Systems recall precision f − measure

edna 0.51 0.35 0.41

AML 0.24 1.00 0.38

CroMatcher 0.83 0.96 0.89

Lily 0.83 0.97 0.89

LogMap 0.39 0.93 0.55

LgoMapLt 0.50 0.43 0.46

PhenoMF 0.01 0.03 0.01

PhenoMM 0.01 0.03 0.01

PhenoMP 0.01 0.02 0.01

XMap 0.40 0.95 0.56

LogMapBio 0.24 0.48 0.32

CEA 0.85 0.97 0.90

7 Conclusion

Research on ontology meta-matching is mainly concerned about how to select,
combine and tune different ontology matchers to obtain the high quality ontology
alignment, which is one of the main challenges in ontology matching domain is.
To face this challenge, in this paper, we present a CEA based ontology meta-
matching technique, which can automatically determine the optimal weights
of aggregating the ontology matchers and determine the high quality ontology
alignment. The experimental results show that our approach outperforms other
EA based ontology matching techniques and OAEI 2016’s participants.
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Abstract. Population size plays an important role in the optimization
performance of Differential Evolution. Researches in earlier literature
usually employed constant population size, and these recommended set-
tings of different population sizes usually varied from one DE variant
to another. As we know, smaller population size settings perform better
on some objective functions while bigger settings perform better on the
other within the same number of function evaluations. Therefore, adap-
tive schemes for population size became much more popular recently and
performed very well on a large number of benchmark functions. These
schemes dynamically changed the population size either in increasing
or decreasing approaches during the evolution. Moreover, most of these
adaptive schemes mainly focused on decreasing population size. Nev-
ertheless, this paper reveals an approach to diversify the individuals
(increase the population size) by employing an external population with-
out increasing number of function calls. This approach employs transfer
knowledge learned from the target population in the evolution of an
external population for Differential Evolution. CEC2013 test suite for
real-parameter single objective optimization is employed in the verifi-
cation of our approach and experiment results show that the proposed
approach is very useful in maintaining a better diversity of individuals
without increasing function calls.

Keywords: Benchmark functions · Differential evolution · External
population · Global optimization · Transfer knowledge

1 Introduction

Differential evolution is a simple but powerful stochastic algorithm for optimiza-
tion problems, and it is originated from Genetic Annealing algorithm [1] which

c© Springer International Publishing AG 2018
J.-S. Pan et al. (eds.), Advances in Smart Vehicular Technology, Transportation,
Communication and Applications, Smart Innovation, Systems and Technologies 86,
https://doi.org/10.1007/978-3-319-70730-3_27



Transfer Knowledge Based Evolution Guidance 223

can be considered as a hybrid algorithm of Genetic Algorithm and Simulated
Annealing [2]. Operations, such as mutation, crossover and selection employed in
Genetic Algorithm, is inherited into DE as well. As its simplicity and excellent
performance, many researchers have learnt about it, advanced many variants
to enhance the performance of it and employed its variants in many practical
applications since the inception in 1995 [3–16].

There are three control parameters, including population size ps, scale factor
F and crossover rate Cr in the canonical DE algorithm. The inventors of DE
algorithm also proposed 5 mutation strategies and two crossover schemes, includ-
ing binomial crossover and exponential crossover, of it [1], and this constituted
the 10 basic trial vector generating strategies of DE algorithm. There were other
mutation strategies proposed by researchers in literature, e.g. DE/rand/dir [17],
DE/target-to-pbest/1/bin [18]. Though there were benchmark functions on
which a certain mutation strategy performed better than other mutation strate-
gies, the DE/target-to-pbest/1/bin had an overall better performance on a large
number of benchmark functions. Moreover, there were DE variants employing
hybrid mutation strategy or a strategy pool containing several selected mutation
strategies for optimization problems.

When given a fixed mutation strategy, control parameters played very impor-
tant roles in the optimization performance. Early DE researches often employed
fixed control parameters, and a common setting was ps = 100, F = 0.5, and
Cr = 0.1 for uni-modal objective functions, Cr = 0.9 for multi-modal objective
functions. Later, researchers found that adaptive control parameters F and Cr
performed even better for a large number of objective functions [18–21]. Most
adaptive schemes for parameters control in literature mainly focused on scale
factor F and crossover rate Cr, and the adaptive scheme for population size ps
in literature only took up a very small proportion of all these adaptive schemes.
Moreover, almost all adaptive schemes for population size ps decreased its value
with increased generation number [22,23]. As we know, smaller population size
setting may performs better on some objective functions while bigger popula-
tion size setting performs better on the other objective functions. Therefore, for
a fixed initial population size setting, maybe we need to increase the population
size during the evolution.

In this paper, we reveal an approach to diversify the individuals (increase
the population size) by employing an external population without increasing
number of function calls. The proposed approach employs transfer knowledge
learnt from the target population in the evolution of external population. The
external population maintains an individual diversity pool from which individu-
als can be selected and added into the target population. Then we can increase
the target population size when needed. The rest of the paper is organized as
follows. Section 2 gives a brief review of Differential Evolution. Section 3 makes
a detailed description on the transfer knowledge and evolution guidance on the
external population. Section 4 shows the experiment analysis under CEC2013
test suit for real-parameter single objective optimization. Finally, the conclusion
is given in Sect. 5.
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2 Differential Evolution

Differential Evolution is a stochastic optimization algorithm, and it employs ps
individuals to tackle complex optimization problems. These individuals, i.e., the
vector of ith individual in the Gth generation, Xi,G = (xi1,G, xi2,G, ..., xiD,G), i =
1, ..., ps, are also called candidate solutions, which have the same dimension
number as objective function. A general definition of minimizing an objective
function can be represented like this:

Ω∗ ≡ arg min
X∈Ω

f(X) = {X∗ ∈ Ω : f(X∗) ≤ f(X),∀X ∈ Ω} (1)

where X is the D-dimensional vector of parameters, also the coordinate of an
individual in the solution space Ω ⊆ R

D. All these individuals are initialized
by uniformly randomizing ps vectors in the solution space. For a hyper-cube
solution space, the jth parameter of the ith vector in 0th generation can be
initialized according to Eq. 2. xmax,j and xmin,j are the upper and lower bound
on the jth parameter respectively.

xij,0 = xmin,j + randij(0, 1) · (xmax,j − xmin,j) (2)

After initialization, the donor vector can be generated and crossover operation
is consequently done to generate trial vector for the target vector. In the stage
of trial vector generation, mutation strategy takes great effect on it. A general
convention DE/x/y/op is used to differ different mutation strategies. x denotes
the base vector, y denotes the difference pairs and op denote crossover scheme,
including binomial crossover and exponential crossover. Here we use DE/target-
to-pbest/1/bin [18] mutation strategy in our paper because this mutation strat-
egy performs very well on a large number of objective function. Equation 3 gives
the detailed equation of DE/target-to-pbest/1/bin. Xp

gbest,G denotes one indi-
vidual in a handful of best individuals of the population in the Gth generation,
and p is the proportion of the handful top superior individuals. Xi,G, Xr1,G,
˜Xr2,G have the same meanings as the ones in algorithm JADE [18].

DE/target − to − pbest/1 :

Vi,G = Xi,G + Fi ∗ (Xp
best,G − Xi,G) + Fi · (Xr1,G − ˜Xr2,G)

(3)

Selection is finally made between the target vector and trial vector.
Equation 4 illustrates the selection operation of a minimizing optimization.

Xi,G+1 =

{

Xi,G, if(f(Xi,G) ≤ f(Ui,G)
Ui,G, otherwise

(4)

3 Transfer Knowledge Based Evolution for External
Population

In this part, we mainly discuss the new proposed transfer knowledge based evo-
lution for external population. The external population can be considered as a
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satellite population in which the individuals evolve according to transfer knowl-
edge learnt from the target population. We use η to define the ratio of the
external population size pse to the target population size ps, and Eq. 5 shows
the definition.

η =
pse

ps
(5)

For Xe
i,G, the ith individual of the Gth generation in the external archive, it is

evolved according to Eq. 6. Xp
best,G, Xr1,G and Xr2,G are the knowledge learned

from the target population of the Gth generation. We can see from Eq. 6 that
individuals in the external population evolve with disabled crossover and selec-
tion operation in comparison with the individuals in the target population.

Xe
i,G = Xe

i,G + F ∗ (Xp
best,G − Xe

i,G) + F · (Xr1,G − ˜Xr2,G) (6)

For the target population, we employ a new recently proposed PALM-DE [5] vari-
ant for evolution. PALM-DE employed an enhance DE/target-to-pbest/1/bin
mutation strategy and a totally new adaptive scheme for control parameters.
PALM-DE tackles the mis-interaction of control parameter F and Cr by sepa-
rating them into different groups and it achieves a great success. F in PALM-DE
algorithm obeys Cauchy distribution, F ∼ C(μF , σF ) and Cr obeys normal dis-
tribution, Cr ∼ randn(μCr, σCr). F and Cr is renewed according to Eqs. 7–11.
P (Crj) denotes the selection probability of jth group, P (Crj) = P (j). nsj and
nfj denote the number of success individuals and failure individuals in jth group.
nSucc and nFail denote the number of success individuals and failure individu-
als of the whole population respectively. rj is the proportion of individuals of the
jth group. ε is a small positive value to avoid possible null value of probability.
k is the number of groups. Fji denotes the scale factor value of ith individual
in the jth group. wFji

denotes the fitness weight of Fji. SFj
denotes the set of

success scale factor values in the jth group.
⎧
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ps · P (Crj) = nsj + nfj ,

nSucc =
k

∑

j=1

(nsj),

nFail =
k

∑

j=1

(nfj),

ps = nSucc + nFail.

(7)
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⎪
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⎪

⎪

⎪

⎪

⎪

⎩

rj =

⎧

⎪

⎨

⎪

⎩

ns2j
nSucc · (nsj + nfj)

, if nsj > 0,

ε, otherwise.

P (j) =
rj

∑k
j=1(rj)

.

(8)

μCr =

∑k
j=1(P (j) · Cr2j )

∑k
j=1(P (j) · Crj)

(9)



226 Z. Meng et al.

⎧
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⎪

⎨

⎪

⎪

⎪
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wFji
=

Δfi
∑

Fji∈SFj
Δfi

Fj =

∑

Fji∈SFj
wFji

· F 2
ji

∑

Fji∈SFj
wFji

· Fji

(10)

Δfi = f(Ui,G) − f(Xi,G) (11)

4 Experiment Analysis

In this part, we mainly analyze the performance of transfer knowledge based
evolution of external population for Differential Evolution. Benchmark func-
tions in Congress of Evolutionary Computation (CEC) Competition 2013 for
real-parameter single objective optimization are employed as the test-beds for
algorithm verification. These 28 benchmarks can be separated into three groups,
the unimodal function group, the basic multimodal function group, and even
some composition functions, and they can reflect some real world complex opti-
mization problems.

In order to validate and evaluate the proposed algorithm, comparisons are
made between the target population and external population. We conduct 51
runs because of the stochastic nature of DE variants. The best, mean and
standard deviation are collected and calculated from the total 51 runs. For
the parameters in the paper, most parameter settings are the same as PALM-
DE algorithm, Fj = 0.5, Fji ∼ C(Fj , 0.2), μCr = 0.5, Cr ∼ N(μCr, 0.1), ps =
100, k = 8, p = 0.1, a = 1.6, T0 = 70, the extra parameter η = 10%. The compar-
ison results are shown in Table 1. Symbols >, =, < in the right column of the
table mean “Better Performance”, “Similar Performance” and “Worse Perfor-
mance” respectively. Wilcoxon’s signed rank test with significant level α = 0.05 is
employed for experiment result evaluation. All these experiments are conducted
on a PC with Intel(R) Core(TM) i5 − 3470 CPU @ 3.2 Hz on RedHat Linux
Enterprise Edition 5.5 Operating System and Matlab software with 2011b Unix
version. The values of fitness error that smaller than “eps” (eps = 2.2204e−016)
are considered as zeros herein.

In order to maintain a better diversity, individuals in the external popula-
tion should obey two basic rules. First, vectors of individuals in the external
population should not be the equivalents calculated by arithmetical operations
of the target individuals. Second, the performance of the external individuals
should be similar to ones of the target individuals. As the external individuals
are generated with disabled crossover and mutation operation, the target indi-
viduals are generated with enabled crossover and selection operation, so they
are arithmetically different. Moreover, from Table 1, we can see that the opti-
mization performance of external population is similar to the performance of the
target population on the 28 benchmark functions test suite except benchmark
function f8, f14, f17 and f22 with the significant α = 0.05. When we enlarge
the value of η from 10% to 100% (the external population size pse = η × ps),
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Table 1. Best (minimum), mean and standard deviation of 51 runs fitness error
comparisons between target population and external population. The population size
ps = 100 and the total number of function evaluations is nfe = 10000×D, generation
number is gen = nfe

ps
.

10D Target population External population Performance

No. Best Mean Std Best Mean Std >≈<

f1 0 0 0 0 1.3370E-014 5.4032E-014 ≈
f2 0 0 0 0 8.9166E-015 4.4574E-014 ≈
f3 0 1.2802E-001 8.8384E-001 0 1.2802E-001 8.8384E-001 ≈
f4 0 0 0 0 1.3375E-014 5.4032E-014 ≈
f5 0 0 0 0 1.5604E-014 3.9511E-014 ≈
f6 0 5.3872E+000 4.9312E+000 0 5.3872E+000 4.9312E+000 ≈
f7 2.2737E-013 1.2624E-004 4.7767E-004 5.6843E-013 1.2784E-004 4.7742E-004 ≈
f8 2.0000E+001 2.0089E+001 1.6331E-001 2.0000E+001 2.0102E+001 2.1410E-001 >

f9 0 6.1008E-001 6.5943E-001 0 6.1008E-001 6.5943E-001 ≈
f10 0 7.4830E-003 1.0598E-002 0 7.4830E-003 1.0598E-002 ≈
f11 0 0 0 0 1.1146E-015 7.9597E-015 ≈
f12 9.9496E-001 4.0189E+000 1.7113E+000 9.9496E-001 4.0189E+000 1.7113E+000 ≈
f13 9.9496E-001 4.3515E+000 2.6362E+000 9.9496E-001 4.3515E+000 2.6362E+000 ≈
f14 6.2455E-002 6.1690E-001 9.3505E-001 6.2455E-002 7.6272E+001 1.9219E+002 >

f15 1.4703E+002 5.9191E+002 2.2392E+002 1.4703E+002 5.9191E+002 2.2392E+002 ≈
f16 2.8422E-014 1.2172E-001 1.3590E-001 5.6843E-014 1.2172E-001 1.3590E-001 ≈
f17 1.0122E+001 1.0126E+001 8.0088E-003 1.0122E+001 1.2202E+001 4.4275E+000 >

f18 1.1348E+001 1.6355E+001 2.9638E+000 1.1348E+001 1.6355E+001 2.9638E+000 ≈
f19 2.3375E-001 5.1972E-001 1.5432E-001 2.3375E-001 5.1972E-001 1.5432E-001 ≈
f20 1.0957E+000 1.9611E+000 5.2254E-001 1.0957E+000 1.9611E+000 5.2254E-001 ≈
f21 4.0019E+002 4.0019E+002 0.0000E+000 4.0019E+002 4.0019E+002 4.5475E-014 ≈
f22 3.4106E-012 2.4150E+001 2.7503E+001 5.9117E-012 3.0814E+001 4.9210E+001 >

f23 2.7766E+001 3.9394E+002 2.2584E+002 2.7766E+001 3.9394E+002 2.2584E+002 ≈
f24 2.0000E+002 2.0000E+002 1.0853E-005 2.0000E+002 2.0000E+002 1.0853E-005 ≈
f25 1.0245E+002 1.9627E+002 1.8629E+001 1.0245E+002 1.9627E+002 1.8629E+001 ≈
f26 1.0100E+002 1.2132E+002 3.6870E+001 1.0099E+002 1.2132E+002 3.6870E+001 ≈
f27 3.0000E+002 3.0000E+002 0.0000E+000 3.0000E+002 3.0000E+002 1.1139E-013 ≈
f28 3.0000E+002 3.0000E+002 0.0000E+000 3.0000E+002 3.0000E+002 3.2155E-014 ≈

the optimization performance of external population is similar to the target pop-
ulation on the 28 benchmark functions except f14 and f22. When we enlarge η
to 1000%, performance exception occurs only on function f14 (Performances of
η = 100% and η = 1000% are not given here as page limit). In a word, we can say
that the individuals in the external population are effective, and our approach
is very useful in maintaining a better diversity of individuals without increasing
function calls.

5 Conclusion

In this paper, we proposed transfer knowledge based evolution of an external
population for Differential Evolution. Our approach can maintain a better diver-
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sity of individuals without increasing number of function calls. This can tackle
the obstacle on the road when we need to add more individuals into the target
population but don’t know how to generate these extra individuals of an adap-
tive scheme for population size. Experiment results revealed that the external
population are arithmetically different from the target population, and the opti-
mization performances are roughly equal. When the individuals in the target
population converged into the global optima, so did the individuals in the exter-
nal population. This means that our approach is useful in maintaining a better
diversity of individuals during the evolution process.
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Abstract. Reasonable ways and suitable decision of ships collision avoidance
are the guarantee of the safety navigation. Based on analysis of the existing colli‐
sion avoidance strategy, this paper studies on the effectiveness of chaotic particle
swarm optimization (CPSO) algorithm for ships collision avoidance, by intro‐
ducing the improved Tent mapping to solve the premature convergence problem
of PSO. The mathematical model and objective function of collision avoidance
are put forward and the simulation is carried out to compare the CPSO with PSO
in various encounter situations of ships. The results shows that the CPSO is
feasible and practical in conducting an optimal steering collision-avoidance
scheme.

Keywords: Collision avoidance · Chaotic · PSO algorithm · Tent mapping

1 Introduction

The ships collision avoidance problem is one of the key research field of marine science
and technology. In recent years, the collision accidents occur continuously and bring
great losses to people, property and environment, as the increasing number and
increasing speed of ships, poor environmental conditions and maneuvering experience.
In 1995, the international maritime organization (IMO) made it clear that ship collision
accidents accounted for the largest proportion of all kinds of maritime accidents, and
80% of the incidents on the water were related to human factors. The United States
studied 13191 ship crashes in American waters during 1970 to 1974, and concluded that
the main cause of the crashes was human error, accounting for 66.5%. Among the water
traffic accidents in China’s Yangtze River Basin between 2005 to 2009, collision acci‐
dents accounted for 63.8% of the total number of accidents. All the evidence show that
human error, wrongly judgments or violation of International Regulations for Preventing
Collision at Sea (COLREGS), is a great factor to the ships collision accidents.

The COLREGS has standardized the collision avoidance behavior of the ship drivers
though, it cannot offer specific collision avoidance scheme when ships encountering.
Therefore, how to develop a reasonable, efficient and perfect collision avoidance scheme
to realize intelligent ship is still an essential research field.
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2 Research Status

2.1 A Subsection Sample

In 1960s, some experts and scholars made quantitative research on some important
qualitative concepts by using collision avoidance geometry method [1], which is not
only the foundation of mathematical model establishment, but also the foundation of
collision avoidance automatic research and system establishment. There were lots of
achievements [2] and some important concepts were proposed, such as distance to
closest point of approach (DCPA), time to closest point of approach (TCPA), moving
field and ship domain. In 1980s, the artificial intelligence was used to study automatic
ships collision avoidance, for example, the expert system was developed by Tokyo
University of Merchant Marine and Liverpool Polytechnic University [3]. Since 21
Century, University of Southampton and other units have been engaged in the field of
ship intelligent collision avoidance decision-making system [4–7], many Chinese
scholars also have done a lot of research in this area [8–10]. The simulated annealing
algorithm and neural network are applied to the determination of ship collision risk.
However, these research has not been applied in practical yet.

The mathematical model of collision avoidance decision and the automation of
collision avoidance have been studied extensively and deeply, however, some problems
still exist. For example, the evaluation of the ship collision risk is limited to DCPA and
TCPA, which is not comprehensive enough, no consensus has been reached on the
methods of automatic collision avoidance and the establishment of mathematical
models, the collision avoidance decision system is either not perfect to applied to real
ships or not strictly tested in real ships, in addition, how to effectively fuse ARPA
(Automatic Radar Plotting Aid), AIS (Automatic Identification System) and other navi‐
gation information to help ship collision avoidance is seldom studied [11].

According to the COLREGS, sailing habits and automatic collision avoidance
method, a multi-objective optimization function with constraints is established in this
paper, taking influential factors such as DCPA, TCPA, speed ratio and relative distance
of the ships, relative bearing into account to judge ship collision risk. Particle swarm
optimization (PSO) algorithm is used for solving the optimal problem, and the chaotic
Tent mapping method is introduced to solve problems of premature convergence of PSO
so as to get the best steering angle in anti-collision scheme. This algorithm is called
chaotic particle swarm optimization (CPSO). Simulation results show that the CPSO
algorithm is effective and feasible for dealing with the optimal steering angle of the ship
in case of multi ships encountering.

3 Ship Collision Avoidance

3.1 Collision Cases

The collision zone is divided into 6 areas according to the position of the own ship and
the approaching ship, shown as Fig. 1.
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Fig. 1. The division of collision zone.

The own ship takes different measures due to the different collision areas. In partic‐
ular,

(1) In area A (5°–67.5°), own ship should be rightwards to avoid collide the
approaching ship.

(2) In area B (67.5°–112.5°), assume the own ship speed is Vo and the approaching ship
speed is Va, speed ratio K is the criterion of the measure, the own ship should be
leftwards to collide the approaching ship if K = Va∕Vo ≤ 0.95, otherwise, take
rightwards.

(3) In area C (112°–210°), the own ship keeps sailing with current direction and speed
while the approaching ship should take measure to avoid collision. If no measure
is taken, then DCPA need to be calculated, own ship turns leftwards if DCPA larger
than 0, otherwise rightwards.

(4) In area D (210°–247.5°), the own ship keeps sailing with current direction and speed
while the approaching ship should take measure to avoid collision. If no measure
is taken, then DCPA need to be calculated, own ship turns rightwards if DCPA
larger than 0, otherwise leftwards.

(5) In area E (247.5°–355.5°), no collision risk.
(6) In area F (355.5°–0°), both of own ship and approaching ship turn rightwards.

The process of ship collision avoidance is shown in Fig. 2.
The collected necessary information includes the AIS information, the approaching

ships motion state. Then, determine whether there is any collision risk or not, whether
to take action or not and how to act.

There are several measures to avoid collision, such as right turn, left turn, half decel‐
eration, left-handed circle, reversing, parking, left-handed deceleration, etc. Generally
speaking, three kinds of steering, deceleration, steering & transmission are three main
actions. According to the statistical results of the collision avoidance at sea, over 90%
of the collision avoidance operations are steering. Moreover, in accordance with the rule
eighth of COLREGs, steering is the most common operations. Thus, this paper mainly
considers steering collision avoidance.
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3.2 Mathematical Model of Collision Avoidance

Lots factors should be taken into account in making collision avoidance decision.
Assuming the own ship speed is VO and heading is CO. The approaching ship speed is
Va and heading is Ca. Radar observations are shown in Fig. 3.

Fig. 3. Relative moving parameters of two ships.

Fig. 2. Collision avoidance process.
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Where, RT is relative distance, 𝛼T is relative bearing, VR is relative velocity. 𝜃T is
relative heading, DCPA is short for distance to closest point of approach while TCPA
is short for time to closest point of approach. 

(
xO, yO

)
 and 

(
vxo, vyo

)
 are the position and

velocity of the own ship respectively, 
(
xa, ya

)
 and 

(
vxa, vya

)
 are the position and velocity

of the approaching ship respectively.
Assuming the own ship should take measures, the approaching ship keeps the orig‐

inal heading and speed. We can obtain:

(1) Calculating the relative bearing 𝛼T and relative distance RT .

Assuming the position of the own ship 
(
xO, yO

)
 is (0, 0), the initial relative distance is

R0, the initial relative bearing is 𝛼0 then the position of the approaching ship 
(
xa, ya

)
 will

be:
{

xa = R0cos
(
co + 𝛼0

)

ya = R0sin
(
co + 𝛼0

) (1)

After time t, the own ship speed is Vo(t) and heading is Co(t), the position is
{

xo(t) = ∫
t

0 vocosco(t)dt

yo(t) = ∫
t

0 vosinco(t)dt
(2)

The relative displacement between the two ships is
{

Δx = xa + ∫
t

0

(
vacosca(t) − vocosco(t)

)
dt

Δy = ya + ∫
t

0

(
vasinca(t) − vosinco(t)

)
dt

(3)

As a result, the relative bearing 𝛼T and relative distance RT will be

𝛼T (t) = arctan
Δy

Δx
(4)

RT(t) =
√
Δx2 + Δy2 (5)

(2) Calculating the relative velocity VR and relative heading 𝜃T.

𝜃T(t) = arctan
vacosca − vocosco

vasinca − vosinco
(6)

VR(t) =

√
v2

a
+ v2

o
− 2vavocos

(
co − ca

)
(7)

(3) Calculating the DCPA and TCPA

DCPA = RT(t) ⋅
|||sin

(
𝜃T − 𝛼 − 180

)||| (8)
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TCPA = RT (t)cos
(
𝜃T − 𝛼 − 180

)
∕VR (9)

3.3 Objective Function of Collision Avoidance

The ships encountering situations are complicated. As a result, an appropriate steering
is very important. This paper considers the steering range of collision avoidance as a
multi-objective optimization problem, and finds the optimal range of collision avoidance
that satisfied the target function and the constraint condition in the feasible solution space
by particle swarm optimization (PSO) algorithm. After steering, the own ship can: ①
reduce the risk of collision with other ships; ② minimize the steering angle; ③ return to
the original heading and speed in the shortest time [12]. The objective function can be
written as

⎧
⎪
⎨
⎪
⎩

minf 1
i
(x), i = 1, 2,⋯ , n

minf 2(x)

minf 3(x)
(10)

With the following constraint condition:

⎧
⎪
⎨
⎪
⎩

10 ≤ x ≤ 180
f 3(x) − 40 ≤ 0
fi

(
𝜇A

)
− f 1

i
(x) > 0, i = 1, 2,⋯ , n

(11)

Where, x is the steering angle and decision variable, f 1
i
(x) is the objective function

of collision risk of the own ship and the ith approaching ship. f 2(x) = x is also an objective
function. f 3(x) is the time-object function with maximum limit 40 min that return to the
original route. fi

(
𝜇A

)
 is the collision risk of the own ship and the ith approaching ship,

which follows that

fi

(
𝜇A

)
= fi(DCPA, TCPA) = DCPA ⊕ TCPA (12)

Where, a ⊕ b = |min(min(a∕10, b), 1)|.

4 Chaotic Particle Swarm Optimization

4.1 A Subsection Sample

Particle Swarm Optimization (PSO) is one of the intelligent optimization method
proposed by Professor Kennedy and Eberhart originally in 1995. PSO is a metaheuristic
as it makes few or no assumptions about the problem being optimized and can search
very large spaces of candidate solutions. However, metaheuristics such as PSO do not
guarantee an optimal solution is ever found. More specifically, PSO depends on the
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selection of parameters, is easy to fall into the local optimum, and the convergence speed
is slow when approaching the best solution area.

The system is initialized with a population of random solutions and searches for
optima by updating generations. However, unlike GA, PSO has no evolution operators
such as crossover and mutation. In PSO, the potential solutions, called particles, fly
through the problem space by following the current optimum particles. Each particle
keeps track of its coordinates in the problem space which are associated with the best
solution (that is, fitness) it has achieved so far. (The fitness value is also stored.) This
value is called pbest. Another best value that is tracked by the particle swarm optimizer
is the best value, obtained so far by any particle in the neighbors of the particle. This
location is called lbest. When a particle takes all the population as its topological neigh‐
bors, the best value is a global best and is called gbest. Usually gbest is more popular
than lbest.

Assume a group consists of m particles is flying at a certain speed in D-dimension search
space. The position in the space is the solution to the problem. The ith particle (i = 1, 2,⋯ , m)

has three vectors: current position xi =
(
xi1, xi2,⋯ , xiD

)
, historical best position

pi =
(
pi1, pi2,⋯ , piD

)
 and velocity vi =

(
vi1, vi2,⋯ , viD

)
. pg =

(
pg1, pg2,⋯ , pgD

)
 is the

historical best position of the group. Each particle is evaluated by the defined fitness func‐
tion, which is related to the problem to be solved, and iterates through the following formula:

vk+1
id

= vk

id
+ c1rand(0, 1)

(
pk

id
− xk

id

)
+ c2rand(0, 1)

(
pk

gd
− xk

id

)
(13)

xk+1
id

= xk

id
+ vk+1

id
, d = 1, 2,⋯ , D (14)

Where, c1 and c2 are learning factor, usually c1 = c2 = 2 or c1 = 2.8,c2 = 1.3. vk
id

 and
xk

id
 are velocity and position for each individual i on dimension d in the kth iteration.pk

id

and pk
gd

 are personal best position and global best position for each individual i on
dimension d in the kth iteration. The only additional rule is the vid is limited by some
value vmax, that is, vid ∈

[
−vmax, vmax

]
. In general, if the searching space is limited within[

−xmax, xmax

]
, we can set vmax = l ⋅ xmax, 0 ≤ l ≤ 1. The group number m is generally 20–

40. For complex problems, 100 or more is recommended.
However, since the PSO is prone to premature and it is hard to tell global convergence

or premature convergence when the group fitness is zero, it is expected that the PSO
algorithm can jump out of the local optimum when the premature convergence occurs
and continue searching until the global optimal solution is found. Therefore, an improved
Tent mapping is introduced as chaos search into PSO based on group fitness variance
in order to avoid premature convergence. The improved Tent mapping is more ergodic
than the basic Tent mapping by introducing the random process [13]. Mathematically,

xk+1 =

{
2
(
xk + 0.1 ⋅ rand(0, 1)

)
0 ≤ xk ≤ 0.5

2
(
1 −

(
xk + 0.1 ⋅ rand(0, 1)

))
0.5 ≤ xk ≤ 1 (15)

The group fitness variance is defined as
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𝜎2 =
1
N

∑N

i=1

(
fi − f̄

f

)2

(16)

f  is a normalization factor to limit 𝜎2.

f =

{
max

(||fi − f̄ ||
)

max
(||fi − f̄ ||

)
≥ 1

1 others
(17)

The group fitness variance 𝜎2 reflects the degree of convergence of all particle groups
in the particle swarm. The smaller the 𝜎2 is, the more convergent the particle swarm is.

Fig. 4. Flow of the CPSO.
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On the contrary, the particle swarm is in a random search phase. If the algorithm falls
into premature convergence or reaches global convergence, 𝜎2 = 0.

This above-mentioned algorithm, called as chaotic particle swarm optimization
(CPSO), chaotic searches for some particles in a particle swarm randomly selected by
a certain probability pm

pm =

{
k 𝜎2 ≤ C

0 others
(18)

Where, k is an arbitrarily value within [0.1, 0.3], C is related to the actual problem
and is a small one. The flow of the CPSO algorithm is as follows (Fig. 4):

5 Simulation and Discussion

5.1 A Subsection Sample

Assuming that the crew are experienced, the visibility is good in water area and ship
maneuvering is good, too. The own ship’s length is 100 m, heading Co = 0, speed
Vo = 20 Kn (1 Kn = 1.852 Km/h). The particles number m = 20. l = 0.5, k = 0.2. The
approaching ships’ information and the encountering simulation results are listed in
Table 1.

Table 1. Ships encountering simulation.

One approaching
ship-crossing

One approaching
ship-overtaking

Two approaching ships-crossing

𝛼T 3 10 30 110
Va(Kn) 20 10 15 20
Ca 185 3 235 95
RT (n mile) 7 2 6.5 4
Steering (PSO) Rightwards

63.54°
Rightwards
72.31°

Leftwards 45.49°

Steering (CPSO) Rightwards
62.11°

Rightwards
73.48°

Leftwards 44.37°

Time to recover
(min)

About 10.27 min About 11.43 min About 14.08 min

DCPA before
steering (n mile)

0.43 0.54 0.59 0.32

DCPA after
steering (n mile)

1.98 2.35 1.33 2.10

In the simulation, different types of approaching ships are designed and different
encounter situations are considered, such as crossing and overtaking one approaching
ship, crossing two approaching ships and so on. It can be seen from the above table that
in the cross case, the steering angle of CPSO is smaller than that of PSO, and the angle
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is larger than PSO when overtaking. This is reasonable because the resumption of the
shortest time and speed decline during the steering process and other factors are consid‐
ered, thus the results more practicable to reality.

6 Conclusion

A reasonable and accurate collision avoidance decision is an important guarantee for
the safety sailing of ships. This paper illustrates the chaotic particle swarm optimization
based on the improved Tent mapping in detail. Various influential factors in the actual
navigation are taken into account and the mathematical model was established. The
simulation of the own ship encountering with one or more approaching ships in various
situation by PSO and CPSO are carried out, and the comparison shows that anti-collision
schemes using CPSO algorithm is more feasible and more reasonable than PSO.
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of Fujian University of Technology and Pre-research Project of Fujian University of Technology.
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Abstract. In order to optimize the design of gear reducer, gear reducer optimal
design to improve reliability and security, slow convergence and local optimum
for FOA algorithm is proposed based on the improved type FOA gear reducer
optimization design model. To avoid falling into local optimum Drosophila
optimization algorithms, improved FOA algorithm by introducing a correction
factor. Superior to the gear reducer seven variables optimization design model
for the study, to ensure the safety and reliability of the premise, the FOA has the
advantage of improved convergence speed and avoid local optimization prob-
lems, in order to verify the proposed method and reliability.

Keywords: Flying fruit optimization algorithm � Correction factor � Gear
reducer � Optimization design � Fitness function

1 Introduction

Gear reducer as an important independent drive unit, to increase its life and minimize
its weight and size hold significant meaning [1]. Standard gear reducer design has a
flaw caused by non-optimized parameter input. This research proposed an optimized
design scheme, which could realize rapid design procedure and improve gear reducer
performance without compromise the security and reliability.

Classic Fruit Fly Optimization Algorithm [2] (FOA) has advantages of fast con-
vergence process. However by introducing a modify factor b to FOA could optimize
gear reducer design scheme.
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2 Fruit Fly Optimization Algorithm (FOA)

Fruit Fly Optimization Algorithm was inspired by fruit fly ranging behavior, it is a
group intelligent algorithm. Its advantages include less control parameters and fast
convergence, yet it easily become “pre-mature “and fall into local optimum. FOA
algorithm is shown as follow:

Step 1: Set fruit fly group size “pop-size” and “iteration”, initialize group position
“X_begin” and “Y_begin”;

Step 2: Formulas (1) and (2) realize single fruit fly optimized direction and
distance;

xi ¼ X beginþValue� randðÞ ð1Þ

yi ¼ Y beginþValue� randðÞ ð2Þ

“Value” is search distance, “xi” and “yi” both indicate the individual fly positions of
next moment.

Step 3: Formulas (3) and (4) are to calculate distance of individual fly position to its
original start point (di), and concentration of individual fly scent(si);

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i þ y2i

q
ð3Þ

si ¼ 1
di

ð4Þ

Step 4: Formula (5) is a determining function for scent concentration. It shows
individual fly scent concentration value on the current position;

Smelli ¼ FunctionðsiÞ ð5Þ

Step 5: Find best scent concentration value and position in the fly group. The
“Smellb” is the best scent concentration value, “xb” and “yb” are the best positions;

Step 6: Track single fly’s best position and scent concentration value while fly
group search for best position. “Smellbest ¼ Smellb” indicates best scent concentration
value; “X begin ¼ xb” and “Y begin ¼ yb” are fly original position;

Step 7: Iterative optimization, repeat iterative processes of step 2 to step 5 and if
current scent concentration is better than previous value, move to step 6.

3 Improved Fly Optimization Algorithm (IFOA)

Based on the distance of FOA (di) and scent concentration value (si), “di” are randomly
distributed in large area. The concentration value “si” becomes less after Formula (5).
At this point “si” is used as determine function and it causes problems of partially
optimization and pre-mature [3, 4].
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In order to avoid such problems, a modified factor “b” is introduced to improve
FOA. The improved formula (Improved Fruit Fly Optimization Algorithm,IFOA) as
shown below:

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i þ y2i

q
ð6Þ

sMi ¼ 1
di

þ b ð7Þ

In Formula 7, “sMi” is scent criterion function of IFOA.

b ¼ g� di
K � X axis or K � Y axis

�
ð8Þ

In Formula 8, “g” is evenly distributed and “K” is a constant value.

4 Optimized Gear Reducer Design Model

4.1 Design Variable

Research aim: designing two-level gear transmission reducer; the internal mechanics
are shown below.

This optimized design has 7 variables [8, 9]: width x1, module x2, pinion teeth
number x3, bearing distance of axle 1 x4, bearing distance of axle 2 x5, axle 1 diameter
x6 and axle 2 diameter x7. The values of variable take from the range below:

2:6� x1 � 3:6; 0:7� x2 � 0:8; 17� x3 � 28; 7:3� x4 � 8:3;

7:3� x5 � 8:3; 2:9� x6 � 3:9; 5:0� x7 � 5:5
ð9Þ

Fig. 1. Reducer internal structure
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Target function aims to minimize the reducer size [10, 11]:

min f 1(x) = 0.7854x1x22ð3.3333x23 þ 14:933x3 � 43:0934)

� 1.508x1(x26 þ x27) + 7.477(x36 þ x37)

+ 0.7854(x4x26 þ x5x
2
7)

ð10Þ

Assume:

A1 ¼ ½ð745x�1
2 x�1

3 x4Þ2 þ 16:9� 106�0:5 ð11Þ

B1 ¼ 0:1x36 ð12Þ

A2 ¼ ½ð745x�1
2 x�1

3 x5Þ2 þ 157:5� 106�0:5 ð13Þ

B2 ¼ 0:1x37 ð14Þ

In above function, A1 indicates center torsion; B1 indicates coefficients of working
condition; A2 indicates coefficients of loads; B2 indicates allowed pressure of contact
fatigue.

4.2 Constraints

There are 11 Constraints in this mathematical model [12–14]: size, bending stress,
contact stress and axles transverse deviation etc.:

g1ðxÞ ¼ 27x�1
1 x�2

2 x�1
3 � 1� 0 ð15Þ

g2ðxÞ ¼ 397:5x�1
1 x�2

2 x�2
3 � 1� 0 ð16Þ

g3ðxÞ ¼ 1:93x�1
2 x�1

3 x34x
�4
6 � 1� 0 ð17Þ

g4ðxÞ ¼ 1:93x�1
2 x�1

3 x35x
�4
7 � 1� 0 ð18Þ

g5ðxÞ ¼ x2x3 � 40� 0 ð19Þ

g6ðxÞ ¼ 5� x1x
�1
2 � 0 ð20Þ

g7ðxÞ ¼ x1x
�1
2 � 12� 0 ð21Þ

g8ðxÞ ¼ 1:9� x4 þ 1:5x6 � 0 ð22Þ

g9ðxÞ ¼ 1:9� x5 þ 1:5x7 � 0 ð23Þ
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g10ðxÞ ¼ A1B
�1
1 � 1800� 0 ð24Þ

g11ðxÞ ¼ A2B
�1
2 � 1800� 0 ð25Þ

In above function, g1 indicates bending stress constraint; g2 indicates contact stress
constraint; g3 � g9 indicates axles transverse deviation constraint and empirical con-
straint; g10 � g11 indicates size constraint.

4.3 Mathematical Model

As mentioned above, the goal of two-level gear transmission reducer design is to
minimize its size. The new mathematical model can be illustrated as follow:

minf xð Þx ¼ x1x2x3x4x5x6x7½ �T2 R7 ð26Þ

S:t: gj xð Þ� 0 j ¼ 1; 2; � � �; 11ð Þ ð27Þ

4.4 Optimized Reducer Design with IFOA

The optimized reducer design process is nonlinear with multiple constraints. The new
design process base on IFOA is shown as below:

Step 1: A random population with a maximum iteration is initialized based on the
upper and lower limit of design variables;
Step2: Calculate single fly’s best search direction and distance;
Step3: Base on the Formula (10), calculate the value of fitness function for single
fly;
Step4: Base on the Formula (5), calculate fly’s current position and scent concen-
tration value;
Step5: Find the best scent concentration value and positions. The best scent con-
centration value is indicated as Smellb, the best positions are indicated as xb and yb;
Step6: Keep records of fly’s best position and scent concentration value. The best
scent concentration value is indicated as Smellbest ¼ Smellb, fly’s initial positions
are indicated as X begin ¼ xb and Y begin ¼ yb;
Step7: Use iterative optimization method repeat step 2 to step 5, and decide if the
concentration value is better than previous value, suppose the concentration value is
better, move to step 6.

5 Simulations

In order to prove practical value of the proposed model, the IFOA parameters are set:
the iteration is set to 100 and the group size is 30. The simulation results are shown as
graphs below:
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Figures 2 and 3 indicate optimized reducer design converge process and fruit fly’s
optimized path respectively. The former one expressed as relationship between num-
bers of iterations and changes in target function, in simple term it is a relationship
between numbers of iteration and changes in reducer volume. The latter expresses fruit
fly’s search process for optimized path in two-dimensional space.

In order to prove higher reliability and usability of proposed algorithm, the basic
FOA algorithm is used for comparison. The result of comparison is shown in Fig. 4.
The simulation result in Fig. 4 shows that by introducing modify factor b can avoid
local optimum, and improved FOA converges faster compare to traditional FOA.

Fig. 2. Fitness function converge process

Fig. 3. FOA optimizing path
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6 Conclusions

This paper aims to improve gear life and reliability with minimum design cost. Since
traditional FOA has slow converge speed and partial optimization problems, this paper
proposed a modified gear reducer design algorithm model. This algorithm has 7
variables to ensure its performance and reliability.

Acknowledgement. The work of Fuquan Zhang was supported by the Scientific Research
Foundation of Minjiang University (No. MYK17021).
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Abstract. Intelligent computing systems can automatically sense environmental
changes in the sensor network, make judgments and prediction on the environ‐
mental status in time, and provide response strategies in different environments,
applying some technologies of pattern recognition, time series prediction and big
data analytics. Nowadays, intelligent computing is successfully used in a lot of
areas such as transportation, healthcare, home, performance and environmental
monitoring. In this paper, the concept of intelligent computing is introduced.
Then, the applications in different areas are discussed detailedly. Finally, the
future of intelligent computing is analyzed and the conclusion is briefly given.

Keywords: Intelligent computing · Wireless sensor network · Data analysis

1 Introduction

Since 1940s, people are living in an electric information age. The emergence of the
Internet, cloud computing, artificial intelligence, and big data are changing people’s
lives. With the fast development of IoT (Internet of Things), mobile Internet and the
related industry, the amount of digital data worldwide is growing at an exponential rate.
Statistics show that, in 2015, the overall size of big data market in China is approximately
¥11.06 billion, and will reach ¥501.96 billion in 2020 [1]. Data at such massive scale
surpass human’s ability to analyze them, however, intelligent computing makes it
possible to process the tremendous amount of data. Besides, the fast development of
sensing element also generates data with more diversity and heterogeneity. A multimode
wireless sensor network (WSN) is constructed by telecommunications equipment, and
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sensing devices such as video camera, infrared sensor, sound sensor, optical sensor and
triaxial accelerometer. In the space of wireless sensor network, the intelligent computing
system senses the environmental change of the network automatically, and makes judg‐
ments and prediction on the environmental status in time, by applying technology such
as pattern recognition, video tracking, time series prediction and big data analytics. The
intelligent computing system can also provide response strategy for different environ‐
ment. Intelligent computing impacts people’s daily life in many aspects, including home
[2–4], transportation [5, 6], performance [7, 8], healthcare [9–11] and so on, making life
more convenient and more comfortable.

2 Concept and Current State of Research

Intelligent Computing refers to applying technologies, such as artificial intelligence, big
data analytics and computer networks, to automatically sense, analyze, evaluate, and
predict the environmental parameter in the real world, and provide corresponding strat‐
egies for different requirements. Intelligent computing system installs the distributed
intelligent network devices with the ability of sensing, communicating and information
processing on the proper location in the environment. These devices work together and
share resources and information with the help of the communication network. Intelligent
computing is based on pervasive computing, which is human-orientated. The objective
of pervasive computing is to achieve an effective combination of information space and
physical space, and make computing devices and computing service everywhere [12].
Intelligent computing constructs an intelligent space, where the system automatically
completed the information collection, analysis, processing and evaluation. In 1999,
Hashimoto Laboratory of the University of Tokyo proposed the concept of intelligent
space [13], which provide a new thinking to solve the complex problem of multivariable
system. The objects of intelligent computing is data information. Usually, the computing
system achieves a result that is closer to the real value when there are larger amount of
data to be computed. Therefore, intelligent computing is very demanding on the
processing capacity of computer hardware. In The Road Ahead published in 1995, Bill
Gates proposed the concept of Internet of Things (IoT). IoT focuses on information
communication and thorough collection on the environment and individuals, while
intelligent computing focus on applying advanced technologies, such as neural network
and support vector machine, to conduct computing on the massive amount of multimode
data intelligently, therefore make some more accurate judgments on the surrounding
environment or future status, and then provide appropriate responding strategies
according to the judgments.

3 Application of Intelligent Computing

The emergence and development of intelligent computing is having huge impact on
many aspects of our everyday life. In this part, the application of intelligent computing
will be introduced in detail, including transportation, healthcare, home, performance
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and environment. Also, the realization methods of intelligent computing in different
application scenarios will be analyzed.

3.1 Intelligent Transportation

With the fast growth of the automobile industry, automobile becomes one of the most
significant components in the cities’ transportation system. However, the serious traffic
congestion and environment pollution that come along with it becomes the most urgent
problem that needs to be solved, and impeded the economic development of the cities.
According to a research in 2015, the loss cost by traffic congestion in 15 cities in China
each day is approximately ¥1 billion, and around 500 thousand traffic accident each year
results in more than 100 thousand people died in traffic accidents [14]. With the urban‐
ization worldwide and the fast development of technology, the need for a more efficient
transportation system is more and more urgent, therefore, the intelligent traffic system
are being developed to solve the above problems.

Intelligent transportation system makes use of a group of innovative technology into
the transportation management system, including information technology, data commu‐
nication and data processing, electronic control, computer technology and intelligent
vehicle technology [15]. Intelligent transportation system constructed a huge and
complicated wireless sensor network that can sense the transportation information in a
city in real-time. By applying technologies such as computer vision, pattern recognition,
crowd simulation and big data analytics, the intelligent transportation system can
provide quick judgments and solutions to the transportation status and traffic accidents.
Therefore, the transportation equipment can be fully used, and the use of intelligent
transportation system can also improve the efficiency of traffic, and also improve safety,
and eventually the transportation service and management will be intelligent. Besides,
intelligent transportation is good for reducing traffic congestion, traffic accidents and
pollution. Intellectualization, high speed, high precision, and multi-application scope
are the development trend of intelligent transportation system. Therefore, intelligent
transportation system is a method for sustainable transport.

People’s transportation is getting more convenient, comfortable and safe thanks to
intelligent transportation management system, transportation information service
system, internet of vehicles, self-driving system, urban traffic safety forewarning system,
intelligent waiting system. Since 1970s, many major cities in the world are establishing
traffic network signal control system, and many large or medium sized cities developed
their intelligent transportation management system with signal control system as the key
component. For example, Tokyo, Berlin, London, Singapore, Hong Kong and many
other large cities in the world have established intelligent transportation management
system [16]. Besides, the Interstate 95 highway in the east of USA also established an
I-95 corridor coalition [17]. The real-time transportation information service system in
Japan, VICS(Vehicle Information and Communication System)overs half of the vehicles
in Japan [18]. Europe countries built a radio data system-traffic message channel (RDS-
TMC) based on digital radio that covers most area of Europe. Now, dozens of countries
and regions in the world are implementing RDS-TMC project [19].
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Intelligent transportation system is a high-tech and makes use of a wide range of
technologies. The emergence of big data and cloud computing provides significant
supports for the fast development of intelligent transportation system.

3.2 Intelligent Healthcare

In the recent years, as the population aging is getting worse, and the people are having
more awareness of their health, the needs for healthcare keep increasing. With limited
medical resources, how to optimize the allocation of medical resources and improve the
usage of medical resources become the key issues that intelligent computing is investi‐
gating in the area of medical service [20].

Demirkan Haluk designed a systematic framework for conceptualizing data-driven
and mobile-and cloud-enabled intelligent healthcare systems [21]. With adoption of the
healthcare systems, healthcare organizations can provide cost-effective quality health‐
care services with less IT set-up costs and reduced risk. Beside, telemedicine is a new
system of intelligent healthcare. Telemedicine makes use of computer technology, tele‐
communication technology and modern medical technology, and builds a bridge
connecting patients and doctors in the hospital. The patients can receive treatment from
the remote hospital, anytime and anywhere, and enjoy efficient treatment and other
medical service such as healthcare under the instructions of the doctors [22].

Besides, intelligent wearables which are also known as smart wearables are another
research aspects of intelligent healthcare. Intelligent wearables can be put on directly or
can integrate with clothing and shoes. The interaction between the built-in softwares
and data from the cloud enables the intelligent wearables to analyze the user’s health
indices [23]. Since Google Glass came out in 2012, Apple, Samsung, Microsoft, Sony
and many other technology companies start to explore and research on intelligent wear‐
ables in this new domain. According to the report by IHS in October 30, 2013, World
Market for Wearable Technology, the total revenue of global intelligent wearable market
in 2012 is approximately $8.5 billion, and is expected to reach $30 billion in 2018. The
future of intelligent wearables will primarily focus on improving intelligence, conven‐
ience and diversity [24]. Intelligent wearables request real-time data transferring to the
cloud for big data analytics, and then the digital instructions will be returned to the
intelligent wearable devices, and then control the device to conduct human-computer
interaction. Therefore, the development of intelligent wearables industry will promote
the a lot of industries such as IoT, cloud computing, big data, intelligent home, intelligent
grid, healthcare and internet finance.

3.3 Intelligent Home

Intelligent home is also known as smart home. It established an intelligent home space,
which connects all the equipments related to information, such as communication
devices, home appliances, and home security systems, in order to monitor, control or
manage all the devices together in the home or remotely. Also, intelligent home can
keep the devices in home and the living environment in harmony [25].
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The concept of intelligent home is first proposed in developed countries such as USA,
Canada, and Europe countries. The intelligent devices with computing, sensing, and
executing abilities are installed in multiple locations in home, which makes a normal
physical home becomes an intelligent space that could provide necessary environmental
information and technical support for different entities (users or machines) in home,
based on knowledge expression and rule-based reasoning. A complete intelligent home
system usually includes lighting control system, appliance control system, security
system, fire alarm system, remote control system, etc. In the intelligent home industry,
the main methods for wireless communication are Zig Bee, Wi-Fi, Zware and Bluetooth.
Intelligent home enables all the appliances and devices in home works together by
sharing information and applying intelligent computing, and establishes a comfortable
and convenient living environment. People can enjoy the convenient intelligent service
before realizing it.

In the intelligent home space that intelligent home established information
computing are embedded into our daily life. By constructing complex wireless sensing
network, intelligent home system can sense the environmental changes and user’s needs
in time. Intelligent home system achieves the interaction of any information and services,
in anytime, anywhere, with anyone, therefore truly realizes the intelligent lifestyle that
is people oriented.

3.4 Intelligent Performance

There are many types of performance art. In this part, the application of intelligent
performance will be analyzed from two aspects, stage performance and screen perform‐
ance.

Intelligent stage is based on traditional performance stage, and the mechanical
system of the stage is controlled by automatic control system. According to the needs
and requirements during the stage performance, the intelligent stage can effectively
control the stage automatically, and then improve the quality of performance on stage
[26]. As stage lighting has significant effect of light perceptions and easy to arouse strong
echoes in audiences, stage lighting is very important in stage performing. Music and
light show, as a part of intelligent stage performance, make use of different key char‐
acters and elements of music, such as speed, beats, rhythms and emotions, to control the
action of a series of light, including the on and off, color, and rotation [27]. On CCTV’s
Chinese New Year Gala in 2011, the interactively performance of actors and lasers
amazed the audience. However, because of some uncertainty problem, for example, the
temporary replacement of shows or actors during the performance, or the location or
direction of the actor is uncertain, the current stage lighting performance cannot yet
achieve complete automation. Now, technologies related to intelligent computing is
penetrating into every aspects of stage performance. For example, by applying computer
simulation technology, people can build three-dimensional (3D) dynamic holographic
model, and provide feasible and precise guarantee for the time-space architecture of the
stage [28]. Besides, as technologies such as facial expression recognition, sound recog‐
nition and electroencephalography (EEG) monitoring and analysis are getting mature,
intelligent performance evaluation will become a new research direction.
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In the modern movie and TV products, a large amount of advanced technologies are
applied, such as computer simulation technology and motion capture technology, to
make the animation and special effects more real to audiences, and also speed up the
production process. Motion capture technology starts in Hollywood. Movies such as
The Lord of the Rings, Rise of the Planet of the Apes and Les Aventures de Tintin et al.
applied a lot of motion capture technology, and therefore created many animation char‐
acters that does not exist in the real world [29]. In motion capture technology, trackers
are set on actors key body parts or facial parts, then the system capture the location of
the trackers, and map the actor’s expression onto the computer screen, as a reference for
animation production. Movies can capture the action of real actors using motion caption
technology, and merge interesting animation characters and real actions together, there‐
fore achieve “acting” animation.

3.5 Intelligent Environment Monitoring System

Intelligent computing is also widely applied in environment monitoring.
Air monitoring is the eye of environment protection, and can inspect the source,

distribution, amount, trend, transformation and occurrence regularity of harmful
substances, therefore provide resources for improving environment and people’s health
[30, 31]. By analyzing the data of air component collected from wireless sensor network,
intelligent environment monitoring system can provide the current air quality. Also, by
applying technologies such as big data analysis and time series prediction, intelligent
environment monitoring system can give warning to potential air quality problems in
the future.

Intelligent environment monitoring system not only improve our understanding and
adaptation to the environment, it also promote the development of global agriculture,
fisheries and animal husbandry. The intelligent temperature and moisture control system
in greenhouses can make sure that the most suitable temperature, moisture and light for
plants [32]. The key for environmental monitoring for aquaculture is examination of
water quality. With good water quality, plants can grow fast, therefore increase the
economic benefits. Intelligent environment monitoring system for aquaculture can
conduct consistent monitoring, analysis and computation on the water under different
and complex water environment, to achieve accuracy, timeliness and convenience for
data monitoring [33, 34].

4 Future of Intelligent Computing

Intelligent computing cannot make progress without the development of the advanced
technologies including artificial intelligence, big data, wireless communication and
cloud computing. Nowadays, intelligent computing is already applied in many fields.
However, because of the high cost of hardware, intelligent computing is not yet prevalent
in everyday use. Also, intelligent computing system requires multiple sensors to build
an intelligent space, therefore, it is not very portable or inexpensive. With the develop‐
ment of technology, how to reduce the cost of intelligent computing system and make
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it more portable will be the trend of the future for intelligent computing technology.
Besides, intelligent computing system is required to effectively support the scalability
of intelligent space, the coexistence of heterogeneous structures of functional
morphology, the concurrency of the interaction between multiple users, the dynamic
correlation of information devices, and the seamless mobility of user’s tasks. Therefore,
the combination of intelligent computing with other advanced technologies for further
improvement on the performance will be another development direction.

In the future, the research of intelligent computing will be mainly aimed at the
improvements of its structure and fusion algorithms of multi-mode information. And
with the progress of its theoretical research, the cost and complexity of intelligent
computing systems could be reduced, so that it can be used in more areas and serve the
people better.

5 Conclusions

Intelligent computing is successfully applied in different areas including transportation,
healthcare, home, performance and environmental monitoring. It gathers multiple
distributed intelligent network devices with the ability of sensing, communicating and
information processing to a space. It conducts computing and analysis on various heter‐
ogeneous information collected, applying technologies such as neural network and big
data analysis, and generates evaluation results of the space. Then it gives response to
emergencies adaptively according to different requirements and needs. However,
because of the complexity and large number of sensors, intelligent computing systems
are not very portable or inexpensive. In the future, intelligent computing will have further
development on its structure and fusion algorithms of multi-mode information to reduce
cost and improve the portability, scalability and reliability. Also, combining intelligent
computing with other advanced technologies to further improvement will be another
development direction.
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Abstract. Shuffled frog leaping algorithm is one of the popular used
optimization algorithms. This algorithm includes the local search and
global search two solving modes, but in this method only the worst frog
from divided group is considered for improving location. In this paper,
we propose a directional shuffled frog leaping algorithm (DSFLA) by
introducing the directional updating and real-time interacting concepts.
A direction flag is set for a frog before moving, if the frog goes better in a
certain direction, it will get better in a big probability by moving a little
further along that direction. The movement counter is set for preventing
the frog move forward infinite. Real-time interacting works by sharing
the currently optimal positions from the other groups. There should have
some similarities among the best ones, and the worst individual could
be improved by using those similarities. The experimental results show
that the proposed approach is a very effective method for solving test
functions.

Keywords: Swarm intelligence · Shuffled frog leaping algorithm ·
Optimization algorithm

1 Introduction

Swarm intelligence (SI) refers to the collective of natural or artificial behaviors
with problem-solving ability [1,2]. SI is a system that consists of a population of
simple agents or individuals interacting with each other and communicating with
the environment. The inspiration sources mostly are the nature. In the past few
years, the application fields based on swarm intelligence techniques reach from
data mining, controlling unmanned vehicles and planetary mapping to medicine
science, and also include other important areas [3]. The agents or individuals
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usually can either be real or imaginary, and they can also be computational and
mathematical. Researchers have proposed a lot of well-performed optimization
algorithms based on swarm intelligence. Examples of commonly used swarm opti-
mization algorithms [4,5] are briefly described below. Cat Swarm Optimization
(CSO) [6,7], introduced by Chu, is inspired by the behaviors of cats, and the
authors model the two major behaviors of cats into sub-models: seeking mode
and tracking mode. Firefly algorithm is proposed by Xin-She Yang [8,9], which
is a meta-heuristic. In this algorithm, a firefly’s flash works as a signal system
to attract other fireflies, then find a food source. Genetic algorithm (GA) [10],
which is based on the Darwinian evolution and survival of the fittest theory,
is introduced by Holland. GA is commonly used to generate optimization solu-
tions by relying on operators such as mutation, crossover and selection. Particle
swarm optimization (PSO) [1] is a computational method, which simulates the
social behavior of bird flock or fish school. PSO solves a problem by involv-
ing a population of candidate particles and moving these solutions around in
a search-space according to several mathematical equations over the particles
position and velocity. The bee algorithm [11] is created by Pham and his co-
workers, which models on the foraging behavior of honey bees. The algorithm
consists of global explorative search and local exploitative search.

The remainder of the paper is organized as follows: Sect. 2 describes the basic
concepts of shuffled frog-leaping algorithm [12] and relevant applications; Sect. 3
presents our proposed algorithm DSFLA; Sect. 4 presents experimental evalua-
tions of the DSFLA and comparison with other algorithms; Sect. 5 provides the
conclusion to the paper.

2 Related Works

Shuffled frog-leaping algorithm (SFLA) [13] is a memetic meta-heuristic, which is
developed by Eusuff for solving combinatorial optimization problems. The SFLA
includes local search and global information exchange parts. The local search is
completed by modeling the similarity of particle swarm optimization method
and periodically shuffled evolution process is applied into global exploration.
The author Kaur [14] proposed the augmented shuffled frog leaping algorithm
(ASFLA) after analyzing the merit and dement of the original SFLA. The author
pointed out that only those worst individuals are taken into consideration for
enhancing their positions. That is not fair for the best ones because those best
individuals may be local optima, and by updating the moment of inertia of best
frogs it could facilitates the best frogs to jump out to a better location with
more food in their vicinity. Author Zhao [15] proposes an algorithm shuffled
frog leaping algorithm (SFLA) based on enhanced learning, which evolves the
solution with the help of superior information of each individual and average
center of optimal ones for mutual learning. The optimal individual from small
group will move based on the information of general center of the group and the
best from of the whole population. AASFLA is proposed by Anandamurugan [16]
with the idea of antipredator capabilities and a hybrid shuffled frog leaping
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algorithm, which can avoid the local minima. The author also applies it into
Wireless Sensor Network (WSN) for selecting the cluster head and improving the
WSN performance and lifetime. Chandirasekaran [17,18] combines the shuffled
frog leaping and firefly algorithms (FFA) two algorithms and tries to estimate the
optimum placement of randomly deployed sensors in wireless sensor networks.
Author Fan [19] improves the shuffled frog leaping algorithm to choose the sensor
node with more residual energy as a cluster heads and partition those sensor
nodes into varied size of groups. As Kaur author mentioned, only those worst
individuals are taken into consideration for enhancing their positions. There is no
communication between the best frogs from different sets in local search at all. In
this paper, we proposed directional shuffled frog leaping algorithm, which solves
the problem by improving the local locations of best individuals and bringing in
more interacting between group and group.

3 Directional Shuffled Frog Leaping Algorithm

In shuffled frog leaping algorithm, it simulate the major two information
exchange behaviors of frogs: local search behavior between the best and worst
two frogs of general center, global search behavior between the best frogs among
the whole frog population. There is no communication between the best frogs
from different sets in local search at all. In our directional shuffled frog leap-
ing algorithm, we bring out the directional moving and real-time interacting
concepts. If an individual moves in a certain direction and the individual goes
better, there are more chances for the individual to get better after moving a
little further along that direction. So in local search process, the DSFLA adds
the directional flag and the movement counter before one moving. Once the indi-
vidual finds a better place than the original location, it will continue to march
forward and update the movement counter until it stops getting better or the
counter reaches the movement threshold. In the worst case, the individual did not
locate the good location during its first move, it should not move forward. The
one will update with the help of the best individuals from global search on the
current time, which is called the real-time interacting. That is also interpreted as
sharing information from the best ones. Usually there must be some similarities
among the best individuals and those frogs bear some analogy of location to food
source. It would not be wrong if one individual walk to the center of superior
frogs. DSFLA adds the chances for finding food by introducing the directional
moving and real-time interacting concepts. DSFLA algorithm consists of a set of
virtual frog population divided into several small groups of sample. During the
proceeding of local search, the worst sample will evolve based on the position
of the best one from the same group. The point is that the evolving direction is
defined in the beginning, and it will continue to move along that direction if the
position of frog gets better in the last move. Otherwise, the frog finds the food
toward the global best way that concluded by the best frogs. The following are
the details of DSFLA.
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3.1 Steps of the DSFLA

The DSFLA is summarized in the following steps:

Step 1. Initialize. Define the frog population P, and its individual number is
n, and the virtual group set G that the population is divided into with group
number value m, where each group consists of n/m individuals, here m could be
divided by n.

Step 2. Sort population. Rank the P in increase order of performance value.
Store the best one as gbest, that is Pn−1.

Step 3. Packing process. Partition the n frogs into m groups according to the
order of the population, and make sure that each group contains the better and
the worse individual at the same time. The partition method could take the
interval sampling. The first individual goes to the first group, and the second
individual goes to the second group, the next goes to the third group, till the m
group, then start with the first group again.

Step 4. Information exchange exploration. Find the worst one individual in
each group, then evolving it based on Directional searching model below for a
threshold times.

Step 5. Global shuffle. After a certain number of information exchange explo-
ration steps within groups, copy each group back to the population P, and sort
the population as Step 2. Compare the best individual P0 with the gbest, if P0

is better, then replace gbest by P0, otherwise ignore it.

Step 6. Terminal check. If the performance value of the gbest is satisfied or the
iteration times reach the threshold value, then stop the process. Otherwise go
to Step 3.

3.2 Directional Searching Model

Suppose that each individual Pi = [x1, x2, ..., xd] carries d dimension character-
istic parameters. Updating process actually is to move each dimension position
of the individual. The steps of directional search model process are followed as:

Step 0. Set update threshold that counter the times of updating process. Note
that some certain group of frogs as Fk = [Fk,0, Fk,1, ..., Fk,[n/m−1]], then the worst
frog is Fk,0, and the best one is F[n/m−1]. The Fk,0 = [k|x0,1, k|x0,2, ..., k|x0,d]
and Fk,[n/m−1] = [k|x[n/m−1],1, k|x[n/m−1],2, ..., k|x[n/m−1],d] are relevant sym-
bols illustration. Then the set B =

⋃
Fk,[n/m−1] and 1 � k � m are the collection
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of the best ones from each group. B = [F1,[n/m−1], F2,[n/m−1], ..., Fm,[n/m−1]].
Pre-define the moving step length for one individual in one update, noted as
rand, and it is a random number rand ∈ [0 − 1].

Step 1. Defined the direction Flag as f = [f1, f2, ..., fd], and the value of Flag
comes from equation one, where i ∈ [1, 2, ..., d]. And Set moving counter MC = 0.

fi =
{−1, if k|x[n/m−1],i − k|x0,i ≤ 0

1, Otherwise
(1)

Step 2. Check the MC value, if MC is smaller than a threshold, to move the
worst frog F0 with equation two, where i ∈ [1, 2, ..., d]. After that set the MC=
MC+1. Otherwise go to Step 5.

k|x0,i = k|x0,i + fi
∣
∣k|x[n/m−1],i − k|x0,i

∣
∣ × rand (2)

Step 3. Evaluate the performance of this individual, if it gets better, than go
to Step 2. If not and the MC is not one, this frog should move back one step
and stop process. Otherwise go to Step 4.

Step 4. Move the F0 based on Eq. 3.

k|x0,i = (
m∑

k=1

k|x[n/m−1],i) ÷ m (3)

Step 5. Terminal check. If the updating iteration times reach the threshold,
then stop, otherwise go to Step 1.

4 Experimental Results

Three different algorithms are simulated in our experiment: SFLA, ASFLA [14],
our scheme. We applied them with the same factor into three test function
(Rosenbrock, Rastrigrin and Schaffer) to compare their performance. The test
function f(x)is shown as Eq. 4. The parameters used in experiment are showed
in Table 1. And the final results list in Table 2, from the table we can tell that
DSFLA shows a better performance (Tables 3 and 4).

f1(x) = f(x1, x2, ..., xd) =
d∑

i=1

[100 × (x2
2i−1 − x2i)2 + (x2i − 1)2] (4)

f2(x) = f(x1, x2, ..., xd) = Ad +
d∑

i=1

[
x2
i − A × cos(2πxi)

]
(5)

f3(x) = 0.5 +
sin2(x2

1 − x2
2) − 0.5

[1 + 0.0.1(x2
1 + x2

2)]
2 (6)
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Table 1. Symbols description

Symbols Description Values

n The number of population 100

m The number of groups 10

d The boundary value of parameter [−100, 100]

MC The steps value in directional search model process 2

Iteration The iteration times used in three algorithm 100

Table 2. Comparison results in Rosenbrock function

Iteration Methods

ASFLA SFLA DSFLA

10 0.4371 0.0481 7.18 × 10−9

20 0.0254 0.0047 2.07 × 10−20

26 0.0103 2.09 × 10−6 1.25 × 10−28

40 1.73 × 10−7 7.27 × 10−8 0

60 4.27 × 10−8 7.27 × 10−8 0

100 2.09 × 10−8 3.39 × 10−8 0

Table 3. Comparison results in Rastrigrin function

Values Methods

ASFLA SFLA DSFLA

x 8.567 × 10−8 1.897 × 10−5 2.084 × 10−9

y 0.9949 3.957 × 10−5 1.045 × 10−9

f(x) 0.9949 3.8213 × 10−7 0.0

Table 4. Comparison results in Schaffer function

Iteration Methods

ASFLA SFLA DSFLA

5 0.0311 0.0354 4.29 × 10−5

10 4.44 × 10−5 0.0354 6.35 × 10−11

13 4.44 × 10−5 0.01364 2.89 × 10−15

40 5.93 × 10−7 0.0337 0

70 1.31 × 10−10 1.16 × 10−6 0

100 2.18 × 10−11 2.29 × 10−11 0
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5 Conclusion

In this paper, we propose a directional shuffled frog leaping algorithm which
solves optimization problems. DSFLA includes grouping optimization and global
search two processes. Grouping optimization process executes moving position
based on direction flag array and the optimal ones from every independent group.
Global search process works for sharing the useful information from each group
by shuffling operation. In the end, one recently algorithm and the original SFLA
approach are simulated to compare the performance with our proposed scheme
on mostly used test function. The experimental results show that our scheme is
better than the other two algorithms.
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Abstract. Collaborative filtering is a promising recommendation technique for
predicting the preferences of users in recommender systems. The date coming
from recommender system is not only big but also sparse. It motivates the need
for a more intelligent approach to obtain the tastes of users. In this paper we
present a novel bidirectional collaborative filtering method based on EM algo‐
rithm. We combine user rating with item rating to build a new rating matrix and
calculate a steady result by iterating this strategy. The empirical evaluation
demonstrates that our technique have encouraging result contrast to the traditional
approaches.

Keywords: Collaborative filtering · Recommender system · EM algorithm ·
Bidirectional recommend

1 Introduction

With the arrival of the age of Big Data, people gradually entered the era of information
overload from the era of information lack. The explosive of structured data and unstruc‐
tured data volume growth built a huge information wall between consumers and
producers. It is difficult to find the useful interesting information when people face of
the huge amounts of data. Not only that, the producers of information also becomes more
and more difficult to pass the accurate message to people what they need.

To solve the problem of information overload and knowledge explosion, recom‐
mender systems are proposed and become an important means of information recom‐
mendation. Recommender systems are systems able to provide personalized recom‐
mendations to users [1]. Currently, they have been widely used in many fields, such as
electronic commerce, music, movie, books or recruitment.
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Recommender systems are usually classified into two types: based on contents and
based on collaborative filtering.

The first recommender system is relatively traditional approach in predict program‐
ming. The main idea is [2, 3]: according to people preferences in the past to calculate
what they like. When a user have bought a item, the system recommend a same item or
a similar goods. This kind of systems only need to know person whether to bought
something rather than if like this item. It is based on the content information of the goods
to extract the rich attribute information, and calculate the similarity of items on the
attribute space of goods. Obviously, this model is difficult to excavating out the deep
connotation of the data.

Another recommender system is collaborative filtering recommendation model [4].
Such recommender systems find out the simulation relation between users by making
analysis the users historical rating data, and then according to these relationships, the
model can get the similar users by some Similarity algorithms and predict results to
recommend user information of their interest.

Recommender systems based on collaborative filtering can be divided into two
classes, those which are based on memory and based on model.

(1) Based on memory: These recommender systems always use the K-Nearest Neigh‐
bors algorithm (K-NN algorithm) [5] for predicting the preferences of users. The
basic idea is: Firstly, find out the users most similar to user u, called the neighbors
of u: ki. Secondly, obtain the rating data of user ki, and get the similarity with u by
calculation method of similar. Finally, recommend items to user u by using
weighting method. Memory-based recommender systems can provide a intuitive
method to recommend items to user by analysis known rating data. However, these
recommender systems heavily dependent on the simplistic similarity algorithm for
predicting and recommending items.

Therefore, they are not appropriate when facing with a large number of data.

(2) Based on model: These recommender systems [6] are based on the idea of using a
model to predict the ratings that users make. The techniques try to further fill out
the user-item matrix. They hope to understand how much a user will like an item
that they did not encounter before. In order to achieve it, they utilize several machine
learning algorithms to train on the vector of items for a specific user, and build a
model that can predict the user rating for a new item that has just been added to the
system.

However, most research papers have focused on unidirectional recommendation
domain, such as movie. These data only contain users rating to items, not have items
rating to users. But in some special domains (like recruitment field), it is easy to obtain
both two sides data. So, it is significant to propose a new way to construct commendation
model on these domains.

In our paper, we present a novel bidirectional collaborative filtering technique for
predicting user rating. The model effective to get accurate predictions by combine
forward and reverse matrices based on EM algorithm.
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The remainder of this paper is organized as follows: the next section introduces the
related works in recommender systems. Section 3 introduces our bidirectional recom‐
mend method, and describes our EM-based collaborative filtering model. We evaluate
the performance of our method in Sect. 4 and draw conclusions in Sect. 5.

2 Related Works

In this paper, we mainly focus on collaborative filtering techniques based on model.
Currently, popular model-based approaches are Bayesian Networks, Singular Value
Decomposition, and Probabilistic Latent Semantic Analysis. All of these methods need
to use a rating matrix in which each user provides information about the items. The detail
research work on recommender system is surveyed in the following:

Besides model-based system use rating matrix, the recommender system based on
contents also use rating matrix to predict result. The researches [7–9] have been applied
in a matrix representing description of each item: each value in matrix used to describes
how many times the user looks the item. Although these approaches utilized rating
matrix to a certain extent, they have not describe and use a rating matrix in which each
user provides information about how much he likes some items.

Collaborative filtering techniques are successful regarding commendation. There are
two classes: memory-based and model-based. The memory-based [10, 11] systems use
K-NN algorithm to find out the nearest similar users or the most likely items. This
method made good use of matrix information, but it is not suitably designed for a big
data and a great sparse data matrix as analysed system.

The model-based systems can be get a fantastic result facing with a huge data set.
The paper [12] present a technique for predicting the tastes of users in recommender
systems based on collaborative filtering. It is based on factorizing the rating matrix into
two non negative matrices whose components lie within the range [0, 1] with an under‐
standable probabilistic meaning. The paper [13] has been extended for collaborative
filtering using EM algorithm and considering that the ratings follow either a normal
distribution or a multinomial distribution. The paper [14] introduce a matrix factoriza‐
tion model by artificial immune network to collaborative filtering for movie recom‐
mendation. It proposes a new formulas in calculating the affinity between an antigen
and an antibody to an immune network.

All of these model-based techniques are successful for resolving the problem of data
sparseness and initial rating. However, these models only discuss unidirectional recom‐
mendation, they do not consider the situation that in some domains have reverse rating
data.

In this research, we propose a new idea in collaborative filtering for recruitment
recommendation. Unlike the previous model-based systems, our approach design a
bidirectional collaborative filtering framework based on EM algorithm. From experi‐
mental results on the recruitment dataset, we found that our system is able to achieve
better precision than traditional methods.
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3 Bidirectional Recommendation Model

In this section we will present the model of this paper. In Sect. 3.1 we will show the
initial elements of model. In Sect. 3.2 we will describe the EM algorithm. In Sect. 3.3
we will present the bidirectional recommendation model about how users rate items.

3.1 Initialization of Model

The main idea in this research is to develop a rating model by applying bidirectional
method in collaborative filtering for recruitment recommendation. The Fig. 1 shows the
structure of our bidirectional recommendation technique based on big data. In order to
make the calculation of matrix, we will initialization set the input, output and parameter
of the algorithm.

Fig. 1. Structure of bidirectional recommendation model.

The input.

n: the total numbers of users in the ratings matrix.
m: the total numbers of items in the ratings matrix.
Eu: the user rating matrix.
Ep: the item rating matrix.
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Tp: the item characteristic matrix. This matrix is produced by calculating trans‐
pose the Eu matrix.

Tu: the user characteristic matrix. This matrix is produced by calculating trans‐
pose the Ep matrix.

E(Uk/Pi): the value of user k rating item i. the E(Uk/Pi) lies within [1, 5]. The more
larger the number E(Uk/Pi), the more user k like the item i.

E(Pi/Uk): the value of item i rating user k

Parameters.

δ(0,1): this parameter is related to importance of each value of user rating item. The
Eu need to multiply this parameter when joint calculate Eu and Ep by bidirec‐
tional recommendation algorithm. δ have to normalization processing before
apply in model.

μ(0,1): this parameter is related to importance of each value of item rating user. The
Ep need to multiply this parameter when joint calculate Eu and Ep by bidirec‐
tional recommendation algorithm. μ also have to normalization processing
before apply in model.

Q(0,1): this parameter is related to iterated algorithm

The output.
By using the input and collaborative filtering algorithm, the model outputs five

matrices: item similarity matrix(Dp), user similarity matrix(Du), user recommendation
matrix(Rup), item recommendation matrix(Rpu) and finally recommendation
matrix(RDup). The Dp and Du describe the similar of the items and the users. The Rup
and Rpu represent the preliminary result about user rating item and item rating user, and
then unite Parameters to calculate the finally recommendation matrix(RDup).

3.2 EM Algorithm

An effective way to maximize likelihood or a posteriori estimation in problems with
incomplete data is known as Expectation-Maximization (EM) algorithm [15]. We
combine the EM algorithm with collaborative filtering model for recommender system.
First, the initial model is trained from the Rup or Rpu set Ql, that is, the model parameters
�̂� are estimated from Ql. Then, the collaborative filtering is used to estimate the condi‐
tional probability P(Uk|Pi; �̂�) or P(Pi|Uk; �̂�) that each rating in the unknown set Qu. Next,
new parameters �̂� of collaborative filtering are updated by both the originally and newly
rating data. The EM algorithm looks for a local maximum likelihood by iterating these
last two steps until �̂� dose not change.

The EM-based collaborative filtering algorithm finds a maximum posteriority esti‐
mate of �̂� by iterating E-Step and M-Step. In the E-Step, calculating the probabilistic
rating of each unknown user or item by using the initial parameters �̂�. Then in the M-
Step, new parameters of model are calculated using an estimate for Rup or Rpu until the
change less than a threshold. Note that the initial parameters �̂� can be achieved from just
the value of rating data.
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3.3 Predicting User Ratings

Once the overview of the model and algorithm framework have been generated, we then
use these elements to predict a user rating for a item. The prediction process first finds
Rup and Rpu using the users/items nearest neighbors based on the collaborative filtering
technique, and then predicts the rating by bidirectional recommendation method and
EM algorithm. We summarize the procedures in the following.

Step 1: Compute the similarity among each users by calculating Manhattan distance
of the Eu row vectors.

Step 2: Construct item similarity matrix Dp by using step 1 result.
Step 3: Compute the similarity among each items by calculating Manhattan distance

of the Ep row vectors.
Step 4: Construct user similarity matrix Du by using step 3 result.
Step 5: Compute the Rup based on (1).

Ui =
∑M

m=0
simiIm × prefIm∕

∑M

m=0
simiIm (1)

The Ui is the value of user rating item, the simiIm is the similarity matrix of Ui
to item Im.

Step 6: Compute the Rpu based on (2).

Pi =
∑N

n=0
simiUn × prefUn∕

∑N

n=0
simiUn (2)

Step 7: Combine the Rup and the Rpu to obtain RDup by using parameter δ and μ, based
on (3).

RDup =
(
Rup × δ + Rpu × μ

)
∕(n + m) (3)

Step 8: Set Rup to Eu and set Rpu set Ep, than repeat Steps 1 to 7 until parameter �̂� dose
not change.

4 Experiments

4.1 Experiments Corpus

In this section, we conducted several tests to evaluate the effect of our bidirectional collab‐
orative filtering recommendation model based on EM algorithm. The test datasets we used
in the experiments is a group general rating data (http://www.xiaozhaogou.com) from
recruitment domain. The dataset contains more than 1000000 ratings collected from 205861
Beijing college students on 57839 recruitment informations and more than 100000 ratings
collected from company on students. The rating value for this dataset is ranged from 1 to 5,
the more larger the number, the more user likes item. The rating value is counted by
combine click-through rate and collection rate.
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4.2 Experiments Design

The experiment use 5-fold cross validation method to evaluate the result. The idea is:
choose 80% to be train data set, and the rest of 20% date to be test data set. We will
describe the accuracy of the predictions of our technique through Root Mean Square
Error (RMSE) and Mean Absolute Error (MAE).

RMSE =

√√√√√∑
(u,i|Rtest)

(
rui −

∧
rui

)2

||Rtest
||

MAE =

∑
(u,i|Rtest)

||||rui −
∧

rui

||||||Rtest
||

The 
∧

rui is the prediction score, the rui is the actual score.

4.3 Experiments Result Analysis

In order to prove effect of our model, we compare the result for our approach and other
techniques: Based on user collaborative filtering model, probabilistic matrix factoriza‐
tion, and singular value decomposition model.

From the experimental results in Table 1, it can be seen that the RMSE and MAE
could be effectively improved by bidirectional collaborative filtering approach. Our
result is even lower than the other recommendation algorithms.

Table 1. Accuracy of the recommendation

Technique Relative standard
RMSE MAE

Based on user 2.367 1.782
Probabilistic matrix factorization 1.832 1.265
Singular value decomposition 1.677 1.131
Our approach 1.558 1.065

For observe the learning process of the EM-based rating, the MAE at each iteration
are further analysed. The Fig. 2 gives the plot of the MAE versus the learning iterations
from the 0th round to the 10th round on data set.
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Fig. 2. The MAE at each learning iterations.

In Fig. 2, it could be seen that the MAE dis-creases with the growing of learning
iterations on data set, and it is noteworthy from the figure that the MAE significantly
dis-creases in several of the initially iterations and converge quickly within just a few
iterations.

5 Conclusions

In order to accurately for rating taste in commendation system, it is promising to provide
the bidirectional technique respond to the data set in some domain. In this paper we have
presented a novel bidirectional collaborative filtering approach based on EM algorithm.
Our method can combine two ways of rating data and iteration model to calculate user
commendation matrix.

Although our system is very competitive with traditional commendation system in
data cold starting and data scalability, our approach is not suitable to apply in some
domains which have not reverse rating data. In the future research, we could try to use
transfer learning mechanism to solve this problem.
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Foundation of Minjiang University (No. MYK17021).

References

1. Bobadilla, J., Ortega, F., Hernando, A., Gutiérrez, A.: Recommender systems survey. Knowl.
Based Syst. 46, 109–132 (2013)

2. Das, G., Mannila, H.: Context-based similarity measures for categorical databases. In:
European Conference on Principles of Data Mining and Knowledge Discovery, pp. 201–210.
Springer (2000)

3. Mooney, R.J., Roy, L.: Content-based book recommending using learning for text
categorization. In: The Fifth ACM Conference on Digital Libraries, pp. 195–204. ACM
(2000)

272 Y. Mao et al.



4. Su, X., Khoshgoftaar, T.M., et al.: A survey of collaborative filtering techniques. Adv. Artif.
Intell. 2009(12), 4 (2014)

5. Ning, X., Desrosiers, C., Karypis, G.: A comprehensive survey of neighborhood-based
recommendation methods. In: Recommender Systems Handbook, pp. 107–144. Springer
(2015)

6. Koren, Y.: Factorization meets the neighborhood: a multifaceted collaborative filtering
model. In: ACM SIGKDD International Conference on Knowledge Discovery and Data
Mining, pp. 426–434. ACM (2008)

7. Pazzani, M.J., Billsus, D.: Content-based recommendation systems. In: Adaptive Web, pp.
325–341. Springer (2007)

8. Lops, P., Gemmis, M.D., Semeraro, G.: Content-based recommender systems: state of the art
and trends. In: Recommender Systems Handbook, pp. 73–105. Springer, New York (2011)

9. Lops, P., de Gemmis, M., Semeraro, G., et al.: Content-based and collaborative techniques
for tag recommendation: an empirical evaluation. J. Intell. Inf. Syst. 40(1), 41–61 (2013)

10. Deshpande, M., Karypis, G.: Item-based top- N recommendation algorithms. ACM Trans.
Inf. Syst. 22(1), 143–177 (2004)

11. Cacheda, F., Carneiro, V., Fernández, D., et al.: Comparison of collaborative filtering
algorithms. ACM Trans. Web 5(1), 1–33 (2011)

12. Hernando, A., Bobadilla, J., Ortega, F.: A non negative matrix factorization for collaborative
filtering recommender systems based on a Bayesian probabilistic model. Knowl. Based Syst.
97(C), 188–202 (2016)

13. Hofmann, T.: Latent semantic models for collaborative filtering. ACM Trans. Inf. Syst. 22(1),
89–115 (2013)

14. Koren, Y., Bell, R., Volinsky, C.: Matrix factorization techniques for recommender systems.
Computer 42(8), 30–37 (2009)

15. Nigam, K., McCallum, A.K., Thrun, S., Mitchell, T.: Text classification from labeled and
unlabeled documents using EM. Mach. Learn. 39(2–3), 103–134 (2000)

A Bidirectional Collaborative Filtering Recommender System 273



A Novel Hybrid GWO-FPA Algorithm
for Optimization Applications

Jeng-Shyang Pan1, Thi-Kien Dao3, Shu-Chuan Chu2,
and Trong-The Nguyen3(&)

1 Fujian Provincial Key Laboratory of Big Data Mining and Applications,
College of Information Science and Engineering,
Fujian University of Technology, Fuzhou, China

jengshyangpan@fjut.edu.cn
2 School of Computer Science, Engineering and Mathematics, Flinders

University, Adelaide, Australia
jan.chu@flinders.edu.au

3 Department of Information Technology, Haiphong Private University,
Haiphong, Vietnam

jvnkien@gmail.com, vnthe@hpu.edu.vn

Abstract. The recent trend of research is to hybridize two or several numbers of
variants to find out the better quality of solution in practical optimization
applications. In this paper, a new approach hybrid Grey Wolf Optimizer (GWO)-
Flower Pollination Algorithm (FPA) is proposed based on the combination of
exploitation phase in GWO and exploration stage in FPA. The hybrid proposed
GWOFPA improves movement directions and speed of the grey wolves in
updating positions of FPA. The simulation uses six benchmark tests for evalu-
ating the performance of the proposed method. Compared other metaheuristics
such as Particle Swarm Optimization (PSO), FPA, and GWO, the simulation
results demonstrate that the proposed approach offers the better performance in
solving optimization problems with or without unknown search areas.

Keywords: Optimization � Hybrid GWO-FPA algorithm � Grey Wolf
Optimizer � Flower Pollination Algorithm

1 Introduction

Highly efficient technique in searching the best possible results in the benchmark and
practical applications is the global optimization method [1]. In optimization, only a few
results are compared the best one which is known as the goal. Classical optimization
approaches have some deficiencies of finding the optimal global solutions of opti-
mization problems [2]. These shortcomings are primarily interdependent on their
original search systems. These conventional algorithms are strongly under effects of
choosing proper types of variables, objectives and constraints functions. They also do
not grant a universal solution method that can be applied to find the global optimal
solution of the duties were several types of constrained functions, variables, and
objective are used [3]. For covering these deficiencies, a new technique with the name
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of metaheuristics was originated, which is mainly developed from artificial intelligence
research that originated by scientists or researchers. Nature-inspired methods are
developed for solving the several types of hard global optimization functions without
having to the full accommodate to each function.

Recently, scientists and scholars have developed several numbers of metaheuristics
in order to find the best global optimal solution of benchmark and real-life applications.
The nature-inspired techniques have been originated, some of them are Particle Swarm
Optimization (PSO) [4], Genetic Algorithm (GA) [5], Grey Wolf Optimization
(GWO) [6], Flower Pollination Algorithm (FPA) [7], Bat Algorithm (BA) [8]. More-
over, in the case of the hybrid convergence, nature-inspired algorithm hybridizations
using batch modeling are combinations amid evolutionary techniques and methods of
neighborhood or course [9].

This paper introduces a new hybrid model combining Grey Wolf Optimizer
(GWO) and Flower Pollination Algorithm (FPA) named GWOFPA. The proposed
algorithm comprises of best characteristics of both GWO and FPA. The performance of
the proposed variant is tested on six standard benchmarks. The solutions are compared
relying on the metaheuristics reported in the review of the literature.

The rest of paper is organized as follows. Sections 2 and 3 review the GWO and
FPA respectively. Section 4 presents the proposed GWOFPA approach. Section 5
discusses the simulation results. Section 6 gives the conclusion.

2 Grey Wolf Optimizer (GWO)

A new population-based nature-inspired algorithm called Grey Wolf Optimization
(GWO) was developed by Mirjalili et al. [6]. GWO approach mimics the hunting
behavior and social leadership of grey wolves in nature. Four types of grey wolves such
as alpha, beta, delta, and omega are employed for simulating the command hierarchy.
The first three best position (fittest) wolves are indicated as a; b and d who guide the
other wolves (x) of the groups toward promising areas of the search space. The
position of each wolf of the group is updated using the following mathematical
equations:

The encircling behavior of each agent of the crowd is calculated by the following
mathematical equations:

~d ¼ c �~xtp �~xt
��� ��� ð1Þ

~xtþ 1 ¼~xtp �~a �~d ð2Þ

The vectors a and c are formulate as below:

~a ¼ 2l � r1 ð3Þ

~c ¼ 2 � r2 ð4Þ
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Hunting: In order to mathematically simulate the hunting behavior, we suppose that
the alpha, beta and delta have better knowledge about the potential location of prey.
The following equations are developed in this regard.

~da ¼ ~c1 �~xa �~xj j; ~db ¼ ~c2 �~xb �~x
�� ��; ~dd ¼ ~c3 �~xd �~xj j ð5Þ

~x1 ¼~xa �~a1 � ð~daÞ; ~x2 ¼~xb �~a2 � ð~dbÞ; ~x3 ¼~xd �~a3 � ð~ddÞ ð6Þ

~xtþ 1 ¼~x1 þ~x2 þ~x3

3
ð7Þ

Search for prey and attacking prey:
The~a is random value in the gap ½�2a; 2a�. When random value ~aj j\1 the wolves

are forced to attack the prey. Searching for prey is the exploration ability and attacking
the prey is the exploitation ability. The arbitrary values of ~a are utilized to force the
search to move away from the prey. When ~aj j[ 1, the members of the population are
enforced to diverge from the prey.

3 Flower Pollination Algorithm (FPA)

The biological flower pollination inspires a new population-based algorithm called
FPA [7]. The pollination rules state in FPA as follows. The global pollination con-
sidered cross-pollination that pollinators obey Lévy flights. The local pollination is
known as self-pollination. The reproduction probability recognized flower constancy
which is proportional to the resemblance of the two flowers in concerned. FPA used a
switching probability p 2 [0, 1] to control between the local and global pollination.
Assumed, FPA considered as global and local pollination. Thus the local pollination is
modeled as follows.

~xtþ 1
ij ¼~xtij þ u� ~xtih �~xtik

� � ð8Þ

where~xtih,~x
t
ik are pollen of different flowers but they are in the same plant species. u is

generated from the uniform distribution [0, 1]. A random walk for local process if xtih
and xtik come from the same species or selected from the same population of plants.

Pollens of the flowers in the global pollination are moved by pollinators e.g.
insects, and pollens can be carried for a long distances. This process guarantees pol-
lination and reproduction of the fittest solution represented as. The flower constancy is
expressed mathematically as:

~xtþ 1
ij ¼~xtij þ c� L kð Þ � ~xtij � g�

� �
ð9Þ
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where xi is solution vector at iteration t, and c is a scaling factor to control the step size.
Lévy flight can be used to mimic the characteristic transporting of insects over a long
distance with various length steps, thus, L > 0.

L ¼ kC kð Þ � sin pk
2

� �
p� siþ k

; s � s0ð Þ ð10Þ

where C(k) is the standard gamma function, and this distribution is valid for large steps
s > 0. A variable p is switching probability or the proximity probability that can be
used to change the global pollination to intensive local pollination and reverse.

4 Hybrid Grey Wolf Optimizer-Flower Pollination Algorithm
(GWOFPA)

This section presents the implementation of the low-level coevolutionary to hybridize
GWO and FPA by merging the functionality of both approaches. Two different tech-
niques including exploitation and exploration are involved in generating final optimal
solution to the optimization problem. By this modification, we extend the performance
of exploitation in GWO with the fulfillment of the exploration in FPA to produce both
approaches’ strength. However, FPA applies the exploration phase to updating
positions.

~da ¼ u� ~c1 �~xa �~xj jð Þ; randðÞ\0:5
c� L kð Þ � ~c1 �~xa �~xj jð Þ; randðÞ� 0:5

�
ð11Þ

where~da is a modified dominance coefficient from Eq. (1) is to exploit diversity search
agent for the proposed algorithm. The same done with the alpha, beta, and omega are
applied in Eq. (5). New agent position can be mathematically simulated as follows.

~x1 ¼~xa �~a1 � ~da
� �

ð12Þ

where ~x1 is done first agent position. Do the same for the second and third locations
(~x2 and~x3 from Eq. (5). Figure 1 shows the pseudocode of the GWOFPA algorithm.
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5 Experimental Results

In this section, we evaluate the proposed GWOFPA approach performance quality by
executing a set of benchmark problems to test the solution quality, solution stability,
convergence speed and ability to find the global optimum. Twenty runs of the testing
functions in the experiments outcome values are averaged with different random seeds.

Table 1 lists the initialization for a set of the trial functions [10]. Maxgen column in
Table 1 is a maximum number of iterations (it can be set to 500, 1000, 1500,.., 10000).

Let X = {xi1, xi2,…, xim} be the real value vectors of m-dimensional for GWOFPA.
We set the population size N (N can be set to 10, 20,.., 100) for the algorithms of
GWOFPA, GWO, FPA, and PSO to 40 for all runs in the experiments. Table 2 dis-
plays the outcome of implement for testing problems in Table 1 for the optimization is
to maximize and minimize the results.

Fig. 1. Pseudo code of the GWOFPA algorithm

Table 1. Initialization for dimensions, max generations, and boundaries of the testing functions

Testing problems Bounds Dims Maxgen

f1ðxÞ ¼
Pn

i¼1 sinðxiÞ � ðsinðix
2
i
p ÞÞ2m; m ¼ 10 	500 30 2000

f2ðxÞ ¼
Pn

i¼1 ½x2i � 10 cosð2pxiÞþ 10� 	5:12 30 2000

f3ðxÞ ¼
Pn

i¼1 �xi sinð
ffiffiffiffiffiffijxij

p Þ 0; p 30 2000

f4ðxÞ ¼ ½e�
Pn

i¼1
ðxi=bÞ2m � 2e�

Pn

i¼1
x2i �Qn

i¼1 cos
2 xi; m ¼ 5 	20 30 2000

f5ðxÞ ¼ �P4
i¼1 ci expð�

P6
j¼1 aijðxj � pijÞ2Þ 0; 10 4 2000

f6ðxÞ ¼ �P5
i¼1 ½ðX � aiÞðX � aiÞT þ ci��1 0; 10 4 2000
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We tested each benchmark function with 2000 iterations per a run. We also
compare the simulation results of the proposed method with those obtained results of
the previous algorithms such as the GWO, FPA, and PSO as shown in Tables 3 and 4.
For further parameters setting could be found in [6, 7] with the initial range, the
dimension and total iterations for all test functions in Table 1 for GWO, FPA, and PSO.

Table 2. The obtained results of proposed GWOFPA, GWO, and FPA for the benchmark
functions

fi xð Þ PSO GWO FPA GWOFPA
fmin fmax fmin fmax fmin fmax fmin fmax

1 1.61E+01 6.87E+04 8.80E−06 4.87E+04 7.96E−06 8.06E+04 6.39E−06 7.89E+04
2 1.39E+01 7.41E+14 7.50E−02 1.23E+12 7.27E−02 2.13E+11 6.10E−02 5.71E+12
3 3.25E+03 1.09E+05 3.96E−01 1.25E+05 4.12E−01 2.76E+05 3.48E−01 1.12E+05
4 1.79E+01 8.67E+01 2.02E+00 7.97E+01 2.00E+00 8.62E+01 1.71E+00 8.65E+01
5 8.88E+02 3.09E+08 3.23E+01 1.08E+08 3.88E+01 2.53E+08 2.72E+01 2.54E+08
6 9.09E+01 7.38E+04 4.36E+00 4.62E+04 4.79E+00 7.55E+04 3.96E+00 6.63E+04
AVG 1.08E+01 1.30E+02 6.53E+00 1.38E+02 7.68E+00 1.16E+02 5.55E+00 1.29E+02

Table 3. Comparison of the the proposed GWOFPA with GWO, and FPA, with for solving the
testing problems in term of the quality performance evaluation

Testing functions Obtained results Comparison
GWO FPA GWOFPA with GWO with FPA

1 8.80E−06 7.96E−06 6.39E−06 27% 20%
2 7.50E−02 7.27E−02 6.10E−02 19% 16%
3 3.96E−01 4.12E−01 3.48E−01 12% 16%
4 2.02E+00 2.00E+00 1.71E+00 15% 14%
5 3.23E+01 3.88E+01 2.72E+01 16% 30%
6 4.36E+00 4.79E+00 3.96E+00 9% 17%
Avge 6.53E+00 7.68E+00 5.55E+00 16% 19%

Table 4. Comparison of the proposed algorithm quality performance with PSO for testing
problems

Testing
functions

Execution time Comp. times Performances Comp. qualities
PSO GWOFPA PSO GWOFPA

1 1.4793 1.4371 2% 1.51E+00 1.22E+00 23%
2 1.8672 1.8686 3% −4.17E+03 −5.09E+03 18%
3 1.9871 1.9503 4% 1.69E+02 1.37E+02 23%
4 0.7776 0.7834 1% 2.70E-03 2.50E-03 8%
5 1.8918 1.9072 2% −2.34E+00 −3.09E+00 24%
6 1.9891 1.9792 1% −8.15E+00 −9.82E+00 17%
Avg 1.1703 1.1543 2% −6.68E+02 −8.27E+02 18%
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Figures 2 and 3 show the experimental results for the first two benchmark functions
over 20 times output obtained from the proposed GWOFPA, FPA, GWO, and PSO
methods with the same iteration of 2000. Appearly, these figures show all of the cases
of testing functions in the GWOFPA have performance quality higher the other
algorithm regarding the accuracy and convergence rate.

Table 3 displays the performance of the proposed GWOFPA in comparison with
the algorithms of GWO, FPA for the testing functions. The result of the proposed
algorithm on all of these cases of testing shows that the proposed algorithm provides
27% and 30% higher than those obtained from primary methods of GWO and FPA
respectively. However, the figure for the minimum cases is only the increase 9% and
14% than the GWO and FPA respectively for a set of testing functions. In general, the
proposed GWOFPA increases the average values of the cases 16% and 19% than
obtained from the GWO and FPA methods are respectively for testing problems in
terms of the convergence rates.

Fig. 2. Comparison the experimental result curves of the proposed GWOFPA with PSO, FPA,
and GWO for the testing function f1

Fig. 3. Comparison the experimental result curves of the proposed GWOFPA with PSO, FPA,
and GWO for the testing function f2
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Table 4 displays the performing quality and running time comparison of the pro-
posed GWOFPA with PSO method for the testing problems. The columns of corre-
lation times and conditions are calculated as absolute of the obtained from GWOFPA
minus that got from PSO then divided the received value of the GWOFPA method. The
results of the proposed method on all of these cases of testing multimodal benchmark
problems show that GWOFPA process almost increases higher quality and shorter
running time than those obtained from PSO method. In general, the proposed algorithm
achieved the standard cases of various tests for the convergence, and accuracy
increased more than those obtained from the PSO method is 18%, and for the speed
faster than that got from PSO method is 2% average respectively.

6 Conclusion

In this paper, we presented a novel hybrid approach for the optimization applications
based on a combination of Grey Wolf Optimizer (GWO) and Flower Pollination
Algorithm (PFA), namely GWOFPA. We use the location update equation of FPA for
updating the positions of the grey wolves in GWO to explore and exploit the diversity
of the algorithm efficiently. In the simulation, a set of functions are applied to verify the
accuracy, convergent behavior, best global optimal solution of the newly developed
approach. Results reveal that the proposed approach provides highly competitive
solutions as compared to other algorithms.
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Abstract. This paper proposes a seam carving algorithm based on saliency. This
algorithm makes saliency detection to the source image. Images are classified
according to the gray-scale of saliency detection. Adding different energy protec‐
tion methods, it can protect the foreground area of a subject and detailed areas of
the edge. Then the cumulative energy map is calculated. According to the prin‐
ciple of deleting the minimum energy pixel, single pixel-wide carves chosen to
be deleted or copied. The experimental result shows that the algorithm avoids
image restoration caused by extracting too many pixels in saliency area and non
equal-ratio scaling. It reduces the deformed structures caused by displacement of
edge pixel and also improves the integrity of algorithm.

Keywords: Image resizing · Seam carving · Saliency · Classification · Pixel
energy

1 Introduction

1.1 Background

Numerous digital images are frequently used in daily life with the rapid development
of multimedia technology and display devices. Different display devices have distinct
sizes and aspect ratios. The images will be resized and image resizing should keep the
most important content as far as possible. Ordinary image resizing methods are nearest
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neighbor interpolation and linear interpolation [1]. They are more suitable for the images
which are same aspect ratios. Hence seam carving for content-aware image resizing is
presented by Avidan et al.

1.2 Related Work

A seam is an optimal path of pixels on a single image from left to right, or top to bottom.
The optimality of the seam is defined by energy function of the image. We change the
aspect ratio of the image by carving out or inserting seams repeatedly. Seam caving
supports both reduction and expansion for image [2]. After that, more research works about
image resizing are conducted. Optimized image resizing using seam carving and scaling is
presented by Dong et al. The method operates by joint use of seam carving and image
scaling. It preserves both the important regions and the global visual effect [3]. Huang et al.
present a real-time resizing method for content-aware image [4]. It reduces the time of
looking for the seam. Liu et al. using saliency-based continuous seam carving to efficiently
display images on small screens [5]. Frankovich and Wong via integration of energy
gradient function to retain high image detail concentration [6]. Noh and Han proposes a new
energy function for seam carving based on forward gradient differences to preserve regular
structures in images [7]. Cao et al. improve the image quality and avoid removing the seams
adjacently via strip constraints [8]. Wang and Akleman simply uses the original energy
function of seam carving. They resize image with cuts in continuous domain [9]. Shen
et al. presents a method which achieves a better seam carving performance by cutting the
near objects less seams while removing distant objects more seams [10]. Yue et al. proposes
improved seam carving for stereo image resizing. The method protects the important
content, reduces the visual distortion and guaranteed the geometric consistency of resized
stereo images [11]. Dekel et al. proposes a novel method for retargeting a pair of stereo
images [12]. Wang and Yuan presents a high quality image resizing. It retains the details
when stretching an image and a further extension on video enlargement is also presented
as an example [13]. Seam carving is also used for media retargeting by Shamir and Avidan
[14]. Zhang et al. proposes a method allows distortion to be diffused better in all direc‐
tions, and important image edges are well-preserved [15]. Geometry seam carving is
presented by Dekkers et al. The method enables the deformation of a given mesh in a way
that causes stronger distortion in homogeneous mesh regions while salient features are
preserved much better [16].

2 Overview

Biologic visual system research indicates that humans have a visual attention mechanism
and it is selective. It is caused by the saliency of vision which is great different from the
background and then selected according to the subjective consciousness of the
observer [17].

Experimental results show that seam carving is effective to the images without
visual focus. It uses the same energy map for all images. Hence the resizing result
loses much important information about the visual focus if the image energy is
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concentrated and the seam goes through the salient area. It also loses much impor‐
tant information about edge if the image energy is scattered and it includes much
slender vertical or horizontal region [18].

This paper proposes a seam carving algorithm based on saliency and classification.
Images can be classified into two types according to visual sense. One is that having
obvious visual focus and the image energy is concentrated, the other is that having no
obvious visual focus and the image energy is scattered, using different methods to protect
the image energy. When the image energy is concentrated, the salient area should be
protected. When the image has no visual focus or there is something long or narrow, the
information about edge should be protected. Hence visual focus and details can be
obtained more. Then, seam carving is applied to resized the image.

3 Seam Carving Algorithm Based on Saliency

3.1 Saliency Detection

Image saliency refers to the difference between the salient object and the background in
the image. It describes the ability of object to be prominent from the background. The
purpose of saliency detection is to generate a saliency map as gray scale map. It shows
the importance level by different gray scale. The gray scale is higher, the saliency is
more obvious. And it has more possibility to belong to the saliency area [19].

By analyzing the log-spectrum of an input image, Hou and Zhang extracts the spec‐
tral residual of an image in spectral domain, and proposes a fast method to construct the
corresponding saliency map in spatial domain [20]. Achanta et al. presents a method for
salient region detection that outputs full resolution saliency maps with well-defined
boundaries of salient objects [21]. Zhang et al. presents a bayesian framework for sali‐
ency using natural statistics [22]. Cheng et al. proposes regional contrast based saliency
extraction algorithm, which simultaneously evaluates global contrast differences and
spatial coherence. The proposed algorithm is simple, efficient, and yields full resolution
saliency maps [23].

In this paper, the salient region is checked by the algorithm based on global contrast.
Figure 1(b) is the saliency map of Fig. 1(a).

(a) Original Image (b) Saliency Map (c) Blocks

Fig. 1. Examples of saliency map and block partition
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3.2 Image Classification

Images are classified into two types according to the saliency maps. Each of them uses
different method to protect the image energy.

Global Objective Function. Suppose that the size of original image is n × m. Either
m or n is divided by 10, the remainder is 0. The image S is divided into i × j blocks. The
width of each block is parameter a. The blocks compose a set Z. As shown in the Fig. 1(c).
The calculation procedure of target parameter λ will be shown.

1. Calculate the percentage of energy for each block.

EN(i, j) = Z(i, j)∕

n∑
i=1

m∑
j=1

S(n, m) (1)

Z (i, j) is the sum of energy of all the pixel in each block.
2. Calculate the average energy of each block.

AE =

n∑
i=1

m∑
j=1

S(n, m)∕(i × j) (2)

3. Calculate P. Iterate through EN, get the number of the block which energy is higher
than verified ratio k × AE.

4. Calculate λ, which is the percentage of P.

𝜆 = P∕(i × j) (3)

5. The image is classified according to the weight W. W is got through a large number
of experiments with different parameters. Analyze the results of λ and the subjective
consciousness of vision.

Training Data. Some experimental data are listed below. NO. 1 and NO. 2 are the
images without visual focus, NO. 3 and NO. 4 are the images with visual focus
(Tables 1, 2 and 3).

Table 1. The result of k and λ when a = 10
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Table 2. The result of k and λ when a = 15

2 0.231 0.201 0.201 0.190 0.190 0.183 0.176
3 0.442 0.238 0.210 0.183 0.165 0.153 0.139
4 0.449 0.217 0.186 0.163 0.123 0.080 0.069

Table 3. The result of k and λ when a = 20

Compare the experimental data and the results of the subjective consciousness of
vision, the accuracy of image classification is highest when a = 10, k = 1.9 and w = 1.5
are set.

3.3 Energy Protection

Protect the area which has great influence on human vision by increasing the energy of
it in gradient map.

When λ > w, there is visual focus in the image, people pay more attention to the
focus. The gradient map was got from the operator of Canny. Superposed the gradient
map and saliency map, an updated gradient map is formed. It can protect the visual focus
region, but it will pay a price of losing some pixel which is less concerned. After that,
energy map with the updated gradient map is got.

Figure 2 shows the comparison before and after the saliency map is superposed.
Figure 2(a) and (b) are the gradient maps and energy maps of seam carving. Figure 2(c)
and (d) are the updated gradient maps and energy maps of new algorithm.

              
(a) (b) (c) (d)

Fig. 2. The comparison chart before and after protection
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When λ ≤ w, seam carving is effective. But it is easy to loss details if there is high
frequency and vertical region. We get the gradient map by the operator of Sobel. Get an
updated gradient map by protecting the details of edge through dilation. After that, an
energy map with the updated gradient map is got.

Linear structuring element is selected in this paper and the parameter is 3.
Figure 3 shows the comparison before and after dilation. Figure 3(a) and (b) are the

gradient maps and energy maps of seam carving, Fig. 3(c) and (d) are the updated
gradient maps and energy maps of new algorithm.

                  
(a) (b) (c) (d)

Fig. 3. The comparison chart before and after dilation

3.4 Image Resizing

Let I (original image) be an n × m image and define a vertical seam to be:

sx = {sx

j
}n

j=1 = {(x(i), i)}n

j=1, s.t.∀i, |x(i) − x(i − 1)| ≤ 1 (4)

The horizontal seam to be:

sy = {s
y

j
}m

j=1 = {(j, y(j))}m

j=1, s.t.∀j, |y(j) − y(j − 1)| ≤ 1 (5)

In order to resize the original image to n × k, it will delete m-k seams or insert k-m
seams.

At first, get the saliency map S of original image then calculate the target parameter
λ according to S. The gradient map is got through canny operator or Sobel operator
according to λ and w. When the updated gradient map is formed, superposed saliency
map or dilation according to λ and w. Finally, obtain energy map, removes low energy
pixels and keeps the high energy ones by seam carving for content-aware image resizing.

4 Experiment

After comparing the result with the seam carving algorithm, the newly applied algorithm
can be further validated. Parts of the result are shown as following.

4.1 Comparison of the Images with Visual Focus and the Energy Is Concentrated

Figure 4 is the original and resized images when λ > 0.15. Figure 4(a) is original images;
Fig. 4(b) and (d) are the resized images by single seam carving; Fig. 4(c) and (e) are the
resized images by the updated algorithm.
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(a) (b) (c) (d) (e)

(a)      (b)             (c) (d) (e)

(a)      (b)             (c) (d) (e)

(a)      (b)             (c) (d) (e)

Fig. 4. Resized images by single seam carving and the updated algorithm

Mushrooms and lotus leaves are distorted and there are zigzag cracks on the stalks
of dandelions and the necks of flamingos in the resized image by single seam carving
because of the lost details. The updated algorithm protects the details and avoids the
distortion effectively. Figure 5(a) is the details by single seam carving; Fig. 5(b) is the
resized image by the updated algorithm.

(a)           (b)(b)   (a)      (a) (b) (a)      (b)

Fig. 5. Magnified image of details

4.2 Comparison of the Images Which the Energy Is Scattered

Figure 6 is the original and resized images when λ ≤ 0.15. Figure 6(a) is original images;
Fig. 6(b) and (d) are the resized images by single seam carving; Fig. 6(c) and (e) are the
resized images by the updated algorithm.

The results of the updated algorithm retain more details about foreground and edge
like the trunk and the bridge. It also proves that the updated algorithm retains more
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details and avoids the distortion effectively. Figure 7(a) is the details by single seam
carving; Fig. 7(b) is the resized image by the updated algorithm.

(a)   (b)            (a)        (b) (a)           (b)            (a)        (b)

Fig. 7. Magnified image of details

4.3 Experimental Data

Different size of images are chosen randomly. Resize the images by using single seam
carving and the updated algorithm. Compare the results to the subjective judgment of
human mind. 7% of them do not meet the demand of human visual perception, and the
effect of 16% improved ones is not obvious, 77% is effective.

4.4 Comparison of Running Time

Running time of image resizing by single seam carving and the updated algorithm is
compared. The result shows that the running time of the updated algorithm can satisfy
human’s higher visual requirement. However, the average running time is 17.97% more
than the original one. Figure 8 is the chart of the percentage of running time difference.

(a) (b) (c) (d) (e)

(a) (b) (c) (d) (e)

(a) (b) (c) (d) (e)

(a) (b) (c) (d) (e)

Fig. 6. Resized image by single seam carving and the updated algorithm
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Fig. 8. The percentage of running time difference

4.5 Limitations

Figure 9 shows the images which improvement effect is not obvious.

(a1)         (b1)      (c1) (a2)         (b2)      (c2)

Fig. 9. The images which improvement effect is not obvious

The limitations of the new algorithm are caused by two reasons: (1) Classification
error. Figure 9(a1) is an image with visual focus, but it is distinguished that the energy
is scattered because the focus is too big. Figure 9(b1) is the result. If the classification
is correct, Fig. 9(c1) will be got. (2) When the energy of the image concentrate in a
narrow region, dilation is more suitable for the image. But if λ > 0.15 in the experiment,
it superposed the gradient map and saliency map. Figure 9(b2) is the result. It loses many
details about edge. If dilation is used to protect the image energy, more details of edge
will be retained and get Fig. 9(c2).

5 Conclusions and Future Work

This paper presets a seam carving algorithm based on saliency. This algorithm makes
saliency detection to the source image. Images are classified according to the gray-scale
of saliency detection for the first time. Adding different energy protection methods, it
can protect the foreground area of a subject and detailed areas of the edge. The results
shows that the updated algorithm can avoid distortion and retain more details. But the
algorithm still has limitations and the running time is longer than single seam carving.

In the future, the method of image classification will be improved in order to improve
the classification accuracy, search for better energy protection methods and reduce the
complexity of the algorithm to reduce the running time.
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Abstract. This paper is concerned with the analysis of the time
domain acoustic scattering from locally perturbed flat substrates. For
this three dimensional scattering problem with unbounded scatterer,
boundary integral equation is directly established on the boundary of
the unbounded scatterer without application of the symmetric continua-
tion. The well-posedness of the time domain boundary integral equation
is proved.

Keywords: Time domain · Acoustic scattering · Locally perturbation ·
Well-posedness · Boundary integral equation

1 Introduction

We consider the time domain acoustic scattering problem with a kind of
unbounded scatterer, that is, the locally perturbed substrate. The scattering
problem have got extensive attention due to its practical applications such as
geophysical exploration and medical imaging. For decades, people have their
attention on the study of the frequency domain problems [1,2], which cares
about the time-harmonic case and is easier to compute. In recent years, with the
development of the computer and numerical computation, some analysis of the
time domain scattering problems have been published [3,4], which is more close
to the practical applications.

For the acoustic scattering problem with locally perturbed substrates, the
difficulty caused by the unbounded scatterer must be considered. The symmet-
ric continuation is the most popular strategy to deal with this kind of scatterers,
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which turns the unbounded scatterer into a bounded symmetric scatterer. The
corresponding frequency domain problem has been well-studied [5,6] and the
two dimensional time domain problem has been solved using the symmetric con-
tinuation strategy [7]. However, in this paper, we try to give a direct analysis
of the three dimensional problem in time domain without symmetric continua-
tion, which is more convenient and intuitional. A new definition of the retarded
potential is given for the analysis.

The scattering problem is solved using the retarded potential boundary inte-
gral equation (RPBIE) method. The boundary integral equation method is a
useful tool to solve the scattering problem [8] and the time domain bound-
ary integral equation is called “retarded” since it is defined on the bases of a
retarded time [9]. We use a first kind RPBIE to solve the scattering problem
and the well-posedness analysis of the RPBIE is given in this paper, that is, the
unique solvability and the stability.

2 The Scattering Problem

The scatterer is considered as the flat substrate with a locally raised area, which
we call the locally perturbed substrate. Consider the scattering of acoustic in the
upper space of the unbounded scatterer. The Cartesian coordinate (x1, x2, x3)
is adopted. The upper boundary of the scatterer is considered to be sound-soft
and the scatterer may have several disjoint components. The upper boundary of
the locally raised area is defined as Γ0 and the rest of the boundary is Γc. The
unbounded domain upon the boundary Γ := Γ0 ∪ Γc is Ω+.

We consider a point source y in the upper space separated from the
unbounded scatterer. A causal signal λ(t) is emitted from the source point. The
incident field is

ui(t, x; y) = k(t, x; y) ∗ λ(t), t ∈ R, x ∈ R
3\{y},

where k(t, x; y) ∗ λ(t) is the time convolution of k(t, x; y) and λ(t) and k(t, x; y)
is the Green’s function of the operator c−2∂tt −Δ in the three dimensional space

k(t, x; y) :=
δ(t − c−1|x − y|)

4π|x − y| ,

in which δ is the Dirac delta function, c > 0 is the sound speed of the homoge-
neous background medium and Δ is the Laplace operator in three dimensional
space.

For x = (x1, x2, x3) ∈ R
3, denote by xr = (x1, x2,−x3) the symmetry point

of x with respect to the x1 − x2 plane. Then the reflected field corresponding to
ui(t, x; y) is defined as

ur(t, x; y) := −k(t, x; yr) ∗ λ(t), t ∈ R, x ∈ R
3 \ {yr}.

Define a new incident field ui,r := ui + ur in R × (R3\{y, yr}). Then ui,r =
G(t, x; y) ∗ λ(t), where G is the Green’s function of the operator c−2∂tt − Δ in
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the half space R×R
3
+ corresponding to the Dirichlet boundary condition which

satisfies
G(t, x; y) = k(t, x; y) − k(t, x; yr).

Fig. 1. Sketch of the geometry of the scattering problem.

The sketch of the geometry of the scattering problem can be seen in Fig. 1.
The scattering problem related to the scattered field us := u−ui,r is considered.
The scattered field us is the solution of the following scattering problem: Given
a locally perturbed flat substrate as the scatterer and the incident field ui, find
a scattered field us which satisfies the homogeneous wave equation, Dirichlet
boundary condition and the homogeneous initial conditions

c−2∂ttu
s − Δus = 0 in R × Ω+, (1)

us = −ui,r on R × Γ, (2)
us(0, ·) = ∂tu

s(0, ·) = 0 in Ω+. (3)

3 The Retarded Single Layer Potential

Special retarded potentials are needed for the analysis of the time domain scat-
tering problem. For simplicity, only the retarded single layer potential will be
mentioned in this paper. For the scattering problem with the scatterer D, the
retarded single layer potential on ∂D is defined as (see [10])

(SL∂Dψ)(t, x) :=
∫
R

∫
∂D

k(t − τ, x; y)ψ(τ, y)dsydτ, t ∈ R, x ∈ R
3\∂D.

In the following analysis, we attempt to define the potential on the unbounded
surface Γ of the scatterer.

Consider the wave field ui,r we have defined. In fact, ui,r can be regarded
as the scattering field emitted from two symmetric source points y and yr. The
signal λ is emitted from the point source y and the signal −λ is emitted from
the point source yr at the same time.

Then we consider the retarded single layer potential based on the concept
of ui,r. Define Γ r := {y : yr ∈ Γ}. Assume that the signal ψ is simultaneously
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emitted from all the points y ∈ Γ , and the signal −ψ is simultaneously emitted
from all the points yr ∈ Γ r. Then the superposition of the wave field is defined
as the retarded single layer potential on Γ , which can be written as

(SLhalf
Γ ψ)(t, x) :=

∫
R

∫
Γ

G(t − τ, x; y)ψ(τ, y)dsydτ, t ∈ R, x ∈ R
3\Γ. (4)

The retarded single layer potential is defined in the space R
3 \ Γ . We also need

the definition of the retarded single layer operator on Γ :

(Shalf
Γ ψ)(t, x) :=

∫
R

∫
Γ

G(t − τ, x; y)ψ(τ, y)dsydτ, t ∈ R, x ∈ Γ.

Note that we define the potential with the Green’s function in half space, which
is consistent with the potential we use in two dimensional case [7]. However,
other than the analysis of the two dimensional case, we attempt to establish the
boundary integral equation directly on the upper boundary Γ of the unbounded
scatterer instead of turning the unbounded scatterer into a bounded symmetric
scatterer with symmetric continuation.

For the unbounded scatterer with Γ = Γ0 ∪Γc as the upper boundary, define
by Ω− the space underneath Γ and Ω− is regarded as the interior of the scatterer.
Then we can define the unit outward normal vector to Γ as ν. The restrictions
of the function u to the boundary Γ from exterior and interior are defined as
γ+u and γ−u, respectively. The normal derivative on Γ from the exterior and
interior are defined as ∂+

ν u and ∂−
ν u, respectively. The definitions of ∂±

ν u are
given using the Green’s formula:

〈∂−
ν v, γ−u〉Γ := (Δu, v)Ω− + (∇u,∇v)Ω− , ∀v ∈ H1(Ω−),

〈∂+
ν v, γ+u〉Γ := −(Δu, v)Ω+ − (∇u,∇v)Ω+ , ∀v ∈ H1(Ω+).

The jump relation is the key definition to analyse the layer potentials. Define
by [[γu]] = γ−u − γ+u and [[∂νu]] = ∂−

ν u − ∂+
ν u the jumps on Γ . Similar with

the analysis of Sayas in Sect. 1.3 of [11], we have the following conclusion for the
jump relation of the single layer potential (SLΓ ψ)(t, x):

Lemma 1 [11]. Assume that Γ0 is C2 continuous surface, Γ is Lipschitz con-
tinuous surface and ψ is a continuous function. Then (SLΓ ψ)(t, x) is continuous
for all x ∈ R

3, which means the jump of (SLΓ ψ)(t, x) on Γ is zero:

[[γ(SLΓ ψ)]] = 0 on R × Γ.

The jump of the normal derivative of (SLΓ ψ)(t, x) on Γ is

[[∂ν(SLΓ ψ)]] = ψ on R × Γ.

Notice that the retarded single layer potential we define is in fact the differ-
ence of the classical retarded single layer potentials on Γ and Γ r := {x : xr ∈ Γ},
that is,

(SLhalf
Γ ψ)(t, x) = (SLΓ ψ)(t, x) − (SLΓ rψ)(t, x). (5)
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Then the continuity of the potential (SLhalf
Γ ψ)(t, x) can be directly inferred

from the continuity of (SLΓ ψ)(t, x) and the jump of the normal derivative of
(SLhalf

Γ ψ)(t, x) can be computed with the normal derivative of (SLΓ ψ)(t, x).
Then we get the following proposition.

Proposition 1. Assume that Γ0 is C2 continuous surface, Γ is Lipschitz con-
tinuous surface and ψ is continuous function. Then (SLhalf

Γ ψ)(t, x) is continuous
for all x ∈ R

3:
[[γ(SLhalf

Γ ψ)]] = 0 on R × Γ.

The normal derivative of (SLhalf
Γ ψ)(t, x) on Γc is continuous, and the jumps of

the normal derivative of (SLhalf
Γ ψ)(t, x) on Γ0 and Γ r

0 are

[[∂ν(SLhalf
Γ ψ)]] = ψ on R × Γ0,

[[∂ν(SLhalf
Γ ψ)]] = −ψ on R × Γ r

0 ,

where the unit outward normal vector on Γ r
0 is considered as part of the unit

outward normal vector on the closed surface Γ0 ∪ Γ r
0 .

Proof. The continuity of (SLhalf
Γ ψ)(t, x) for all x ∈ R

3 can be inferred from (5)
and Lemma 1, then (SLhalf

Γ ψ)(t, x) is continuous on Γ .
For the normal derivative of the retarded single layer potential, consider the

upper space of Γ = Γ0 ∪ Γc as the exterior, then Lemma 1 implies

[[∂ν(SLΓ ψ)]] = ψ, [[∂ν(SLΓ rψ)]] = ψ on R × Γc.

Then the continuity of (SLhalf
Γ ψ)(t, x) on Γc can be got from (5).

Take the outward normal derivative on the closed surface Γ0 ∪ Γ r
0 as the

outward normal derivative on Γ0 and Γ r
0 . Lemma 1 implies

[[∂ν(SLΓ ψ)]] =ψ on R × Γ0,

[[∂ν(SLΓ rψ)]] =ψ on R × Γ r
0 .

Obviously, ∂ν(SLΓ ψ) and ∂ν(SLΓ rψ), respectively, are continuous on Γ r
0 and

Γ0. Then the jump of the normal derivative of (SLhalf
Γ ψ)(t, x) on Γ0 and Γ r

0 can
be inferred from (5).

4 The Retarded Potential Boundary Integral Equation
Method

Referring to the analysis of Sect. 2.4 in [11] by Sayas, we quote the following
uniqueness result.

Lemma 2 [11]. Assume that u ∈ L′
σ(R,H1

Δ(R3 \ Γ )) and Γ is Lipschitz con-
tinuous surface. If u satisfies

c−2ü − Δu = 0 in R × (R3\Γ )
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in the sense of the causal tempered L2(R3 \ Γ )-value generalized function, where
ü is the generalized second order time derivative of u. Moreover, assume that the
statements

[[γu]] = 0, [[∂νu]] = 0 on R × Γ

are true in the sense of H1/2(Γ )-value and H−1/2(Γ )-value, respectively. Then
u = 0.

We attempt to establish the boundary integral equation on the bases of
the uniqueness result in Lemma 2 and the property of the retarded single layer
potential. Consider the scattering problem

c−2∂ttu
s − Δus = 0 in R × (R3\Γ ), (6)

γ±us = −ui,r on R × Γ, (7)

us(0, ·) = ∂tu
s(0, ·) = 0 in R

3\Γ. (8)

Obviously, if us is the solution of the scattering problem (6)–(8), then us|
R×(R2\D)

is the solution of the scattering problem (1)–(3).

Proposition 2. The solution us of the scattering problem (6)–(8) can be repre-
sented as

us = SLhalf
Γ ψ in R × (R3\Γ ), (9)

where the causal density function ψ is determined by the jump of the normal
derivative of us on Γ :

ψ := [[∂νus]] on R × Γ.

Proof. It is easy to see that the retarded single layer potential us = SLhalf
Γ ψ

satisfies the wave Eq. (6). Proposition 1 implies that the retarded single layer
potential (SLhalf

Γ ψ)(t, x) is continuous on Γ . Thus us = SLhalf
Γ ψ satisfies the

continuity condition (7). Taking into consideration the causality of the density
function ψ, us = SLhalf

Γ ψ is also a causal function and satisfies (8).
Then us = SLhalf

Γ ψ is the solution of the scattering problem (6)–(8). The
uniqueness result in Lemma 2 implies the unique solvability of the scattering
problem (6)–(8). Thus the unique solution of the scattering problem (6)–(8) is
us = SLhalf

Γ ψ.
The relationship of the jumps of the normal derivatives of ψ and us can

be inferred from the jump of the retarded single layer potential described in
Proposition 1. This completes the proof.

Using the boundary condition (7), we can get the following RPBIE:

Shalf
Γ ψ = −ui,r on R × Γ. (10)

We have mentioned that if us is the solution of the scattering problem (6)–(8),
then us|

R×(R2\D) is the solution of the scattering problem (1)–(3). Then Lemma 2
and Proposition 2 imply that the unique solution of the scattering problem (1)–
(3) can be represented by (9). Moreover, the boundary condition (2) implies that
the density function ψ in (9) satisfies the boundary integral Eq. (10). Then the
RPBIE method to solve the scattering problem (1)–(3) is:
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(i) Get the value of the density function ψ on R×Γ by solving the RPBIE (10).
(ii) The solution us of (1)–(3) is given by the formula (9).

5 The Well-Posedness Analysis

Firstly, we recall some definition of the spaces and the integration transform. For
given Lipschitz domain Ω ∈ R

3, we use the definition of the L2-inner product
(u, v)Ω , the L2-norm ‖u‖Ω and the H1(Ω)-norm ‖u‖H1(Ω) (for details, see [11]).
For c > 0, define c := min{1, c} and the norm

|||u|||2c,Ω := ‖∇u‖2Ω + c2‖u‖2Ω .

Let Γ be the boundary of the Lipschitz domain Ω. For Γ and the open
surface Γ0 ⊂ Γ , we recall the L2(Γ )-inner product 〈ξ, η〉Γ . Moreover, we use the
definition of the trace spaces H1/2(Γ ) and H−1/2(Γ ) with the norms ‖ · ‖H1/2(Γ )

and ‖ · ‖H−1/2(Γ ), respectively (see [12] for details).
For a Hilbert space X, denote by D′(X) and S ′(X) the X-valued distribution

and the tempered distributions on the real line, respectively. For σ > 0, define
Cσ := {ω ∈ C : Im(ω) > σ} and C+ := {ω ∈ C : Im(ω) > 0}. The Fourier-
Laplace transform is defined as

L[f ](ω) :=
∫ ∞

−∞
eiωtf(t)dt, ω ∈ Cσ.

For σ ∈ R, define

L′
σ(R+,X) :=

{
f ∈ D′(X) : e−σtf ∈ S ′(X), f(t) = 0, ∀t < 0

}
.

For σ ∈ R and p ∈ R, define the space

Hp
σ(R+,X) :=

{
f ∈ L′

σ(R+,X) :
∫ ∞+iσ

−∞+iσ

|ω|2p‖L[f ](ω)‖2Xdω < ∞
}

,

with the norm (see [7] for details)

‖f‖Hp
σ(R+,X) :=

(∫ ∞+iσ

−∞+iσ

|ω|2p‖L[f ](ω)‖2Xdω

)1/2

.

As one of the focuses of this paper, we give the well-posedness analysis of the
Eq. (10). For simplification, we set the sound speed of the background medium
to be c = 1 in the rest of this paper. We claim that the assumption does not
affect the validity of our analysis, that is because simple transform implies the
validity of the analysis for c �= 1. Taking Fourier-Laplace transform of the Eq. (1)
with respect to t implies

ΔU(ω) + ω2U(ω) = 0 in Ω+.
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Define SLF,half
Γ (ω) := L[SLhalf

Γ ] and SF,half
Γ (ω) := L[Shalf

Γ ]. Then we have

SLF,half
Γ (ω)ψ =

∫
Γ

Φhalf
3,ω (·; y)ψ(y)dsy in R

3 \ Γ,

SF,half
Γ (ω)ψ =

∫
Γ

Φhalf
3,ω (·; y)ψ(y)dsy on Γ,

in which Φhalf
3,ω (x; y) is defined as

Φhalf
3,ω (x; y) :=

eiω|x−y|

4π|x − y| − eiω|x−yr|

4π|x − yr| .

Thus the scattering problem (1)–(3) is transformed into a corresponding Laplace
domain problem. The solution U(ω) of the Laplace domain problem has the
representation

U(ω) = SLF,half
Γ (ω)Λ(ω),

where Λ : C+ → H−1/2(Γ ) is the solution of the boundary integral equation

SF,half
Γ (ω)Λ(ω) = L[−ui,r].

To prove the well-posedness of the Eq. (10), we give the analysis of the Laplace
domain problem firstly and come back to time domain after that. As a base, we
quote the result of Proposition 2.5.2 of [11].

Lemma 3 [11]. Assume that Ω is Lipschitz continuous domain, CΩ > 0 is a
constant depends on Ω. Moreover, ω ∈ C+ and U(ω) ∈ H1

Δ(Ω) satisfy ΔU(ω)+
ω2U(ω) = 0 on Ω. Then

‖∂νU(ω)‖H−1/2(∂Ω) ≤ CΩ

( |ω|
σ

)1/2

|||U(ω)||||ω|,Ω .

We have the following consequence in Laplace domain for the scattering
problem with locally perturbed flat substrates.

Proposition 3. Assume that Γ is Lipschitz continuous surface. Then there
exists a constant CΓ > 0 depends on Γ such that for any given ω ∈ C+, the
operator SF,half

Γ (ω) : H−1/2(Γ ) → H1/2(Γ ) is reversible and the inverse opera-
tor SF,half

Γ (ω)−1 satisfies

‖SF,half
Γ (ω)−1‖H1/2(Γ )→H−1/2(Γ ) ≤ C−1

Γ

|ω|2
σσ

.

Proof. Set the density function Λ(ω) ∈ H−1/2(Γ ). The function U(ω) ∈ H1
Δ(R3\

Γ ) has the representation U(ω) = SLF,half
Γ (ω)Λ(ω). Then U(ω) is the unique

solution of the following problem:

ΔU(ω) + ω2U(ω) = 0 in R
3 \ Γ,

[[γU(ω)]] = 0 on Γ,

[[∂νU(ω)]] = Λ(ω) on Γ.
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Combining with the previous analysis, we can infer that Λ(ω) satisfies the inte-
gral equation

SF,half
Γ (ω)Λ(ω) = γ±U(ω).

Thus〈
Λ(ω), SF,half

Γ (ω)Λ(ω)
〉

Γ
=

〈
∂−

ν v, γ−U(ω)
〉

Γ
− 〈

∂+
ν v, γ+U(ω)

〉
Γ

=
(
ΔU(ω), U(ω)

)
R3\Γ

+
(
∇U(ω),∇U(ω)

)
R3\Γ

= −ω2
(
U(ω), U(ω)

)
R3\Γ

+
(
∇U(ω),∇U(ω)

)
R3\Γ

.

Define σ := Im(ω). Lemma 3 and Λ(ω) = [[∂νU(ω)]] imply

Im
(
eiArgω

〈
Λ(ω), SF,half

Γ (ω)Λ(ω)
〉

Γ

)

=Im
(

− ω

|ω|ω
2
(
U(ω), U(ω)

)
R3\Γ

+
ω

|ω|
(
∇U(ω),∇U(ω)

)
R3\Γ

)

=
σ

|ω| |||U(ω)|||2|ω|,R3\Γ ≥ σσ

|ω|2
(
C2

Ω−‖∂−
ν U(ω)‖2H−1/2(Γ ) + C2

Ω+
‖∂+

ν U(ω)‖2H−1/2(Γ )

)

≥CΓ
σσ

|ω|2 ‖Λ(ω)‖2H−1/2(Γ ).

where CΩ− and CΩ+ are, respectively, positive constant depends on Ω− and Ω+.
It can be seen from the sketch of the scattering problem, the two constants can
be unified by the constant CΓ > 0 depends on Γ in the inequality.

Then Lax-Milgram theorem implies that SF,half
Γ (ω) is reversible and we also

get the estimation of the inverse operator SF,half
Γ (ω)−1.

Then, coming back to time domain, we have the following result:

Theorem 1. Let σ > 0, p ∈ R and ui,r ∈ Hp
σ(R+,H1/2(Γ )). Then the boundary

integral Eq. (10) is unique solvable for ψ ∈ Hp−2
σ (R+,H−1/2(Γ )). Moreover,

there exists a constant Cσ,Γ depends only on σ and Γ such that

‖ψ‖Hp−2
σ (R+,H−1/2(Γ )) ≤ Cσ,Γ ‖ui,r‖Hp

σ(R+,H1/2(Γ )).

Proof. Combining the result of Proposition 3 with Lemma 2 of [10] and a Fourier
argument, the theorem is proved.

6 Conclusion

We have analysed the time domain acoustic scattering problem with locally per-
turbed flat substrates, a kind of unbounded scatterers in three dimensional space.
For this time domain scattering problem, retarded potential boundary integral
equation has been directly established on the boundary of the unbounded scat-
terer. The unique solvability and stability of the time domain boundary integral
equation have been proved.
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Abstract. We study the adversarial multi-armed bandit problem, in
which a player must iteratively make online decisions with linear loss
vectors and hopes to achieve a small total loss. We consider a natural
measure on the loss vectors, called deviation, which is the sum of the
distances between every two consecutive loss functions. We propose an
online algorithm and the experimental results show that the proposed
algorithm can achieve a small total loss when the loss functions have a
small deviation.

Keywords: Adversarial multi-armed bandit problem · Online
algorithm · Deviation

1 Introduction

We study the adversarial multi-armed bandit problem with N possible actions.
In each round, an online algorithm A has to choose, possibly in a probabilistic
way, an action It to play, and then receives a corresponding loss �tIt according
to some loss vector �t = (�t1, · · · , �tN ) ∈ R

N . The algorithm A would like to
minimize its total loss, or equivalently, to minimize its regret, defined as the
difference between the total loss it costs and that of the best fixed action in
hindsight. Online algorithms which can achieve a regret bound of O(

√
NT ) for

T rounds have been proposed [1,2].
Many applications in daily life can be modeled as an adversarial multi-armed

bandit problem, for example, the commuting problem. Assume that there are
N possible routes from the home of the player to his office. Each morning, the
player has to choose one of N routes to work, and then spends the corresponding
commuting time. Observe that for each route, the commuting time between
different days may be very similar, which implies that in this situation, the
difference between these loss functions may be small.

To model this kind of loss functions, we consider the notion, called L∞-
deviation [7]. For a sequence of loss functions �1, · · · , �T , their L∞-deviation

c© Springer International Publishing AG 2018
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is defined as
∑T

t=2 ‖�t−1 − �t‖2∞ where ‖ · ‖∞ denotes the �∞-norm. Deviation
can model a dynamic environment that usually changes gradually, including
examples such as commuting, weather conditions and stock markets. In this
paper, we would like to consider the adversarial bandit problem with the natural
restriction that the loss functions have their L∞-deviation bounded by some
parameter D∞, and propose an online algorithm which can achieve a small total
loss for this problem.

1.1 Related Works

An elementary problem in machine learning is the multi-armed bandit problem
[12], which is a special case of the adversarial multi-armed bandit problem where
the loss value of each action is sampled independently from a fixed and unknown
distribution. It is known that using the upper confidence bound (UCB) algo-
rithm, a regret of O (N ln T/Δ), where Δ is the minimal gap between the loss
mean of the best arm and that of the other alternatives, can be achieved [3]. In
fact, the multi-armed bandit problem has become a rich topic, and a series of
works studies the variants of multi-armed bandit problems including [2,6,9,11]
due to the fruitful results in modern applications (see [5] for a nice survey).

For the adversarial multi-armed bandit problem, when the loss functions
have the quadratic variation Q =

∑T
t=1 ‖�t − μ‖22, where μ = 1

T

∑T
t=1 �t is the

mean of the loss functions, Hazan and Kale [8] achieved a regret of Õ
(
N2

√
Q

)
1.

Another related measure of loss functions is called L∞-variation [10], defined by
∑T

t=1 ‖�t−μ‖2∞, and a regret of Õ
(√

NV∞ log N
)

can be achieved when the loss
functions have L∞-variation bounded by some V∞.

2 The Adversarial Bandit Problem

For a positive integer n, we use [n] to denote the set {1, 2, · · · , n}. For a vector
x ∈ R

n and an index i ∈ [n], xi is the i’th component of x. For x ∈ R
n, let ‖x‖∞

denote the �∞-norm of x. Let {e1, · · · , en} be the set of standard basis for R
n.

In this paper, we study the adversarial bandit problem, in which an online
algorithm A has to play iteratively for T rounds in the following way. Assume
that there are N possible actions. In each round t ∈ [T ], the algorithm A must
choose, possibly in a probabilistic way, an action It ∈ [N ] to play. Simultaneously,
the adversary selects a loss vector �t = (�t1, · · · , �tN ) without any information
about the choice of the algorithm A. For convenience, we assume that �ti ∈ [0, 1]
for any t ∈ [T ] and i ∈ [N ], and the generalization of �ti ∈ [a, b] for any a < b is
straightforward. After that, the loss value of the played action �tIt is revealed to
the algorithm A. The online algorithm A would like to minimize its total loss
over T rounds, which is

∑T
t=1 �tIt .

We consider a variant of the adversarial bandit problem, with a constraint on
loss vectors. For a sequence of loss functions �1, . . . , �T ∈ R

N , we define their L∞-
deviation by

∑T−1
t=1 ‖�t − �t+1‖2∞. We then study the adversarial bandit problem

1 We use the notation Õ (·) to hide the dependence on poly(log T ) factor.
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with the restriction that the loss functions have their L∞-deviation bounded by
some parameter D∞.

3 The Main Algorithm

In this section, we introduce the algorithm for the adversarial bandit problem
with a restriction that the �2∞-deviation of the loss vectors is small. When there
is no additional restriction on the loss functions, one can achieve a small cumu-
lated loss using the well-known EXP3 [4] algorithm. Our algorithm, described
in Algorithm 1 below, is modified from the EXP3 [4] algorithm, with some
modifications.

Algorithm 1. Main Algorithm

1: Let u be the uniform distribution over [N ], with each ui = 1/N .
2: Let π : [N ] → [N ] be a random permutation.
3: for t = 1 to N do
4: Choose It = (π(t) mod N) + 1
5: Compute the estimator �̄t =

(
�t
It − �̄t−1

It

)
eIt + �̄t−1.

6: Let p̂t+1 = q̂t+1 = u.
7: end for
8: for t = N + 1 to T do
9: Sample an action It ∈ [N ] according to the distribution p̂t.

10: After receive the feedback �t
It , compute the estimators

�̃t =
�t
It

p̂t
It

eIt , and �̄t =
(
�t
It − �̄t−1

It

)
eIt + �̄t−1.

11: for i = 1 to N do
12: Update qt+1

i = qt
ie

−ηf̃t
i /Zt+1, where Zt+1 =

∑
j qt

je
−ηf̃t

j .

13: Update q̂t+1
i = qt+1

i e−ηf̄t
i /Ẑt+1, where Ẑt+1 =

∑
j qt+1

j e−ηf̄t
j .

14: Compute p̂t+1
i = (1 − γ) q̂t+1

i + γui.
15: end for
16: end for

Note that if one can receive the entire loss function �t instead of only the
loss value �tIt of chosen action in each round, this problem is the prediction
with expert advice problem in [7]. Chiang et al. observed that in round t, if one
can select the action It according to the distribution probability modified by
�t, then the total loss will be small. However, �t is not available before we take
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the action It. Fortunately, when the loss functions have a small L∞-deviation, it
would be a good idea to use �t−1 to estimate �t and choose an action according
to the probability modified by �t−1 instead of �t.

However, in the adversarial bandit problem, we only obtain the loss value
�tIt of the played action. Now, how to construct a good estimator of the loss
function �t to update the modified probability? When the L∞-deviation of the
loss functions is small, every entry of �t−1 may be close to �t. Therefore, we use
�̄t−1 to approximate �t at Step 10. Note that �̄t computed there are obtained from
�̄t−1 by replacing only its It’th entry with �tIt . The parameter η is the learning
rate and γ is the probability of “exploration”, which will be chosen later.

4 Experiments

4.1 Setting

Recall that our algorithm would like to minimize the total loss when the loss
functions have a small L∞-deviation. Therefore, our first experiment considers
the loss functions with L∞ deviation D∞ <

√
T . Set T = 10000 and N = 10.

We then randomly divide T rounds into 4 intervals. Within each interval i, we
pick a loss function Fi ∈ [0, 1]10 at random in the first round, and generate each
entry of loss functions in the other rounds by adding a random value sampled
independently from a Gaussian distribution N (0, 0.02) to the corresponding
entry of Fi. The generated functions in [a, b]10 for some a < b were normalized
to [0, 1]10. The L∞-deviation of the loss functions in the first experiment is less
than D∞ = 29, as shown in Table 1, which is much smaller than

√
T = 100.

One related measure of loss functions �1, . . . , �T ∈ R
N , called L∞-variation

[10], is defined by
∑T

t=1 ‖�t − μ‖2∞, where μ = 1
T

∑T
t=1 �t is the average of the

loss functions. Our second experiment consider the case that the loss functions
have a small L∞-variation. We sampled the loss functions independently from a
multivariate Gaussian distribution on R

10. The mean vector for the Gaussian is
a random vector in [0, 1]10, and the covariance matrix is sampled as random but
constrained to rank 2. Again, the generated functions were normalized to [0, 1]10.
The bounds of the L∞-deviation and the L∞-variation of the loss functions in
the second experiment are D∞ = 233 and V∞ = 109, both of which are much
smaller than T = 10000.

Table 1. The L∞-deviation and the L∞-variation of the loss functions.

Experiment 1 Experiment 2

L∞-deviation (D∞) 29 233

L∞-variation (V∞) 991 109
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4.2 Experiment Results

In Algorithm 1, we need to select two parameters η and γ. Inspired by [7,10],
we first fixed the learning rate η = 1/

√
D∞ in the first experiment, and then

run Algorithm1 with γ = 0.5, 1/
√

D∞ ≈ 0.186, 0.1, 0.05 and 1/
√

T = 0.01.
In Fig. 1(a), we plot the total loss for the corresponding parameters as a function
of the round number. Note that the Algorithm1 uses internal randomization for
choosing an action. Hence, the curve is actually the average of total loss over 100
runs for the same loss functions. Clear, when γ = 0.01, the total loss achieves
the best performance. Therefore, we then fixed the parameter γ = 1/

√
T = 0.01,

and run Algorithm 1 with η = 0.5, 1/
√

D∞ ≈ 0.186, 0.1, 0.05 and 1/
√

T = 0.01.
The total losses for the corresponding parameters are shown in Fig. 1(b). Note
that when η = 1/

√
D∞, we achieve the best performance.
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Fig. 1. The total loss of the Algorithm 1 for different choices of the parameters
γ(gamma) and η(eta) in the first experiment.

To confirm the selection of two parameters η and γ, we then proceed to
the second experiment in which D∞ ≈ 2

√
T . As shown in Fig. 2(a), when fixed

η = 1/
√

D∞, the curves are almost the same as γ ≤ 0.1. Therefore, we remain to
set γ = 1/

√
T = 0.01, and examine the total loss for different choices of η.

Figure 2(b) shows that the curves are almost identical except η = 0.5.
Finally, we compare the performance of the following algorithms: the pro-

posed Algorithm 1 with η = 1/
√

D∞ and γ = 1/
√

T , the EXP3 algorithm [4],
and the algorithm in [10] which can achieve a small total loss when the loss
functions have a small L∞-variation. Figure 3 shows that in both of the two
experiments, the Algorithm 1 can have the smallest total loss. Moreover, in the
first experiment (D∞ is much small than V∞), the total loss of the Algorithm 1
is obviously smaller than those of the other two algorithms as shown in Fig. 3(a).



310 C.-J. Lee et al.

0 2000 4000 6000 8000 10000
0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

Round

T
ot

al
 L

os
s

 

 

gamma=0.5
gamma=0.1
gamma=0.066
gamma=0.05
gamma=0.01

(a) η = 1√
D∞

≈ 0.066

0 2000 4000 6000 8000 10000
0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

Round

T
ot

al
 L

os
s

 

 

eta=0.5
eta=0.1
eta=0.066
eta=0.05
eta=0.01

(b) γ = 1√
T

= 0.01

Fig. 2. The total loss of the Algorithm 1 for different choices of the parameters
γ(gamma) and η(eta) in the second experiment.
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(b) The second experiemnt

Fig. 3. The left figure compares the total losses of Algorithm 1, EXP3 [4] algorithm,
and the algorithm in [10] in the first experiment, while the right figure shows the total
losses in the second experiment.

5 Conclusions

We propose an online algorithm for the adversarial bandit problem with the
restriction that the loss functions have their L∞-deviation bounded by some
parameter D∞. To evaluate the proposed algorithms, we consider two classes of
loss functions, and the experimental results show that the proposed algorithm
can achieve a small total loss. In the future, we would like to obtain some theo-
retical results to figure out the performance of our algorithm, and consider other
variants of the adversarial bandit problem.
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Abstract. Black and white films were the main form of human culture records
before. Colorization of those films is creative. At present, Colorization of black
and white films is still handmade which is expensive and time consuming. In this
paper, a framework based on CNN and particle filter tracking algorithm is
proposed, which can color black and white video and try to solve the problem of
dynamic frame based on context correlation. At the same time, the objective
function of CNN structure and particle filter tracking are optimized. The result of
colorization on videos is satisfactory.

Keywords: Colorization · Black and white films · CNN structure · Particle filter
tracking · Optimized

1 Introduction

From 1826 Nicvephore’s daylighting process, the human enters the photographic era,
and entered the black and white film era in 1930s, color film era in 1970s. Looking back
the history of the film, the famous films are numerous, but until the 1970s, the color film
became the mainstream of history, of course, today there are still many directors use
black and white film as a means of artistic expression. In 50 years, black and white
movies such as West Without War, Roman Holiday, Kill A Robin capture 30% IMDB-
TOP100 and still influence the contemporary.

Of course, the first contact with black and white movies will have a little exclusion,
because they do not have beautiful gorgeous colors, which is also their directors’ regret.

To this end, the Hollywood company had tried to color the film “Citizen Kane” by
manually, but in fact because of the cost finally they ended in failure when they colored
172,800 frames.

© Springer International Publishing AG 2018
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With the development of computer technology, Wilson Markle1 invented the
coloring technique, which was used for the Apollo 11 photo process, and had a shocking
influence. Although he created more than 3,000 software-based color samples, but the
cost of coloration was still as high as $ 3,000 per frame.

Of course, with the development of neural networks, based on artificial intelligence
color filling technique, Developers have achieved results on the photo coloring with a
wide range of attempts. These fast coloring techniques through a variety of network
methods speed up the efficiency of coloring. The results of coloring pictures directly are
presented in Fig. 1, which compose the first part of our work and it seems pretty good.
The first row are the gray frames, the second row are the original frames, the third row
are the coloring frames by our algorithm.

Fig. 1. The first line is the gray frame, the second line is the original frame, the third line is the
coloring frame by our algorithm which seems good.

Currently most of machine learning coloring means more biased in a creativity area
which makes the elements look more comfortable and the whole picture looks more
beautiful. Our goal is more difficult than this because we are dealing with higher dimen‐
sion with time information and try to color the video. Although video can be used as a
series of video frames or called image composition process, but the video and the image
is essentially different from the semantic point of view. From the perspective of hand‐
work coloring, a group of images can be colored one by one because they express
different content and information. Even to improve efficiency, they can be assigned to
different operators with different colors sets. On the contrary, because of the relevance
in the video context, the coloring process of the next video frame always takes into
account the contents of the last frame, which probably includes skin color, clothes, props,
sky features (and so on) of the characters already appeared.

1 Wilson Markle (born September 2, 1938) is a Canadian engineer who invented the film color‐
ization process in 1970. His first company, Image Transform, colored pictures from the Apollo
space program to make a full-color television presentation for NASA.
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2 Algorithm and Structure

The video is composed of a series of video frames, and video coloring is the process of
coloring each video frame. However, the adjacent video frames in a video have a strong
correlation, including the correlation of the elemental color composition and the motion
of the object in the video frame, which is quite different. The relevance of the image in
the video should be fully used to make the results of the video coloring more realistic.

2.1 Framework

Figure 2 shows the basic process mentioned above, which is used to complete the video
coloring. First build a learning network, and use the network and the image set
ImageNet(30K) to learn the image features. And then the video is divided to distinguish
the different sub-lens. This will be used for sequential coloring process. For a sub-lens,
we will extract its first frame as a coloring starting point, and use the learning results of
Convolutional Neural Network (CNN) for coloring. For the following frames, the
tracking algorithm will be applied to color them based on the coloring result of the first
frame. Through this process, we will complete video coloring.

Fig. 2. Video coloring process framework

2.2 Color Space

Before describing the other parts, we need to identify the color space set, which will
facilitate our description of the algorithm followed. Here we use the CIE Lab color space,
where component L is used to represent the brightness of the pixel, of which value range
is [0,100], from absolute black to absolute white; component a in range [−128, 127]
represents the transformation from green to red component b in range [−128, 127]
represents the transformation from blue to yellow [1, 2].

This color space can distinguish grayscale images effectively by L vector. If RGB
or CMYK color set were used, the expression of single channel luminosity will be more
complex. But in Lab space, if we have to describe the black and white video frame, we
only need to pay attention to the gray scale L.
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2.3 The Construction of Convolutional Neural Network

We use 8 convolutional layers in our convolutional neural network (we refer to the
structure of others [3, 12]). After the specific experiment, we found it still works well
without pooling layer. In addition, all the changes are carried out in the convolutional
layer. We use Caffe framework to build the convolutional layers.

We have trained this CNN network, and taken the black and white video frame as
input, and then learned the features of black and white video frames, through the 6 layers
in the middle. And the learning results are related to the possibility of ab in the color
space by function (3), and then the results are specifically mapped into color video
frames.

2.4 Euclidean Distance and Objective Function

We will describe the expression of the video frames according to the color space of CIE
Lab in Sect. 3.2 (When we choose, we refer to some successful advice [11]). Let R be
the video frame element, G ∈ RL be the photometric vector, C ∈ Ra,b be the color vector,
and our goal is to learn the mapping relation Q between the photometric vector G and
the generated color vector Č, where Č means “generated”, that is, Č = Q(G), where Q
is the convolutional network. Through the convolution process, we can obtain the corre‐
sponding color vector by the photometric vector feature. Generally, objective function
is defined as the calculation of the relevant distance. Our aim is to minimize the distance
between the generated color vector Č and the corresponding color vector C. Here we
use the definition of Euclidean regression to describe the distance between the luminosity
Č in the prediction video frame and C, with T to represent the objective function.

T
(
Č, C

)
=
∑

X
∥ Č − C ∥ (1)

2.5 Information Entropy and Objective Function

The above objective function can be applied to the convex structure input image set.
The convex structure input image set refers to the average of the eigenvalues calculated
by the Euclidean distance when the images in the target set are abundant and as different
as possible. The average is similar to the optimal solution and the eigenvalue is the
optimal solution. However, for an indeterminate input image set, the overall distribution
may have multiple peaks for the concave function. The above-mentioned common
objective function seems not good [4, 5]. In order to further correct this, we use the cross
entropy to improve the objective function [6, 7]. Entropy is actually the expected value
of information and a deterministic measure of random variables. The greater the entropy,
the more uncertain the value of the variables while the smaller, the more certain. For a
random variable X, the expectation (E [I (x)]) of all its possible values of information
is called entropy. The entropy of X is defined as:
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H(X) = Eplog
1

p(x)
= −

∑
x𝜖X

logp(x) (2)

On the basis of this definition, we introduce the cross entropy, calculate the minimum
value of the fixed distribution C and the measured distribution Č by cross entropy, and
obtain the objective function T1:

T1
(
Č, C

)
= CEH

(
Č, C

)
= −

∑
x𝜖X

p
(
Cx

)
logp

(
Čx

)
(3)

where x ∈ X is the photometric vectors G corresponding to the color vector C. Of
course, in the specific calculation, we also need to take into account the height, width,
light length of the image corresponding to the photometric vector. The generation of Č
will be finished by using the objective function and the climbing algorithm. (Some works
are also using this method, but our model is simpler [8–10]). We use the ImageNet
dataset of 30,000 images as input data to train the network and try to color some black
and white images which has obtained some good results.

2.6 A Cuckoo Search Algorithm

In this Section, we design the algorithm to migrate the color from frame to frame migra‐
tion. Because of the huge number of frames, we need a fast and effective search algo‐
rithm. we design a cuckoo colorization search algorithm.

In nature, some animals are always in a random or quasi-random way to find food.
The feeding path of an animal belongs to a random walk of space, and its step is able to
keep to the power distribution. The next state and action of the animals are determined
by the current location of the animal and the probability of state transition which is called
“Levy flight” by scientists. CS (Cuckoo Search Optimization) is a meta-heuristic opti‐
mization algorithm proposed by Yang et al. in 2009. The algorithm includes the idea of
breeding strategies and introduces the random flight behavior that other populations
generally have, namely the Levi flight mechanism.

The mathematical model of the Levi flight algorithm is designed as follows:

Xt+1
i

= Xt

i
+ a ⊗ Levy(𝜆) (4)

where Xt+1
i

 represents the new nest position, Xt
i
 represents the position of the i-th nest

nested on the tth generation, and α is the step size factor, and usually a = 1. Levy(𝜆) is
a search vector that represents the Levy flight distribution:

Levy(𝜆) ∼ v = t−𝜆1 ≤ 𝜆 ≤ 3 (5)

Therefore, the introduction of the Levi flight mechanism, fully speed up the search
speed of the algorithm, but also to avoid the solution into the local optimal.
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2.7 Tracking Algorithm Based on Cuckoo Algorithm

The accuracy of the estimation of the video frame elements are closely related to the
number of particles. The more the number of randomly selected particles, the more
accurate the estimation of the posterior probability density distribution. However, the
excess numbers of particles may reduce the efficiency of algorithms. The incorporation
of the cuckoo search algorithm into the particle filter algorithm can reduce the
complexity of the algorithm.

The basic idea of the algorithm to achieve moving target tracking is to express a host
nest by each particle and perform the nested position of the flight mechanism, and finally
gather all the nest and select an optimal nest to complete the state output. So as to
optimize the tracking performance to achieve the tracking of moving targets. When the
particle filter arrives after the new measurement, the weight is updated by recursive.

We combine the algorithm with the video stream and track the video. We selected
50 frames of continuous video as the object, which includes the camera fixed mobile,
human fixed camera movement and other 10 video to shoot, the system can complete
the tracking. We follow the specific pixel according to the pixel, we track a series of
video, the series of video height H is 600, width W is 800, the selected pixel for the
square, the side length were 100, 80, 60, 40, 20, 10, the overall retention rate of 97.2%,
able to complete the tracking process which is showed in Fig. 3.

Fig. 3. The capture rate on 4 video sets which shows the rate is always higher than 90% and the
algorithm can run well.

2.8 Video Segmentation Method

Section 2.7 introduces the key areas of the framework of the tracking method which is
the video frame of the continuous tool. In fact, the experiment shows that coloring
method is difficult to work long hours. This is in addition to tracking errors, but also
because the performance elements within the video often occur non-differential changes,
usually by a face immediately into another face or a landscape, in order to prevent the
key point tracking method results. Together, we propose a simple but effective segmen‐
tation method.
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We use the histogram representation method to segment the video. The histogram
of the image is an effective tool for describing the basic composition of the image color.
It is also applicable to the gray scale scene. We define the asymptotic vector after the
gray scale is defined as R and set the asymptotic vector of the picture as Ř. We use R
and R to describe the gray frame information of the corresponding image P. We set the
threshold E and ideally Get the split formula:

Dis
(
R, Ř

)
=
∑

X
∥ R − Ř ∥ (6)

When Dis > E in the corresponding P and P̌ between the video segmentation. But
the experiment proved that this segmentation is not ideal, we found that segmentation
algorithm is difficult to distinguish some scenes, such as multi-person dialogue can not
identify the face of the switch, in a similar scene in the emergence and disappearance
of elements.

We further transform the algorithm, do not pre-division of the video, but choose the
appropriate time to interrupt the track and start to achieve the purpose of separation. Of
course, the choice of timing is still the gray-scale frame histogram threshold changes,
and still use the threshold comparison method. In contrast, we are using this for the
relevant tracking target and its external expansion of the R description, and compared
to the difference between the two, when the threshold is greater than E when the division,
the specific implementation process as shown below (Fig. 4):

Fig. 4. The step of video segmentation method

3 Experiment and Verify

We selected three colorful videos to verify the technique. We show differences between
original videos and gray videos to verify the effectiveness of our technique. We get
continuous 100 frames of videos and enter them into our algorithm. The following
Fig. 5 shows the results of our algorithm.
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Fig. 5. The result of coloring the video. The first line of frames is original, the second line is gray
frames, the third one shows tracking result, the last one is coloring video.

The main tracking elements are well performed, including a lot of features. But due
to the color shift to the key, many positions are clearly expressed on the first frame of
the picture, and the second pin is ambiguous on the picture. This is because the algorithm
will weaken the performance of pixels around the key.

Finally, we color the classical movie Roman.Holiday.1953 which is Black and
White. The Result is in Fig. 6 which proves our technique is effective.

Fig. 6. The first line is coloring movie with our technique, the second line is original movie.

4 Conclusion

From the results, CNN structure can complete the single-frame coloring process. Based
on the cuckoo algorithm, the particle filter tracking algorithm can map the color to the
relative feature. Intuitively, this work is gratifying. This paper presents a colorization
technique which can be more effective solution to black and white video color problem.
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Abstract. Due to the increasing amount of opinion data on the internet, opinion
mining has become a hot topic, in which extracting opinion targets is a key step.
The state-of-the-art approaches only use direct dependency relation patterns to
extract opinion targets and the indirect dependency relation patterns have not been
used. In this paper, the dependency relations between opinion target and opinion
word are defined, and direct and indirect dependency relation patterns are
designed. Then, a bootstrapping approach is used to extract and evaluate both
candidate patterns and opinion targets. The experimental results show that in
formal text, the approach improves the performance compared with the state-of-
the-art approaches for opinion target extraction.

Keywords: Bootstrapping · Opinion target · Dependency relation

1 Introduction

With the rapid development of Internet, people share their opinions. These opinion data
contain valuable information, which are helpful for users in many tasks, such as,
purchase decision, interest mining, personalized information service, information
prediction, etc. However, manually scanning through large amounts of user-generated
data, especially containing opinion, is time-consuming. In this case, opinion mining has
become a hot topic.

One of the important pre-tasks in opinion mining is opinion target extraction. Its
main task is to extract the entities and their attributes on which opinions have been
expressed. Opinion target extraction is one of the subtasks of some large-scale evalua‐
tions, such as TREC, NTCIR and the Chinese Opinion Analysis Evaluation.
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The state-of-the art approaches of extracting opinion target are based on the depend‐
ency relations [1] between known opinion words and opinion targets. Qiu [2] defined
direct and indirect dependency relations between words. However, Qiu [2] only utilized
direct dependency relations extract opinion targets. Zhang [3], Liu [4], Wang [5]
extended the work of Qiu [2] but still utilized direct dependency relations extract opinion
targets.

In formal texts, such as, news reports, official documents, articles, business letters,
sentences are longer and more complicated. There are many words and phrases between
the opinion word and the target that it modifies. The dependency relations can analyze
long-distance relations between opinion words and opinion target. So, in this paper we
define direct and indirect dependency relations and design the direct and indirect
dependency relation patterns to extract opinion target for the formal text.

The results of the experiment on the COAE2011 dataset show that the proposed
method can effectively utilize the dependency relations between opinion words and
opinion targets, and improve the performance of opinion target extraction based on the
state-of-the art method.

2 Related Work

Currently, the methods of opinion target extraction can be divided into unsupervised
machine learning [6–8], supervised machine learning [9, 10], semi-supervised machine
learning. Semi-supervised machine learning based bootstrapping approaches [11–14]
are very successful.

Zhang [11] utilized the graph model to link and measure the relationship between
the pairs of product features and opinion words. The shortcoming of this method is that
only the co-occurrence rate of the candidate opinion targets and opinion words is
considered, so the recall rate is low. Wei [12] used the synonyms and near-synonyms
of opinion targets as candidate opinion targets. But this method brought many low
frequency words, which influence the identifying performance. Song [13] utilized the
bootstrapping to extract the opinion target based on the word patterns and part-of-speech
(POS) patterns. However, this method only considered the word and POS information,
and didn’t use the syntactic information between opinion targets and opinion words. Qiu
[2] proposed to utilize the dependency relations between opinion targets and opinion
words to extract opinion targets based on double propagation strategy. Zhang [3]
extended the work of Qiu [2], he designed some heuristic patterns to indicate opinion
target candidates. Liu [4] proposed a partially-supervised alignment model based on the
dependency relation patterns defined in Qiu [2]. Wang [5] proposed a combination of
the pipeline framework and Qiu [2] method for opinion mining. But the direct depend‐
ency relations based on the Qiu [2] method is used in methods [3–5], and the indirect
dependency relations haven’t been used.
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3 A Bootstrapping Approach for Opinion Target Extraction
Based on Dependency Relations

3.1 The Definition of Dependency Relations Between Opinion Target
and Opinion Word

In this paper, we define direct and indirect dependency relations between opinion target
and opinion word as follows:

• Definition of direct dependency relations between opinion target and opinion word:
opinion target depends on opinion word without any additional words in their
dependency path.

Examples of direct dependency relations between opinion target and opinion word
are shown in Fig. 1(a) and (b). T is the tag used to refer to opinion target. O is used to
refer to opinion word. Figure 1(a) shows the opinion target is the parent node of opinion
word. Figure 1(b) shows the opinion target is the child node of opinion word.

• Definition of indirect dependency relations between opinion target and opinion word:
opinion target depends on opinion word through some additional words.

(a) (b) (c) 

(d) (e) (f)                                  (g)  

T OT O T OM

T OMT OM M OTT OM

Fig. 1. The dependency relations between opinion target and opinion word

Examples of indirect dependency relations between opinion target and opinion word
are shown in Fig. 1(c), (d), (e), (f) and (g). Figure 1(c) shows the opinion target and
opinion word have the same parent node. Figure 1(d) shows the opinion target and
opinion word have the same child node. Figure 1(e) shows the opinion target is the parent
node of intermediate word, and the intermediate word is the parent node of opinion word.
Figure 1(f) shows the opinion target is the child node of intermediate word, and the
intermediate word is the child node of opinion word. Figure 1(g) shows the opinion
target and opinion word generate dependency relations through a number of other words.

3.2 Dependency Relations Pattern Between Opinion Target and Opinion Word

According to the forms of dependency relations, this paper proposed a direct dependency
relation pattern and an indirect dependency relation pattern between opinion target and
opinion word.

The direct dependency relation pattern is defined in the following form (dp, target,
relate, opinion). The “dp” refers to the annotation of dependency relation between
opinion target and opinion word. The “target” refers to opinion target. The “relate”
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refers to the form of dependency relation between opinion target and opinion word. Here
we use “−1” and “+1” to denote the two forms of direct dependency relations. “−1” is
used to denote that opinion target is the parent node of opinion word, and “+1” is used
to denote that opinion target is the child node of opinion word. The “opinion” refers to
opinion word. The indirect dependency relation pattern is defined in the following form
(dp1, target, relate1, middle1) + … + (dpi−1, middlei−1, relatei−1, middlei) + (dpi, middlei,
relatei, opinion). The “dpi−1” refers to the annotation of dependency relation between
the i−1th and the ith intermediate word. The “middlei−1” refers to the ith intermediate
word. The “relatei−1” refers to the form of dependency relation between the i−1th and
the ith intermediate word. “−1” is used to denote that i−1th intermediate word is the
parent node of ith intermediate word, “+1” is used to denote that i−1th intermediate
word is the child node of ith intermediate word.

Take the sentence “����������	
����” (Fig. 2) as an example.
Opinion target “	
�” is the child node of opinion word “�”. The annotation of
dependency relation between the opinion target and opinion word is “SBV”. Using the
direct dependency relation pattern, it is denoted as (SBV, 	
�, +1, �).

Fig. 2. Example of dependency relations between the opinion target and the opinion word

3.3 Calculate the Score of Candidate Opinion Target

We construct an a two-dimensional matrix as follows:
W = (wij), i = {1, 2,… , u}, j = {1, 2,… , v}, where u refers to the number of known
dependency relation patterns; v refers to the number of candidate opinion targets.

When the j-th candidate opinion target was extracted through the known opinion
words and the known i-th dependency relation pattern, wij = wij + 1.

Equation (1) is used to calculate the score of candidate opinion target. When the
score greater than the threshold value, candidate word is extracted as the opinion target.

swj =

u∑

i=1
wij ∗

u∑

i=1

wij

v∑

j=1
wij

u

(1)
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3.4 Calculate the Score of Candidate Dependency Relation Pattern

We construct a two-dimensional matrix as follows:
P = (pij), i = {1, 2,… , m}, j = {1, 2,… , n}, where m refers to the number of
opinion targets and n refers to the number of candidate dependency relation patterns.

When the j-th candidate dependency relation pattern was constructed through the
known opinion word and the i-th opinion target, pij = pij + 1.

Equation (2) is used to calculate the score of candidate dependency relation pattern.
When the score greater than the threshold value, candidate dependency relation pattern
is extracted as the dependency relation pattern.

spj =

m∑

i=1
pij ∗

m∑

i=1

pij

n∑

j=1
pij

m

(2)

3.5 The Bootstrapping Algorithm

The bootstrapping algorithm for opinion target extraction as follows:

Step 1: if a known opinion word matches the current word with the known dependency
relation pattern, the current word was extracted as a candidate opinion target.

Step 2: calculate the score of the candidate opinion target using Eq. (1).
Step 3: if the score of candidate opinion target greater than a threshold value, the

candidate opinion target is added into the opinion target set.
Step4: if a dependency relation between the known opinion word and the known

opinion target exists, then the dependency relation pattern is constructed as
candidate pattern.

Step 5: calculate the score of candidate dependency relation pattern using Eq. (2).
Step 6: if the score of candidate dependency relation pattern greater than a threshold

value, the candidate dependency relation pattern is added into the dependency
relation pattern set.

Step 7: repeat step1–step6 until no new candidate opinion targets or dependency rela‐
tion patterns are generated

4 Corpus and Evaluation

The experimental data is consisted of 460 formal sentences, which come from
COAE2011 financial and securities field. Each sentence in the corpus is pre-processed
by word segmentation, POS tagging, dependency parsing, etc. Specifically, we employ
the Language Technology Platform (LTP)1 as the Chinese sentence parser. Then two
annotators are asked to hand-annotate opinion words. This paper use Kappa value to

1 http://www.ltp-cloud.com/intro/en/.
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compute the consistence of the annotation results. The Kappa value is greater than 0.8,
which shows a good agreement.

Precision, recall and F-score value are used as evaluation criteria.

precision =
true positives

true positives + flase positives

recall =
true positives

true positives + flase negatives

F - score = 2 ⋅

precision ⋅ recall
precision + recall

The evaluation method use strict evaluation [8]. Strict evaluation means that the
extracted opinion targets match the correct opinion targets exactly.

5 Experimental Results and Analysis

The dependency relations of Qiu [2] include ATT, SBV, COO, VOB and FOB. The initial
seed set of opinion targets in our method is {“��”, “	�”, “��”, “��”, “��”,
“
�”, “��”, “��”}. The initial seed set of dependency relation patterns in our
method is {(“SBV”, target, “+1”, opinion), (“ATT”, target, “−1”, middle), (“ATT”,
target, “+1”, middle) + (“VOB”, middle, “−1”, opinion), (“SBV”, target, “+1”,
middle) + (“COO”, middle, “−1”, opinion)}.

Table 1 shows the experiment results of the comparison of our method and Qiu [2].
The precision, recall and F-score of our method are better than Qiu [2] (The strict eval‐
uation is shown in Fig. 3). It is because that our method considers the indirect dependency
relations.

Table 1. Comparison results

Evaluation Strict evaluation (%)
Method Precision Recall F-score
Qiu [2] 36.87 27.00 31.18
Ours 45.72 37.83 41.40

For example, in the sentence “���������� !"#$” (Fig. 4). There
exist an indirect dependency relation between the opinion word “���” and the
candidate opinion target “#$”. The indirect dependency relation pattern is (“SBV”,
“#$”, “−1”, “�”) + (“SBV”, “�”, “−1”, “��”) + (“ADV”, “��”, “−1”, “�”).
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Fig. 4. Example of indirect dependency relations

In Qiu [2] method, it will not extract the opinion target “#$” if only use the direct
dependency relations. In our method, the use of indirect dependency relation pattern can
extract the opinion targets which have long-distance relationship with opinion words.
Taking into consideration the use of the indirect dependency relation pattern is likely to
be essential to the acquisition performance.

6 Conclusions and Future Works

In this paper a novel method is proposed to deal with the long-distance dependency
problem of the state-of-the-art methods for extracting opinion target from the formal
texts. We first define the direct and indirect dependency relations between opinion target
and opinion word, and then design the direct and indirect dependency relation patterns.
Finally, a bootstrapping approach is used to extract and evaluate both the opinion targets
and dependency relation patterns. Experimental results based on the COAE2011 finan‐
cial and securities field dataset show that the proposed method is more suitable for formal
texts.

Our feature work will focus on how to improve the accuracy of the opinion target
extraction.

Acknowledgements. Thanks to the Research Center for Social Computing and Information
Retrieval of Harbin Institute of Technology for providing the Language Technology Platform
(LTP). This work was funded by the Fujian Education Department (No. JAT160387) and also
funded by the National Natural Science Foundation of China (No. 61300156) and also funded by
the Research Program Foundation of Minjiang University (No. MYK17021).

Fig. 3. Strict evaluation of Qiu [2] and ours
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Abstract. Chaotic sequence after digitization is often affected by the limited
word length effect. The pseudo-random sequences produced by chaotic sequence
generators have short periodicity and less random characteristics. In order to solve
the influence of short periodicity, m sequence theory is introduced into chaotic
system, and a new scheme of chaotic sequence generator with m sequence pertur‐
bation is proposed. The hardware implementation of the new scheme effectively
improves the stochastic characteristics of chaotic sequence generator without
adding additional logic resources.

1 Introduction

With the advent of the information age, the analysis and processing of big data is the
basis of many scientific and technological fields. With the development of network
communication technology, the security of data transmission in the network has been
paid more and more attention. Encryption algorithm is a mainstream way to ensure the
safe transmission of information. However, as the basic module of cryptography,
pseudo-random sequence generator has been applied in many fields of cryptography,
especially in sequence cipher. Chaos is a new discipline [1–3] developed in recent
decades. Its inherent complexity and dynamics make it have many characteristics, such
as sensitivity to initial values, inherent randomness, ergodicity and determinacy. These
characteristics are consistent with Shannon’s “confusion” and “diffusion”, which
provides a theoretical basis for applying chaotic systems to pseudo-random sequence
generator. Compared with traditional pseudo-random sequence generator, chaotic
system is easier to implement by hardware, and has fewer logical resources, so it has a
great application prospect [4–9]. The two salient features of a pseudo-random sequence
generator are high speed and low resources consumption. Chaotic systems just meet
these two advantages of pseudo-random sequence generators, but chaotic systems also
have some disadvantages in themselves [10–12]. Because the chaotic system has limited
word length effect when it is digitized, a short periodicity is generated when the chaotic
system is implemented in hardware [13–15]. From the chaotic theory, the chaotic system

This work is partially supported by Natural Science Foundation of China (No. 61471158).
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after digitization reduced the random characteristics of the output pseudo-random
sequence. In order to overcome this shortcoming, some scholars have proposed a method
of adding the perturbation in chaotic systems [16, 17]. The most common perturbation
source is the m sequence. To a certain degree, the method improves the short cycle
phenomenon caused by digital chaos. Although the effect of short cycle is solved, the
additional m sequence generator also need many resources consumption and the inherent
advantage of less occupied resource of the chaotic system is eliminated. To solve this
problem, a new m sequence perturbation scheme is proposed in this paper. The new
scheme does not increase the additional resources consumption of the m sequence
generator, and optimizes the short period of chaotic pseudo-random sequence generator
at the same time. The new scheme still retains the inherent advantages of chaotic pseudo-
random sequence generator, and consumes less resources.

2 Chaotic System

There are many kinds of chaotic system, which can be divided into low-dimension
chaotic system and high-dimension chaotic system according to the dimension of chaotic
system equations. Although high-dimensional chaotic systems have more chaotic char‐
acteristics, they consume more resources. Compared with the high-dimensional chaotic
systems, the low-dimensional chaotic system occupies less resources and has a wider
application area. Therefore, we choose the Logistic map in one-dimensional chaotic
system. The hardware of Logistic chaotic system is easy to implement and has good
chaotic characteristics. Therefore, Logistic map is widely used in chaotic pseudo-
random sequence generator.

Logistic map is a one-dimensional discrete chaotic system, which describes the
insect model. The expressions for the Logistic map are very simple and easy to imple‐
ment. The expressions for the Logistic map are as follows:

xn+1 = 𝜇xn(xn + 1) (1)

𝜇 is the parameter variable of Logistic map, and its range is [0, 4]. xn is the current
iteration input value of the Logistic map, and its range is [0, 1]. xn+1 is the current iteration
output value of the Logistic map, and its range is [0, 1].

2.1 Parameter Selection for Logistic Map

The parameters in the chaotic system have a great influence on the chaotic orbit. A
chaotic system does not exhibit good chaotic characteristics in all parameter spaces.
Therefore, it is very important to select the parameters of chaotic system. The influence
of chaotic system parameters on the chaotic orbits can be reflected in the bifurcation
diagrams of chaotic systems. The bifurcation diagram describes the relation between
the current output of the chaotic system and the parameter variables of the chaotic
system. The whole bifurcation diagram of the Logistic map is shown in Fig. 1, and the
partial bifurcation diagram of the Logistic map is shown in Fig. 2.
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Fig. 1. The bifurcation diagram of the Logistic map, 𝜇 ∈ [0, 4]

Fig. 2. The bifurcation diagram of the Logistic map, 𝜇 ∈ [3.5, 4]

As you can see from Fig. 1, the Logistic map has a very distinct non-chaotic region.
As shown in Fig. 2, the Logistic map parameter variable 𝜇 is in the range of [3.5, 4], and
the chaotic region is closely related to the non-chaotic region. Some scholars use the
parameter 𝜇 as the initial key to increase the key space of the Logistic chaotic pseudo-
random sequence generator. However, from the Figs. 1 and 2, we can see that the value
space of the parameters 𝜇 in Logistic map are very small. it reduces the Logistic chaotic
pseudo-random sequence generator safety. Therefore, in order to ensure that the Logistic
chaotic system must be in the chaotic region and has the full ergodic property in the
chaotic orbits, the 𝜇 is chosen as 4. The effect of parameters on the Logistic map chaotic
orbits are shown in Table 1. The schematic diagram of the Logistic map is shown in
Fig. 3.
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Table 1. The effect of parameters 𝜇 on the Logistic map chaotic orbits

The value of 𝜇 Orbits
𝜇 ∈ (0, 1] Fixed point
𝜇 ∈ (1, 3] Fixed point
𝜇 ∈ (3, 3.571448] Period doubling bifurcation
𝜇 ∈ (3.571448, 3.82842] Intermittency chaos
𝜇 ∈ (3.82842, 3.85] Period trebling bifurcation
𝜇 ∈ (3.825, 3.9] Explosive bifurcation
𝜇 ∈ (3.9, 4] Chaos

4×

×nx

(1 )nx− +1nx

Fig. 3. The schematic diagram of the Logistic map

2.2 The Digitization of Logistic Map

All the above discussions are the characteristics of Logistic map in real domain. Because
of the hardware implementation, data storage is limited in word length. Therefore, when
the Logistic chaotic map is applied to the actual digital circuit, it needs to be digitized.
When 𝜇 = 4, Logistic chaos has obvious orbital ergodicity. 4 is a multiple of 2, which
facilitates the realization of Logistic map digitization. The conversion formula between
decimal and binary as follow:

xn+1 =

l∑
k=1

(yk ⋅ 2−k) (2)

The value of yk is {0, 1}. The formula (3) is expressed in binary decimal numbers as
follow:

xn+1 = 0. y1y2y3y4 ⋯ yl−1yl (3)

The formula (3) is represented by a fixed point as follows:

xn+1 ⋅ 2l = y1y2y3y4 ⋯ yl−1yl (4)

From yi (i = 1, 2, 3, 4,… l), any number of bits can be used as the outputs of the
Logistic chaotic pseudo-random sequence generator.
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3 Logistic Map Based on m Sequence Perturbation

3.1 m Sequence

Linear feedback shift register is a very common pseudo-random sequence generator.
The schematic diagram of the linear feedback shift register is shown in Fig. 4.

+

2n ia − + 3n ia − +1n ia − + ia4n ia − +

1c 2c 3c 4c 1nc − nc

Fig. 4. Linear feedback shift register

The value of ai, ai+1,…… and ci (i = 1, 2, 3… n) is {0, 1}. Addition in the finite field
is xor operation. If the initial value of the linear feedback shift register is a0, a1,… an - 1,
then the an can be obtained as follow:

an = (c1an−1 + c2an−2 + ⋅ ⋅ ⋅ + cna0) (5)

The linear recurrence relation of the linear feedback shift register is as follow:

ak =

n∑
i=1

ciak−i, k ≥ n (6)

The cycle length linear feedback shift register output sequence depends on the value
of ci. when the value of ci is a primitive polynomial over finite field, linear feedback
register output sequence has a maximum period, and is named m sequence. The m
sequence is a pseudo-random sequence with the largest periodicity in the output
sequence of the linear feedback shift register. The m sequence has very good stochastic
properties, and it satisfies the three theories of Golomb randomness assumptions.

3.2 Logistic Map Based on m Sequence Perturbation

Adding perturbation is a common method to enhance chaotic characteristics of chaotic
systems after digitization. There are many ways to increase the disturbance, and there
are many alternatives for the source of disturbance. The m sequence is the most widely
used for saving the required resources consumption of pseudo-random sequence gener‐
ators. The chaotic pseudo-random sequence generator based on m sequence perturbation
is shown in Fig. 5.
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Fig. 5. The Logistic map pseudo-random sequence generator based on m sequence perturbation

As shown in Fig. 5, an+i as the output the m sequence generator, is the input of the
Logistic map. The scheme adds a m sequence generator based on the Logistic chaotic
pseudo-random sequence generator. Although the initial value of the m sequence can
provide additional key space, the m sequence itself is very vulnerable. Berlekamp-
Massey algorithm can easily find the initial value of m sequence. So, the scheme does
not actually increase the key space of sequence generator. Since the scheme does not
actually increase the key space of the pseudo-random sequence generator, and adds the
additional resources of the m sequence generator. So, a new chaotic sequence generator
based on m sequence perturbation is proposed in this paper. The principle block diagram
of a new Logistic map sequence generator based on m sequence perturbation is shown
in Fig. 6.

4×

×nx

(1 )nx−

+1nx

New Logistic map

m
Sequence
Generator

Fig. 6. New Logistic map sequence generator based on m sequence perturbation

By fixed-point methods, xn+1 can be represented by y1y2y3y4 ⋯ yl−1yl. Then make
y1y2y3y4 ⋯ yl−1yl equal to al−1al−2al−3al−4 ⋯ a1a0, and get al by the m sequence generator.
Finally, assign alal−1al−2al−3 ⋯ a2a1 to y1y2y3y4 ⋯ yl−1yl.

y1y2y3y4 ⋯ yl−1yl = (c1y1 + c2y2 +⋯ + clyl) y1y2y3 ⋯ yl−1yl−1 (7)

Using the m sequence generator as part of the Logistic map iteration reduces the
attack which can be generated by the m sequence generator alone. While reducing the
resource consumption of the m sequence generator, the m sequence generator and the
logistic map pseudo-random sequence generator are fused closely. This new scheme of
logistic map pseudo-random sequence generator has higher security and more compact
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hardware implementation. The hardware implementation of new logistic map pseudo-
random sequence generator based on m sequence perturbation in FPGA is shown in
Fig. 7, and the output waveform simulation is shown in Fig. 8.

Fig. 7. The hardware implementation of new logistic map pseudo-random sequence generator

Fig. 8. The simulation of output waveform

4 Conclusion

With the development of information security, reducing the hardware consumption of
pseudo-random sequence generator is a very important factor in the design of pseudo-
random sequence generator. The new m sequence perturbation scheme in this paper
eliminates the additional hardware resources consumption caused by the m sequence
generator itself, and fuse the m sequence generator with the Logistic map perfectly.
Pseudo-random sequence generator is the most widely used basic security module in
the field of information security. A pseudo-random sequence generator with smaller
resources consumption can integrate into many fields of information security, and break
the limitations of the previous pseudo-random sequence generator which requires more
hardware resources. So, the new pseudo-random sequence generator has a very large
application prospect.
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Abstract. Binary sequence of chaos has been widely applied in research
and studies on secret communication. Binary chaotic pseudo-random
sequence is obtained through assessing and quantifying chaotic sequence
and the complexity of binary sequence is got hardly. In this paper, the
chaotic sequence linear complexity is discussed, and a new criterion is
proposed on binary sequence, based on the approximate entropy. Sim-
ulations indicate that the method is effective, and the corresponding
theories are proved right.

Keywords: Complexity · Binary sequence · Approximate entropy

1 Introduction

Chaos is classic and complex phenomenon in the nonlinear dynamics system. In
recent decades, it has been widely applied in research and studies on secret com-
munication [1–3]. Because chaotic sequence has broadband and high sensibility
to original state, it can take the place of traditional pseudorandom sequence,
and be applied in military and commercial spread spectrum communication sys-
tem, which pose high requirements on secrecy. Different areas involve research
on complexity. The complexity of finite-length sequence refers to level of sim-
ilarity with random sequence. It is the measurement of difficulty in recovering
the entity with partial sequence. Therefore, it is an important indicator of anti-
interference and anti-interception ability of spread spectrum sequence in secret
communication system. Hence, in-depth research and studies on complexity of
chaos contain great importance. The potential value of chaos in spread spectrum
communication has attracted widespread attention [4–6].

Currently, as for spread spectrum sequence design, the Berlekamp-Massey
algorithm is adopted to assess the sequence complexity. However, research shows
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that this algorithm can’t effectively assess the complexity of binary sequences
quantified by chaotic random sequence. As a consequence, a type of complexity
criterion is required. Based on the research concerning chaotic sequence complex-
ity, the paper also utilizes the information quantity induced by chaotic motion
to measure the complexity of chaotic pseudo-random sequence. Approximate
entropy (ApEn) is used as the standard to measure complexity. Theoretical and
experimental results indicate that this method can used observed data to assess
the complexity of binary sequence [7,8].

2 ApEn Method for Complexity Analysis

Literature [9] discusses an effective ApEn method to calculate and measure
ApEn. Theories and experiments demonstrate: ApEn method assesses the pos-
sibility in signal generation by measuring sequence complexity. In theory, the
main feature of approximate entropy is the positive proportional relationship
between time sequence complexity and approximate entropy. In order to differ-
entiate complexity levels of chaotic pseudo-random sequences, inherent features
of chaotic system should involved in the process. Neighboring tracks of chaotic
system refer to the number of tracks separated at the exponential speed within
a period of time. If the number M is large, the complexity also increases. For
chaotic motion, M indicates exponential increase over the course of time, i.e.

M ∝ eKt (1)

The constant K is metric entropy, which reveals the generation of chaotic motion.
For regular motions, k = 0. For random motions, K = +∞. For chaotic motion
0 < K < +∞, when K increases, randomness raises, complexity enhances, and it
is less likely to be recovered. K-S entropyis an effective method of measurement.
But this method requires large observed sample sequences with large calculation
amount. The method of ApEn measurement solves the problem. Specific steps
are stated in the following:

(1) For sequence sample space {x(1), x(2), x(3), . . . , x(N)} with the length of N ,
sequence {xi} forms the m dimension vector, i.e.:

X(i) = [x(i), x(i + 1), . . . , x(i + m − 1)] (2)

i = 1, 2, . . . , N − m + 1.
(2) d[X(i),X(j)] is defined as the maximum difference value in the correspond-

ing elements between X(i) and X(j), i.e.:

d[X(i),X(j)] = max
k=1,2,...,m

|x(i + k − 1) − x(j + k − 1)| (3)

For each i value that calculates X(i) and remaining vector X(j), the distance
d[X(i),X(j)] of (j = 1, 2, . . . , N − m + 1).
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(3) According to the given threshold value r(r > 0), the ratio of d[X(i),X(j)]
≤ r for each i value to the total number of vectors N − m + 1 is recorded as
Cm

i (r)

Cm
i (r) =

1
N − m + 1

num{d[X(i),X(j)] ≤ r} i = 1, 2, . . . , N − m + 1 (4)

(4) Obtain the logarithm of Cm
i (r), and then calculate the meaning value of all

i, which is recorded as Φm(r), i.e.:

Φm(r) =
1

N − m + 1

N−m+1∑

i=1

log Cm
i (r) (5)

(5) The dimension is added by 1, which becomes m+1. Steps (1)–(4) are repeated
to obtain Φm+1(r) and Cm+1

i (r)

Cm+1
i =

1
N − m

num{d[X(i),X(j) ≤ r]} i = 1, 2, . . . , N − m (6)

Φm+1(r) =
1

N − m

N−m∑

i=1

log Cm+1
i (r) (7)

(6) Approximate entropy of the sequence is:

ApEn(m, r,N) = Φm(r) − Φm+1(r) m ≥ 2 (8)

Maximum value of vector dimension m is determined by the length N of observed
space. When m becomes greater, ApEn approaches the metric entropy. The
distance parameter r determines resolution ratio of the algorithm. Less r signifies
greater higher resolution of ApEn.

3 Complexity of Binary Chaotic Random Sequence

Chaotic pseudo-random sequence is obtained through assessing and quantifying
chaotic iteration sequence. Hence, two types of complexity performance ratio
need to be measured: complexity of chaotic system and chaotic pseudo-random
sequence. For complexity of chaotic system, chaotic sequence, generated by itera-
tive mapping, can be used in Eq. (8) to calculate ApEn. It reveals the complexity
of chaotic movement. Binary sequences can also be calculated by Eq. (8). How-
ever, as pseudo-random sequence has discrete value, which is a special scenario,
calculation method is different.

Literature [10] conducts detailed discussion on the selection of binary
sequence m. Ornstein and Weiss’ research demonstrates: For K-scale random
sequence with length N , in order to assess the probability of sequence block
with m, length increase of observed sequence is decided by exponential growth
of space K. Hence, the minimum length of observed section K2m < N , i.e.

mmax = max(m : K2m < N) (9)
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When calculating complexity of chaotic movement system, parameter r is
the distance of measurement, which determines the precision. When r increases,
ApEn will decrease. Hence, when r → 0, ApEn approaches the real situation.
Meanwhile, parameter m is not only decided by N , but also r. For random
variables independently distributed in (0, 1), the length of observed sequence
(1/r)2

m

< N .
Because calculating ApEn requires less r, the least distance of discrete

sequence as the value of r. If r = 0 is selected for binary pseudo-random sequence,
then Eq. (4) can be converted to:

Cm
i (r) =

1
N − m + 1

num{d[X(i) = X(j)]} i = 1, 2, . . . , N − m + 1 (10)

The calculation equation of binary random sequence ApEn is identical to
Eq. (8).

Take the binary sequence induced by logistic quantification. Figure 1 is the
simulation results of N = 300 (mmax = 1) and N = 5000 (mmax = 2). The
results indicate that when m ≥ 2, N = 300, ApEn and N = 5000 show significant
differences. It verifies the validity of Eq. (1). The value of m is dependent on N .

Fig. 1. ApEn of binary random sequence.

4 Simulation and Analysis

According to the above analysis, approximate entropy needs to be used to con-
duct test, comparison and analysis on chaotic sequence and binary random
sequence of chaotic system induced and quantified by Logistic.

The chaotic mapping of Logistic defined as the following:

xn+1 = μxn(1 − xn) 0 ≤ x ≤ 1, 0 < μ ≤ 4 (11)
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xn is the value of logistic chaos. μ is the system parameter. When μ ∈
(3.57, 4], the system is in chaotic system. The chaotic signal indicates random
phenomenon the time domain. Figure 2 is the bifurcation diagram of logistic
chaos system.

Fig. 2. Bifurcation diagram of logistic chaos time domain.

For chaotic quantification, the irreversible transfer function T [x(n)] is used
to convert intrinsic value sequence in chaos equation to 0-1 sequence. The irre-
versible transfer function T [x(n)] is defined as the following:

T [x(n)] =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 x(n) ∈
2m−1⋃

k=0

Im2k

1 x(n) ∈
2m−1⋃

k=0

Im2k+1

(12)

According to different original value x(n) in continuous and equal sub-
intervals of the irreversible transfer function T [x(n)], 0 or 1 is selected as the
value. m > 0, which is also arbitrary integer. Im0 , Im1 , Im2 , . . . are the 2m con-
tinuous and equal sub-interval in [0, 1]. In order to achieve function, Eq. (12) is
converted as the following:

T [x(n)] =

{
0 2mx(n) ∈ [2k,(2k + 1))
1 2mx(n) ∈ [(2k + 1),(2k + 2)]

(13)

Approximate entropy ApEn(m, r,N) is used to conduct complexity analysis
on binary sequence of quantified logistic chaos sequence. Results are shown in
Table 1. For parameter selection, m is the dimension of distance vector. Accord-
ing to the above analysis, the value of N includes 300, 5000 and 20000 for
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binary random sequence. r = 0, and m respectively includes 1, 2, 3, 4 and 5.
When approximate entropy is used to assess the complexity of binary sequence,
if the distance vector m and precision vector r are accurate, result of complexity
test is not highly dependent on parameter N . However, if the sample space N
is large enough, only precision vector r impacts approximate entropy. For quan-
tified binary sequence, approximate entropy algorithm can effectively assess the
complexity, which is around 0.69. Besides, the maximum Lyapunov index of
logistic mapping is also 0.68.

Table 1. ApEn of binary sequence

m ApEn = (m, 0, N)

N = 300 N = 5000 N = 20000

1 0.6920 0.6931 0.6930

2 0.6897 0.6930 0.6929

3 0.6748 0.6929 0.6927

4 0.6544 0.6923 0.6923

5 0.6196 0.6912 0.6914

For ApEn algorithm adopted tested for random sequence and mapping
induced by logistic, ApEn parameters should involve m = 2, r = 0.1 SDx,
N ≥ 1000. In order for logistic mapping to generate complex chaotic sequence,
control parameter μ = 4 can be selected. Figure 3 shows the different μ values
of approximate entropy when original values are x0 = 0.4, m = 2, r = 0.1 SDx,

Fig. 3. ApEn of logistic map on
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SDx= 0.348. When μ = 4, value of approximate entropy should also approach
the maximum value of Lyapunov index.

5 Conclusion

The paper analyzes the limitation of K-S entropy algorithm assessing complex-
ity of chaotic pseudo-random sequence. Besides, approximate entropy is used to
determine the random metric property of chaotic movement, and analyze the
parameters for using ApEn to assess complexity of binary sequence. Besides,
the paper also adopts transfer function to convert random sequence to binary
sequence. Theoretical and experimental results demonstrate that this method
can effectively assess the complexity of chaotic system and binary sequence.
Research results provides theoretical and experimental basis for the applica-
tion of chaotic sequence in information security. The complexity of digitized
chaotic sequence contains great significance in the research on chaotic sequence
complexity.
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Abstract. Aiming at a large number of Sensor Nodes is restricted by hardware
resources about the application of Internet of Things so that the AES and CMAC
algorithm of LoRaWAN protocol cannot run normally. A novel lightweight block
cipher algorithm is proposed with the purpose of overcoming the disadvantage,
which combines Logistic chaotic mapping with Arnold transformation. The
cipher algorithm considers that two important factors, namely hardware resources
consumption and security. It is compatible with LoRaWAN protocol and suitable
for limited hardware resources of sensor nodes.

Keywords: Lightweight algorithm · Arnold · Internet of things · Logistic
mapping

1 Introduction

With the development of the wireless sensor network and Internet of Things, long range
(LoRa) is widely concerned. LoRa combines with digital spread spectrum, digital signal
processing and forward error-correcting coding technology, which possesses a large
number of characteristics, including low speed, wide coverage, low-cost and low-power
consumption, etc. LoRa technology is widely applied in Low Power Wide Area
Network. LoRa alliance designs LoRaWAN protocol with the purpose of providing a
wireless networking mode for Low Power Wide Area Network. Security mechanism of
LoRaWAN protocol adopts Advanced Encryption Standard and CMAC message
authentication algorithm to ensure security and integrity of wireless data frame.
However, the limited hardware resources of sensor nodes are unsuitable for heavyweight
cipher algorithm. Besides, chaotic theory has good pseudo randomness, initial value
sensitivity and resembles noise features so that chaotic systems were widely used in
secret communication and cryptography field.

At present, researchers have carried out a number of investigations and have already
gained some achievements in this respect. References [1] proposes a hybrid stream
cipher based on chaos. Reference [2, 3] analyzes a secure sink node architecture for
wireless sensor network. Reference [4] researches chaos block cipher for wireless sensor
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network. However, these research achievements are unsuitable for LoRaWAN protocol
or difficult to achieve by programming.

Considering the above situation and problems, this paper puts forward a novel
symmetric encryption algorithm to overcome the shortcomings. Through the security
analysis and performance simulation test, the algorithm obtained good encryption speed
and security. In addition, the block cipher algorithm is fully compatible with LoRaWAN
protocol, which has a certain reference value in the Internet of Things.

2 LoRaWAN Topology Structure

LoRaWAN is a Low Power Wide Area Network protocol intended for wireless battery
operated Things in a regional, national or global network. LoRaWAN targets key
requirements of Internet of Things such as secure bi-directional communication and
localization services. The LoRaWAN protocol provides seamless interoperability
among smart Things without the need of complex local installations and gives back the
freedom to the user, developer, businesses enabling the roll out of Internet of Things [5].

LoRaWAN topology architecture is typically laid out in a star-of-stars topology in
which gateways is a transparent bridge relaying messages between end-devices and a
central network server in the backend. Gateways are connected to the network server
via standard IP connections while end-devices use single-hop wireless communication
to one or many gateways. All end-point communication is generally bi-directional, but
also supports operation such as multicast enabling software upgrade over the air or other
mass distribution messages to reduce the on air communication time. LoRaWAN
topology structure is shown in Fig. 1.
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Fig. 1. LoRaWAN topology structure

National wide networks pay attention to internet of things such as critical infrastruc‐
ture, confidential personal data or critical functions for the society has a special need for
secure communication. LoRaWAN solves this problem by AES and CMAC algorithm
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with a large consumption of hardware resources. Therefore, the design and
implementation of lightweight cipher algorithm is of great significance.

3 Design of a Novel Block Cipher Algorithm

3.1 Block Cipher Algorithm Implementation Scheme

Aiming at LoRaWAN protocol with AES and CMAC algorithm would consume a large
amount of hardware resources for the problems. In this paper, a novel cipher algorithm
is proposed, which combines Logistic chaos mapping with Arnold transformation. This
cipher algorithm has many characteristics, such as large key space, small consumption
of hardware resources and high security. The schematic diagram of a novel block cipher
algorithm is shown in Fig. 2.

Plaintext Block Data (16bit)

P Substitution

L1 R1

f+

L2 R2

K1

K2

Ln Rn

f+

Kn

P Substitution

Ciphertext Block Data (16bit)

First round

Second round
~

N-1 round

N round

...

Fig. 2. Schematic diagram of a novel block cipher algorithm

The basic design idea of a novel block cipher algorithm is described as below. To
begin with, plaintext is divided into 16 bits data block, each data block is spread through
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P replacement operation. Block data for 16 bits is divided into high and low portion with
8 bits. High and low portion are represented by Li and Ri. Round keys Ki and Ri serve
as the input parameters of f function, Ri+1 value is obtained by output result of f function
for first round xor Li. As the same time, Ri turns into Li+1, the value of i range from one
to N. This process is called one round Feistel operation, which is shown below by math‐
ematical formula description:

{
Li+1 = Ri

Ri+1 = Li ⊕ f
(
Ri, Ki

) (1)

The rest operation can be done in the same Feistel manner [6, 7] and to generate the
final ciphertext. P substitution of a novel block cipher algorithm adopts Arnold transform
with the purpose of achieving favorable diffusion effectiveness. Classical Arnold trans‐
form is a two-dimensional reversible mapping [8, 9]. The definition can be expressed
as:

[
x′

y′

]
= A

[
x

y

]
(mod 1), A =

[
1 1
1 2

]
(2)

[
x

′

y
′

]
= A

[
x

y

]
(mod N), A =

[
1 1
1 2

]
(3)

Among 0 ≤ x, y ≤ 1, 0 ≤ x
′ , y

′

≤ 1 and x ∈ [0, N − 1], y ∈ [0, N − 1]. In this paper, the
formula (2) can be converted into formula (3) with the purpose of convenient operation.
Schematic diagram of Arnold transform for 16 bits diffusion is shown in Fig. 3. P
replacement is achieved by one round Arnold transform with the purpose of diffusing
bits data.

b0 b1 b2 b3

b4 b5 b6 b7

b8 b9 b10 b11

b12 b13 b14 b15

b0 b13 b10 b7

b11 b4 b1 b14

b2 b15 b8 b5

b9 b6 b3 b12

Arnold Transform

16bits diffusion

4*4 matrix 4*4 matrix

Fig. 3. Schematic diagram of Arnold transform for 16bits diffusion

The chaos mapping has features such as the sensitivity of initial value and pseudo
randomness. Therefore, Logistic chaotic mapping serves as f function to enhancing the
complexity and security of block cipher algorithm. Logistic mapping is a classical model
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of chaotic system, and its simple equations as well as good performance are widely as
chaotic cipher algorithm. The mapping is defined as:

xn+1 = 𝜇xn

(
1 − xn

)
,𝜇 ∈ (0, 4], xn ∈ (0, 1) (4)

Among 𝜇 is called as branch parameter, when the value area of 𝜇 is [3.5699456, 4],
Logistic mapping work on chaotic state and show a complex dynamic characteristics.
Substituting initial value x0 into the chaotic equation, the chaotic binary sequences were
generated based on repeated iterative operation. In this algorithm, Root key K1 serves
as x0 for Logistic iterative operation. The original chaotic sequences 

{
xn

}
 are quantified

into binary sequences 
{

sn

}
 as output sequences of f function. Ri+1 is generated through

xor each 8 bits of sequences 
{

sn

}
 with Li. The each interval 8 bits of original chaotic

sequences 
{

xn

}
 serves as subkey Ki for round encryption operation. Chaos mapping has

a variety of ways to quantize chaotic sequences, this paper chooses relatively simple
quantitative method to avoid complex computations. It is defined as follows:

xn =

{
0, sn < 0.5
1, sn ≥ 0.5 (5)

When Logistic mapping show chaotic state, iterative computation value xn will traverse
on (0,1) interval. It can get good chaotic binary sequences by the quantitative method.

3.2 Security and Performance Analysis

The influencing factors of block cipher algorithm has five important aspects, including
the size of block data, the length of key, the number of round encryption, generating
algorithm of subkey and the complexity of round function. In this paper, considering
the resource consumption, encryption speed and the safety of cipher algorithm, and the
cipher algorithm adopts to the 16 bits size of block data and four rounds of encryption.
Due to its key is obtained based on Logistic mapping, and because of the initial value
sensitivity of chaotic mapping, therefore initial value as root key can guarantee large
enough key space. It is not feasible by using brute force attack. Round function and the
generating algorithm of subkey adopts Logistic mapping. The complexity of chaotic
systems ensures algorithm security and reliability. Besides, this paper analyzes the
performance of binary sequences 

{
sn

}
 based on Logistic mapping and STM32L051 low-

power consumption chip, including autocorrelation test and run test. At the same time,
initial value is defined as a float type data.

Autocorrelation Test. Autocorrelation is an important property of pseudo random
binary sequences, and the perfect pseudo random sequences are δ function. Suppose
x(n) is a chaotic binary sequences, Rx(m) is the autocorrelation function of the sequences,
the definition of autocorrelation function as following:
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Rx(m) =

∞∑
n=−∞

x(n)x(n + m) (6)

In this experiment, the sequences length are 106, the matlab simulation diagram is
shown in Fig. 4. It can be seen from the diagram that the sequences in the case of the
calculation accuracy of float type is close to the δ function [10], which shows good
pseudo random property.
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Fig. 4. Simulation diagram of autocorrelation test

Run Test. The focus of this run test is the total number of runs in the sequences, where
a run is an uninterrupted sequence of identical bits [11]. The purpose of the run test is
to determine whether the number of runs of ones and zeros of various lengths is as
expected for a random sequence. The run test results of binary sequences are shown in
Table 1.

Table 1. Run test results

Sequence
length

Length of runs
1 2 3 4

1 * 104 0.4950 0.2535 0.1194 0.0640
5 * 106 0.5004 0.2490 0.1255 0.0625

The 1-length run nearly satisfies the theoretical value 1/2 from the results of Table 1,
and 4-length run nearly satisfies the theoretical value 1/24 by this analogy. Therefore,
the binary sequences can better satisfy the run test requirement.
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4 Encryption Process Based on LoRaWAN and a Novel Cipher
Algorithm

4.1 Over-the-Air Activation of Sensor Node

For over-the-air activation based on LoRaWAN, from a sensor node’s point of view,
the join procedure consists of two MAC messages exchanged with the server, namely
a join request and a join accept. Message structure of two MAC messages is shown in
Fig. 5.
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3
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3

NetID

4

DevAddr
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DLSettings

1

RxDelay

(16)Optional

CFList

Fig. 5. Message structure of over-the-air activation

The join procedure is always initiated from the sensor node by sending a join-request
message. The AppEUI is a global application ID in IEEE EUI64 address space that
uniquely identifies the application provider of the sensor node. DevNonce is a random
value. The join-request message is not encrypted. The network server will respond to
the join-request with a join-accept if the senor node is permitted to join a network. The
join-accept message contains an application AppNonce, a network identifier (NetID), a
sensor node address (DevAdddr), a delay between TX and RX (RxDelay) and an optional
list of channel frequencies (CFList) for the network the sensor node is joining. The
AppNonce is a random value or some form of unique ID provided by the network server
and used by the senor node to derive the two session keys NwkSKey and AppSKey as
follow:

NwkSKey = logistic_iteration(Rootkey,Count-Nwk)
AppSKey = logistic_iteration(Rootkey,Count-App)
Count - Nwk = AppNonce ⊕ NetID ⊕ (0x01|DevNonce)
Count - App = AppNonce ⊕ NetID ⊕ (0x02|DevNonce)

(7)

Count-Nwk and Count-App are the iteration number of Logistic mapping. The join-
accept message itself is encrypted with the Rootkey as follows:

chaos_encrypt(Rootkey,join-accept) (8)

4.2 Frame Payload Encryption of Sensor Node

If a data frame carries a payload, FRMPayload must be encrypted the cyclic redundancy
check is calculated. As a default, the encryption is done by the LoRaWAN layer for all
FPort. The key K used depends on the FPort of the data message (Table 2):
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Table 2. FPort List

FPort K
0 NwkSKey
1…255 AppSKey

The fields encrypted are FRMPayload. For each data message, the algorithm defines
a sequence of block Ai for i = 1…k with k = ceil(len(FRMPayload)/8) (Fig. 6):

1

Dir

4

DevAddr

2

FCnt

Size(bytes)

Ai

1

i

Fig. 6. The sequence of block Ai

The direction field (Dir) is 0 for uplink frames and 1 for downlink frames. The blocks
Ai are encrypted to get a sequence S of blocks Si. Encryption of the payload is done with
the purpose of getting ciphertext.

Si = chaos_encrypt(K, Ai) for i = 1… k

S = S1|S2|… |Sk

ciphertext = truncating(S)⊕ FRMPayload
(9)

5 Conclusion

In recent years, due to the phenomenal growth of Internet of Things application, hard‐
ware resources and security of sensor nodes are widely concerned. This paper designs
a novel lightweight block cipher algorithm based on the premise. This algorithm adopts
chaotic dynamic theory and brief cipher structure to improve algorithm security and
encryption speed. In addition, the proposed scheme is compatible with LoRaWAN
protocol and suitable for limited hardware resources of sensor nodes. There are also
significant research and reference values for the security of Internet of Things.
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Abstract. Remote sensing technology is widely used in land surveying and earth
science research, such as the study of the earth’s oceans, glaciers, hydrology,
ecology, geology and so on, is still in the military, intelligence, commercial,
economic and other aspects can also be used to select the appropriate training
samples, supervised classification with five kinds of single classifier, the classi‐
fication accuracy comparison of different methods. It was found that the
maximum classification accuracy of the two plots was the highest with the
maximum likelihood method, but the classification accuracy was not the highest
for 1 of the cultivated areas. Therefore, two decision fusion based multiple clas‐
sifiers combination algorithms are proposed, and the results of single classifier
are processed by using ENVI and IDL software. Compared with the classification
results of a single classifier, the overall classification accuracy of multiple clas‐
sifiers is improved by 2.5%, and the accuracy of 1 of the cultivated land in the
study area is increased by 15.5%. Methods the combination of multiple classifiers
can use different characteristics of single classifier, so as to compensate for the
lack of a single classifier.

Keywords: Remote sensing classification · Multiple classifiers combination ·
Decision fusion image

1 Foreword

With the continuous development of remote sensing images technology, remote
sensing technology is to obtain the information of objects or phenomena [1]. In
contrast with the field observation, this technique does not require physical contact
with objects when acquiring information [2]. The term “remote sensing” usually
refers to using the sensor technology based on satellite or spacecraft to detect and
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analyze things on the earth, including the earth’s surface [3], atmosphere and ocean
and so on [4]. Information is acquired in different ways by sensors, if distinguish
them in accordance with the classified object, there are several classifications:
Pixel-based classification, Object-based classification, mixed pixel-based classifi‐
cation. However, all these have shortcomings, that is, each region has more errors
in extracting information, and the extraction is not accurate, so we put forward a new
method of multiple classifiers combination algorithm, the modified algorithm
includes voting decision method and consensus decision algorithm. The advantage
of these two algorithms is that the information of each area can be accurately deter‐
mined so as to achieve the purpose of classification.

2 An Overview of Multiple Classifiers Combination

2.1 The Necessity of Multiple Classifiers Combination

In the process of target identification, the general method is to use different classi‐
fier to identify the target, then to choose an optimal result from the several results
obtained as the final recognition results. However, the best classifier is not optimal
for target of all characteristic, different classifiers can complement each other.
Therefore, the pattern recognition method is applied to the classifiers combination,
the purpose is to allow different classifiers complement each other, so that the
recognition accuracy can be improved [5].

2.2 Combination Methods of Multiple Classifiers Combination

According to the form of classifiers combination, they can be broadly divided into 3
types:

(1) Serial mode

Connect the classifiers together in a serial way, we must first consider the
sequential order before the classifiers, and then put the classifiers together, then
enter the training set for classification, finally, the classification results are obtained
through combination decision [6]. The serial mode of the multiple classifiers combi‐
nation is shown in Fig. 1.

Fig. 1. Serial combination of multiple classifiers
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(2) Parallel mode

Combine the categories in a parallel way, classifiers do not interfere with each other,
each classifier is processed separately, the final classification results are obtained by
combination decision [7]. The advantage of concurrent mode is that when a classifier is
out of order, it won’t make a big difference to the final result, the advantage of using
different information layers between classifiers. Parallel combination mode of multiple
classifiers combination is shown in Fig. 2.

(3) Embedded mode

In the classification process, a classifier is embedded into another classifier.

(4) Bagging algorithm

This method uses a series of classifiers to mix the learning results of each classifier
by some rules (voting method, weighted voting, etc.), and achieves better recognition
effect than the single learner. Bagging is the abbreviation of Bootstra Aggregating,
Bagging algorithm consists of two steps, namely Bootstrap and aggregating. The Boot‐
strap method is a sampling with reset, this means that n sample sets are extracted from
the original sample training set to form a new sample set, the number of samples
extracted can be arbitrarily defined [8]. The Aggregating method is integration, voting
method is generally used.

Take out t samples from the database of given training data. Using the sample
obtained from the training sample database, machine learning algorithms can be inde‐
pendently trained on each data. After the training is finished, the classifier Ct is obtained,
these classifiers are similar to the cabinet lineup mentioned in the example. Each clas‐
sifier Ct is then used to classify the unknown samples, choose the optimal classification
results as the final classification results through each classifier Ct. Bagging algorithm
tree is shown in Fig. 2.

Fig. 2. Flow chart of Bagging algorithm

2.3 Multiple Classifiers Combination Algorithm

Classifiers combination algorithm includes voting method, Bayes rule, fuzzy integra‐
tion, decision tree, theory of evidences, dynamic classifier selection method and so on.

(1) Voting method

In the voting method, there are voters and candidates, so when the voting method is
applied to the multiple classifiers combination, each voter is the base classifier, the
candidate is the result of each base classifier [9]. The premise of voting method is
majority judgments are better than few judgments, which can solve the difference
between the results of base classifiers, and achieve the purpose of improving classifi‐
cation accuracy.
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Assuming the remote sensing image as a particular pattern space P, there are M
disjoint categories in the image, so this remote sensing image can be represented as:

P = C1 ∪ C2 ∪⋯Ci ⋯ ∪ CM, Ci ∩ Cj = Φ(i ≠ j;i, j = 1, 2,⋯ , M) (1)

First, using R classifiers eR to classify this pattern space P, then each classifier can
obtain a category number jK of classification result, that is eK(X) = jK, among this
jK ∈ ∧ ∪ {M + 1}. Next, the single classifiers are made up of a classifier E, so that
E(X) = j, j ∈ ∧ ∪ {M + 1}, among this j = M+1 represents that the classifier cannot
determine the category of J, cannot endow unclassified categories.

The general voting decision rules are expressed as follows:

e(X) =

⎧⎪⎨⎪⎩
j

M + 1
(

R∑
k=1

Tk(X ∈ Cj) = max
i∈𝛬

R∑
k=1

Tk(X ∈ Ci) > 𝛼 ⋅ R)

others

(2)

In (2), (X ∈ Cj) is input, Tk is classified output votes. Among them, 0 < 𝛼 ≤ 1. If
𝛼 = 1, the Eq. (2) is the most conservative unanimous voting rules, that is when the
results of all base classifiers are completely the same, the final result can be obtain. If
𝛼 = 0.5, the above equation is majority voting rule, which is once the results of more
than half of the base classifier is consistent, majority consistent results can be the final
result. If 𝛼 is an infinitesimal positive number, then the formula (2) is the relative majority
voting, that is when a category is voted many times, this category will be classified as
definite categories.

(2) Voting method

As a theory method of a multiple classifiers combination, the consensus principle is
suitable for the single classifiers combination whose output is class probability. Linear
consensus model and logarithmic consensus model are generally used [7]. The loga‐
rithmic consistence formula is as follows:

Tj(X) =

N∏
i=1

(pi(Cj|X))𝜆ij (3)

The linear consistence formula is as follows:

Tj(X) =

N∑
i=1

pi(Cj|X) ∗𝜆ij (4)

The output pixel X belongs to the membership degree, reliability or probability of
each category. Tj(X) is identified by multi-classifiers, the pixel X belongs to membership
degree of class j. pi(Cj|X) is identified by classifier i, the pixel X belongs to the reliability
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or probability of class j. As the weight represents degrees of importance, 𝜆ij is the
recognition accuracy of the classifier i to class j.

3 Multiple Classifiers Combination Classification Based on
Decision Fusion

There are many kinds of remote sensing image classification methods, and each method
has its own characteristics and advantages. The advantage of the neural network method
is that there is no need to know the prior information about remote sensing images.
However, if the multiple variable statistical model of the remote sensing images can be
determined, statistical method has better classification accuracy than neural network.

3.1 Decision Fusion

5 supervised classification algorithms for remote sensing images are presented in this
paper: Minimum Distance (MD), Maximum Likelihood (ML), Mahalanobis Distance
(MaD), Nerve Net (ANN), Support Vector Machine (SVM) are data sources of decision
data fusion. The design is as the followed 2 sets of decision fusion strategies:

Strategy 1: Select 3 results from 5 single classifiers results through permutation and
combination as the input of the decision data fusion, so there are 10 permutations and
combinations. Respectively (1) MD, ML, MaD;(2) MD, ML, ANN; (3) MD, ML, SVM;
(4) MD, MaD, ANN;(5) MD, MaD, SVM;(6) MD, ANN, SVM;(7) ML, MaD, ANN;
(8) ML, MaD, SVM;(9) ML, ANN, SVM;(10) MaD, ANN, SVM. Then consistently
classify classification results of 3 single classifiers through voting method on the value
of the same pixel, if 2 or 3 classifiers have the same classification results, then it will be
the final result. If the results of the 3 classifications are not the same, the final classifi‐
cation result is the highest overall classification accuracy (OA).

Assuming that Ct is the pixel value of the remote sensing image of the i classification
method, C is the final combined classification results, among them, f = OA. Therefore,
the rule of strategy 1 can be expressed as:

(1) If C1 = C2 or C1 = C3 or C1 = C2 = C3, then C = C1. If C2 = C3, then C = C2.
(2) If f (Ck) = max(f (Ci)), i = 1, 2, 3, then C = Ck

The type of the single classifier classification result file is general raster data format
used by ENVI. ENVI raster file contains two files, one is a simple binary file which
contains the single classifier classification results data, its suffix is.dat. The other is a
relevant header file of the ASCII, ENVI header text files provide image size, embedded
header files, data formats, and other related information. As long as you save the image
as a ENVI raster format, ENVI will create a new header file.

Processing with decision fusion: For example, when making decision fusion for
combinations of MD, ML, and MaD, firstly using voting rule identify pixel meeting the
voting rules. The overall classification accuracy of ML is the highest, ML classification
results are applied to the remaining pixels.
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Save classification results: Compared classification accuracy of 5 single classifiers
to the same features type, select the single classifier with good classification accuracy
to different features, improve its classification disadvantage of other features on the basis
of ensuring the advantages of some features classification. For example, in the study
area 1, among 5 single categories, overall classification accuracy of the ML is the highest.
For the 5 single classifiers, its producer accuracy of Forest land, water body, artificial
mulch, cultivated land 2 are all out of the front. While compared with the MaD, its
producer accuracy of cultivated land 1decreases by 15.86%. Therefore, it can be consid‐
ered that on the base of ensuring ML for water body, forest, artificial mulch, improve
ML producer accuracy to cultivated land 1 using MaD classification results to cultivated
land 1.

4 Simulation Result

After the classification result of the single classifiers in study area 1 were processed by
decision fusion, using the same sample in the third chapter, we evaluate the accuracy of
the results of multiple classifiers combination. Overall accuracy degree and Kappa
coefficient of the final result are shown in Chart 1, the classification results are shown
in Fig. 3 (Table 1).

(a) MD, ML, MaD                  (b) ML, MaD, SVM 

Fig. 3. Classification results of Research Area 1 based on Strategy 1

After the classification results of 2 single classifiers in the study area were processed
by decision fusion, using the verification ROI file used in the third chapter, we evaluate
the accuracy of the results of multiple classifiers combination. Overall accuracy degree
and Kappa coefficient of the final result are shown in chart 3.

Using the method of strategy 2, study area 1 was processed by multiple classifiers
combination, ML and MaD classification results were selected to obtain the combined
results. Using the verification ROI file used in the third chapter, we evaluate the accuracy
of the results of multiple classifiers combination. Overall accuracy degree, Kappa
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coefficient, confusion matrix and other accuracy of various categories of the final result
are shown in chart 3, the combined classification results are shown in Fig. 4 (Table 2).

Table 1. Classification accuracy of Research Area 1 based on Strategy 1

Number Combination Overall classification
accuracy (%)

Kappa coefficient

1 MD, ML, MaD 94.71 0.93
2 MD, ML, ANN 93.86 0.92
3 MD, ML, SVM 94.35 0.93
4 MD, MaD, ANN 94.25 0.93
5 MD, MaD, SVM 93.52 0.92
6 MD, ANN, SVM 93.80 0.92
7 ML, MaD, ANN 94.25 0.93
8 ML, MaD, SVM 95.00 0.94
9 ML, ANN, SVM 93.82 0.92
10 MaD, ANN,

SVM
94.51 0.93

Fig. 4. Classification results of Research Area 1 based on Strategy 2

Table 2. Classification accuracy of Research Area 1 based on Strategy 2

Classification Forest Water Land 1 Land 2 Artificial Accuracy (%)
Forest 1197 0 4 0 0 99.67
Water body 0 1125 0 0 14 98.77
Cultivated land 1 9 0 1148 1 56 94.56
Cultivated land 2 2 0 0 404 2 99.02
Artificial mulch 3 7 21 29 1041 94.55
Producer accuracy (%) 98.84 99.38 97.87 93.09 93.53
Overall classification accuracy = 97.08%, Kappa coefficient = 0.96
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5 Conclusions

Remote sensing image classification technology is widely used in various fields, with
the development of image processing technology, a lot of image classification methods
are proposed, each method has some classification characteristics and different classi‐
fication abilities for different types of features. How to use the characteristics of different
classifiers to achieve complementary advantages has become the focus of people’s
research. Two regions of Harbin, Hulan and A Cheng were selected as the study area,
and one of the research areas was mainly agricultural land, while the other one was
mainly urban land. Five supervised classification methods are used: Minimum Distance
(MD), Maximum Likelihood (ML), Mahalanobis Distance (MaD), Nerve Net (ANN),
Support Vector Machine (SVM). Based on the five supervised classification methods,
supervised classification of two research areas was conducted, and the accuracy of
classification results was compared. After classifying the two study areas, the overall
classification accuracy of the maximum likelihood was the highest, but the classification
accuracy of cultivated land 1 was not the highest [12]. Thus it can be seen, different
classifiers have different classification characteristics, so we can use their respective
advantages to improve the classification accuracy. Propose two multiple classifiers
combination algorithms based on decision fusion, after respectively combining the
classification results of single classifier in 2 study area, compare it with single classifier
classification results for each study area. The first decision fusion algorithm has slightly
improved the overall accuracy of combination classification in the study area 1,
improved by 0.05%. The overall accuracy of the 2 combinations classification in the
study area 2 reduces. The second decision fusion algorithm has obviously improved the
overall accuracy of combination classification in the study area 1, improved by 2.5%.
In particular, the producer accuracy of the cultivated land 1 in the study area 1 was
increased by 15.5%, the overall accuracy of combination classification results in study
area 2 has been slightly improved, improved by 0.15%. The result shows, the classifier
based on multiple classifiers has higher classification accuracy than the classifier based
on single classifier, on the basis of ensuring the overall classification accuracy, improve
the classification accuracy of some features types. The next step is to do further research
on the classification algorithm, correct the deficiencies, optimize algorithm, and improve
the efficiency of classification.
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Abstract. This paper presents a design of relay function for multi-UAV commu‐
nication and evaluates its performance in an implemented simulation environ‐
ment. The proposed relay function design is based on the popular and commonly
used LTE technology. Accordingly, the implementation can be low-cost and
performance-efficient. Through the use of relay function, UAVs can forward data
messages among UAVs when direct communication is available between a
ground console and a remote UAV. Consequently, UAVs can be dispatched to
areas that cannot reach before to monitor environment and collect information,
then transmit data backward to ground consoles by the proposed relay function
in real time.

Keywords: Unmanned aircraft vehicle · Relay communication · Long term
evolution

1 Introduction

It has been for a period of time to apply wireless communication to flight control of
UAV [1, 2]. In these years, with advances of communication technology, wireless
applications change rapidly. Therefore, for an adoption selection of different commu‐
nication technologies, the pros and cons should have a further discussion in respects of
flight distance, communication ability, implementation cost, and so on. There are many
alternative solutions can be selected, such as applying an existing public commercial
telecommunication service, building a private network environment using existing
products, or even creating a proprietary communication infrastructure by self-reliance.
Among these solutions, in order to choose an optimal one with considering the
progresses of technologies and requirements of applications, ahead analyses and further
discussions are necessary.

Currently, there are many 4G-LTE (Long Term Evolution) [3] products made in
Taiwan, such as mobile phone, network adapter, base station, etc. In addition to the
production capability, Taiwan has sufficient design abilities and essential intellectual
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properties including software and hardware to develop such advanced products. Accord‐
ingly, it is possible to enable an independent capability for development of military
weapons in respect of UAV communication technologies by leveraging existing advan‐
tages of LTE productions and technologies of Taiwan. Therefore, this paper imple‐
mented a design of relay function for multi-UAV communication based on the LTE
architecture. By use of the proposed relay function, UAVs can forward data messages
one by one when direct communication is not available between a ground console and
a remote UAV. As such, UAVs can be dispatched to areas of interest to do more worthy
explorations such as environment observation and data collection.

2 Background

This chapter first evaluates advantages and disadvantages among using Wi-Fi, public
and proprietary LTE networks in the flight control of UAV. Next, we will discuss the
necessary of enabling a relay function for the UAV communication.

2.1 Using LTE for UAV Communication

Recently, regarding the usage of LTE for multiple UAV communications, there are two
implementations [4]. In which, one utilized a public LTE telecommunication service
and the other built an own LTE network infrastructure. Comparing different criteria in
respects of function and performance, we listed pros and cons among Wi-Fi (802.11ac),
Public LTE, and Own LTE in Table 1. In which, we observe that, criteria of Own LTE
overcome those of Wi-Fi and Public LTE, except for that the Own LTE requires to
operate at a legal (i.e., licensed) radio band. That is indeed a critical issue for applying
to industry or academic. However, for the military purpose, it is feasible.

Table 1. Comparisons among Wi-Fi (802.11ac), public LTE and own LTE

Criteria Wi-Fi Public LTE Own LTE
Roaming Not support Seamless Seamless
Mobility Not support <350 km <350 km
Safety WPA2-PSK SNOW 3G SNOW 3G
Data Rate (Still) <866.7 Mbps <1 Gbps <1 Gbps
Data Rate (Move) Not support <100 Mbps <100 Mbps
Range ~300 m ~3 km ~3 km
Legality Free ISM band Shared bandwidth License required
QoS Poor Good Good
Spectrum 2.4/5 GHz 0.7–2.6 GHz 0.7–2.6 GHz

2.2 Enabling Transmission Relay Function to UAV

Commonly, UAVs are controlled by terrestrial base stations. However, a base station
may be difficult or even impossible to set up at certain places, such as mountain and
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ocean. Accordingly, as Fig. 1 shows, if an UAV cannot be directly controlled by the
ground based station (we call it as console later), a feasible solution is that multiple
UAVs can be employed as relays to transmit signals from a console to the remote UAV.
As such, UAVs can be dispatched to areas that cannot reach before to execute tasks such
as environmental observation and military attack. Furthermore, collected information
can immediately be transmitted backward to the console to be able to take appropriate
reactions [5]. As well, the author of paper [6] proposed that UAV can be used as a relay
to transmit regulative control messages to an anti-ship missile to improve its hit rate. In
addition to these military purposes mentioned ahead, UAV with relay transmission
capability can be applied to some emerging applications such as public safety [7] and
emergency rescue [8].

Fig. 1. An application scenario of enabling long-distance flights over ocean by relay function of
multi-UAV communication.

3 Design Methodology

In this section, on the basis of applying LTE technology [9], we proposes a feasible
solution to enable relay transmission capability for UAVs. Accordingly, proposed
design architecture and simulation environment will be introduced.

3.1 Proposed Architecture for UAV Relay Transmission

Conforming to LTE architecture, an UAV acts as an UE (User Equipment) and a console
refers to an eNB (Base Station). An UAV needs to establish a connection with a console
before starting a regular data transmission. Based on this LTE communication archi‐
tecture, an UAV (as an UE) cannot establish a connection with another UAV (as an UE).
Referring to Fig. 2, in order to achieve the function of relay transmission, a reduced-
function eNB (e.g., Femtocell) is proposed to be embedded into an UAV. Consequently,
for such an UAV with certain ability as a base station, it can be able to accept a connection
request from another UAV.

An Implementation of Relay Function Based on LTE Technology 367



Fig. 2. Process of establishing a connection between UAVs with relay transmission capability.

3.2 Enabling Relay Transmission Capability for UAV Communication

For an UAV can operate both functions of UE and eNB, such an UAV can be enabled
a basic relay transmission capacity by a proper configuration as shown in Fig. 3. Which
displays both transmission directions of DL (Downlink) and UL (Uplink) among console
and UAVs. To take the DL transmission in Fig. 3 as an example, the Data1 (with a
transmission destination of UAV #1) and Data2 (with a transmission destination of UAV
#2) represent two data inputs to the console. Within the console, based on the available
radio bandwidth assigned by a given scheduling policy, for each time unit, eNB #0
encapsulates Data1 and Data2 into a packet conforming to LTE standards of PDCP
(Packet Data Convergence Protocol), RLC (Radio Link Control) and MAC (Medium
Access Control). Next, the packet is transmitted to the UAV #1, in which, Data1 is picked
up immediately and Data2 is forwarded to its internal eNB program to be relayed to
UAV #2.

Fig. 3. Data flow of relay transmissions for DL and UL.

To put it clearly, in UAV #1, for the packet received from the console, the UE
program decapsulates the contents of packet conforming to the LTE standards of MAC,
RLC, and PDCP, respectively. Finally, Data1 and Data2 are extracted from the payload
of the received packet. Since the transit destination for Data2 is UAV #2. Accordingly,
Data2 is forwarded to the eNB program through an internal interface in UAV #1. Where,
again Data2 is encapsulated as a packet conforming to the LTE standards of PDCP,
RLC, and MAC, respectively. Finally, the packet with Data2 will be transmitted to UAV
#2 and so forth.
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4 Experimental Result

This section first introduces the settings of simulation environment including channel
bandwidth and resource allocation for both DL and UL transmissions. Next, experi‐
mental results will be demonstrated and analyzed.

4.1 Bandwidth Setting and Resource Allocation

In order to simulate the real scenario of application that radio spectrum is limited, a
resource scheduler in the MAC design of console can be configured to set an upper
bound of bandwidth resource in respect of the actual bandwidth allocated to the appli‐
cation. According to the LTE protocol standard (c.f., Table 3.6-1 [10] of 3GPP
TS36.101), we selected to set the value of ITBS (Index of Transfer Block Size) to 26,
and set NPRB (Number of Physical Resource Block) to 100. Additionally, TDD (Time
Division Duplex) multiplexing mechanism was applied, and DL and UL are set to have
equal transmission opportunity for each time unit of LTE (1 ms of a subframe).

4.2 Data Throughput Analyses in DL Relay Transmission

To valid the function correctness of relay transmission in the DL direction as shown in
Fig. 3, in simulations, we used VLC Media Player [11] to transmit and receive video
streams among console and UAVs. In the first experiment, four identical video streams
were issued from a console to different destinations of UAV #1, UAV #2, UAV #3, and
UAV #4, respectively. First, all of the four video streams were received by UAV #1. In
which, the video streams with destination of UAV #1 was picked up and the other three
video streams were relayed to the next UAV (i.e., UAV #2). Similarly, in UAV #2, the
video stream with destination of UAV #2 was picked up and the other two video streams
were relayed to the next UAV (i.e., UAV #3) and so forth until there is no video stream
required to be relayed. Average throughputs in the console and each UAV is listed in
Table 2.

Table 2. DL data throughputs in the console and each UAV.

Average data throughput (Unit: KByte/s)
Console UAV #1 UAV #2 UAV #3 UAV #4
775.08 775.00 581.35 387.53 193.87

Figure 4 shows the throughput distributions for the console and four UAVs. The
throughput of the console is similar to that of UAV #1. The reason is that both the console
and UAV #1 shall carry out the transmissions of the four video streams. Besides, we
observed that there are some variations in the distributions of each throughput. Due to
the use of buffers in each UAV to regular the data flows, the variations becomes slighter
and lead to smoother throughput distributions from UAV #1 to UAV #4. In addition,
for a more detail data analysis, we separated the throughput into amounts of pickup data
(i.e., destination is the UAV itself) and relay data (i.e., destination is other UAV) as
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shown in Fig. 5. In which, we observed that the amount of data throughput of pick data
for each UAV is even similar and around 193 Kbytes. The reason is that the four video
streams are extracted from the identical video file and our implemented relay function
operated without loss of any video frame.

Fig. 4. DL throughput distributions in the console and each UAV.

Fig. 5. Comparisons of pickup data and relay data in DL.

4.3 Data Throughput Analyses in UL Relay Transmission

In real applications, data could be collected by each UAV and then transmitted backward
to the console, thus, data transmissions can be in an uplink direction. As such, each UAV
not only must encapsulate its input data as LTE packets, but also to be required to relay
packets received from other UAVs. To valid that our implemented design can function‐
ally and correctly operates in the UL transmission direction, related experiment results
are demonstrated as follows. There four identical video streams were individually issued
from each of the four UAVs. Especially, the destinations of the four video streams were
identical to the console. In progress, UAV #4 transmits a video stream with a destination
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of console to UAV #3. Then, UAV #3 must encapsulate the received video stream from
UAV #4 and its input video stream as datagrams of different logic channels into a LTE
packet and then transmit the packet to UAV #2 and so forth. Finally, the console receive
the packet (i.e., MAC PDU) consisting with parts of the four video streams using as four
logic channels (MAC SDUs). Average throughputs in the console and each UAV is
listed in Table 3.

Table 3. UL data throughputs in the console and each UAV.

Average data throughput (Unit: KByte/s)
Console UAV #1 UAV #2 UAV #3 UAV #4
776.14 772.42 579.15 387.52 193.71

It is similar to the experimental result of DL transmission as shown in Table 2 and
Fig. 4. In the UL transmission direction, as shown in Fig. 6, the throughput of the console
is similar to that of UAV #1. The reason is that both the console and UAV #1 shall carry
out the transmissions of the four video streams. Besides, due to the data flows regulated
by UAV #4 and UAV #3, we observed that the throughput variation of UAV #2 in
Fig. 6 is slighter than that of Fig. 4. In addition, for a more detail data analysis, we
separated the throughput into amounts of pickup data (i.e., destination is the UAV itself)
and relay data (i.e., destination is other UAV) as shown in Fig. 7.

Fig. 6. UL throughput distributions in the console and each UAV.

In Fig. 7, we observed that the amount of data throughput of pick data for each UAV
is even similar and around 193 Kbytes. The reason is that the four video streams are
extracted from the identical video file and our implemented relay function operated
without loss of any video frame.
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Fig. 7. Comparisons of pickup data and relay data in UL.

5 Conclusions

In this paper, we implemented a design of relay function for multi-UAV communication
conforming to the LTE architecture. Function and performance were valid by simula‐
tions of both DL and UL transmissions among a console and four UAVs. By leveraging
existing advantages of LTE productions and technologies, applying the proposed relay
function for multi-UAV communication can be low-cost and performance-efficient,
especially for the military purpose.
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Abstract. The fifth generation of mobile communication (5G) will emerge on
the horizon estimated before 2020. It will affect our daily activities to become
more convenient and diversified. The development of Internet of Things (IoT) is
also accessing to our circumstances as a network of objects and/or things. Then,
huge data are generated, uploaded onto the cloud to be analyzed, organized,
synthesized and outputting valuable messages as well as information for specified
applications. Nevertheless, including Internet of Vehicles (IOV), Connected
Vehicles (CV), particularly rely on short range communication technologies for
data transmission, such as WiFi direct, Bluetooth (iBeacon), RFID, WAVE
(IEEE802.11p), LTE V, NB IoT and LoRa. The fundamental demand of public
is expected to connect directly among Vehicles, Infrastructure and Persons
(cVIP), without bypassing any ISP. This in fact leads to complete the need to a
seamless circumstance. This paper discusses which technology for connecting
VIPs in 5G era will win the market. Meanwhile, the change will obviously and
strictly affect traffic and transportation engineering. Advanced ITS (Intelligent
Transportation Systems) to enter 5th generation of transportation era (Tx 5.0) will
be presented.

Keywords: 5G · IoT · ITS · cVIP · LTE-V · WiFi · DSRC

1 Introduction

The development of mobile communication technology has been advanced rapidly since
1990s. It began from the 2G on communicating of voice and messages in 1990s, 3G
Cloud compilation in 2000s, to the present 4G cloud services. It is well known that at
every verge of mobile communication generation, it brought with a huge business
opportunity. While we are enjoying the responsiveness and convenience of 4G, the
global mobile phone communication industry has started to heavily invest in upgrading
the 4G technology into 5G. It is expected the 5G era will emerge on horizon by 2020.
Up to that point, the 5G mobile communication will make our living more convenient
and diversified (Fig. 1).

On the other hand, along the rapid development of Internet of Things (IoT), IoT is
a network of objects and/or things. Through the networks, huge big data are collected,
analyzed, synthesized and uploaded onto the clouds as valuable applications at anytime
and anyplace. The network connectivity is also opening up a new era of technology and
economic growth. Moreover, it enables to achieve greater value and service.
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With the mobile communication technology and IoT network, many objects and
things are networking. Regardless it is Internet of Things (IoT), Internet of Vehicles
(IoV), or Connected Vehicles (CV), short range communication technologies are indeed
playing an important role of channels to transmit information through developing the
small self-networking as talk/whisper to each other, such as with Wi-Fi direct, Bluetooth
(iBeacon), RFID, WAVE/ DSRC (IEEE802.11p), LTE-V and LoRa.

Fig. 1. The change 4G to 5G

Fig. 2. Connected VIP frame for N-Fi system [4]
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Herein, the general need of the public is directly to connect among Vehicles, Infras‐
tructure and Persons (named as cVIP), not entirely or always through long range cell
communication systems. Those direct linkages in connecting VIP will also be getting
overcome and smooth when 5G technology is matured. The N-Fi (Near Field Infor‐
matics) portion of Fig. 2 depicts the need to seamless. This presentation will address the
important technologies for connecting VIPs in 5G era. Meanwhile, the presentation will
focus on the advanced ITS (Intelligent Transportation Systems) to the 5th generation of
transportation era (Tx5.0). Those experimental difficulties encountered in the past, may
potential/tremendously be changed in coming future, for examples, accident recon‐
struction, traffic control on the basis of human being, not vehicles will be come true.
The foresee will be shared in this presentation.

2 Communication Technology Competition

To successfully building a great city in current, a proper communication technology that
is cheap and commonly shared is important. Although 3G and 4G mobile systems are
in service, we find that they are insufficient for the demands, particularly related to IoT
and ITS like V2I/V2V. We pay much concerning that 3G/4G still cannot directly link
between/among smart phones, vehicle onboard units, roadside devices like signal
controllers, sign poles, marking restricting message, and indoor facilities. This leads to
the need for an ad hoc network to fulfill the gap, particularly also for social networking.
A Near Field Informatics (N-Fi) system is presented herein to compensate the loose. To
maintain the system, a connected VIP net (cVIP) is proposed. The character V, I, and
P, respectively denotes Vehicles, Infrastructure, and Person. “Infrastructure” could be
roadside units (such as traffic signal controllers (TSC), changeable message signs
(CMS), toll gates, bus stops, convenience shops, schools, and building facilities, every‐
thing, (illustrated in Fig. 2) [1–4].

Considering direct connection with ad hoc networking from user’s demands, the
thumb of barrier is to offer services for moving particles (cars and/or people). Indeed,
the product should have wireless communication function with fast access and easy
connect characteristics, and/or be wearable or in-hand, and with common protocols and
inexpensive. The technology to concurrently support static equipment and moving
particles, MONET conversion to VANET is studied, where VANET is set for commu‐
nication among vehicles and roadside units and drives message, information that match
travelers’ demands (information on demand, IOD).

Some short-range technologies such as IEEE 802.11(x), IEEE 802.15(series), and
RFID are presently in use, and are considered/ included in N-Fi pack.

IEEE 802.11(x) is widely utilized for many electronic devices for instances, WiFi
devices (IEEE 802.11a, b, g, n) but IEEE 802.11p (WAVE/ DSRC). Almost all smart‐
phones are plug-in a WiFi chip. Many outdoor zones such as airports, public stations,
squares in smart cities around the world offer free WiFi service. Then, one can easily
access the Internet or other network to obtain information or work for their business
online.
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However, it is hard to access WiFi when one is moving 20–30 kph and over. IEEE
802.11p in USA is planned and allocated for onboard V2V + V2I to overwrite WiFi’s
weakness [5, 6]. Conversely, IEEE 802.11p is not built-in smartphones. Therefore, it
has obstacle to be popular wide. Nevertheless, Bluetooth (IEEE 802.15.1) has built in
smartphones, and currently many auxiliary positioning products/devices are supported
by Bluetooth, for example beacon-like devices. Another IEEE 802.15 (series) is Zigbee
(IEEE 802.15.4) [7]. Bluetooth has a 1–2 Mbps rate, but Zigbee only 250 Kbps. What‐
ever, Zigbee enables to broadcast packages available for high speed moving particles
since Zigbee puts authentication redundant. Sub1Giga (Sub1G) is also provided for low
rate transmission, like LoRa (433, 866, 915 MHz), for some IoT applications, like water
meter, electric power meter. Passive RFID is also very popular for relative short-range
conditions, approximately 10 cm or less, such as for contactless tickets or door-keys.
Extended passive RFID’s reader allows a detection for tags mounted on high speed
vehicles, which the detection range can reach 10–15 m. Active two-way RFID is utilized
for the range of ten to hundred meters accomplished by using Zigbee compatible tech‐
niques. The comparison with their attributes is revealed in Table 1.

Table 1. Short range communication technologies and their attributes

Communication
technology

Bluetooth ZigBee/
Sub1G/LoRa

Wi-Fi RFID Wave/
DSRC

LTE-V

Moving constraint <5 kph 50–100 kph <30 kph 30–80 kph <100 >40 kph
Service range, 0 dB 10–100 m 10–1000 m 10–100 m <10 m 100 >100 m
Connection speed 5–10 s <1 s 1–10 s <1 s <1 <1 s
Bandwidth ~1 Mbps 250 Kbps >1 Mbps – 27 M 1 Gbps
Transmission Two ways Two ways Two ways One way Two ways Two ways
Smartphone Build-in Extra Build-in Extra x Build-in

Synthetically, due to smartphone build-in, WiFi and Bluetooth are the most potential
technologies for ad hoc social networking and large message packets delivery. There‐
fore, a tightly (and perhaps even loosely) coupled network using Zigbee, WiFi, and/or
Bluetooth has its potential currently selected in N-Fi.

Regardless of that LTE in long range communication working in 4G mobile phones
has its achievement, LTE-V designed for another short range communication will get
into the market in near future. It is designed for high speed moving carriers. Supposed
that LTE-V is operated with subcarrier modes from LTE channels, it obviously will be
integrated into smart phones. Therefore, a smart phone will simultaneously work/ access
for long range base stations and short range access points, and satisfying relative-highly
moving conditions. Then, due to LTE’s wide bandwidth, under the consideration of cost
down and thinness in the smartphone module, it has potential to replace all the function
of current WiFi, Bluetooth and other short range technologies. Surely, the communica‐
tion devices in market will be altered tremendously. Till that moment, LTE + (LTE-V)
will become the major stream among all devices (cVIP), including IoT, IoV (V2X).
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3 Transportation 5.0

Intelligent Transportation System (ITS) is currently the worldwide focusing work in public
engineering construction. It includes Advanced Traveler Information System (ATIS),
Advanced Traffic Management System (ATMS), Advanced Public Transportation System
(APTS), Electronic Toll Collection (ETC), Emergency Management System (EMS),
Advanced Commercial Vehicle Operation (ACVO), and Advance Vehicle Control and
Safety System(AVCSS) etc. In fact, a successful ITS system rather relies on communica‐
tion systems. On the point of view of LTE + (LTE-V) (5G) development and revolution,
we can foresee the change of ITS due to that all roadway, roadside equipment, such as sign,
signal, marking, CMS, bus stop, vehicle detector, light, … etc., can equipped with LTE-V,
and conjunct directly with onboard vehicle devices and smartphones. This picture just illus‐
trates in Fig. 1. This leads to overcome many past difficult tasks. The coming change of ITS
development is denoted as Transportation 5.0 era (Tx5.0). An example of parking auditing
is presented from manual auditing (1st generation), mechanic auditing (2nd generation), elec‐
tronic auditing (3rd generation), free flow automatic auditing (4th generation) and then Ubiq‐
uitous auditing (5th generation), which with intelligence, networking with all possible nodes,
ways and things (see Fig. 3). During the Tx5.0 era, smart phones and LTE-V elsewhere, the
message/information will be ubiquitous. Therefore, many difficult problems such as acci‐
dent reconstruction, calamity message, information delivery, payment, control, manage‐
ment… etc. will become more efficient, real-time, precise and correct. The author selects
some important projects being discussed in the followings.

Fig. 3. The change of transportation era-an example of parking auditing

Accident Reconstruction Practice
Currently, there is a hard task to identify the fact of an accident. The factor to the record
becomes history while policeman arriving at the site. The situation is unable to rewind
for inspection. Accidents are most in process justified with experiences by experts’
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knowledge. A light bias always exists in some cases since it lacks of evidence. In coming
future, implementing LTE + (LTE-V) may give the opportunity to rewind the precise
trajectory in terms of time and location of respecting vehicles and persons. Based on
surrounding fixed bases (like LTE-V beacons) and moving objects (OBUs, smart‐
phones), reconstructing the theme by precisely positioning algorithm is possible. Using
precise positioning to rewind the trajectory is the most important in justifying the acci‐
dent fact. And, this tool will reduce bias of judgements.

Vehicle Based to Human Based
In past, traffic officers always collect traffic data by equipped loop detector, radar, super‐
sonic/IR detector, CCTV (closed circuit television camera) with image processing.
However, all are on vehicle base for traffic control or management, not on human base.
From near future, LTE-V may provide the opportunity that leads traffic control and
management getting into human base, due to LTE + (LTE-V) smartphone in traveler
hand. The controller of traffic signals generates the timing plan in terms of not only
vehicle variables, but human attributes. A very interesting issue is pcu (passenger car
unit) used in traditional planning and control formulations, how it to make a transition
to passengers in a car unit.

iCaution
If LTE + (LTE-V) plugged in smartphone, it will easily build up emergent messages
broadcasting platform, especially for the purpose of local disasters (slope sliding, water
submerge, …), accidents, car flat, etc. These can be accomplished via a triangular
pyramid with a coded module of short-range communication (see Fig. 4).

Fig. 4. Emerging traffic messages broadcasting by LTE-V AP [4] (simulated)
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ETC
ETC plays an important role in ITS. Figure 3 has depicted the revolution. Herein, we
will discuss the cashing issue. ETC can be the tool for traffic control if knowing the
vehicle and person’s position in terms of time what others. The pricing can be functioned
with roadway efficiency (time cost), energy exhaustion or emission (destroy cost and
pollution cost) and safety level of service (traffic impact and social cost). This implies
pricing differential and comes to more equality in toll collection. On another way, traffic
management office can issue eco-money (for example discount from base fare) if a
vehicle obeys control message. The eco-money can be cumulated to afford to pay for
other trip expenditure. Or, in business, eco-money is like coupon, can be exchanged,
purchase commodities. The purpose is to promote green transportation to people, love
our earth [8].

By the way, LTE + (LTE-V) will make obscure between transportation and other
business, for examples, commercial activity into transportation/ traffic space, online
game into traffic fields (see Fig. 5).

Fig. 5. Commercial information delivered by LTE-V (simulated)

4 Summary/Conclusion

People expect directly to connect among Vehicles, Infrastructure and Personal devices
(cVIP). This leads to complete the need to a seamless circumstance. The presentation
discusses and analyzes the communication technology evolution inducing market and
application field change in near future. The author foresees LTE + (LTE-V) will win
the market due to which bundles smartphone core. LTE-V will substitute IEEE 802.11
series as well as 802.15 series etc. Moreover, The author foresees advanced ITS will
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achieve to Transportation 5.0 era. This overcomes many current difficult problems and
easily be solved, getting into more efficient, safer, greener and balanced society.

Acknowledgement. This paper is digested from the scientific project sponsored by Fujian
University of Technology.
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Abstract. Solidly mounted resonators (SMRs) have a stable structure, high
frequency range, and good process yield, and thus are increasingly being used in
various applications, including radiofrequency (RF) communication devices. In
this study, we simulated SMR structures and thin films of the piezoelectric mate‐
rials AlN and ZnO using the commonly used RF design program Advanced
Design System.

Keywords: Solidly mounted resonators (SMR) · Advanced design system
(ADS) · Aluminium nitride (AlN) · Zinc oxide (ZnO)

1 Introduction

Given the developments in wireless communications as well as the increasing demands
of consumers for mobile phones with improved features, device quality and stability
have become important parameters.

This paper presents the results of Advanced Design System (ADS) simulations of
solidly mounted resonators (SMRs) with different piezoelectric layers.

The thin-film bulk acoustic resonator consists of a piezoelectric layer sandwiched
between upper and lower electrodes. To prevent the dissipation of acoustic energy to
the substrate, three configurations are typically used to minimise acoustic losses. As the
process yield of the cavity etching is a crucial factor in the case of air-gap-isolated and
VIA-isolated (back-trench) resonators, stacked acoustic components were simulated in
this study, owing to their high working frequency, large power capacity, low loss, and
small volume. Alternately stacked Mo/SiO2 reflector layers with high and low acoustic
impedances with respect to the 1/4 λ mode were studied, with aluminium nitride (AlN)
[1] and zinc oxide [2] thin films used as the piezoelectric layers.

2 Simulation Design

The software ADS (Agilent) is the industry standard for designing RF and communi‐
cation circuits. It is a powerful program capable of yield analysis and design optimisation
and can thus help greatly improve the design efficiency of complex circuits.
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[3] the design function of ADS, which allows for a high degree of freedom and
convenience, was used to establish an SMR component library based on the Mason [4]
model. The commonly used SMR acoustic materials were incorporated into the library,
and their performances when used for the components were simulated. The acoustic
characteristics of these commonly used materials are listed in Table 1.

Table 1. Properties of AlN and ZnO for piezoelectric materials

Parameters AlN ZnO
Acoustic impedance (106 kg∕m2s) 34.0 36.0
Bulk acoustic wave velocity (m/s) 10400 6630
Mass density (kg/m3) 3270 5680

Electromechanical coupling coefficient (Kt2) 6.5 7.5
Inherent material loss Very low Low
Dielectric constant (𝜀r) 9.5 9.2
CMOS compatibility Compatible Incompatible
Sputtering rate High Middle

3 Experimental Section

Figure 1 is a schematic illustration of a Bragg reflector. Commonly used reflector mate‐
rials include Mo, tantalum pentoxide (Ta2O5), and W; these are high-acoustic-impe‐
dance materials. Silicon dioxide (SiO2), on the other hand, has a low acoustic impedance.
The reflector layer was assembled in the 1/4 λ mode by staggering together high-
acoustic-impedance Mo (ZMo = 64.2 × 106 kg/(m2s)) and low-acoustic-impedance
SiO2 

(
ZSiO2

 = 64.2 × 106 kg/(m2s)) to achieve an acoustic impedance ratio(
ZMo∕ZSiO2

)
 = 4.5 [5]. This resulted in a Bragg reflector layer with excellent acoustic

resonance. Three Mo/SiO2 layers were deposited.

Fig. 1. Schematic illustration of a Bragg reflector

Table 2 lists the characteristic acoustic parameters of the thin film materials.
Common electrode materials such as Mo, Al, Ti, and Pt provide good electrical contact
by sandwiching the piezoelectric acoustic layer between the upper and lower electrodes,
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and function as mechanical loads for the device. The electrode materials should have
good acoustic coupling and low ohmic loss; thus, Mo was chosen for the bottom elec‐
trode and Pt for the top electrode. Figure 2 is the ADS model of the Mo and Pt electrodes.

Table 2. Acoustic property parameters of thin film materials

Acoustic impedance
(106 kg∕m2s)

Mass density (kg/m3) Bulk acoustic wave
velocity (m/s)

Mo 64.2 5680 6290
Ti 27.3 4500 6071
Al 13.7 2695 5100
SiO2 13.8 2650 5200
Si 5.13 2330 2200

Fig. 2. ADS model of the Mo and Pt electrodes.

The ADS simple simulation of piezoelectric layer is shown in Fig. 3. Aluminium
nitride and zinc oxide, which were assembled in the 1/2 λ mode, are excellent piezo‐
electric materials and exhibit unique advantages. Table 2 shows the characteristic
parameters for the piezoelectric materials AlN and ZnO. AlN has a high acoustic velocity
and CMOS compatibility, while zinc oxide has a high piezoelectric coefficient, which
results in low acoustic energy scattering. The acoustic impedances of air and solids are
almost zero in the ideal state; thus, these is no dissipation of the acoustic wave to the
substrate or air during its transmission in the solids, with the acoustic energy being
confined to the piezoelectric layer. Therefore, in this paper, we discuss the piezoelectric
and reflector layers that can be used for operation at a frequency of 2.5 GHz. The reso‐
nance frequency of the piezoelectric layer and its electromechanical behaviour were
simulated using the Mason and Leach [6] models. Figure 4 shows the S parameter value
as well as the target settings used in ADS.
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Fig. 3. ADS simple simulation of piezoelectric layer

Fig. 4. S parameter value as well as the target settings used in ADS.

4 Results and Discussion

According to the data of thin film material, piezoelectric material and the design theory
of SMR. In this experiment, we use the traditional piezoelectric Mason model to do the
simulation of the half-wavelength mode piezoelectric layer of AlN, ZnO and quarter-
wavelength mode 3 pairs of reflective layers Mo/SiO2 in 2.5 GHz [7].

Set AlN piezoelectric layer is 2.08 um, top electrode and bottom electrode are 100 nm
individually. The Fig. 5 shows the S11 frequency response diagram of the AlN for the
ADS simulation layer of 3 for the piezoelectric layer, and the center point of the SMR
resonant frequency is 2.51 GHz. The frequency of S11 ADS simulation for ZnO piezo‐
electric layer 3 of reflective layer response, set the ZnO piezoelectric layer is 1.27 um,
the top electrode and the bottom electrode of individual 100 nm, the center point of SMR
resonant frequency is 2.50 GHz in Fig. 6.
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Fig. 5. Frequency response of the SMR with AlN

Fig. 6. Frequency response of the SMR with ZnO

5 Conclusions

Summary of this experiment with ADS simulation of micro resonator solid study. The
commonly used piezoelectric materials of high and low acoustic impedance of AlN,
ZnO and the reflective layer are discussed. It is possible to predict the performance of
the design structure and the feasibility, also we can adjust the special parameters of
materials from the simulation software.
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Abstract. The joint I/Q mismatch calibration, compensation and
channel equalization approach are proposed for space-time-block-code
(STBC) 2× 2 multiple-input-multiple-output (MIMO) orthogonal fre-
quency division multiplexing (OFDM) transceivers. The I/Q mismatches
of transmitter and receiver are extracted by using the look-back calibra-
tion during the system power-on period. The results of look-back calibra-
tion is used to construct a reparation block and to further compensate
the I/Q mismatch. In addition, based on MMSE criterion, the joint app-
roach is employed to simultaneously combat the residual remote/end-
user transmitter I/Q mismatch and the channel impairment at end-
user/remote side.

Keywords: I/Q mismatch · Equalization · STBC · SISO · MIMO ·
OFDM

1 Introduction

In order to increase the throughput and the robustness of wireless trans-
mission over the multipath frequency-selective fading channel, the multiple-
input-multiple-output (MIMO) and OFDM technology have been combined and
adopted in IEEE 802.11n wireless local area network (WLAN) [1]. Considering
high-integration issue of wireless transceiver, the zero intermediate-frequency
(IF) design can be employed to instead of the radio frequency (RF) transceiver
for MIMO-OFDM system.

However, a drawback of zero-IF design is I/Q mismatch. For zero-IF trans-
ceiver as illustrated in Fig. 1, the I/Q mismatch will be concurrently manifest
at the remote and the end-user transceiver. The former studies [2,3] presented
the special designed preamble or pilot arrangement to estimate and compensate
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the I/Q mismatch. Consequently, both the estimation and the compensation
approaches can not be directly used to the realistic system such as MIMO-
OFDM WLAN transceiver [1]. In addition, the work [4] fulfilled the estimation
and the compensation of I/Q mismatch without taking the effect of remote
Tx I/Q mismatch in account. In contrast to single-input-single-output (SISO)
OFDM transceiver, the computational complexity of I/Q mismatch for MIMO-
OFDM transceiver is extend by the multiple antennas of received signal.

Rx1

Tx1
Tx0

End-User

SW1

Remote

Rx1

Tx1
Tx000h

11h

Rx0

SW0
Rx0

01h10h

SW1

SW0

Fig. 1. Block diagram of 2× 2 MIMO-OFDM transceivers.

In this paper, the joint I/Q mismatch calibration, compensation and chan-
nel equalization approach is proposed to deal with I/Q mismatch and channel
impairment for STBC 2× 2 MIMO-OFDM transceivers. The look-back calibra-
tion is used to concurrently estimate the related parameters of I/Q mismatches
for transmitter (Tx) and receiver (Rx) either end-user or remote transceiver
in the system power-on period. According to the calibrated results estimated
from look-back calibration, the reparation blocks are presented to simultane-
ously compensate I/Q mismatch of STBC MIMO-OFDM transceiver for end-use
and remote sides. Furthermore, the residual I/Q mismatches of Tx and Rx can
be viewed as a portion of channel impairment. The remote/end-user Tx I/Q
mismatch and the channel impairment are jointly combated by the equalization
process at the end-user/remote receiver.

The paper is organized as follows. The signal model of I/Q mismatch is
described in Sect. 2. The loop-back calibration of I/Q mismatch is depicted in
Sect. 3. Then, the residual I/Q mismatch and channel impairment are jointly
derived in Sect. 4. The simulation results of system evaluation are illustrated in
Sect. 5. Finally, the concluding remarks are described in Sect. 6.

2 Signal Model

Considering a SISO OFDM transceiver [5], the received signal suffered from
channel impairment and I/Q mismatch in the frequency domain is described as

Yiq,k = DFT{yiq} = αrxHkRiq,k + βrxH∗
−kR∗

iq,−k (1)
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where k is a subcarrier index. Hk is the kth subchannel frequency response. yiq

is the received time-domain signal. In addition, αrx and βrx are given as

αrx = cos Δθrx − jΔGrx sin Δθrx (2)
βrx = ΔGrx cos Δθrx + j sinΔθrx (3)

where Δθrx and ΔGrx are the phase and the amplitude (gain) mismatch between
I- and Q-path of Rx. The Riq,k is defined as the kth subchannel of received
symbol suffered from only Tx I/Q mismatch in the frequency domain and further
given as

Riq,k = αtxRk + βtxR∗
−k (4)

where Rk is a transmitted symbol of the kth subchannel in the frequency domain.
Likewise, αtx and βtx are given as

αtx = cos Δθtx + jΔGtx sinΔθtx (5)
βtx = ΔGtx cos Δθtx − j sin Δθtx (6)

where ΔGtx and Δθtx express the amplitude (gain) and the phase mismatches of
Tx. According to the superposition theorem , the signal model suffered from
I/Q mismatch can be used to derive the calibration and compensation approach
for STBC 2 × 2 MIMO-OFDM transceiver.

Fig. 2. Architecture of look-back calibration for zero-IF 2 × 2 MIMO-OFDM trans-
ceiver: (a) calibration signal and (b) zero-IF 2× 2 MIMO-OFDM transceiver.

Considering a zero-IF 2 × 2 MIMO-OFDM transceiver, the architecture of
look-back calibration as shown in Fig. 2 can be used in end-user- and remote-
side. Without loss of generality, the following derivation and statement does
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not emphasize for end-user- or remote-side. In order to maintain a cost-efficient
design of transceiver, a single local-oscillator (LO) is employed to be the car-
rier of up- and down-converter. Therefore, the related parameters of I/Q mis-
match, such as amplitude (gain) and phase mismatches of Tx and Rx mixers,
are regarded as equivalent and then given as

{
ΔGtx = ΔGtx0 = ΔGtx1 = ΔGrx = ΔGrx0 = ΔGrx1

Δθtx = Δθtx0 = Δθtx1 = Δθrx = Δθrx0 = Δθrx1
(7)

Therefore, the look-back calibration of I/Q mismatches of Tx and Rx can be
easily realized with cooperating two switches as shown in Fig. 2. In the system
power-on period, the look-back calibration is mainly employed to estimate the
I/Q mismatch. In addition, based on the estimated results of I/Q mismatch,
the reparation blocks are used to compensate I/Q mismatch in the real data
transmission. After look-back calibration, the residual I/Q mismatches of Tx
and Rx can be viewed as a portion of channel impairment. The residual Tx I/Q
mismatch and the channel impairment are jointly combated by the equalization
process at the receiver in the joint tracking process. The detail operation of the
proposed algorithm is described as the following sections.

3 Look-Back Calibration

The related parameters of I/Q mismatch as shown in Eq. (7) can be obtained
in the look-back calibration in the system power-on period. The look-back
calibration has to be worked with SW0 and SW1, as illustrated in Fig. 2, per-
forming the I/Q mismatch calibration for both end-user- and remote-side. For
instance, SW0 and SW1 are changed to “S0” and “S3”, respectively, to do
the loop-back calibration from Tx0 to Rx0 (Tx0–Rx0). Furthermore, SW0
is switched to “S1” to do the loop-back calibration Tx1–Rx0. Similarly, we
can use the same approach to do the loop-back calibrations including Tx0–Rx1
and Tx1–Rx1. Without loss of generality, we use a single path to show the
look-back calibration in the following derivation. The look-back calibration is
constructed with 2 processes such as symmetry- and anti-symmetry-process
stage.

3.1 Symmetry-Tone Process

Two signals with equivalent amplitude are assigned in two symmetry tones at
m and −m, as shown in Fig. 2(a), where m is an index of symmetry subcarrier.
The signal xn,S at IDFT output can be described as

xn,S =
∑

k=m,−m

Xkej 2πkn
N = 2 cos

2πmn

N
= 2 cos ωbbn (8)



392 C.-F. Wu et al.

where ωbb represent the equivalent baseband frequency. Clearly, Eq. (8) shows
that xn,S only has real-part signal. The output amplitudes Vii,P and Viq,P at
the I- and Q-path, respectively, of ADCs are given as

Vii,P = K(1 + ΔGtx)(1 + ΔGrx) cos(Δθrx − Δθtx) (9)
Viq,P = K(1 + ΔGtx)(1 − ΔGrx) sin(Δθrx + Δθtx) (10)

where K denotes a path gain. The subscripts “ii” and “iq” represent the path
from Tx I-path to Rx I- and Q-path, respectively.

3.2 Anti-symmetry-Tone Process

Two signals with equivalent anti-amplitude are arranged in two symmetry tones
at m and −m as illustrated in Fig. 2(a). Therefore, the signal xn,AS at IDFT
output can be derived as

xn,AS =
∑

k=m,−m

Xkej 2πkn
N = j2 sin

2πmn

N
= j2 sin ωbbn (11)

Apparently, Eq. (11) reveals that the xn,AS just has imaginary-part signal. Simi-
larly, the output amplitudes Vqi and Vqq at I- and Q-path, respectively, of ADCs
are derived as

Vqi,P = K(1 − ΔGtx)(1 + ΔGrx) sin(Δθrx + Δθtx) (12)
Vqq,P = K(1 − ΔGtx)(1 − ΔGrx) cos(Δθrx − Δθtx) (13)

where the subscripts “qi” and “qq” denote the path from Tx Q-path to Rx I-
and Q-path, individually.

3.3 I/Q Mismatch Estimation

As mentioned above, we can employe Eqs. (9), (10), (12) and (13) to estimate
the related parameters of I/Q mismatch in the look-back calibration.

A. Amplitude Mismatch Estimation: Based on the derivations of Eqs. (7),
(9) and (13), the maximum ratio γ can be derived as

γ =
Vii,P

Vqq,P
≈ (1 + ΔGtx)(1 + ΔGrx)

(1 − ΔGtx)(1 − ΔGrx)
≈ 1 + 4ΔGtx (14)

where cos(Δθrx − Δθtx), as shown in Eqs. (9) and (13), is close to 1 since Δθtx

and Δθrx are tiny. Therefore, ΔĜtx and ΔĜrx are derived as

ΔĜtx = ΔĜrx ≈ γ − 1
4

(15)
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B. Phase Mismatch Estimation: Similarly, based on Eqs. (7), (9), (10), (12)
and (13), we can use the following two terms, η+ and η−, to find the phase
mismatch. The derivations are described as

η+ =
Viq,P

Vii,P
≈ (1 − ΔGrx) sin(Δθrx + Δθtx)

(1 + ΔGrx) cos(Δθrx − Δθtx)
≈Δθrx + Δθtx (16)

η− =
Vqi,P

Vqq,P
≈ (1 + ΔGrx) sin(Δθrx + Δθtx)

(1 − ΔGrx) cos(Δθrx − Δθtx)
≈Δθrx + Δθtx (17)

Obviously, (1+ΔGrx) and (1−ΔGrx) are cancelled each other in Eqs. (16) and
(17) since ΔGrx is far less than 1 and approximates to zero. Besides, sin(Δθrx +
Δθtx) is equivalent to (Δθrx + Δθtx) iff both Δθrx and Δθtx are tiny and close
to zero. Consequently, Δθ̂tx and Δθ̂rx can be acquired as

Δθ̂tx = Δθ̂rx ≈ η+ + η−
4

(18)

C. Reparation Structure: Based on the results of look-back calibration
derived in Eqs. (15) and (18), the amplitude (gain) and phase mismatches esti-
mated from Tx0–Rx0, Tx1–Rx0, Tx0–Rx1 and Tx1–Rx1 are obtained with
cooperating SW0 and SW1, individually. Therefore, by averaging of four results
from loop-back calibration, the estimated amplitude (gain) and phase mis-
matches can be used to construct the reparation structure for compensating
the I/Q mismatch. Considering the I/Q mismatch of Tx mixer, the reparation
block for Tx0 and Tx1, as shown in Fig. 3, can be employed to pre-compensate
the I/Q mismatch. Similarly, in view of the I/Q mismatch of Rx mixer for Rx0
and Rx1, the reparation block, as illustrated in Fig. 4, can be used to recompense
the I/Q mismatch.

Fig. 3. Reparation block for compensating Tx I/Q mismatch.
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Fig. 4. Reparation block for compensating Rx I/Q mismatch.

4 Joint Tracking Process

After the loop-back calibration, the residual I/Q mismatch still exits in the Tx-
and Rx-path. Fortunately, the residual I/Q mismatch can be viewed as a portion
of channel impairment and, then, combated with the tracking process of channel
equalization on each subchannel after channel estimation. The kth subchannel
response suffered from I/Q mismatch, as derived in Eq. (1), in the frequency
domain for SISO OFDM transceivers is given as

Hα,k = αtxHk and Hβ,k = βtxH∗
−k (19)

After completing look-back calibration and building reparation block for com-
pensating I/Q mismatch, the both residual I/Q mismatches of Tx and Rx
are very small and, then, can be further neglected in the following deriva-
tion. The received signal vector from other transmitter as illustrated in Fig. 1 is
described as

Y = HX = [Y00,k Y ∗
00,−k Y ∗

01,k Y01,−k Y10,k Y ∗
10,−k Y ∗

11,k Y11,−k]T (20)

where X = [X0,k X∗
0,−k X∗

1,k X1,−k]T denotes the vector of transmitted signal.
Based on the MMSE criterion, a joint tracking process is proposed to minimize
the MSE on each subchannel and to further get the right data decision on each
subchannel. The cost function of joint tracking process is defined as

arg min
W

J(W) = Ek = E[EH · E] and E = X̂ − X̃ (21)

where Ek is MSE of the kth subchannel. W is coefficient matrix. E[·] denotes an
expectation operator. Besides, X̂ = [X̂0,k X̂1,k]T and X̃ = [X̃0,k X̃1,k]T are the
decision signal and the equalized signal vectors, respectively. E = [E0,k E∗

1,k]T

is the decision error vector. Furthermore, X̂p,k = Q{X̃p,k} ∀ p = {0, 1}, where
Q{·} is a slicer. Theoretically, the subchannel SNR is defined as SNRk = Sk/Ek,
where Sk is the signal power of the kth subchannel. Equation (21) shows that the
exact coefficient matrix can minimize the error power to enhance the subchannel
SNR.
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5 System Evaluation

In order to demonstrate the joint I/Q mismatch calibration, compensation and
channel equalization approach, a C model, including channel impairment [6],
is established to evaluate the STBC 2 × 2 MIMO-OFDM transceiver [1]. The
amplitude- and phase-mismatch are assumed to be −5%–5% and −5◦–5◦ for
examining the loop-back calibration. For ±5% of amplitude (gain) mismatch,
the residual amplitude error is less than 0.086 dB as shown in left-side of Fig. 5.
Similarly, for ±5◦ of phase mismatch, the residual phase error is less than 0.1◦

Fig. 5. Amplitude (left) and phase (right) imbalance sweeping result

Fig. 6. SER comparisons for 2× 2 MIMO-OFDM transceivers
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as shown in right-side of Fig. 5. In summary, according to the calibrated results,
the I/Q mismatches of Tx and Rx can be entirely estimated in the look-back
calibration. Besides, assuming the remote Tx I/Q mismatch suffered from 3%
amplitude and 3◦ phase mismatches, the symbol-error-rate (SER) is shown in
Fig. 6, where the carrier frequency offset is considered as 232.2 KHz.

6 Conclusions

In this paper, the look-back calibration of I/Q mismatch is presented to esti-
mate both amplitude- and phase-mismatch of Tx and Rx in the system power-
on period. After look-back calibration, the estimated amplitude- and phase-
mismatch are employed to construct a reparation block and then to pre-
compensate I/Q mismatches of Tx and Rx mixers either end-user- or remote-
side. Based on the evaluation results, the presented look-back calibration can
really estimated the Tx and Rx I/Q mismatch since the residual amplitude- and
phase-mismatch are 0.086 dB and 0.1◦, respectively. Furthermore, the residual
I/Q mismatch of Tx and Rx can be viewed as a portion of channel impairment.
The residual I/Q mismatch and the quasi-static channel variation are jointly
combated by the tracking process to minimize the subchannel MSE.
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Abstract. Learning is the major human activity to acquire new, or rein-
force existing knowledge and skills which can make people to accommo-
date the environment or the society better. The Internet Of Things (IOT)
which integrate the sensing, networking and computing, will change the
future living of humans totally, and provides more comfort and conve-
nience. It has been an important issue to train enough qualified IOT
programmers efficiently. This paper proposes a work which trains the
undergraduate students to develop the mobile IOT via a constructive
problem-based approach. It is a long term course project cooperated by
NingXia Polytechnic and Tajen University, the second semester course
is still running now. The study of the first semester basically shows
the effectiveness of the proposed approach and the expectation of the
students.

Keywords: Constructivism · Engineering education · Problem-based
learning

1 Introduction

Learning is the major human activity to acquire new, or reinforce existing knowl-
edge and skills which can make people to accommodate the environment or the
society better. People can modify their behaviors, change the environment, or
live more happily via learning. On the other hand, learning can improve the
competitiveness and mobility of the society. Consequently, how to improve the
effectiveness and efficiency of human learning is one important research issue.

Since the 1980s, the development of Internet technologies have dramatically
changed the modern living of human beings in various areas. Originally, Internet
is designed to connect the people. In the last 10 years, the Internet Of Things
is proposed and developed to connect different things directly for more smart
living environment, such as smart house [1], smart grid [2], and smart city [3].

As the IOT has been more important, the demand of IOT programmers has
also been more strong in the second decade of the 21st century. Now, it has been
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J.-S. Pan et al. (eds.), Advances in Smart Vehicular Technology, Transportation,
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an important issue to train enough qualified IOT programmers efficiently. This
paper proposes a work which trains the undergraduate students to develop the
IOT project via a constructive problem-based approach. It is a long-term project
cooperated by Tajen University, Taiwan, and NingXia Polytechnic, China. At
this time, the second semester course is still running. Essentially, this paper
only contains the results of the first semester. In the one semester course, the
students learn the basics of IOT programming, finding the physical problem,
system analysis, and completing the prototype.

The remainder of the paper is organized as follows. The related works are in
Sect. 2. Section 3 provides a brief introduction about our courseware. Section 4
demonstrates’ the implementation of the proposed courseware. Conclusion is
given in Sect. 5.

2 Related Works

Constructivism [4,5] is considered as one theory about how people learn. In
essence, learning is the knowledge re-creating (constructing) process in each
learner brain according to the individual experience. Figure 1 shows the view
of constructivism about learning. Experience from a specific context is the best
way to learn the knowledge of the specific domain. The observation, experiment,
navigation, exploration and practice are more important than the teaching the
abstract knowledge by the blackboard. In the knowledge constructing process,
the learner make the experienced thing meaning. The constructing process is
influenced by the learner’s background, culture, worldview, and previous learned
knowledge. The learned knowledge can help the learner to explore more experi-
ences in the similar context. Consequently, in the view of constructivism, learn-
ing should begin on the most accessible context around the learner, shown as
Fig. 2. Step by step, the learner can explore the meanings of the context which
is more difficult to access. For instance, the operation of gas engine can be easily
observed by the learner. Relatively, the entropy (classical thermodynamics) is
very difficult to measure and observe. Even though the second law of thermo-
dynamics is the basis to design a gas engine, the operation of gas engine should
be introduced before the second law of thermodynamics.

Experience

from a specific

context

Kowledge

in a specific

domain

Who:

Learner

Why:

To construct

How:
By experience

What:
Makeing meaning

Fig. 1. Learning view of constructivism

Problem-based learning (PBL) [6,7] is a learner-centered instructional
method in which students are given real-world situations or scenarios, denoted
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Context

Accessibility

Knowledge

fragment

Learner

Fig. 2. Context accessibility in learning

as problem, and asked to offer insights regarding or solutions. Essentially, the
teacher presents students the detail and importance of the problem to stimu-
late the students’ interest and motivation. In general, Students identify what
they need to learn in order to solve a problem by teamwork. The students are
encouraged to perform self-directed learning. Finally, the students apply their
new knowledge to the problem and evaluate the effectiveness of their solution.
From the view of constructivism, the problem provides the context about the
special domain, shown as Fig. 3. The students can explore more deep experi-
ences via interaction and collaboration. The objectives of problem-based learning
include helping students develop (1) intrinsic motivation, (2) flexible knowledge,
(3) effective problem-solving skills, (4) effective self-directed learning skills, and
(5) effective collaboration skills [7]. Problem-based learning began in medical
schools and expanded to business, design and engineering education.

Fig. 3. The problem provides a context for the learner.

3 Design of the Curriculum

From the viewpoint of system engineering, the development process of IOT
project is essentially the same as the systems development life cycle (SDLC)
[8]. It is a two semesters project in Tajen University, Taiwan. At this time, the
second semester course is still running. Essentially, this IOT training course is
planned according to SDLC. The first semester course includes the Ananlyze and
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Design stages. The students learn the basics of IOT programming, finding the
physical problem, system analysis, and completing the prototype in the design
stage (Fig. 4).

Analyze Design Implement Test Maintain

Fig. 4. Systems development life cycle

Before the first stage of SDLC, the student should decide what to do, or
which problem his IOT project can solve. By the thinking of constructivism, the
teacher does only provide the students a framework to support learning. This
means that the student should find his problem by himself/herself. We think that
the problem should be very close the student’s experience, and then we decide
the student’s IOT project should enrich the living environment. The teacher
illustrate how to discover the important things in the living environment. The
student would be encouraged to think how to make the living environment more
comfortable, secure, green, or economic. Relatively, the student has stronger
motivation and self-regulation on learning how solve the problem he/she find.
On the other hand, if the teacher directly give one imagined/simulated case to
a student, the student often tries to search the similar and existent solution or
model which were developed by the others previously. The student may use the
copy-and-paste strategy to solve the case from the teacher. Consequently, the
student must concretely learn the knowledge about the problem he/she find.

4 Performance Evaluation

This paper proposes a work which trains the undergraduate students to develop
the IOT project via a constructive problem-based approach. This work is sup-
ported by the Smart Seed Union [9]. The Smart Seed Union includes nine univer-
sities on the south of Taiwan. The main work of Smart Seed Union is cultivating
university students and teachers through interdisciplinary training. The objec-
tive of Smart Seed Union is to establish a new model of sustainable smart living
space with consideration given to the humanities and technologies. The Smart
Seed Union promotes a teaching model, denoted as D3, which means Discover,
Develop, and Deliver.

– Discover : the ability of discovering the practical problem of the living envi-
ronment.

– Develop: the ability of developing the solution for the practical problem.
– Deliver : the ability of delivering the solution on the living environment.

The Smart Seed Union expects the students can focus on the practical prob-
lem of the living environment. The knowledge of various domains would be
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Table 1. The study of D3

Very disagree Disagree Somewhat agree Agree Very agree

Discover 0 0 8.33% 66.67% 25.00%

Develop 0 8.33% 16.67% 58.33% 16.67%

Deliver 0 0 16.67% 66.67% 16.67%

needed to propose a total solution for this problem. Then the students are encour-
aged to learn the knowledge of different domains about this problem. Finally,
the students should integrate the learned knowledge to propose a solution and
try to apply this solution on the living environment.

After the first semester course, we do a study to evaluate the performance of
the proposed work. We want to realize the enhancement of D3 abilities. We use
5-point Likert Scale to measure the attitude of agreement. Each response obtains
a corresponding value to measure the degree of agreement of the response. In this
study, the response of Agree or Very Agree are classified as is consented to the
content of the corresponding question. Table 1 shows the statistical result on the
D3 abilities. There are total 27 items, divided by 3 groups, in the questionnaire.

This study investigated the undergraduate students from the Software school,
NingXia Polytechnic. And these student learn the IOT courses in the Depart-
ment of Computer Science and Entertainment Technology, Tajen University. The
valid response are 12 questionnaires. At the aspect of Discover, there are about
92% of students who consent to the proposed work can enhance their Discover
ability effectively. It is reasonable because the main content of the first semester
is about how to find a practical and valuable problem. As to the Develop ability,
there are only 75% of students who consent to the proposed work is effective.
This is significantly lower than the aspect of Discover. We think that the content
of this course may be less on the technology than the traditional programming
course, because of the problem finding in the living environment. Another pos-
sible explanation is that the students do not accommodate the new teaching
model. In the past, the students usually get the course of traditional teach-
ing model, in which they only passively listening and receiving. At the aspect of
Deliver, there are only 83% of students who consent to our constructive problem-
based teaching approach. Although this is only the result of the first semester,
the result, at the aspect of Deliver, can reflect the expectation of the students.

5 Conclusion

The smart-phone which integrate the computing and the mobility, changes
the modern living of humans totally, and provides more comfort and conve-
nience. This paper proposes a work which trains the undergraduate students to
develop the IOT prototype via a constructive problem-based approach. It is a
two semesters course project, the second semester course is still running now.
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The study of the first semester basically shows the effectiveness of the proposed
approach and the expectation of the students.

Essentially, this paper only contains the results of the first semester. After the
second semester, we will do another study about D3 abilities and compare with
the result of the first semester. In addition, we tries to use technology acceptance
model to analyze the performance of the proposed approach.
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