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Preface

This volume features the extended versions of a selection of the best papers that
were originally presented at the French-speaking conference EGC’2016 held in
Reims (France) during 18–22 January, 2016. The papers have been accepted after a
peer-review process among papers already accepted in long format at the confer-
ence. For the conference, the long papers are themselves the result of a double-blind
peer-review process among the 94 papers initially submitted to the conference
(conference acceptance rate for long papers of 24%). This conference was the 16th
edition of this event, which takes place each year and which is now successful and
well known in the French-speaking community. This community was structured in
2003 by the foundation of the International French-speaking EGC society (EGC in
French stands for “Extraction et Gestion des Connaissances” and means
“Knowledge Discovery and Management” or KDM). This society organizes every
year its main conference (about 200 attendees) but also workshops and other events
with the aim of promoting exchanges between researchers and companies con-
cerned with KDM and its applications in business, administration, industry,
or public organizations. For more details about the EGC society, please consult
http://www.egc.asso.fr.

Structure of the Book

This book is a collection of six representative and novel works done in Data Mining
and Knowledge Discovery. It is intended to be read by all researchers interested in
these fields, including Ph.D. or M.Sc. students, and researchers from public or
private laboratories. It concerns both theoretical and practical aspects of KDM.

Alec et al. propose in Chapter “A Combined Approach for Ontology Enrichment
from Textual and Open Data” an approach for ontology enrichment for automati-
cally labeling documents describing entities, with very specific concepts reflecting
specific users’ needs. This new approach to ontology population and enrichment
exploits the foundations of the Semantic Web by combining contributions of text
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analysis, linked open data extraction, machine learning, and reasoning tools.
An evaluation, on two application domains, provides quality results and demon-
strates the interest of the approach.

Chapter “C-SPARQL Extension for Sampling RDF Graphs Streams”, by Fall
Dia et al., presents an extension of the semantic data stream processing system
C-SPARQL for sampling RDF graphs streams. The authors add new operators to
C-SPARQL query syntax and propose a solution based on existing sampling
algorithms (Uniform, Reservoir, and Chain) for reducing load while keeping data
semantics. The evaluation shows an improved response time of query execution and
a perfect preserving of data semantics.

Chapter “Efficiency Analysis of ASP Encodings for Sequential Pattern Mining
Tasks”, written by Guyet et al., presents how the declarative paradigm of Answer
Set Programming may be used to define the foundations for developing a flexible
sequential pattern mining tool. It proposes encodings of the classical sequential
pattern mining tasks within two representations of embeddings and for various
kinds of patterns. The computational performance of these encodings is compared
each other to get a good insight into the efficiency of ASP encodings and to a
constraint programming approach.

In multi-writer, multi-reader systems, data consistency is ensured by the number
of replica nodes contacted during read and write operations. Chapter “Consistency-
Latency Trade-Off of the LibRe Protocol: A Detailed Study”, by Kumar et al.,
develops a consistency protocol called LibRe, which helps to read the latest version
of a data item by contacting a minimum number of replica nodes. This protocol
provides a new trade-off between consistency and latency for distributed data
storage systems. The effectiveness of the approach in practice is shown by pro-
viding a proof-of-concept implementation of the protocol inside the Cassandra
distributed data store.

Taleb et al. in Chapter “A Fault Detection Approach for Robotic Systems
Combining the Data Obtained from Sensor Measurements and Linear Observer-
Based Estimations” propose a new approach for fault detection in robotic systems
which is performed by using classification algorithms. In the first stage, data are
collected from the different sensors installed on a real system. A linear state
observer is used to estimate non-measurable state variables in order to enrich the
database. Then, a classifier is used to diagnose the faults occurring on the con-
sidered system. An experiment on a robotized actuated seat is considered to
illustrate the proposed fault detection approach and demonstrate the benefits of
adding estimations of unmeasured state variables to the classification process.

Chapter “A Collaborative Framework for Joint Segmentation and Classification
of Remote Sensing Images” by Troya-Galvis et al. presents a collaborative
framework for joint segmentation and classification which is quality-centric and
attempts to simultaneously improve both segmentation and classification for a given
thematic class by the interaction of these two paradigms. The framework is applied
to vegetation extraction in a very high spatial resolution image of Strasbourg,
France. The experiments show that the proposed method reaches good classification
results while remarkably improving the segmentation results.
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A Combined Approach for Ontology
Enrichment from Textual and Open Data

Céline Alec, Chantal Reynaud-Delaître and Brigitte Safara

Abstract This paper proposes an approach for ontology enrichment for automati-
cally labeling documents describing entities, with very specific concepts reflecting
specific users’ needs. The peculiarity of this approach is that it addresses a triple
challenge: (1) the concepts used for labeling have no direct terminology in the docu-
ments, (2) their formal definitions are not initially known, (3) the information useful
to label the documents is not necessarilymentioned in them. To solve those problems,
we propose to use an existing ontology of the domain of concern and to enrich it
with the definitions of the concepts used for labeling. To construct these definitions,
we work on a set of manually labeled documents, used as examples. The ontology is
populated with information extracted from these documents, and with information
coming from external resources (Linked Open Data). The definitions that we want
to get can then be learned based on this populated ontology and on the set of labeled
documents. Learned definitions are then added to the ontology (ontology enrich-
ment). Hence, whenever new documents of the same domain have to be labeled, the
ontology can be populated in the same way and definitions apply, allowing the new
documents to be labeled. This approach, named Saupodoc, is a novel approach to
ontology population and enrichment, exploiting the foundations of the SemanticWeb
by combining contributions of text analysis, linked open data extraction, machine
learning and reasoning tools. An evaluation, on two application domains, provides
quality results and demonstrates the interest of the approach.
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2 C. Alec et al.

1 Introduction

This work is the result of a collaboration between LRI (Laboratoire de Recherche en
Informatique) and the Wepingo1 company, a startup which develops on-line appli-
cations for proposing products to web users. Our goal is to design an approach for
automatically labeling documents describing products (or more generally entities),
with very specific concepts corresponding to specific user needs. This aims at facili-
tating the design of flexible systems that can be adapted to different product categories
and different points of view on these products. The specificity of our approach is that
it is faced with three problems: (1) the documents do not contain word for word the
label of specific concepts; (2) each specific concept is expressed as a label, i.e., we do
not have any formal definition, but the system designer knows what type of data must
be found in order to label the documents with the specific concepts; (3) documents
are incomplete, they may not contain all the information necessary for this labeling.

Our problem can be exemplified by the tourism domain. Let us suppose that
we have a corpus of documents, each document describing a touristic destination.
We would like to find out, for each destination (so, for each document), whether
the destination is a DWW, i.e., “Destination where you can practice Watersports
during Winter”, or not. This concept is very specific and never appears as such in
the documents describing the destinations. However, the system designer knows that
the concept refers to a place that is warm enough in winter and with watersports.
He/she also knows that one can find in the documents terms referring to watersports
but he/she will not find the temperature ranges in winter, and he/she will have to look
for them in an external resource.

Once the necessary information is acquired, a description can then be labeled as
an instance of the concept DWW or not. Automating the process requires clarifying
the formal definition in an appropriate language, which can be difficult to achieve:
for instance, what does a place warm enough in winter explicitly mean? However, a
formal definition can be learned by an automatic tool if the system designer provides
a number of descriptions that are already labeled as positive or negative examples of
the concept. Once the definition has been learned, new descriptions of destinations
satisfying this definition can be automatically labeled as instances of the concept
(positive labels) or as not instances of the concept (negative labels).

Explicitly knowing the definitions gives more flexibility to the system. If no des-
tination complies with a given definition, some constraints on the definition can be
deleted in order to propose at least a few destinations. For example, a user seek-
ing DWW will eventually be satisfied with a destination where the temperatures are
slightly lower than what is expected.

The contribution of this paper is an original approach for ontology enrichment
that combines different text analysis tools, LOD (Linked Open Data) extraction,
machine learning and reasoning, in a context constrained by the three statements
outlined above. The rest of the article is organized as follows. Section2 presents the

1http://www.wepingo.com/.

http://www.wepingo.com/
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state of the art. Section3 describes the approach and Sect. 4 details its various tasks.
Section5 presents the experiments. We conclude in Sect. 6 on future work directions.

2 Related Work

Ontology enrichment is a vast field of research in which we distinguish three cate-
gories of works that focus on the extraction of semantic knowledge from more or
less structured texts.

The first category concerns works on expressive ontologies and generation of con-
cept definitions. Some approaches work on texts describing concepts. For example,
Lexo (Völker et al. 2007) applies syntactic transformation rules on natural language
definitions for generating axioms in Description Logic (DL). Ma and Distel (2013b)
uses an approach based on the extraction of relations and relies on formal con-
straints to ensure the quality of the learned definitions (Ma and Distel 2013a). These
approaches are not applicable on the documents that we deal with because they con-
tain only descriptions of instances. Others, such as Chitsaz (2013) and Lehmann
and Hitzler (2010), have only descriptions of instances, just like us. They rely on
inductive logic programming to find new logical descriptions of concepts from the
assertions of an ontology. Lehmann and Hitzler (2010) applies to expressive ontolo-
gies inDL,whereas Chitsaz (2013) applies to lightweight ontologies and both require
a large number of assertions related to the instances. In comparison, our inputs are
incomplete and weakly structured texts, from which assertions have to be extracted.

The second category of works deals with the generation of lightweight ontolo-
gies like taxonomies. They study how to extract different ontological elements from
textual resources (Cimiano 2006). For the extraction of concepts, the key step is the
extraction of the relevant terminology of the domain (Cimiano et al. 2006) using
different measures of term weighting. Classification techniques are then applied to
detect synonyms and an ontological class can be derived for each group of similar
terms. Others are interested in learning concept hierarchies. They mainly use unsu-
pervised hierarchical classification techniques to simultaneously learn the concepts
and their subsumption relations (Cimiano 2006). Finally, supervised methods can be
used in the case where an existing concept hierarchy has to be extended with new
concepts. Classifiersmust be trained for each of the existing ontology concepts which
must not be very large. Appropriate similarity measures are then used to compare
a new concept with the existing ones (Cimiano and Völker 2005). All these works
are designed to recognize words denoting concepts (or instances) in the texts and
then extract them. However, sometimes the texts only mention the properties of the
instances without naming the underlying concept, as in our work. Other approaches,
such that those described below, are then necessary.

The third category includesworks that use reasoning to partially replace traditional
extraction techniques. In the BOEMIE system (Petasis et al. 2013), concepts are
divided into primitive and composite concepts, the latter ones being defined from
the first ones. The primitive concepts are populated with standard extraction tools.
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Instances of the composite concepts are not explicitly present in the texts but their
properties are. The composite concepts are populated by reasoning on the extracted
properties and on instances of primitive concepts. Yelagina and Panteleyev (2014)
extracts facts from texts thanks to natural language processing tools and an ontology.
From these facts, background knowledge and inference rules introduced beforehand,
new facts not mentioned in the text can be derived. Our work is close to these two
works but differs in the fact that we do not have definitions of the concepts to be
populated.

This state-of-the-art shows that none of the approaches taken in isolation is a
solution to our problem. The next section describes the approach Saupodoc that
combines some processes to fit our context.

3 The Principle of the SAUPODOC Approach

3.1 Description of the Approach

Our approach, called Saupodoc (Semantic Annotation Using Population of Ontol-
ogy and Definition Of Classes) is automatic and generic. This means that the same
approach can be used for several domains, provided that all the inputs of the frame-
work are adapted to the concerned domain. The approach aims at labeling input
documents with so called target concepts. For each target concept, a document must
be labeled either as an instance of this concept or as not an instance of this concept.

The Saupodoc approach is composed of twoworkflows. The first one, performed
once, consists in learning definitions from example documents, manually annotated.
The second one consists in applying the learned definitions to new documents that
need to be labeled. These two workflows rely on four tasks which are guided by a
domain ontology. The first two tasks, used by both workflows, consist in populat-
ing the ontology by extracting the data associated with the described entities. This
extraction is performed from the textual documents (Task 1) and external resources
(Task 2). The other tasks are reasoning tasks on the populated ontology: the discov-
ery of formal definitions of target concepts in the first workflow (Task 3) and the
population of these target classes on the second workflow leading to the labeling of
the documents (Task 4).

The structure of both workflows is illustrated by Figs. 1 and 2. During the whole
process the ontology, initially denoted by O is progressively enriched.

The first workflow aims at constructing the definitions of target concepts. The first
task populates the ontology with property assertions. These are extracted from the
information contained in documents of an input corpus. Then, the second task extends
these assertions using information extracted froman external resource. The populated
ontology (O+) is then enriched. The documents of the input corpus are manually
labeled, in order to obtain positive and negative examples for each target concept.



A Combined Approach for Ontology Enrichment … 5

Fig. 1 Workflow 1 of Saupodoc: getting the definitions of target concepts

Fig. 2 Workflow 2 of Saupodoc: labeling the documents

Definition of those target concepts are learned automatically from the examples and
then inserted as classes into the ontology (O++).

The O++ ontology can then be used for labeling new documents, cf. Figure2. To
do that, Tasks 1 and 2 have to be done, in the same way as for the labeled corpus, in
order to populate the ontology with property assertions describing the entities of the
new documents (O+++). Finally, the definitions of the target concepts are applied,
populating the classes corresponding to the target concepts (O++++) and labeling
the new documents with the target concepts.

The next subsections describe the inputs of the approach: (1) a domain ontology,
assumed to be previously defined, enriched by the properties that the system designer
believes to be involved in the future definitions of target concepts, and (2) a corpus
describing entities in the form of textual descriptions, labeled as positive or negative
instances of each target concept.

3.2 The Input Ontology

The input ontology defines the domain under consideration. It is a guide to the
analysis of documents, the search for additional information and the reasoning on
the obtained definitions and assertions. This means that the ontology has to contain
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Fig. 3 Structure of the ontology about touristic destinations

all the elements defining the domain entities. It is domain-specific but not approach-
specific. Its constitution is not the focus of the paper.

More formally, the ontology O is an owl (Ontology Web Language) ontology
defined as a tuple (C, P, I , A, F) where C is a set of classes, P a set of properties
(datatype, object and annotation) characterizing the classes, I a set of instances and
their types, A a set of axioms and F a set of facts.

C contains two types of classes:

• the main class, which corresponds to the general type of the entities described in
the documents. For example, Destination in Fig. 3.

• descriptive classes, which are all other classes, used to define the main class. For
example, Activity or Environment in the Fig. 3.

Figure3 presents an excerpt of an ontology about touristic destinations where the
main class is Destination. Descriptive classes Activity, Environment, FamilyType and Sea-

son are respectively hierarchy roots. For example, Environment represents the natural
environment (Aquatic, Desert, etc.) or its qualities (Beauty, View). Some of the inter-
class properties have sub-properties, which are not shown here. Datatype properties
appear under the classes.

A contains constraints on the set of classes C or on the set of properties P such
as subsumption, equivalence, disjunction, domain/range as well as characteristics
(functional, transitive, etc.).

At first I contains only instances of descriptive classes. For instance, _rainForest is
an instance of Forest (descendant of Environment) and dense forest is one of its labels.

The set of facts F is initially empty. It will contain property assertions, i.e., triples
like <Dominican_Republic hasEnvironment _rainForest> that will be introduced by Tasks
1 and 2.

The set of target concepts used by the system designer to label documents will be
introduced by Task 3 as a set of specializations of the main class. This set will not
form a partition, as a product may be an instance of several target concepts.
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3.3 The Labeled Corpus

The labeled corpus consists of a set of XML (ExtensibleMarkup Language) unstruc-
tured documents. Every document describes a particular instance of the main class,
i.e., a product, or more generally an entity. The structure reveals both the name of
the instance and the textual description. The textual description contains labels of
instances of descriptive classes from the ontology but no label of the target con-
cepts, which can be complex sentences like “Destination where you can practice
Watersports during Winter” (DWW). Each document is manually labeled by the sys-
tem designer, as a positive or negative instance of each target concept. Note that in
our context, the documents are either extracted from advertising catalogs (and they
praise the virtues of the entities described) or very short descriptions. In all cases, few
negative expressions are present and they mention all the characteristics of entities.
However, some specific information may be missing like numerical values.

For the second workflow, the new documents have the same features as those
of the labeled corpus (XML documents describing all the main characteristics of
entities and with few negative expressions). But, they are not labeled.

4 Tasks Implemented in the SAUPODOC Approach

This section details each task involved in the approach. Note that, because it is
successively enriched by the different tasks, the ontology here plays a central role,
both as unifying language supporting some kind of task cooperation, as well as a
guide for each of them, since these are driven by its terminology and structure.

4.1 Preliminary Task

In a preliminary task, entities described by each document of the corpus are added
to the ontology as individuals of the main class. For example, if the main class of
the tourist destinations ontology is Destination and if the corpus contains a docu-
ment “Dominican_Republic.xml”, then the ontology is populated with an individual
Dominican_Republic such as <Dominican_Republic, rdf:type, Destination>.

4.2 Task 1: Population with Property Assertions from Texts

In the first task, data is extracted from textual descriptions of entities by a document
annotation process according to the domain ontology. We chose to use the Gate
annotation software (Bontcheva et al. 2004; Cunningham et al. 2011) because it
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Fig. 4 Extract from the document about the Dominican Republic annotated by GATE

performs different text analysis tasks allowing the user to choose the ontology which
will guide the process. Other tools like Open Calais2 are not able to do that. Figure4
is a snippet of the document describing the Dominican Republic destination, the
terms scuba divers and diving are associated by Gate with the individual _diving from
the ontology, instance of a concept specializing WaterSport.

Property assertions for each entity that are instances of the main class are then
populated thanks toGate annotations. The Jape language (Java Annotation Patterns
Engine), usable with Gate, is able to define rules transforming annotations into
property assertions in the ontology. We have built a generic pattern, suitable for
any ontology, which is automatically converted into as many Jape rules as ontology
properties to be populated. The system designer has to specify in the ontology what
properties should be populated by the Jape rules. For example, he or she can state
that hasActivity must be considered but not hasWeather. For each property, the process
is guided by the constraints on ranges expressed in the ontology. For example, the
constraint <Destination, hasActivity, Activity> requires the range value taken by the
property hasActivity to belong to the extensionof the classActivity. From this constraint,
if the description of an entity e contains an annotation corresponding to an instance
a of Activity, then the assertion<e, hasActivity, a> is built. In the example of Fig. 4, as
_diving is an instance of a concept specializing WaterSport (a subclass of Activity) the
assertion <Dominican_Republic, hasActivity, _diving> is added.

In our context, where documents praise the advantages of the described entities
and therefore contain no (or few) negative expressions, this simple population process
appears to be sufficient.

4.3 Task 2: Population with Property Assertions from an
External Resource

Task 2 aims at completing the property assertions found in Task 1. Indeed, the docu-
ments are often incomplete. They usually do not contain all the information needed
to define a target concept. For example, intuitively the definition of a DWW takes
into account the weather of destinations in winter. The temperature and precipitation
per season or per month do not appear in the descriptions. The collection must be
enriched by exploiting resources available on the Web.

To perform this task, the system designer needs an RDF resource containing
entities of the domain of the corpus and to identify in this resource the properties
that are required by the ontology. Currently, the resource used is DBpedia.

2http://www.opencalais.com/.

http://www.opencalais.com/
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Abu Dhabi 7 (xsd:integer)

Alaska Juneau, Alaska
5.35 (xsd:double)
7.98 (xsd:double)

Cephalonia Greece Athens 56.9 (xsd:double)

dbpprop:janPrecipitationMm

dbpedia-owl:capital dbpprop:janPrecipitationInch

dbpedia-owl:country dbpedia-owl:capital dbpprop:janRainMm

Fig. 5 Exploration paths in DBpedia

The task has two steps. First, we use DBpedia Spotlight (Mendes et al. 2011).
This tool can automatically annotate the references to DBpedia entities in a text. We
apply it to the name of the instance of each document of the corpus. It allows us to
have a direct access to the DBpedia page representing the entity of the document.
Other tools could have been used like Wikifier (Cheng and Roth 2013; Ratinov et al.
2011) or AIDA (Yosef et al. 2011), but the access would not have been direct since
they return Wikipedia pages instead of DBpedia pages. The second step consists in
automatically generating SPARQLqueries to add property assertions to the ontology.
These queries are applied via the DBpedia SPARQL endpoint.3 A summary of this
task, detailed in Alec et al. (2016) is given below.

We face a correspondence problem. Indeed, the vocabularies of the ontology and
of the external resource like DBpedia may differ. Mechanisms must be conceived
to establish mappings between the required ontology properties and those of the
resource. Various mechanisms have been set up to deal with cases where, for exam-
ple, a source property (from the ontology) corresponds to several equivalent target
properties with different syntaxes. For instance, the property precipitation_in_January

is represented by six different properties in DBpedia (janPrecipitationMm, janRainMm,
janPrecipitationInch, janRainInch, janPrecipitationIn and janRainIn). Other mechanisms not
listed here allow us to match with target properties that are calculated or obtained
following an aggregation process.

We also take into account the incompleteness of DBpedia and therefore the fact
that there could be no known value for some property. Indeed, in our context of
definition learning from examples, the data extracted from examples should be as
complete as possible, because it impacts the quality of the learned definitions. We
have therefore developed a mechanism for exploring nearby pages in the resource
graph in order to obtain a value that can serve as an acceptable approximation of
a missing property. Figure5 shows two examples (Alaska and Cephalonia) where the
value of the property for the January precipitation is not on the destination page
itself but where an approximate value can be found on a nearby page (the page of
the capital city).

3http://dbpedia.org/sparql.

http://dbpedia.org/sparql
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This mechanism is based on the composition of properties and allows the designer
to establish alternative access paths of the DBpedia graph, until the pages contain-
ing the required information are reached. SPARQL queries (with the CONSTRUCT
query form) based on these specifications collect the data and create property asser-
tions that will be inserted into the ontology. Note that, for object properties, property
assertions are not the only thing to be added. The ranges of these assertions (individ-
uals) are added to the ontology as instances of the range of the object property under
consideration. For example, let us suppose that we have an ontology about films with
an object property hasLanguage such as its range is the class Language. Suppose Task 2
adds the assertion < A_Crime_in_Paradise, hasLanguage, _French_language > regarding a
film named “A_Crime_in_Paradise” described in a document. In this case, an indi-
vidual _French_language is created such as < _French_language, rdf:type, Language >.

4.4 Task 3: Definition Learning

Task 3 is a learning task that is performed only once, in the first workflow. First,
the target concepts are inserted in the ontology as subclasses of the main class, that
we call target classes. Then, definitions of each target concept are learned using the
tool DL-Learner (Lehmann 2009). To learn definitions, this tool uses the ontology
and positive and negative examples of the different target concepts. These definitions
are added to the ontology via axioms of equivalence between a target class and its
definition.

DL-Learner has been chosen for this task because it is an open source tool
using an input ontology. It is able to learn class definitions expressed in Descrip-
tion Logic. To the best of our knowledge, two other existing tools perform the same
task, YinYang (Esposito et al. 2004) and DL-FOIL (Fanizzi et al. 2008), but they
are not open source. DL-Learner has many advantages in our context compared to
most machine learning tools. First, it allows us to obtain the explicit definitions of
each target class, which is an important asset in concrete applications. Second, most
machine learning tools do not take into account the relations explained in an ontol-
ogy (subsumption, object properties across classes) in their representations of the
examples.

The definitions built by DL-Learner are conjunctions or disjunctions of items. An
item can be a class (Destination), an expression about an object property at the class
level (hasActivity some Nightlife), an expression about an object property at the instance
level (hasActivity value _diving), an expression about a datatype property (avgTempera-

tureC some double[>= 23.0]), or a cardinality constraint (hasCulture min 3 Culture). The
ranges can also be conjunctions or disjunctions of items. Hence, with a sufficient
number of labeled examples given as inputs, a definition can be learned. For exam-
ple, the definition of the class DWW can be something like this:
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(Destination and (hasActivity some Watersport)

and (hasWeather min 2 ((concernMonth some (hasSeason some MidWinter))

and (avgTemperatureC some double[>= 23.0])

and (precipitationMm some double[<= 70.0])))).

To setup DL-Learner, we have used the CELOE (Lehmann et al. 2011) (Class
Expression Learning for Ontology Engineering) algorithm announced as the best
for learning classes, and the default reasoner that uses the closed-world assumption
(CWA). However, we have disabled the negation (NOT) and universal restriction
(ONLY) operators since learned definitions should be introduced in the OWL ontol-
ogy and reasoning in it is under the open-world assumption (OWA). In addition, in
order to learn and operate with minimum cardinality constraints such as (hasActivity
min 3 Activity), instances have automatically been expressed as disjoint (Unique Name
Assumption) not to be assumed likable via an owl:sameAs. However, as the reasoning
cannot work under OWA with definitions containing maximum cardinality restric-
tions (MAX, EXACTLY), they have been ignored, i.e., we automatically retain the
best definition that does not contain such restrictions. In addition to the basic configu-
ration, corresponding to the parameters described above, we have defined a complex
configuration. A search heuristic is activated so that we can learn definitions that are
really complex and far from easy to learn, such as the one expected for DWW.

A final important parameter of DL-Learner is the noise (called noisePercentage
in DL-Learner), i.e., the percentage of positive examples that we accept to be not
covered by the definitions. We proceeded by trial and error to adjust it and have
established a methodology based on the conducted experiments. For every target
class, 10 configurations are tested: the basic and complex configurations, each with 5
different noise values (5-15-25-35-45%). For each configuration, the highest ranked
solution in terms of accuracy and size was chosen, then for each target class, the
definition chosen is the best out of the 10.

At the end of this step, we have an ontology enriched by the definitions of target
concepts. These definitions will be used to label new documents of the same domain.

4.5 Task 4: Definition Application

The output of Task 3 is an ontology including the definitions of target concepts.
As described in Fig. 2, when we have some new documents of the same domain,
we perform Tasks 1 and 2 on these documents in order to have property assertions
for the entities. Then, Task 4 can be performed. It consists in applying the defini-
tions to populate the target classes in the ontology. For this task, we chose to use
FaCT++ (Tsarkov and Horrocks 2006), an available OWL-DL reasoner. We also
tried to use HermiT (Shearer et al. 2008) and Pellet (Sirin et al. 2007) but they failed
when tested on an ontology with lots of individuals (more than 10,000 individuals).
FaCT++ applies the definitions of target classes thanks to the property assertions
known about the entities. Hence, it is able to identify the entities that correspond to a
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given definition. This task populates the target classeswith the individuals complying
with their definitions. For a given target class tc, if the entity described in a document
d complies with the learned definition for tc, then it is recognized as an instance of
tc. Hence, the document d is labeled by tc, otherwise it is labeled by not tc.

By doing this, we simulate a CWA while OWL reasons under OWA. Our partic-
ular context allows us to simulate the CWA at all steps. Hence, as we indicated in
Sect. 4.4, definitions are built under CWA, from property assertions extracted from
the examples. For an entity, when a property cannot be extracted, we assume it does
not hold. For example, if a description of destination does not mention any beaches,
we are sure that there are no beaches, since the documents are supposed to mention
all the characteristics of the places. Similarly, to deal with the incompleteness of
DBpedia data, we defined a path model to replace missing values by approximations
in order to have all the required data.

5 Experiments

We have compared the approach Saupodoc with two classification approaches, one
based on SVM (Support Vector Machine) and the other on a decision tree. The
experiments have been made on two application domains described below.

5.1 Materials

5.1.1 The Domain of Touristic Destinations

The corpus of touristic destinations contains only 80 documents. It is quite small,
which makes a manual check of the found property assertions possible. Each docu-
ment is automatically extracted from the catalog of the Thomas Cook website4 and
describes a particular destination (country, region, city or island). Documents are
promotional, i.e., they highlight the qualities of destinations and contain very few
negative expressions. Geolocation and weather data are missing. This information
will be extracted from DBpedia through Task 2.

The domain ontology iswell-structured. It includes amain classDestination and 161
descriptive classes. These are used to characterize the nature of the environment (46
classes), the possible activities (102 classes), the type of concerned families, e.g., with
children, couples, etc. (6 classes) and classes for the weather (7 classes). Descriptive
classes contain instances and their terminology forms for an easy identification in the
texts. For example, the terms archaeology, archaeological, acropolis, roman villa, excavation

site, mosaic are associated with the instance archaeology. 39 target concepts are under
consideration.

4http://www.thomascook.com/.

http://www.thomascook.com/
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5.1.2 The Domain of Films

The corpus of films contains 10,000 documents. It is quite large, which allows us to
verify the applicability of the approach with many individuals. This corpus has been
automatically built fromDBpedia. Each document corresponds to a DBpedia page of
a film, and contains the film name, the URI of this page (the page is already known,
DBpedia Spotlight will not be used for the film study case) and a summary of the
film (with very few negative expressions). The duration of the film, its languages and
countries of origin will be extracted from DBpedia. Indeed, the duration of the film
is not mentioned in the descriptions while the languages and countries of origin may
be mentioned, but a misinterpretation is possible. For example, the word “French”
in the summary may have various meanings: the film may be French (country) or in
French (language), or it can tell the story of a French. We therefore prefer to use the
information from DBpedia, which is clearly stated as language or country of origin,
rather than the information from texts.

The ontology dealing with films is very simple, with little structure. It contains the
main class Film and only the 5 descriptive classes useful for the target concepts of our
experiments. If new target concepts appear, the ontology would have to be adapted
w.r.t. them. Both descriptive classes Language and Country initially have no instances,
since Task 2 is able not only to add assertions but in addition to instantiate descriptive
classes. The 12 chosen target concepts correspond to categories of DBpedia, given
by the property dcterms:subject, which allows us to automatically obtain the labeled
examples of each target concept.

5.2 Experimental Scenario

The positive and negative examples of each target concept must be given as input for
each tested approach. They are given by the designer of the application in the case of
destinations and automatically generated for films: a film f is a positive example for a
target concept corresponding to the class cwhen it has the property< f dcterms:subject

c >, and a negative example otherwise.
Saupodoc is based on an ontology, in contrast to the classifiers we are comparing

with (SVM and Decision tree). We use the terminology of the ontology as a domain
dictionary. What we call the terminology of the ontology is the set of individuals that
are instances of descriptive classes, including all of their labels. Thus, one word from
this dictionary corresponds to one individual from the ontology. All of its labels are
taken into consideration as if they were a unique same word.

Each document is modeled by a vector (Vector Space Model), with a bag-of-
words representation where each element of the vector corresponds to a word in the
dictionary (that can be one or several keywords). After a lemmatisation phase, when
a document contains a word, the value of the corresponding element of the vector
is the TF-IDF (Term Frequency-Inverse Document Frequency) value, otherwise the
value is 0. The resulting vector representation is used as inputs of the two classifiers.
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The classifiers are tested with several parameters and the best results are kept. For
the evaluation, the set of annotated documents is split into two sets: the training set
which contains two thirds of documents and the test set containing the remaining
documents. This means that the learning is done on the two thirds of documents and
the results are assessed on the remaining documents. Several metrics are calculated.

5.3 Results on the Test Set

Table1 shows the accuracy, F-measure, precision and recall of our approach and of
the two classifiers. Let us focus first on the accuracy. The three approaches workwell,
even if Saupodoc is a bit better. Accuracy is important to see the overall correct
labeling but it is not the only measure to be considered in our context because each
target class has mainly negative examples. For example, over the film target classes,
the average percentage of negative examples is 91.76%. This means that a simple
classifier predicting only negatively for all inputs has a high accuracy.Othermeasures
such as precision, recall and F-measure are thus needed to make an assessment of
the positive prediction, which is important in our context. We can see in Table1 that
our approach is better than the two classifiers on these measures.

Accuracy = TP + TN

TP + FP + TN + FN
Precision = TP

TP + FP

F − measure = 2× precision× recall

precision+ recall
Recall = TP

TP + FN

Our results combine the performance of the different tasks performed by Saupodoc.
The learning task (Task 3) allows a good classification, but the previous tasks (Tasks
1 and 2) impact the results as well. Indeed, they play a role in the quality of the
data used to learn the definitions. Since the touristic destination corpus is small, we
performed a manual assessment of these two first tasks.

In Task 1, property assertions are created thanks to the information in the textual
descriptions. 2,375 property assertions are created. Among them, 52 are false (false
positives). This means the precision of this task is 97.81%. We do not calculate

Table 1 Average results for destinations (39 target classes) and films (12 target classes). “Us”
describes the results for Saupodoc whereas “SVM” and “Tree” respectively describe the results
for the SVM classifier and the Decision tree classifier

Metric Accuracy (%) F-measure (%) Precision (%) Recall (%)

Corpus Us SVM Tree Us SVM Tree Us SVM Tree Us SVM Tree

Dest. 95.89 84.52 86.23 72.23 54.14 63.22 73.95 58.10 64.23 71.58 55.32 65.89

Film 95.46 94.41 94.32 75.65 61.74 61.40 76.27 69.90 67.72 77.76 57.59 58.99
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the recall, because if a property assertion is not mentioned in the text, then this
property does not characterize the instance described since all the important features
are assumed to be included in the descriptions. This means our context supposes the
recall to be equal to 1, since there are no false negatives (missing assertions). Task 1
does not bring much nose to the ontology.

For Task 2, the techniques proposed to address the multiple or multi-valued or
missing properties have proved their utility. In our tests, performed onDBpedia 2014,
only 29 of the 80 touristic destinations have the desired weather data. The specifi-
cation of access paths has allowed approximate values to be found: for example,
temperatures for Boston have been obtained from the page Quincy,_Massachusetts.

Moreover, our approach has another benefit over the classifiers. These ones do
not provide any explicit definitions. SVM classifiers generate a model that is not
understandable by a human being. Decision trees are a little more understandable
since they are sets of rules, but here these rules refer to TF-IDF values, so their human
interpretation is not obvious. In Saupodoc, definitions are directly understandable
by both a human and a tool. This means a refinement work can be performed as a
post-process (see future works in Sect. 6).

5.4 Validation of the Approach

The labeled corpus has been divided into two thirds of documents for the training set
and one third for the test set. In our approach, as well as for classifiers, a number of
parameters are tested and we only keep the best results, that is, those that generate
the best accuracy on the test set. Thus, a slight bias is introduced into the results as
they represent the models generating the highest accuracy on the test set, and then
potentially induces a drop on all measures with a new set (accuracy, precision, recall,
F-measure).

Since we do the same in the three approaches (Saupodoc, SVM, decision tree),
we consider that the differences between the obtained results are sufficiently char-
acteristic. To verify this, we have used a new labeled sample in the domain of films.
This sample, called validation set, contains 10,000 new documents labeled with the
12 film target concepts. It has been obtained in the same manner as our training
and test sets, i.e., using DBpedia. We only do this experiment with the film domain
because a validation set is easy to create on this domain thanks to DBpedia.

On this validation set of 10,000 documents, we apply our approach with the
definitions obtained in the experiments of Sect. 5.3 and we apply the classifiers
obtained too. In Fig. 6, we can observe that the same trends emerge for the test set
and the validation set. Therefore, the experiments of Sect. 5.3 make sense.
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Fig. 6 Results on the validation set (10,000 films)

5.5 Experiments and Discussion on Completion

A big advantage of our approach is the exploitation of DBpedia to supplement the
information of the documents. This completion corresponds to:

• geolocation and weather data for destinations,
• essentially a treatment of the possible misinterpretations in the language and coun-
try for films.

Apart from completion, the main difference between the use of data by the classifiers
and Saupodoc is the way of representing the texts:

• For classifiers, the use of a bag-of-words with TF-IDF provides a frequency notion
that is not in the ontology. Indeed, in the ontology, the presence or absence of a
property assertion is a binary notion, much less fine than the TF-IDF.

• For Saupodoc, the advantage of using an ontology compared to a bag-of-words
is the structure. In a bag-of-words, there is no notion of proximity between words,
unlike in an ontology where similar individuals are instances of common classes,
and similar classes are subclasses of common super-classes.

Figures7 and 8 show the results on the four measures for the three approaches as
well as the Saupodoc approach without completion of the assertions with data from
DBpedia (without Task 2).

For destinations, without completion of geolocation and weather data, cf. Fig. 7,
Saupodoc is less efficient, as it can be expected.However, it keeps surpassing the two
classifiers on the fourmeasures. For example, for a target conceptwherewe intuitively
think of a nice weather in winter, like DWW, Saupodoc without completion cannot
use weather data, since this data is obtained during completion task. Nevertheless, it
is able to get a definition partly based on the environment of this type of destinations,
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Fig. 7 Results on the corpus of destinations (carried out on the test set)

Fig. 8 Results on the corpus of films (carried out on the validation set)

e.g., (hasEnvironment some (Jungle or Vegetation)). Indeed, descriptions of destinations
where the weather is good in winter often mention a jungle nearby or at least some
vegetation that do not mention the other destinations. Thanks to the structure of the
ontology, individuals that are instances of the class Jungle (or of the class Vegetation) are
automatically seen as close individuals, unlike in the classifiers. Hence, the structure
of the ontology enables to find more correct labels with Saupodoc without Task 2
than with the classifiers in the case of touristic destinations.
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Table 2 Contribution of completion in Saupodoc. The delta is the difference between the given
measure for Saupodoc with and without completion

Corpus Delta accuracy
(%)

Delta F-measure
(%)

Delta precision
(%)

Delta recall (%)

Destination 2.82 2.97 3.80 2.26

Film 2.98 22.15 22.08 16.00

In the case of films, without completion of languages and countries, the four
measures are considerably lower (cf. Fig. 8). Accuracy is a bit worse than for classi-
fiers. The precision of Saupodoc without Task 2 is clearly lower while the recall is
better, creating roughly the same F-measure as classifiers. Overall, the performance
of Saupodoc without completion is very close to the one of classifiers but a little
worse. This is due to the fact that the ontology is weakly structured. It connects the
films to 5 concepts, but has no internal structure of concepts, and has only 18 ini-
tial individuals. Therefore, the power of ontology, residing in its ability to combine
similar individuals by associating them with the same classes, is not really present
here. Thus, Saupodoc can benefit from neither the structure of the ontology, nor the
notion of frequency that classifiers benefit from thanks to the bag-of-words TF-IDF.

From these experiments, we can deduce two conclusions:

• Completion has an interest for the approach. Indeed, it generates a certain contri-
bution. For destinations, the added numerical values allow a gain between 2 and
4% in our measures, see Table2. For movies, given the higher risk of misinterpre-
tation in textual documents, taking into account external data allows for a large
gain: around 3% for accuracy and 20% for the other measures.

• The advantage of using an ontology compared to a conventional bag-of-words
resides in the exploitation of its structure. Indeed, here the bag-of-words contains
notions of similarity (several labels for the same individual). It is a kind of “bag
of extracted relations”. However, it ignores the concepts linking the extracted
relations between themselves, unlike an ontology. Thereby, the structure of the
ontology allows an important contribution in the learning task. Table3 shows

Table 3 Contribution of the structure of the ontology: case of the destinations. The delta is the
difference between the given measure for Saupodoc without completion and the classifiers

Corpus of destinations Delta
accuracy (%)

Delta
F-measure (%)

Delta
precision (%)

Delta
precision (%)

Delta Saupodoc without
Task 2 compared to SVM

8.56 15.11 12.04 14.00

Delta Saupodoc without
Task 2 compared to decision
tree

6.85 6.04 5.91 3.42

Average delta 7.70 10.58 8.98 8.71
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Table 4 Absence of contribution without structure of the ontology: case of the films. The delta is
the difference between the given measure for Saupodoc without completion and the classifiers

Corpus of films Delta
accuracy (%)

Delta
F-measure (%)

Delta
precision (%)

Delta
recall (%)

Delta Saupodoc without
Task 2 compared to SVM

−1.52 −0.02 −10.58 12.74

Delta Saupodoc without
Task 2 compared to decision
tree

−1.45 0.30 −8.66 11.31

Average delta −1.49 0.14 −9.62 12.03

that with the same information (only from documents) represented in a bag-of-
words or in a well-structured ontology, using an ontology allows a gain in the
labeling approach. On the contrary, without structure in the ontology, see Table4,
the ontological approach has no interest in the labeling.

6 Conclusion and Future Works

We have proposed an original approach for automatically labelling of documents
describing entities with specific concepts not explicitely mentioned in documents.
This approach combines steps of ontology population and enrichment. Tasks coop-
erate via an ontology under the closed-world assumption, which is quite original for
an ontology-based approach. It implements also innovative mechanisms to exploit
the LOD without being penalized by its incompleteness.

Experiments show the relevance of such a combined approach. Saupodoc per-
forms better than classifiers thanks to the structure of the ontology that highlights
the semantic links between different individuals, and thanks to completion of infor-
mation from external resources.

Future work will address experiments on new domains, such as books and music.
We are also interested in a semi-automatic refinement of the definitions. Indeed,
when the definition of a target concept only generates negative labels, the Wepingo
company is not able to propose any entity that fit the user need corresponding to this
target concept. The definition could be refined a bit in order to have some positive
labels. To do this in a semi-automatic way, we could use the structure of the ontology,
for example, by replacing a concept in a definition by one of its super-concept. New
definitions generating positive labels would then be proposed to the designer to be
validated.
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settings of the Poraso project.



20 C. Alec et al.

References

Alec, C., Reynaud-Delaître, C., & Safar, B. (2016). A model for linked open data acquisition and
SPARQL query generation. In Graph-based Modeling of Conceptual Structures. 22nd Interna-
tional Conference on Conceptual Structures, ICCS (pp. 237–251). Annecy, France: Springer.

Bontcheva, K., Tablan, V., Maynard, D., & Cunningham, H. (2004). Evolving GATE to meet new
challenges in language engineering. Natural Language Engineering, 10(3/4), 349–373.

Cheng, X., & Roth, D. (2013). Relational inference for wikification. Empirical Methods in Natural
Language Processing (EMNLP) (pp. 1787–1796), Seattle, Washington, USA.

Chitsaz, M. (2013). Enriching ontologies through data. In Doctoral Consortium Co-located with
International Semantic Web Conference (ISWC) (pp. 1–8), Sydney, Australia.

Cimiano, P. (2006).Ontology learning and population from text: Algorithms. Evaluation and appli-
cations. Secaucus, NJ, USA: Springer New York Inc.

Cimiano, P., & Völker, J. (2005). Text2Onto: A framework for ontology learning and data-driven
change discovery. In Proceedings of the 10th International Conference on Natural Language
Processing and Information Systems, NLDB (pp. 227–238). Alicante, Spain: Springer.

Cimiano, P., Völker, J., & Studer, R. (2006). Ontologies on demand?–A description of the state-
of-the-art, applications, challenges and trends for ontology learning from text. Information, Wis-
senschaft und Praxis, 57(6–7), 315–320.

Cunningham, H., Maynard, D., Bontcheva, K., Tablan, V., Aswani, N., Roberts, I., Gorrell, G.,
Funk, A., Roberts, A., Damljanovic, D., Heitz, T., Greenwood, M. A., Saggion, H., Petrak, J., Li,
Y., & Peters, W. (2011). Text Processing with GATE. ACM Digital Library.

Esposito, F., Fanizzi, N., Iannone, L., Palmisano, I., & Semeraro, G. (2004). Knowledge-intensive
induction of terminologies from metadata. In Third International Semantic Web Conference
(ISWC), Hiroshima, Japan, November 7–11 (pp. 441–455).

Fanizzi, N., d’Amato, C., & Esposito, F. (2008). DL-FOIL concept learning in description logics.
18th InternationalConference Inductive LogicProgramming, (ILP) (pp. 107–121). Prague,Czech
Republic.

Lehmann, J. (2009). DL-Learner: Learning concepts in description logics. Journal of Machine
Learning Research, 10, 2639–2642.

Lehmann, J., Auer, S., Bühmann, L., & Tramp, S. (2011). Class expression learning for ontology
engineering. Journal of Web Semantics, 9, 71–81.

Lehmann, J., &Hitzler, P. (2010). Concept learning in description logics using refinement operators.
Machine Learning, 78(1–2), 203–250.

Ma,Y.,&Distel, F. (2013a).Concept adjustment for description logics.7th InternationalConference
on Knowledge Capture, K-CAP’13 (pp. 65–72). Banff, Canada: ACM.

Ma, Y., & Distel, F. (2013b). Learning formal definitions for snomed CT from text. In Proceedings
of Artificial Intelligence in Medicine (AIME) (pp. 73–77). Murcia, Spain: Springer.

Mendes, P. N., Jakob, M., García-Silva, A., & Bizer, C. (2011). DBpedia spotlight: Shedding light
on the web of documents. 7th International Conference on Semantic Systems, I-Semantics’11
(pp. 1–8). NY, USA: ACM.

Petasis,G.,Möller, R.,&Karkaletsis,V. (2013).BOEMIE:Reasoning-based information extraction.
12th International Conference on Logic Programming and Nonmonotonic Reasoning (LPNMR)
(pp. 60–75), A Corunna, Spain.

Ratinov, L., Roth, D., Downey, D., & Anderson, M. (2011). Local and global algorithms for disam-
biguation to wikipedia. In 49th Annual Meeting of the Association for Computational Linguistics
(ACL) (pp. 1375–1384).

Shearer, R., Motik, B., & Horrocks, I. (2008). HermiT: A highly-efficient OWL reasoner. In Fifth
Workshop on OWL (OWLED), Co-located with the 7th International Semantic Web Conference,
volume 432 of CEUR Workshop Proceedings.

Sirin, E., Parsia, B., Grau, B. C., Kalyanpur, A., & Katz, Y. (2007). Pellet: A practical OWL-DL
reasoner. Journal of Web Semantics, 5(2), 51–53.



A Combined Approach for Ontology Enrichment … 21

Tsarkov,D.,&Horrocks, I. (2006). FaCT++ description logic reasoner: Systemdescription. InThird
International Joint Conference Automated Reasoning (IJCAR) (pp. 292–297), Seattle,WA, USA.

Völker, J., Hitzler, P., &Cimiano, P. (2007). Acquisition of OWLDL axioms from lexical resources.
In 4th European Semantic Web Conference (ESWC), pp. 670–685. Innsbruck, Austria: Springer.

Yelagina, N., & Panteleyev, M. (2014). Deriving of thematic facts from unstructured texts and
background knowledge. 5th International Conference Knowledge Engineering and the Semantic
Web (KESW) (pp. 208–218). Kazan, Russia: Springer.

Yosef, M. A., Hoffart, J., Bordino, I., Spaniol, M., & Weikum, G. (2011). AIDA: An online tool
for accurate disambiguation of named entities in text and tables. In Proceedings of the 37th
International Conference on Very Large Databases, (VLDB) (pp. 1450–1453).

Author Biographies

Céline Alec obtained her PhD in 2016 from the Université Paris-Sud, Paris-Saclay, France. Her
supervisors were Pr. Chantal Reynaud-Delaître and Dr. Brigitte Safar, members of the LaHDAK
team (Large-scale Heterogenous DAta and Knowledge) in the LRI (Laboratoire de Recherche en
Informatique). Her research interests are situated within the domain of ontology enrichment and
population applied to semantic annotation of documents.

Chantal Reynaud-Delaître is a professor of Computer Science in the Laboratory for Computer
Science (LRI) at the University of Paris-Sud. For several years, she was the head of the LaH-
DAK (Large-scale Heterogeneous Data and Knowledge) team. Her areas of research are Ontology
Engineering and Information Integration. In particular, she works on the following topics: integra-
tion of semantically heterogeneous information sources, linked open data integration and mainte-
nance of semantic annotations impacted by the evolution of ontologies. She is involved in several
projects, as the Labex DigiCosme at the University Paris-Saclay and is the author of more than
120 refereed journal articles and conference papers.

Brigitte Safara is an Assistant Professor of Computer Science in the Laboratory for Computer
Science (LRI) at the University of Paris-Sud. She is a member of the LaHDAK (Large-scale
Heterogeneous Data and Knowledge) team. Her research interests are Ontology Engineering and
Information Integration.



C-SPARQL Extension for Sampling
RDF Graphs Streams

Amadou Fall Dia, Zakia Kazi-Aoul, Aliou Boly and Yousra Chabchoub

Abstract Our daily use of Internet and related technologies generates continu-

ously large amount of heterogeneous data flows. Several RDF Stream Processing

(RSP) systems have been proposed. Existing RSP systems benefit from the advan-

tages of semantic web technologies and traditional data flow management systems.

C-SPARQL, CQELS, SPARQLstream, EP-SPARQL, and Sparkwave extend the

semantic query language SPARQL and are examples of those systems. Considering

that the storage and processing of all these streams become expensive, we propose a

solution to reduce the load while keeping data semantics, and optimizing treatments.

In this paper, we propose to extend C-SPARQL for continuously generating samples

on RDF graphs. We add three sampling operators (UNIFORM, RESERVOIR and

CHAIN) to the C-SPARQL query syntax. These operators have been implemented

into Esper, the C-SPARQL’s data flow management module. The experiments show

the performance of our extension in terms of execution time and preserving data

semantics.

1 Introduction

Today we produce more data than resources to process them. Our daily use of social

networks (Facebook, Twitter, Linkedin, etc.), contents of social multimedia plat-

forms (YouTube, Flickr, iTunes, etc.), sensor networks (observation, remote reading,

etc.), internet of things (geolocation, triggering real-time alarms, etc.), etc. produces
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continuous data streams. Several research groups are interested in semantic web tech-

nologies application to real time stream processing. Like DSMSs (Data Stream Man-

agement Systems), several extensions to SPARQL have been proposed for processing

RDF streams. The six (6) major propositions languages and/or sytems are Stream-

ing SPARQL (Bolles et al. 2008), Continuous SPARQL (C-SPARQL) (Barbieri et al.

2010), CQELS (Le-Phuoc et al. 2011), SPARQLstream (Calbimonte et al. 2010), EP-

SPARQL (Anicic et al. 2011a) and Sparkwave (Komazec et al. 2012). They all extend

SPARQL but adopt different approaches to deal with continuous RDF streams.

As the volume and the unpredictable speed of incoming data increase, process-

ing the entire contents of a stream is difficult. Systems need therefore techniques for

(i) dynamic resources allocation (Vijayakumar et al. 2010) and (Cao et al. 2012) or

(ii) reduction of the input data load. Regarding this last point, when input stream

rate is high (exceeds capabilities of RSP engines), systems will be overloaded. For

instance, a high query execution time compared to the input stream rate will cause

overload and thus loss of important data and latency in processing. To keep pace of

data arrival, the system would shed some of the load according to a given method.

None of existing SPARQL extensions implement continuous data summaries or sam-

pling mechanisms.

In this paper, we propose to extend C-SPARQL engine by adding sampling oper-

ators. These operators will allow us to reduce, on the fly, input RDF data, while

preserving semantic links. We consider first a new data input format. Indeed, C-

SPARQL takes as input a sequence of pairs, where each pair is made of an RDF

triple and its timestamp. This form of representation does not guarantee the semantic

links between data within the sample. In the context of RDF data streaming, events

are frequently captured by a set of triples but not by only one triple. Thus, instead

of RDF triple format (<subject, predicate, object>, timestamp), we adopt a graph

oriented approach where each graph represents an event formed by a set of tempo-

ral RDF triples. We then extend the C-SPARQL query syntax and the continuous

execution module of its architecture (Esper) by adding new sampling operators.

This paper is organized as follows. Section 2 introduces RDF graphs streams con-

cept by deducting the triples format. We provide a brief state of the art on existing

RDF Stream Processing (RSP) systems in Sect. 3. Section 4 gives the three sampling

algorithms used for the implementation of our sampling operators while we present

in Sect. 5 the extended C-SPARQL syntax and architecture. Section 6 presents our

performance evaluation and results. Finally, we conclude and give our future works

in Sect. 7.

2 RDF Graphs Streams

In this section, we present the notion of RDF graph streams adopted for sampling

process in C-SPARQL.
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2.1 RDF Streams: Triple Based

RDF (Resource Description Framework) is the formal W3C recommendation for

semantic data representation. The base element of the RDF model is the triple:

<s,p, o> ∈ (I ∪ B) × I × (I ∪ B ∪ L) where I is a set of IRIs (Internationalized

Resource Identifiers), B is a set of blank nodes and L is a set of literals. s, p, and o
represent information and are respectively called the subject, the predicate and the

object of the RDF triple. However, RDF model lacks of temporal dimension which is

compulsory in the context of streaming. Thus, applying semantic web technologies

on streaming data has given rise to the notion of RDF streams.

Golab and Özsu (2003) define a data stream as follow: “a data stream is a real-
time, continuous, ordered (implicitly by arrival time or explicitly by timestamp)
sequence of items. It is impossible to control the order in which items arrive, nor
is it feasible to locally store a stream in its entirety”. Then RDF Streams are intro-

duced as natural extension of RDF model in streaming context. An RDF stream S
can be defined as a temporal ordered sequence of pairs, where each pair consists of

an RDF triple and its timestamp: S = ⟨< tr, 𝜏i > ⟩, where tr is a triple observed

or arrived at time 𝜏i. Integers 𝜏i are monotonically non-decreasing and not strictly

increasing (∀i, 𝜏i ≤ 𝜏i+1).

⟨< subjecti, predicatei, objecti >, 𝜏i⟩

⟨< subjecti+1, predicatei+1, objecti+1 >, 𝜏i+1⟩

...

Given that streams are intrinsically infinite, data are usually read through windows

upon streams using the CQL (Arasu et al. 2004b) window concept. Queries over RDF

streams deal with triples in time-based window (all the triples which occur during a

given time interval) or element-based window (a given number of triples).

Most of the existing SPARQL extensions for streaming RDF streams take as input

a succession of RDF triples. This representation model allows widely continuous

process of streams but consumes only triples, ignoring the graph structure of RDF

data. In this case, each event is distributed into a set of triples. Considering stream of

successive triples, we can not capture boundaries on a set of triples within different

events. Therefore, this succession of triples which belongs to a same event needs to

be grouped into a single graph and annotated with the same timestamp.

2.2 RDF Streams: Graph Based

As preliminaries of our work, we consider an RDF graph stream format by extend-

ing the definition of RDF stream format for this purpose. Events within streams are



26 A.F. Dia et al.

naturally captured by a set of triples with the same timestamp or not. Hence, a graph

represents those triples with the same source and unique timestamp.

An RDF graph may be constructed from one or a set of RDF triples or statements.

More formally, given a set of triples str, we define G⟨str⟩ as a directed labelled graph

where each vertex consists of triple’s subject (s) or object (o) and each edge con-

sists of triple’s predicate (p). The notion of connectivity in RDF graph definition

is important for all triples which compute an event. In fact, triples within an event

share between each other a unique or multipath. A connectivity in RDF graph G⟨str⟩
is a sequence of edges (predicates) p1, ..., pn such as ∀1 ≤ i < n, pi share a vertex

(subject or object) with pi+1.
With the definition above, RDF graph stream can be simply defined as a sequence

of pair (G(str)i, 𝜏i), where G⟨str⟩i is an RDF graph represented as an event and 𝜏i is

the time when this event occurs.

(G⟨str⟩i, 𝜏i)

(G⟨str⟩i+1, 𝜏i+1)

...

Two graphs may share a same timestamp value, which means that their events

occurs at the same time. Highlight that two triples with the same timestamp are not

necessary within the same event. Figure 1 shows an example of a flow of RDF graphs

from sensors deployed in a water distribution network. The data collected concern

the pressure, the flow rate, the chlorine content, the temperature, etc.

In particular, sampling RDF streams when events are decomposed into a list of

individual RDF triples may break semantic links between them in the sample. In that

case, samples may end up with meaningless data and queries over them only observe

a partial RDF graph and obviously return false or incomplete results. Therefore, we

adopt a graph-oriented approach that ensures the preservation of data semantic (i.e.

meaning links between subjects and objects) after a sampling operation.

Fig. 1 Example of graph streams from water distribution network
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3 RDF Stream Processing Systems

All proposed SPARQL extensions for stream processing share at the basis the same

issues in terms of heterogeneity (multiple data sources), and lack of explicit data

semantic allowing complex queries and reasoning over data. Several systems exist

such as Streaming SPARQL, C-SPARQL, CQELS, SPARQLstream, EP-SPARQL and

Sparkwave. In this section, we give a brief state of the art of those SPARQL exten-

sions.

Streaming SPARQL (Bolles et al. 2008) extends SPARQL grammar with the

capability to explicitly state data streams and define physical or logical windows

over them. Authors modify the semantics of SPARQL by first adding the STREAM

keyword to allow as input a data stream identified by an IRI. Then, they consider

two window types. The time based window is defined with the RANGE (a definition

of the window size), SLIDE (a delay after which window is moved) and FIXED

(in case which RANGE value equals SLIDE value). The element based window is

defined with ELEMS (a number of given elements) keyword. Authors focus only

on an extension to cope with window queries over data streams without taking into

account performance issues. Since they extend SPARQL 1.0 version, they therefore

do not support group by clauses and aggregation which are usually necessary in

streaming context. There is no proposed Streaming SPARQL system. The following

Streaming SPARQL query returns every minute, pressure values captured in the last

10 min.

SELECT ?WaterPressure

FROM STREAM <http://waterdist.org/sens>WINDOW RANGE 10 MINUTE

SLIDE
WHERE {?sensorID ex:hasPressure ?WaterPressure.}

Continuous SPARQL or shortly C-SPARQL (Barbieri et al. 2010) proposes

a continuous query syntax and a framework which reuses independently existing

and tested technologies such as data stream management systems like STREAM

(Arasu et al. 2004a) or ESPER
1

and triple stores Jena
2

or Sesame.
3

Authors also

propose their own operators for windowing (inspired from CQL, the query language

used in relational stream systems) and aggregation functions. C-SPARQL also allows

periodical query evaluation, temporal function and multiple streams. Authors first

extends SPARQL 1.0 but switched to support SPARQL 1.1 in their latest version to

benefit from new functions like aggregation ones. The following C-SPARQL query

example returns every 10 min, the average pressure values captured in the last hour.

REGISTER QUERY AverageWaterPressure AS
SELECT ?sensorID (AVG(?WaterPressure) as ?AvgWaterPressure)

1
http://www.espertech.com/esper/.

2
https://jena.apache.org/.

3
http://rdf4j.org/sesame/.

http://www.espertech.com/esper/
https://jena.apache.org/
http://rdf4j.org/sesame/
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FROM STREAM <http://waterdist.org/sens> [RANGE 1h STEP 10m]

WHERE {?sensorID ex:hasPressure ?WaterPressure.}

GROUP BY ?sensorID

Like C-SPARQL, CQELS (Le-Phuoc et al. 2011) language adds its own window

operators analogous to CQL and allows possibilities to combine static and stream-

ing data processing. Unlike C-SPARQL, CQELS applies an eager execution strat-

egy which means that query evaluation is triggered by the arrival of new triples.

The system does not delegate stream evaluation to an external component (DSMS)

but defines its own native processing model, which is implemented internally in the

query engine. Author’s strategies allow full control over the execution plan conse-

quently, enabling query optimisations. The following CQELS query retrieves every

5 min, the minimal value of pressure captured in the latest hour.

SELECT ?sensorID (MIN(?WaterPressure) as ?MinWaterPressure)

FROM STREAM <http://waterdist.org/sens> [RANGE 1h SLIDE 5m]

WHERE {?sensorID ex:hasPressure ?WaterPressure.}

GROUP BY ?sensorID

SPARQLstream’s authors (Calbimonte et al. 2010) were at base inspired by C-

SPARQL systems. Similarly to it, SPARQLstream delegates the processing to exter-

nal engines. SPARQLstream also proposes its own stream and window operators and

aims more at enabling ontology-based access for semantic stream processing. The

proposed system (Morph-Stream) is based on the concept of virtual RDF streams

where each of them is identified by an IRI. SPARQLstream only considers time-based

window. SPARQLstream is the only proposed extension which supports all Relation-

to-Stream operators (Rstream, Istream and Dstream) inspired from CQL. The following

SPARQLstream query shows sensors list having observed, in the last hour, a temper-

ature value above 60 ◦
C.

SELECT ?sensorID

FROM NAMED STREAM <http://waterdist.org/sens> [NOW-1 HOURS]

WHERE {?sensorID ex:hasTemperature ?temperature.

FILTER (?temperature > 60)}

EP-SPARQL (Anicic et al. 2011a) delegates the processing to an event process-

ing engine. Unlike the previous extensions which focus on windows and stream reg-

istering, EP-SPARQL proposes an unified language for event processing. The lan-

guage follows the concept of Complex Event Processing (CEP) systems. For express-

ing complex event of input data, EP-SPARQL mainly includes logical and temporal

operators expressed in terms of sequence and simultaneity. SEQ operator specifies

that two graphs patterns are joined if one occurs after the other. EQUALS operator
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placed between two patterns, indicates that they are joined if they occur at the same

time. OPTIONALSEQ and EQUALSOPTIONAL represent respectively optional

version of SEQ and EQUALS operators. EP-SPARQL simulates window operators

by using filter operators to isolate portions of the input data streams. While other sys-

tems use a single point in time approach to represent each pattern in the stream, EP-

SPARQL adopts an interval approach which represents the lower and upper bound

of the occurring interval. The system ETALIS (Anicic et al. 2011b) is a complex

event processing framework based on Prolog language. The following EP-SPARQL

query gives all pressure sensors whose measured values have dropped by more than

half and then have dropped by over a quarter in a period of 24 h.

SELECT ?sensorID

WHERE { ?sensorID ex:hasPressure ?waterPressure1}

SEQ {?sensorID ex:hasPressure ?waterPressure2 }

SEQ {?company ex:hasPressure ?waterPressure3 }

FILTER (?waterPressure2 < ?waterPressure1/2 && ?waterPressure3 <

?waterPressure1/4 && getDURATION() < "P24H"8sd:duration)

Sparkwave (Komazec et al. 2012) is a complex system which adopts graph pat-

tern detection on RDF data streams and supports temporal nature of RDF streams.

Sparkwave implements windowing mechanism based on Rete algorithm (Rete 1982)

(with 𝜀-network Pre-processing). Sparkwave supports time-based windows but does

not support temporal operators, arithmetic operators and logical operators (disjunc-

tions and negations). In fact, as mentioned above, Sparkwave only supports graph

pattern detection which constitutes a limit of the system.

Table 1 briefly compares features and functionalities of SPARQL extensions for

stream processing. In general, they all have similar approaches for supporting tempo-

ral and window process over streams. They also all extend SPARQL but have small

or important differences depending on the field of application.

Streaming SPARQL seems to be the most limited system in terms of opera-

tors. It lacks of group by and aggregation operators and does not support SPARQL

1.1. Moreover, the proposed system is still theoretical. C-SPARQL, CQELS and

SPARQLstream come with a SPARQL language extension and a query process-

ing engine. They are also based on SPARQL 1.1 and all support sliding win-

dows. Among these three engines, only SPARQLstream lacks of window based ele-

ments. EP-SPARQL is different from the other proposed extensions as they adopt

sequence (SEQ and OPTIONALSEQ) and simultaneity (EQUALS and EQUAL-

SOPTIONAL) operators following Complex Event Processing (CEP) paradigm.

Like EP-SPARQL, Sparkwave focused on event processing. However, Sparkwave

has no SEQ or EQUALS operators but is only based on Rete algorithm for pat-

tern matching. Unlike the other systems, which only deal with algebraic optimisa-

tion, CQELS and Sparkwave use native approach and then can bring adaptive opti-

misations. In C-SPARQL and SPARQLstream, the data is stored in relational tables

and relational streams before any further processing. In our opinion, among all, C-
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Table 1 Comparison of SPARQL extensions for RDF stream processing

System DIF
a

TiW
b

TrW
c

U, J, O,

F
d

TF
e

A
f

S/S
g

CQ
h

Streaming

SPARQL

RS
i ✓ ✓ ✓ × × × ✓ (P

l
)

C-SPARQL RS & S
j ✓ ✓ ✓ ✓ ✓ × ✓ (P

l
)

CQELS RS & S
j ✓ ✓ ✓ × ✓ × ✓ (T

m
)

SPARQLstream (V)RS
k ✓ × ✓ × ✓ × ✓ (P

l
)

EP-SPARQL RS & S
j × × ✓ ✓ ✓ ✓ ✓ (P

l
)

Sparkwave RS & S
j ✓ × ✓ × × × ✓ (T

m
)

a
Data Input Format

b
Time Window

c
Triple Window

d
UNION, JOIN, OPTIONAL, FILTER

e
Temporal Function

f
Aggregate

g
Sequence/Simultaneity

h
Continuous Query

i
RDF streams
j
RDF stream & Statics
k
Virtual RDF Stream

l
Periodic
m

Trigger

SPARQL is the only system that provides at the same time Union, Join, Optional and

Filter operators, logical and physical window, aggregation, continuous processing,

multiple streams sources, combining static and RDF stream evaluation, temporal

function, and is built on a modular architecture.

4 Sampling Algorithms

RDF stream processing systems require rapid, continuous and intelligent data

processing. Given the volume and speed of data generation, it is necessary to extract

data samples from input streams. Several sampling techniques exist such as random

sampling, reservoir sampling, deterministic sampling and chain sampling.

4.1 Uniform Random Sampling Without Replacement

The simple random sampling (Cochran 2007) may be with or without replacement.

It selects without replacement and with the same probability p a random sample of

size n from a set of indexes within a window W. The index of an element in W can

be selected only once.
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This method is very basic and has the advantage of being simple and easy to

implement. However, this technique gives to all elements the same chance of being

included in the sample. This can be seen as a disadvantage because in a streaming

context we are often interested in recent data. In the sample constitution, we should

give a more chance for relatively recent data.

4.2 Reservoir Sampling

The main idea of any type of reservoir sampling algorithm (Vitter 1985) is maintain-

ing a random sample with a fixed size n into a “reservoir”. After each windowing

process over streams, a random sample of size n can be extracted. Initially, we put

the first n received items into the “reservoir” R. Then, each new item in the window

has the probability
n
i

to replace the item of index i in the reservoir R. This method

clearly favors old items (limi→∞
n
i
= 0). Therefore, oldest items are more likely to

be included in the sample.

4.3 Chain Sampling

Babcock et al. (2002) described that the chain sampling technique consists in build-

ing a sample of size n over a sliding windows of size 𝜔 > n. For sliding windows,

chain sampling algorithm randomly generates replacements among expired items,

and stores the replacement. As shown in chain sampling algorithm, in the first win-

dow, we add i indexes in the sample with the probability p = min(𝜔,i)
𝜔

. The successor

index ri of index i is randomly chosen from the interval [i + 1, i + 𝜔] and replaces

it in the sample after its expiration (i out of the window). The successor of r is ran-

domly selected in the same manner in the interval [r+1, r+𝜔]. This process is thus

repeated independently.

Algorithm 1: Chain sampling algorithm

1 Function chainSamp(𝜔, p):
2 Repl ← ∅
3 S← put indexes (i) from the first window (with size 𝜔) with probability

Min(𝜔,i)
𝜔

4 for each index i in S do
5 Select a random successor ri with probability p between i + 1 and j + 𝜔

6 Repl ← ri
7 while each new index is added do
8 i← i + 1 ∕∕move window index by on step
9 Replace each expired index j in S by its successor rj in R without redondancy

10 Choose a random successor for rj between rj + 1 and rj + 𝜔 without redondancy

11 return S
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This method is particularly suitable for sliding windows but has a significant memory

usage due to the non-redundant selection criterion for successors.

5 Our C-SPARQL Extension

C-SPARQL system (Barbieri et al. 2010) provides a modular architecture for process-

ing C-SPARQL queries over RDF streams. This architecture is composed of two

parts: a data stream management system like STREAM or Esper and a SPARQL

engine module like Jena or Sesame.

This architecture uses STREAM or Esper as RDF streams manager module and

Jena or Sesame as SPARQL engine module.

Figure 2 presents the C-SPARQL architecture. TheQuery Translatormodule con-

figures, initializes and dispatches continuous and static parts of a C-SPARQL query.

This dispatching task processes a correct C-SPARQL query and creates two (2)

instances:

1. ContinuousEngine consists of a DSMS (Esper in the last version) that processes

on the fly RDF triples and applies the concept of window over them through a

CQL query. This module outputs a set of quadruplets (subject, predicate, object,
timestamp) intended to the SPARQL engine SparqlEngine.

Fig. 2 C-SPARQL architecture
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2. SparqlEngine is the “semantic” component in this all architecture. Its main task

is running SPARQL deduced from the C-SPARQL one, each time the Continu-

ousEngine produces quadruples.

The main contribution of our work is the extension of the C-SPARQL syntax and

architecture level for continuous sampling of RDF graphs. To reduce the load of data

streams to process and store only a sample for potential analysis or reasoning, our

implementation includes three (3) main steps:

1. Considering input graphs data streams instead of an ordered sequence of RDF

triples for semantic preservation

2. Adding three (3) sampling operators within C-SPARQL query syntax

3. Implementing continuous sampling methods within Esper.

5.1 Sampling Operators

As shown below, we extend the C-SPARQL query syntax by adding new operators

in FROM STREAM (stream sources) and FROM (static sources) clauses.

1. ∗
PREFIX prefixName ∶ < IRI >

2. SELECT
′?variables′

3. ∗
FROM STREAM < StreamIRI > [Window] [SAMPLING Token]

4. ∗
FROM < StaticIRI > [SAMPLING Token]

5. WHERE { ′Mapping variables′ ; |.
6. ∗FILTER (′condition′)}
7. GROUP BY

′?variables′|expression
8. HAVING

′aggregation condition′
9. ORDER BY

′?variables′

SAMPLING → UNIFORM | RESERVOIR | CHAIN
Token → [Window] %P|Size

[Window] → ′chain window size′
%P→ ′sampling percentage′
Size→ ′reservoir size′

The extended syntax contains new operators for sampling methods continuously

applied over input RDF graph streams and statics (RDF repositories). The following

query randomly samples input graphs and provides every minute, all sensors whose

sensed pressure value exceeds 27 (unit of measure) in the last 10 min.
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REGISTER QUERY exceedsPressures AS

SELECT ?sensorID ?WaterPressure

FROM STREAM <http://waterdist.org/sens> [RANGE 10m STEP 1m]

[UNIFORM %60]
FROM <http://waterdistrib.org/staticdata.rdf>

WHERE {?sensorID ex:hasPressure ?WaterPressure.

FILTER (?WaterPressure > 27)

}

5.2 Architecture Extension

Our approach is based on the implementation of sampling methods within Esper.

Figure 3 shows our proposed extension of C-SPARQL architecture where its tradi-

tional modules remain independent plugins. We extend the three (3) modules Query
Translator, ContinuousEngine and SparqlEngine.

1. In QueryTranslator, we parse the received request by first checking sampling

operators contained in FROM and FROM STREAM lines. If the request does not

include a sampling operator, input RDF streams are processed continuously with-

out any sampling phase. If not, after validation we create two (2) instances both

Fig. 3 C-SPARQL extended architecture
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ContinuousSampQuery and SparqlSampQuery that will be processed respec-

tively by ContinuousEngine and SparqlEngine.

2. ContinuousEngine module receives a continuous query with associated sam-

pling operators. Each sampling method is continuously applied on a window of

input graph streams (WindowSampling). We then process the CQL part of C-

SPARQL query on graphs within our buffered sample according to Esper syntax.

Results are transmitted to the third module SPARQLEngine.

3. SPARQLEngine module also receives graphs from sampled static RDF reposi-

tory (SampStaticRDF). It runs, in last step, the SPARQL query over continuous

and static graphs already sampled.

6 Evaluation

This section evaluates the quality and relevance of our extension. To do this, we focus

on performance achieved in terms of execution time and preserving data semantics.

As a case study, we consider a set of data from sensors deployed in a large water dis-

tribution network. Data observed can be pressure, flow, chlorine or temperature. The

management of water distribution network needs capabilities for real time process-

ing and reasoning over streams in order to rapidly detect anomalies like water leaks.

We consider the treatment of 80000 graphs, where each graph contains 10 triples.

This set of data is sent in form of graphs and triples streams respectively at rates

of 500 graphs/s and 5000 triples/s. Experiments in this section are performed on a

computer with a processor at 2.66 GHz, Core 2 Duo and 4 GB of RAM.

For performance evaluation of query execution time, we consider the simple

query given below. The aim of the query is to return the average pressure values

captured by each sensor. The query is performed over 1000 sampled graphs with

respectively UNIFORM, RESERVOIR and CHAIN operators.

REGISTER QUERY AvgWaterPressure AS

PREFIX ex: <http://waterdist.org/>

SELECT ?sensorID (AVG(?pressureValue) AS ?AvgPressure)

FROM STREAM <http://waterdist.org/stream> [RANGE TRIPLES 1000]

[SAMPLING [window] percent|size]
WHERE {?sensorID ex:hasPressure ?pressureValue. }

GROUP BY ?sensorID

For sampling operators (UNIFORM) and (RESERVOIR) Figs. 4 and 5, the evolu-

tion of the query processing time by respectively varying the sampling percentage

(percent) and the reservoir size (size). Finally, with CHAIN operator we evaluate in

Fig. 6, the query execution time under two conditions: varying sampling percentage

and Chain window size (Window).
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Fig. 4 Uniform

Fig. 5 Reservoir

With uniform random sampling without replacement (Fig. 4), the execution time

increases depending on the sampling percentage. We also note a similar trend with

reservoir sampling (Fig. 5) depending on reservoir size kept fixed in memory. The

evolution of the execution time with chain sampling (Fig. 6) depends on the window

size and the ratio. Whatever the sampling percentage, query execution time follows

a growing trend. This can be explained by the selection of a random successor items

without redundancy. Thus, observations confirm performances gained in reducing

on the fly the load from input streams.

For the evaluation of the semantic links preservation between data in sample, we

consider the following query:
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Fig. 6 Chain

REGISTER QUERY sourceSensorID AS

PREFIX ex: <http://waterdist.org/>

SELECT ?sensorID ?pressureValue

FROM STREAM <http://waterdist.org/stream> [RANGE TRIPLES 10]

[SAMPlING [window] percent|size]

WHERE { ?sensorID ex:hasPressure ?pressureMnemonic.

OPTIONAL{ ?pressureMnemonic ex:value ?pressureValue.} }

ORDER BY ?sensorID

We first execute this query continuously, in base scenario (without any sampling

operation), and then with triple-oriented sampling and finally with graph-oriented

sampling. The request selects for the last 10 graphs or triples observed in sample,

the sensor ID and its corresponding pressure value. In the graph, the sensor identifier

is connected to its captured pressure value through an another node. We compute

for each sampling method (triple-based and graph-based), the number of correct and

complete results (e.g. sensor ID and corresponding pressure value). We subsequently

calculate the loss rate in both cases (triple-oriented and graph-oriented) using the

following formula:

𝐋𝐨𝐬𝐬 𝐫𝐚𝐭𝐞(%) = 𝐍𝐛𝐫𝐍𝐒 − 𝐍𝐛𝐫𝐖𝐒
𝐍𝐛𝐫𝐍𝐒

∗ 100,where (1)

NbrNS = Number of correct and complete results in base scenario

NbrWS = Number of correct and complete results with sampling.

Table 2 shows the loss rates calculated by varying sampling parameters of uniform

and reservoir methods. The number of correct and complete results in base scenario

is NbrNS = 10625.
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Table 2 Loss rate between triple-oriented and graph-oriented sampling

Operator Triple oriented sampling Graph oriented sampling

Correct and

complete results

Loss rate (%) Correct and

complete results

Loss rate (%)

UNIFORM
P = 20% 19 99.82 2108 80.16
P = 40% 73 99.31 3614 65.98
P = 80% 181 98.2 7137 32.82
RESERVOIR
Size = 2 24 99.77 2117 80.07
Size = 4 144 98.64 4210 60.37
Size = 8 522 95.08 7240 31.85

With graph-oriented sampling, we observe a lower than loss rate with triple-

oriented. Indeed, this can be explained by random sampling in the case of the triple-

oriented where the triple containing a sensor identifier and the one containing its

corresponding pressure value might not be both in the sample. In comparison, graph-

oriented sampling maintains semantic links ensuring that sensors are always associ-

ated with their corresponding pressure values in the sample.

7 Conclusion and Future Works

Massive data stream management is a permanent industrial concern and a scientific

challenge. The application of semantic web technologies for data stream remains

troubled by the current volumes and rapid generation of streams. In this paper, we

took advantages of existing sampling techniques and proposed an extension of the

C-SPARQL system for real-time sampling of RDF graph streams. The oriented-

graph approach allowed us to preserve semantic links within samples and thereby

improved its representativeness. We implemented three sampling operators with dif-

ferent performances observed in terms of execution time.

We are interested in our future work into sampling on the fly over RDF streams

using methods based on biased algorithm by associating different weights to the

semantic stream items. We will also take into account specificities and background

(context-based) to produce suitable samples, in a distributed environment.
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Efficiency Analysis of ASP Encodings
for Sequential Pattern Mining Tasks

Thomas Guyet, Yves Moinard, René Quiniou and Torsten Schaub

Abstract This article presents the use of Answer Set Programming (ASP) to mine
sequential patterns. ASP is a high-level declarative logic programming paradigm
for high level encoding combinatorial and optimization problem solving as well as
knowledge representation and reasoning. Thus, ASP is a good candidate for imple-
menting pattern mining with background knowledge, which has been a data mining
issue for a long time. We propose encodings of the classical sequential pattern min-
ing tasks within two representations of embeddings (fill-gaps versus skip-gaps) and
for various kinds of patterns: frequent, constrained and condensed. We compare the
computational performance of these encodings with each other to get a good insight
into the efficiency of ASP encodings. The results show that the fill-gaps strategy
is better on real problems due to lower memory consumption. Finally, compared
to a constraint programming approach (CPSM), another declarative programming
paradigm, our proposal showed comparable performance.

1 Introduction

Pattern mining is a data analysis task aiming at identifying “meaningful” patterns in
a database of structured data (e.g. itemsets, sequences, graphs). Sequential pattern
mining consists in discovering subsequences as patterns in a sequence database (Shen
et al. 2014). This problem has been introduced at the early beginning of the pattern
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mining field (Agrawal and Srikant 1995) with the itemsets mining task (Agrawal
et al. 1993). Sequential pattern mining is known to have a higher complexity than
itemsetsmining, but it has broad applications (Gupta andHan 2013). It includes—but
is not limited to—the analysis of patient care pathways, education traces, digital logs
(web access for client profiling, intrusion detection from network logs), customer
purchase (rules for purchases recommendations), text and bioinformatic sequences.

In most cases, “interesting” patterns are the frequent ones. A pattern is said to
be frequent if it appears at least fmin times in the database, where fmin is a frequency
threshold given by the data analyst. This interestingness criterion reveals some impor-
tant behaviours in the datasets and, above all, it benefits from an interesting property
(anti-monotonicity) that make algorithms very efficient, even on large databases.
Two decades of research on the specific task of frequent sequential pattern mining
have led to very efficient mining methods and strategies to extract the complete set
of frequent patterns or condensed representation of frequent patterns (Wang and Han
2004). These methods can currently process millions of sequences with very low
frequency threshold.

The challenge of mining a deluge of data is about to be solved, but is also about to
be replaced by another issue: the deluge of patterns. In fact, the size of the complete
set of frequent patterns explodes with the database size and density (Lhote 2010).
The data analyst cannot handle such volumes of results. A broad range of research,
from data visualization (Perer andWang 2014) to database sampling (Low-Kam et al.
2013) is currently attempting to tackle this issue. The data-mining community has
mainly focused on the addition of expert constraints on sequential patterns (Pei et al.
2004).

Recent approaches have renewed the field of Inductive Logic Programming
(Muggleton and De Raedt 1994) by exploring declarative pattern mining. Simi-
larly, some works have tackled the itemset mining task (Guns et al. 2015; Järvisalo
2011). Recently, some propositions have extended the approach to sequence min-
ing (Negrevergne and Guns 2015; Coquery et al. 2012; Métivier et al. 2013). Their
practical use depends on the efficiency of their encoding to process real datasets.
Thanks the improvements on satisfiability (SAT) or constraints programming (CP)
solving techniques and solvers, such approaches become realistic alternatives for
highly constrained mining tasks. Their computational performances closely reach
those of dedicated algorithms.

The long term objective is to benefit from the genericity of solvers to let a user
specify a potentially infinite range of constraints on the patterns. Thus, we expect to
go from specific algorithm constraints to a rich query language for pattern mining.

The approach we propose in this paper uses the formalism of Answer Set Pro-
gramming (ASP) and the solver clingo. ASP is a logic programming language, as
Prolog. Its first order syntax makes ASP programs easy to understand. Furthermore,
ASP benefits from efficient solvers to compute efficiently the solution answer sets
(Lifschitz 2008).

The contributions of this article are twofold. (1) The article presents a declarative
approach which provides a high-level specification of a broad range of sequential
pattern mining tasks in a unique framework. It demonstrates that this mining task and
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its related problems—mining closed, maximal and constrain patterns—can easily be
encodedwith pure declarativeASP. (2) The article extensively evaluates the proposed
encodings to draw the computational strengths and limits of ASP for declarative
pattern mining. It gives also experimental results about time/memory computing
efficiency of the solving process and provides alternative encodings to improve the
computing efficiency. The proposed encodings are compared to the results of the
CPSM software, based on CP programming (Negrevergne and Guns 2015).

The article is organized as follows: Sect. 2 introduces ASP programming, its prin-
ciples and the solver clingo. Then in Sect. 3, we introduce sequential pattern mining.
In Sect. 4, we give several ASP encodings of the basic sequential pattern mining task.
Section5 presents encodings for alternative sequential pattern mining tasks, includ-
ing the use of constraints and the extraction of condensed representations. After
presenting some related works in Sect. 6, we present our experiments in Sect. 7.

2 ASP—Answer Set Programming

In this section we introduce the Answer Set Programming (ASP) paradigm, syntax
and tools. Section2.1 introduces themain principles and notations ofASP. Section2.2
illustrates them on the well-known graph coloring problem.

2.1 Principles of Answer Set Programming

ASP is a declarative programming paradigm. From a general point of view, declara-
tive programming gives a description of what is a problem instead of specifying how
to solve it. Several declarative paradigms have been proposed, differing in the mod-
elling formalism they use. For instance, logic programming (Lallouet et al. 2013)
specifies the problem using a logic formalism, the SAT paradigm encodes the prob-
lem with boolean expressions (Biere et al. 2009), the CP (constraint programming)
paradigm specifies the problem using constraints (Rossi et al. 2006). ASP belongs
to the class of logic programming paradigms, such as Prolog. The high-level syntax
of logic formalisms makes generally the program easier to understand than other
declarative programming paradigms.

An ASP program is a set of rules of the form

a0 :- a1, . . . ,am, not am+1, . . . , not an. (1)

where each ai is a propositional atom for 0 ≤ i ≤ n and not stands for default
negation. In the body of the rule, commas denote conjunctions between atoms. Con-
trary to Prolog, the order of atoms is meaningless. In ASP, rule (1) may be interpreted
as “if a1, . . . ,am are all true and if none of an+1, . . . ,an can be proved to be true,
then a0 is true.”
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If n = 0, i.e. the rule body is empty, (1) is called a fact and the symbol “:-” may
be omitted. Such a rule states that the atom a0 has to be true. If a0 is omitted, i.e. the
rule head is empty, (1) represents an integrity constraint.

Semantically, a logic program induces a collection of so-called answer sets, which
are distinguished models of the program determined by answer sets semantics; see
Gelfond and Lifschitz (1991) for details. For short, a model assigns a truth value
to each propositional atoms of the program and this set of assignments is valid. An
answer set is a minimal set of true propositional atoms that satisfies all the program
rules. Answer sets are said to be minimal in the way that only atoms that have to be
true are actually true.

To facilitate the use of ASP in practice, several extensions have been developed.
First of all, rules with variables are viewed as shorthands for the set of their ground
instances. This allows for writing logic programs using a first order syntax. Such
kind of syntax makes program shorter, but it hides the grounding step and its specific
encoding issues, especially from the memory management point of view.

Further language constructs include conditional literals and cardinality con-
straints (Simons et al. 2002). The former are of the form

a : b1, . . . ,bm

the latter can be written as
s {c1; . . . ;cn} t

where a and bi are possibly default negated literals for 0 ≤ i ≤ m, and each cj is a
conditional literal for 1 ≤ i ≤ n. The purpose of conditional literals is to govern the
instantiation of a literal a through the literals b1, . . . ,bm. In a cardinality constraint,
s (resp. t) provides the lower (resp. upper) bound on the number of literals from
c1; . . . ;cn that must be satisfied in the model.

A cardinality constraint in the head of the rule defines a specific rule called a
choice rule:

s {c1; . . . ;cn} t :- a.

If a is true then all atoms of a subsetS ⊂ {c1, . . . , cn} of size between s and t have
to be true. All such subsets are admissible according to this unique rule, but not in
the same model. All such subsets contribute to alternative answer sets. It should be
noted that alternative models are solved independently. It is not possible to specify
constraints that involve several models.

ASP problem solving is ensured by efficient solvers (Lifschitz 2008) which are
based on the same technologies as constraint programming solvers or satisfiability
checking (SAT) solvers. smodels (Syrjänen and Niemelä 2001), dlv (Leone et al.
2006), ASPeRiX (Lefèvre and Nicolas 2009) or clingo (Gebser et al. 2011) are well-
known ASP solvers. Due to the computational efficiency it has demonstrated and its
broad application to real problems, we use clingo as a basic tool for designing our
encodings.
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Fig. 1 An example graph for
the graph coloring problem

The basic method for programming in ASP is to follow a generate-and-test
methodology. Choice rules generate solution candidates, while integrity constraints
are tested to eliminate those candidates that violate the constraints. The programmer
should not have any concern about how solutions are generated. He/she just has to
know that all possible solutions will be actually evaluated. From this point of view,
the ASP programming principle is closer to CP programming than to Prolog pro-
gramming. Similarly to these declarative programming approaches, the difficulty of
programming in ASP lies in the choices for the best way to encode problem con-
straints: it must be seen as the definition of the search space (generate part) or as an
additional constraint on solutions within this search space (test part). This choices
may have a large impact on the efficiency of the problem encoding.

2.2 A Simple Example of ASP Program

The following example illustrates the ASP syntax on encoding the graph coloring
problem. Lines 9–10 specify the problem as general rules that solutions must satisfy
while lines 1–6 give the input data that defines the problem instance related to the
graph in Fig. 1.

The problem instance is a set of colors, encoded with predicates col/1 and a
graph, encodedwith predicates vertex/1 and edge/2. The input graph has 5 vertices
numbered from 1 to 5 and 12 edges. The 5 fact-rules describing the vertex are listed
in the same line (Line 2). It should be noted that, generally speaking, edge(1,2)
is different from edge(2,1), but considering that integrity constraints for the graph
coloring problem are symmetric, it is sufficient to encode directed edge in only one
direction. Line 6 encodes the 3 colors that can be used: r, g and b. Lower case letters
represent values, internally encoded as integers, while strings beginning with upper
case letters represent variables (see line 9 for instance).

Lines 9 and 10 specify the graph coloring problem. The predicate color/2

encodes the color of a vertex: color(X,C) expresses that vertex X has color C.
Line 10 is an integrity constraint. It forbids neighbor vertices X and Y to have the
same color C.1 The ease of expressing such integrity constraints is a major feature
of ASP.

1It is important to notice that the scope of a variable is the rule and each occurrence of a variable in
a rule represents the same value.
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1 % instance of the problem: the graph and colors
2 vertex (1). vertex (2). vertex (3). vertex (4). vertex (5)

.
3 edge (1,2). edge (1,3). edge (1,4). edge (2,4). edge (2,5)

.
4 edge (3,1). edge (3,4). edge (3,5). edge (4,1). edge (4,2)

.
5 edge (5,3). edge (5,4).
6 col(r). col(b). col(g).
7

8 % graph coloring problem specification
9 1 { color(X, C) : col(C) } 1 :- vertex(X).
10 :- edge(X, Y), color(X, C), color(Y, C).

Listing 3.1 Encoding of graph coloring—ASP syntax and encoding example

Line 9 is a choice rule indicating that for a given vertex X, an answer set must
contain exactly one atom of the form color(X,C) where C is a color. The grounded
version of this rule is the following:

1 { color(1, r), color(1, b), color(1, g) } 1.
1 { color(2, r), color(2, b), color(2, g) } 1.
1 { color(3, r), color(3, b), color(3, g) } 1.
1 { color(4, r), color(4, b), color(4, g) } 1.
1 { color(5, r), color(5, b), color(5, g) } 1.

The variable X is expanded according to the facts in line 2 and for each vertex,
a specific choice rule is defined. Within the brackets, the variable C is expanded
according to the conditional expression in the rule head of line 9: the only admissible
values for C are color values. For each line of the grounded version of the program,
one and only one atom within brackets can be chosen. This corresponds to a unique
mapping of a color to a vertex. Line 9 can be seen as a search space generator for the
graph coloring problem.

The set color(1,b) color(2,r) color(3,r) color(4,g) color(5,b) is
an answer set for the above program (among several others).

Formore detailed presentation ofASPprogramming paradigm,we refer the reader
to recent article of Janhunen and Nimeläthe (2016).

2.3 The Potassco collection of ASP tools

The Potassco collection is a set of tools for ASP developed at the University of
Potsdam. The main tool of the collection is the ASP solver clingo (Gebser et al.
2011). This solver offers both a rich syntax to facilitate encodings2 and a good
solving efficiency. It is worth-noting that the ASP system clingo introduced many

2clingo is fully compliant with the recent ASP standard: https://www.mat.unical.it/aspcomp2013/
ASPStandardization.

https://www.mat.unical.it/aspcomp2013/ASPStandardization
https://www.mat.unical.it/aspcomp2013/ASPStandardization
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facilities to accelerate the encoding of ASP programs. For the sake of simplicity, we
do not use them in the presented programs. A complete description of the clingo
syntax can be found in Gebser et al. (2014).

The clingo solving process follows two consecutive main steps:

1. grounding transforms the initial ASP program into a set of propositional clauses,
cardinality constraints and optimisation clauses.Note that grounding is not simply
a systematic problem transformation. It also simplifies the rules to generate the
as short as possible equivalent grounded program.

2. solving consists in finding from one to all solutions of the grounded program. This
step is performed by clasp which is a conflict-driven ASP solver. The primary
clasp algorithm relies on conflict-driven nogood learning. It is further optimized
using sophisticated reasoning and implementation techniques, some specific to
ASP, others borrowed from CDCL-based SAT solvers.

The overall process may be controlled using procedural languages, e.g. Python
or lua (Gebser et al. 2014). These facilities are very useful to automate processes
and to collect statistics on solved problems. Despite this procedural control which
enables to interact with the grounder or the solver, it is important to note that once a
program has been grounded, it cannot be changed.

3 Sequential Pattern Mining: Definition and Notations

Briefly, the sequential pattern mining problem consists in retrieving from a sequence
database D every frequent non empty sequence P, so-called a sequential pattern.
Sequences, either in D or sequential patterns P, are multiset sequences of itemsets
over a fixed alphabet of symbols (also called items). A pattern is frequent if it is a
subsequence of at least fmin sequences ofD , where fmin is an arbitrary given threshold.
In this section,we introduce classical definitions and notations for frequent sequential
pattern mining which will be useful to formulate the problem in an ASP setting. In
the sequel, if not specified otherwise, a pattern is a sequential pattern.

3.1 Sequences

We introduce here the basic definitions of sequences of itemsets. [n] = {1, . . . , n}
denotes the set of the first n strictly positive integers.

Let (I ,=,<) be the set of items (alphabet) with a total order (e.g. lexicographic
order). An itemset A = (a1, a2, . . . , an) is a subset of distinct increasingly ordered
items fromI : ∀i ∈ [n], ai ∈ E ∧ ∀i ∈ [n − 1], ai < ai+1 ∧ ∀i, j ∈ [n], i �= j =⇒
ai �= aj. An itemset β = (bi)i∈[m] is a sub-itemset of α = (ai)i∈[n], denoted β 	 α,
iff there exists a sequence of m integers 1 ≤ i1 < i2 < · · · < im ≤ n such that
∀k ∈ [m], bk = aik . A sequence S is an ordered set of itemsets S = 〈s1, s2, . . . , sn〉:
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∀i, j ∈ [n], i < j means that si occurs before sj. The length of sequence S, denoted
|S|, is equal to its number of itemsets. Two sequences S = 〈s1, s2, . . . , sn〉 and
T = 〈t1, t2, . . . , tm〉 are equal iff n = m and ∀i ∈ [n], si = ti.

T = 〈t1, t2, . . . , tm〉 is a sub-sequence of S = 〈s1, s2, . . . , sn〉, denoted T � S,
iff there exists a sequence of integers 1 ≤ i1 < i2 < · · · < im ≤ n such that ∀k ∈
[m], tk 	 sik . In otherwords, (ik)1≤k≤m defines amapping from [m], the set of indexes
of T , to [n], the set of indexes of S. We denote by T ≺ S the strict sub-sequence rela-
tion such that T � S and T �= S.

T = 〈t1, t2, . . . , tm〉 is a prefix of S = 〈s1, s2, . . . , sn〉, denoted T �b S, iff ∀i ∈
[k − 1], ti = si and tm 	 sm. Thus, we have T �b S =⇒ T � S.

A sequence T is supported by a sequence S if T is a sub-sequence of S, i.e. T � S.

Example 1 (Sequences, subsequences and prefixes) Let I = {a, b, c} with a lexi-
cographic order (a < b, b < c) and the sequence S = 〈a(bc)(abc)cb〉. To simplify
the notation, parentheses are omitted around itemsets containing only one item. The
length of S is 5. 〈abb〉, 〈(bc)(ac)〉 or 〈a(bc)(abc)cb〉 are sub-sequences of S. a, 〈a(bc)〉
and 〈a(bc)a〉 are prefixes of S.
Proposition 1 ≺ and ≺b induces two partial orders on the sequence set. For all
sequences (s, s′), s ≺b s′ =⇒ s ≺ s′.

3.2 Sequential Pattern Mining

Let D = {S1, S2, . . . , SN } be a set of sequences. D is called a sequence database.
The support of a sequence S inD , denoted by suppD(S), is the number of sequences
of D that support S:

suppD(S) = |{Si ∈ D |S ≺ Si}|

Proposition 2 suppD(.) is an anti-monotonic measure on the set of subsequences
of a sequence database D structured by ≺ or ≺b.

This proposition implies that for all pairs of sequences P, Q:

P ≺ Q =⇒ suppD(P) ≥ suppD(Q), and

P ≺b Q =⇒ suppD(P) ≥ suppD(Q).

Let fmin be a frequency threshold defined by the analyst. For any sequence S, if
suppD(S) ≥ fmin, we say that S is a frequent sequence or a (frequent) sequential pat-
tern ofD .Mining sequential patterns consists in extracting all frequent subsequences
in a sequence database D .

Every pattern mining algorithm (Agrawal and Srikant 1995;Wang and Han 2004;
Pei et al. 2007) uses the anti-monotonicity property to browse efficiently the pattern
search space. In fact, this property ensures that a sequence P including a sequence
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Q which is not frequent, cannot be frequent itself. So, the main idea of classical
algorithms is to extend the patterns until identifying a non frequent pattern.

Example 2 (Sequential pattern mining) To illustrate the concepts introduced above,
we consider the following sequence databaseD containing sequences built on items
in I = {a, b, c, d} such that a < b, b < c and a < c. In this running example, and
in the rest of this article, we focus on simple sequences of items instead of sequences
of itemsets.

SeqId Sequence
1 〈ac〉
2 〈dabc〉
3 〈b〉
4 〈abc〉
5 〈ab〉
6 〈acbc〉
7 〈abc〉

Given a threshold value fmin = 3, the frequent sequential patterns are: 〈a〉, 〈b〉,
〈c〉, 〈ac〉, 〈bc〉, 〈ab〉 and 〈abc〉.

It is interesting to relate the sequential pattern mining task with the presentation
of ASP principles. The sequential pattern mining task rises two issues: (1) exploring
a large search space, i.e. the potentially infinite set of sequences and (2) assessing the
frequency constraint (with respect to the given database). Thus, sequential pattern
mining can be considered as a generate and test process which makes it straightfor-
ward to encode the mining task using ASP principles: (1) choice rules will define
the search space and (2) the frequency assessment will be encoded using integrity
constraints.

4 Frequent Sequential Pattern Mining with ASP

In this section, we present several ASP encodings for sequential pattern mining.
We assume that the database contains sequences of itemsets. But for the sake of
simplicity, wewill restrict patterns to sequences of items (each itemset is a singleton).
Listing 3.10 in Appendices gives an encoding for the full general case of sequential
pattern mining.

Our proposal is borrowed from Järvisalo’s (2011): the solution of the sequential
pattern mining ASP program is all the answer sets (AS), each of which contains
the atoms describing a single frequent pattern as well as its occurrences in database
sequences. The solution relies on the “generate and test principle”: generate com-
binatorially all the possible patterns and their related occurrences in the database
sequences and test whether they satisfy the specified constraints.
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4.1 Modelling Database, Patterns and Parameters

A sequence database D is modelled by the predicate seq(T,Is,I) which holds if
sequence T contains item I at index Is.

Example 3 (A sequence database encoded in ASP) The following facts encode the
database of Example 2:

seq(1,1,a). seq(1,2,c).
seq(2,1,d). seq(2,2,a). seq(2,3,b). seq(2,4,c).
seq(3,1,b).
seq(4,1,a). seq(4,2,b). seq(4,3,c).
seq(5,1,a). seq(5,2,b).
seq(6,1,a). seq(6,2,c). seq(6,3,b). seq(6,4,c).
seq(7,1,a). seq(7,2,b). seq(7,3,c).

Similarly, the current pattern ismodelled by the predicate pat(Ip,I)which holds
if the current pattern contains item I at index Ip.

For example, the pattern 〈abc〉 is modelled by the following atoms:
pat(1,a). pat(2,b). pat(3,c).

In addition, we define two program constants:

• #const th=23. represents fmin, the minimal frequency threshold, i.e. the
requested minimal number of supporting sequences

• #const maxlen=10. represents the maximal pattern length.

Let S be a set of ground atoms and P ⊂ S the set of pat(Ip,I) atoms in S,
according to the Järvisalo’s encoding principle we would like an ASP program π

such that S is an answer set of π iff the pattern defined by P is a frequent sequential
pattern in the database D .

4.2 Two Encodings for Sequential Pattern Mining

The main difficulty in declarative sequential pattern mining is to decide whether
a pattern P = 〈p1, . . . , pn〉 supports a sequence S = 〈s1, . . . , sm〉 of the database.
According to Definition 1, it means that it exists a mapping e = (ei)1≤i≤n such that
pi = sei . Unfortunately, this definition is not usable in practice to implement an effi-
cient ASP encodings. The difficulty comes from the possible multiple mappings of a
pattern in a single sequence. On the other hand, the detailed mapping description is
not required here, we simply have to defined embeddings that exists iff a pattern sup-
ports a sequence. An embedding of a pattern in a sequence is given by the description
of a relation between pattern item indexes to sequence item indexes.

This section presents two encodings of sequential pattern mining. These two
encodings differ in their representation of embeddings, as illustrated in Fig. 2. Two
embedding strategies have been defined and compared in our results: skip-gaps and
fill-gaps.
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Fig. 2 Illustration of embeddings strategies. On the left, skip-gaps, on the right, fill-gaps

More formally, let P = 〈p1, . . . , pn〉 be a pattern sequence and ST = 〈s1, . . . , sm〉
be the T -th sequence of D . In the skip-gaps strategy, an embedding E is a rela-
tion over [1,m] × [1, n] such that ∀(i, j) ∈ E , i ≤ j ∧ pi = sj and ∀(i, j), (i′, j′) ∈
E , i < i′ =⇒ j < j′. In the fill-gaps strategy, an embedding E ′ is the same rela-
tion as E (i.e. (i, j) ∈ E =⇒ (i, j) ∈ E ′) with the additional specification: ∀i ∈
[1,m], ∀j, j′ ∈ [1, n], (i, j) ∈ E ′ ∧ j < j′ =⇒ (i, j′) ∈ E ′. This additional specifi-
cation expresses that once a pattern item has been mapped to the leftmost (having the
lowest index, let it be j), the knowledge of this mapping is maintained on remaining
sequences items with indexes j′ > j. So, a fill-gaps embedding makes only explicit
the “leftmost admissible matches” of P items in sequence ST .

Relations E and E ′ are interesting because (i) that can be computed in a con-
structive way (i.e. without encoding guesses) and (ii) they contains the information
required to decide whether the pattern supports the sequence.

The two following sections detail the ASP programs for extracting patterns under
each embedding strategy.

4.2.1 The Skip-Gaps Approach

In the first ASP encoding, an embedding of the current pattern P = 〈pi〉1≤i≤n in
sequence T = 〈si〉1≤i≤m is described by a set of atoms occS(T,Ip,Is) which holds
if Ip-th the pattern item (occurring at index Ip) is identical to the Is-th item in
sequence T (formally, pIp = sIs ∧ 〈pi〉1≤i≤Ip ≺ 〈si〉1≤i≤Is). The set of valid atoms
occS(T,_,_) encodes the relation E above and is illustrated in Fig. 2 (on the left).

Example 4 (Illustration of skip-gaps embedding approach) LetP = 〈ac〉 be a pattern
represented by pat(1,a).pat(2,c). Here follows, the embeddings of pattern P in
the sequences of Example 2:

occS (1,1,1) occS(1,2,2)
occS (2,1,2) occS(2,2,4)
occS (4,1,1) occS(4,2,3)
occS (5,1,1)
occS (6,1,1) occS(6,2,2) occS (6,2,4)
occS (7,1,1) occS(7,2,3)
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1 item(I) :- seq(_, _,I).

2

3 %sequential pattern generation

4 patpos (1).

5 0 { patpos(Ip+1) } 1 :- patpos(Ip), Ip<maxlen.

6 patlen(L) :- patpos(L), not patpos(L+1).

7

8 1 { pat(Ip ,I): item(I) } 1 :- patpos(Ip).

9

10 %pattern embeddings

11 occS(T,1 ,Is):- seq(T,Is,I), pat(1, I).

12 occS(T,Ip+1,Is):- seq(T,Is,I), pat(Ip+1,I), occS(T,Ip,Js), Js<Is.

13

14 %frequency constraint

15 support(T) :- occS(T,L,_), patlen(L).

16 :- { support(T) } < th.

Listing 3.2 Encoding of frequent sequential pattern mining—skip-gaps strategy

The pattern could not be fully identified in the fifth sequence. There are two possible
embeddings in the sixth sequence. Atom occS(6,1,1) is used for both. Nonetheless,
this sequence must be counted only once in the support.

Listing 3.2 gives the ASP program for sequential pattern mining. The first line of
the program is called a projection. It defines a new predicate that provides all items
from the database. The symbol “_” denotes an anonymous (or don’t care) variable.

Lines 4–8 of the program encode the pattern generation. Predicate patpos/1

defines the allowed sequential pattern indexes, beginning at index 1 (line 4). Line
5 is a choice rule that generates the successive pattern positions up to an ending
index iterating from 2 to maxlen: patpos(Ip+1) is true if there is a pattern position
at index Ip and Ip is lower than maxlen. Line 6 defines the length of a pattern:
patlen(L) holds if L is the index of the last pattern item (there is no pattern item
with a greater index). This predicate is used to decide whether an embedding has
been completed or not. Finally, line 8 is a choice rule that associates exactly one item
with each position X. We can note that each possible sequence is generated once and
only once. So, there is no redundancy in the search space exploration.

Lines 11–12 encode pattern embedding search. Line 11 guesses a sequence index
for the first pattern item: occS(T,1,Is) holds if the first pattern item is identical
to the Is-th of sequence T (i.e. p1 = sIs). Line 12 guesses sequence indexes for
pattern items at indexes strictly greater than 1. occS(T,Ip,Is) holds if the Ip-th
pattern item is equal to the Is-th sequence item (i.e. pIp = sIs) and the preceding
pattern item ismapped to a sequence item at an index strictly lower than Is. Formally,
this rule expresses the following implication (Jp,Is − 1) ∈ E ∧ pIp = sIs ∧ Ip >

Jp =⇒ (Ip,Is) ∈ E and recursively, we have 〈pi〉1≤i≤Ip ≺ 〈si〉1≤i≤Is. It should
be noted that this encoding generates all the possible embeddings of some pattern.

Finally, lines 15–16 are dedicated to assess the pattern frequency constraint.
support(T) holds if the database sequence T supports the pattern, i.e. if an atom
occS holds for the last pattern position. The last line of the program is an integrity
constraint ensuring that the number of supported sequences is not lower than the
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10 %pattern embeddings

11 occF(T,1,Is) :- seq(T,Is,I), pat(1,I).

12 occF(T,Ip ,Is) :- occF(T, Ip -1, Is -1), seq(T,Is,I), pat(L,I).

13 occF(T,Ip ,Is) :- occF(T, Ip, Is -1), seq(T,Is,_).

14

15 %frequency constraint

16 seqlen(T,L) :- seq(T,L,_), not seq(T,L+1,_).

17 support(T) :- occF(T, L, LS), patlen(L), seqlen(T,LS).

18 :- { support(T) } < th.

Listing 3.3 Encoding of frequent sequential pattern mining—fill-gaps strategy (see Listing 3.2 for
first lines).

threshold th or, in other words, that the support of the current pattern is greater than
or equal to the threshold.

4.2.2 The Fill-Gaps Approach

In the fill-gap approach, an embedding of the current pattern P is described by a set
of atoms occF(T,Ip,Is) having a slightly different semantics than in the skip-gap
approach. occF(T,Ip,Is) holds if at sequence index Is it is true that the Ip-th
pattern item has been mapped (to some sequence index equal to Is or lower than Is

if occF(T,Ip,Is-1) holds). More formally, we have 〈pi〉1≤i≤Ip ≺ 〈si〉1≤i≤Is. The
set of atoms occF(T,_,_) encodes the relation E ′ above and is illustrated in Fig. 2
(on the right).

Example 5 (Fill-gaps approach embedding example) Pattern P = 〈a, c〉 has the fol-
lowing fill-gaps embeddings (represented by occF atoms) in the sequences of the
database of Example 2:

occF(1,1,1) occF(1,1,2) occF(1,2,2)
occF(2,1,2) occF(2,1,3) occF(2,1,4) occF(2,2,4)
occF(4,1,1) occF(4,1,2) occF(4,1,3) occF(4,2,3)
occF(5,1,1) occF(5,1,2)
occF(6,1,1) occF(6,1,2) occF(6,1,3) occF(6,1,4) occF(6,2,2) occF

(6,2,3) occF(6,2,4)
occF(7,1,1) occF(7,1,2) occF(7,1,3) occF(7,2,3)

Contrary to the skip-gap approach example (see Example 4), the set of
occF(T,Ip,Is) atoms alone is not sufficient to deduce all occurrences. For instance,
occurrence with indexes (3, 8, 9) is masked.

Listing 3.3 gives the ASP program for sequential pattern mining with the fill-gaps
strategy. The rules are quite similar to those encoding the skip-gapsmethod. Themain
difference comes from the computation of embeddings (lines 11–13). As in Listing
3.2, line 11 guesses a sequence index for the first pattern item: occF(T,1,Is) holds
if the first pattern item is identical to the Is-th of sequence T (i.e. pIp = sIs).

Line 12 guesses sequence indexes for pattern items at indexes strictly greater than
1. occS(T,Ip,Is) holds if the Ip-th pattern item is equal to the Is-th sequence
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item and the preceding pattern item is mapped to some sequence item at some index
strictly lower than Is. More formally, we have that pIp = sIs ∧ (Ip − 1,Is − 1) ∈
E ′ =⇒ (Ip,Is) ∈ E ′.

Line 13 simply maintains the knowledge that the Ip-th pattern item has been
mapped all along the further sequence indexes, i.e. occF(T,Ip,Is) holds if
occF(T,Ip,Is-1) holds. More formally, (Ip − 1,Is − 1) ∈ E ′ =⇒ (Ip,Is) ∈
E ′. In combinationwith previous rules,we thus have recursively that occF(T,Ip,Is)
is equivalent to 〈pi〉1≤i≤Ip ≺ 〈si〉1≤i≤Is.

Line 17 a sequence is supported by the pattern an occF atoms exists at the last posi-
tion LS of the sequence, computed line 16. The remaining rules for testing whether
it is greater than the threshold th are identical to those in the skip-gaps approach.

4.3 Sequential Pattern Mining Improvements

Themain objective of this section is to present alternative encodings of the sequential
pattern mining task. These encodings attempt to take advantage of known properties
of the sequential pattern mining task to support the solver to mine datasets more
efficiently or with less memory requirements. The efficiency of these improvements
will be compared in the experimental part.

4.3.1 Filter Out Unfrequent Items

The first improvement consists in generating patterns from only frequent items.
According to the anti-monotonicity property, all items in a pattern have to be frequent.
The rules in Listing 3.4 may replace the projection rule previously defining the
available items. Instead, an explicit aggregate argument is introduced to evaluate the
frequency of each item I and to prune it if it is unfrequent.

In the new encoding, the predicate sitem/1 defines the set of items that occurs
in the database and item/1 defines the frequent items that can generate patterns.

1 sitem(I) :- seq(_, _,I).
2 item(I) :- sitem(I), #count{ T:seq(T,_,I) } >= th.

Listing 3.4 Restriction of the pattern traversal to sequences made of frequent items only

4.3.2 Using Projected Databases

The idea of this alternative encoding is to use the principle of projected databases
introduced by algorithm PrefixSpan (Pei et al. 2004). Let P = 〈p1, . . . , pn〉 be a
pattern, the projected database of D = {S1, . . . , Sn} is {S′

1, . . . , S
′
n} where S′

i is the
projected sequence of Si with respect to P. Let Si = 〈s1, . . . , sm〉 be a sequence.
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Then the projected sequence of Si is S′
i = 〈sk+1, . . . sm〉 where k is the position of the

last item of the first occurrence of P in Si. If P does not occur in Si then S′
i is empty.

A projected database is smaller than the whole database and the set of its frequent
items is consequently much smaller than the original set of frequent items. The idea
is to improve the candidate generation part of the algorithm by making use of items
from projected databases. Instead of generating a candidate (a sequential pattern)
by extending a frequent pattern with an item that is frequent in the whole database,
the pattern extension operation uses only the items that are frequent in the database
projected along this pattern.

8 item(1,I) :- sitem(I),
9 #count{ T: seq(T,_,I) } >= th.
10 item(Ip+1,I):- item(Ip ,I),
11 #count{ T: seq(T,Js,I),occS(T,Ip,Is),Js >Is }>= th

.
12 1 { pat(Ip ,I) : item(Ip,I) } 1 :- patpos(Ip).

Listing 3.5 Pattern generation with prefix-projection principle—skip-gaps strategy

8 item(1,I) :- sitem(I),
9 #count{ T: seq(T,_,I) } >= th.
10 item(Ip+1,I) :- item(Ip,I),
11 #count{ T: seq(T,Is,I), occF(T,Ip ,Is) } >= th.
12 1 { pat(Ip ,I) : item(Ip,I) } 1 :- patpos(Ip).

Listing 3.6 Pattern generation with prefix-projection principle—fill-gaps strategy

The ASP encoding of the prefix-projection principle is given in Listing 3.5 for
the skip-gaps strategy and in Listing 3.6 for the fill-gaps strategy. The programs of
Listings 3.2 and 3.3 remain the same except for the generation of patterns defined
by patpos/1 and the new predicate item/2. item(Ip,I) defines an item I that is
frequent in sequence suffixes remaining after removing the prefix of the sequence
containing the first occurrence of the X-1-pattern prefix (consisting of the Ip-1 first
positions of the pattern). Lines 8–9 are similar to those in Listing 3.4. item(1,I)
defines the frequent items, i.e. those that are admissible as first item of a frequent
pattern. Lines 10–11 generates the admissible items for pattern position Ip+1. Such
an itemmust be admissible for position Ip and be frequent in sequence suffixes (sub-
sequence after at least one (prefix) pattern embedding). For skip-gaps, the sequence
suffix is defined by seq(T,Js,I), occS(T,Ip,Is), Js>Is (the items at sequence
positions farther away than the last position that matches the last (partial) pattern item
at position Ip). For fill-gaps, seq(T,Js,I), occF(T,Ip,Is) is sufficient because
occF(T,Ip,Is) atoms represent the sequence suffix beginning at the sequence posi-
tion that matches the last (partial) pattern item (at position Ip).

4.3.3 Mixing Itemsets and Sequences Mining

In Järvisalo (2011), Järvisalo showed that ASP can be efficient for itemset pattern
mining. The main idea of this last alternative approach is to mine frequent itemsets
and to derive sequential patterns from them.
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1 sitem(I) :- seq(_, _,I).
2

3 % extract frequent itemsets
4 db(T,I) :- seq(T,_,I).
5 0 { in_itemset(I) } 1 :- th { in_support(T):db(T,I) }, sitem(I).
6 in_support(T) :- 0 { conflict_at(T,I) : sitem(I) } 0, db(T,_).
7 conflict_at(T,I) :- not db(T,I), in_itemset(I), db(T,_).
8

9 %sequential pattern generation from frequent itemsets
10 patpos (1).
11 0 { patpos(Ip+1) } 1 :- patpos(Ip), Ip <maxlen.
12 patlen(L) :- patpos(L), not patpos(L+1).
13

14 1 { pat(Ip ,I) : in_itemset(I) } 1 :- patpos(Ip).
15

16 :- 0 { pat(Ip,I) : patpos(Ip) } 0 , in_itemset(I).
17

18 %pattern occurrences
19 occS(T,1,Is) :- in_support(T), seq(T,Is ,I), pat(1, I).
20 occS(T,Ip+1,Is):- occS(T,Ip ,Js), seq(T,Is ,I), pat(Ip+1,I), Js <Is

.
21

22 support(T) :- occS(T, L, _), patlen(L).
23 :- { support(T) } < th.

Listing 3.7 Mining frequent sequences from frequent itemsets—skip-gaps strategy

This time, the itemset mining step extracts a frequent itemset pattern I = (ei)i∈[n],
ei ∈ I . A sequential pattern S = (si)i∈[m] is generated using the items of the itemset,
i.e. ∀i ∈ [m], ∃j ∈ [n], si = ej taking into account that items may be repeated within
a sequential pattern and that every item from I must appear in S. If not, there would
exist a subset J ⊂ I that would generate the same sequence s. This would lead to
numerous redundant answer sets for similar frequent sequences and would cause a
performance drop.

Listing 3.7 gives the entire encoding of this alternative for the skip-gaps strat-
egy.3 Rules in Lines 4–7 extract frequent itemsets, represented by the predicate
in_itemset/1, borrowed from Järvisalo’s encoding (Järvisalo 2011). Next, the gen-
eration of sequential patterns in line 14 uses only items from such a frequent itemset.
Line 16 defines a constraint required to avoid answer set redundancies. The remaining
part of the program is left unchanged.

5 Alternative Sequential Pattern Mining Tasks

In this section, we illustrate how the previous encodings can be modified to solve
more complexmining tasks.Our objective is to show the impressive expressiveness of
ASPwhich let us encode a verywide range ofmining tasks.We focus our attention on

3A similar encoding can be done for the fill-gaps strategy applying the same changes as above.
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the most classical alternative sequential pattern mining tasks: constrained sequential
patterns and condensed representation of sequential patterns.

In Negrevergne and Guns (2015), the authors organize the constraints on sequen-
tial patterns in three categories: (1) constraints on patterns, (2) constraints on patterns
embeddings, (3) constraints on pattern sets. These constraints are provided by the
user and capture his background knowledge.

The following section shows that our ASP approach enables to add constraints on
individual patterns (constraints of categories 1 and 2). But, as ASP cannot compare
models with each others, the third category of constraints can not be encoded directly.

In Sect. 5.2, we transform the classical definition of the most known constraints
of the third category—the condensed representations—to encode them in pure ASP.
Condensed representations (maximal and closed patterns) have been widely studied
due to their monotonicity property, and to their representativeness with respect to
frequent patterns. Concerning more generic constraints on pattern sets, such as the
extraction of skypatterns (Ugarte et al. 2015), we have proposed in Gebser et al.
(2016) an ASP-based approach for mining sequential skypatterns using asprin for
expressing preferences on answer sets. asprin (Brewka et al. 2015) provides a generic
framework for implementing a broad range of preferences relations on ASP models
and can easily manage them. This approach is out of the scope of this article.

5.1 Constraints on Patterns and Embeddings

Pei et al. (2007) defined seven types of constraints on patterns and embeddings. In
this section, we describe each of these constraints keeping their original numbering.
Constraints 1, 2, 3 and 5 are pattern constraints, while constraints 4, 6 and 7 are
embedding constraints. If not stated otherwise, the base encoding is the skip-gaps
strategy and line numbers refers to Listing 3.2.

In a first approach, constraints on patterns and on embeddings may be trivially
encoded by adding integrity constraints. But these integrity constraints acts a posteri-
ori, during the test stage, for invalidating candidate models. A more efficient method
consists in introducing constraints in the generate stage, specifically in choice rules,
for pruning the search space early.

Constraint 1—Item constraint. An item constraint specifies what are the par-
ticular individual or groups of items that should or should not be present in the
patterns. For instance, the constraint “patterns must contain item 1 but not item 2

nor item 3” can be encoded using must_have/1 and cannot_have/1 predicates:
must_have(1). cannot_have(2). cannot_have(3).

To cope with this kind of constraint, Line 8 of Listing 3.2 is modified as:

8 1 { pat(X,I): item(I), not cannot_have(I) } 1 :- patpos(X).
9 :- { pat(X,I) : must_have(I) } < 1.
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The encoding of Line 8 modifies the choice rule to avoid the generation of known
invalid patterns, i.e. patterns with forbidden items. Line 9 is a new constraint that
imposes to have at least one of the required items.

Constraint 2—Length constraint. A length constraint specifies a prerequisite on
pattern length. The maximal length constraint is anti-monotonic while the minimal
length is not anti-monotonic. Themaximal length constraint is already encoded using
the program constant maxlen in our encodings. A new constant minlen is defined to
encode the minimal length constraint and a new rule is added to predicate patpos/1

to impose at least minlen positions in patterns instead of only one.

#const minlen = 2.
patpos (1).
patpos(X+1) :- patpos(X), X<= minlen.
0 { patpos(X+1) } 1 :- patpos(X), X<maxlen.

Constraint 3—Super-pattern constraint. A super-pattern constraint enforces
the extraction of patterns that contain one or more given sub-patterns. Mandatory
sub-patterns are defined bymeans of the new predicate subpat(SP,P,I) expressing
that sub-pattern SP contains item I at position P.

Predicate issubpat(SP) verifies that the sub-pattern SP is included in the pattern.
An approach similar to embedding computation may be used:

issubpat(SP ,1,P) :- pat(P,I), subpat(SP ,1,I).
issubpat(SP ,Pos+1,P) :- issubpat(SP ,Pos ,Q), pat(P,I),

subpat(SP ,Pos+1,I), Q<P.
issubpat(SP) :- issubpat(SP ,L,_), subpatlen(SP ,L).

issubpat(SP) is true if the sub-pattern SP is a sub-pattern of the current pattern.
This predicate is used to define the final integrity constraint:

:- #count{ SP : issubpat(SP), subpat(SP ,_,_) } = 0.

Constraint 4—Aggregate constraint. An aggregate constraint is a constraint on
an aggregation of items in a pattern, where the aggregate function can be sum, avg,
max, min, standard deviation, etc. The only aggregates that are provided by clingo
are #sum, #max and #min. For example, let us assume that to each item I is assigned
a cost C, which is given by predicate cost(I,C). The following constraint enforces
the selection of patterns having a total cost of at least 1000.

:- #sum{ C,X : cost(I,C), pat(X,I) } < 1000.

As an integrity constraint, this rule means that it is not possible to have a total amount
lower than 1000 for pattern. It should be noted that C values are summed for each
pair (C,X). Thus, item repetitions are taken into account.

Constraint 5—Regular expression. Such a constraint is satisfied if the pattern
is an accepted regular expression as stated by the user. A regular expression can be
encoded inASPas its equivalent deterministic finite automata. Expressing such a con-
straint is mainly technical and is not detailed here. SPIRIT (Garofalakis et al. 1999)
is one of the rare algorithms that considers complex pattern constraints expressed as
regular expressions.
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Constraint 6—Duration constraints. The duration (or span) of some pattern
is the difference between its last item timestamp and its first item timestamp. A
duration constraint requires that the pattern duration should be longer or shorter
than a given time period. In the database encoding introduced Sect. 4.1, predicate
seq(T,P,I) defines the timestamp of I in sequence T as the integer position P.
A global constraint such as max-span cannot be expressed through simple local
constraints on successive pattern item occurrences, as gap constraints described in
the next paragraph. In fact, the predicate occS/3 does not describe the embeddings
precisely enough to express the max-span constraint: for some pattern embedding,
there is no explicit link between its first item occurrence and its last item occurrence.
The proposed solution is to add an argument to occS/3 to denote the position of the
occurrence of the first pattern item:

11 %pattern embeddings (skip -gaps strategy)
12 occS(T,1,P,P) :- seq(T,P,I), pat(1,I).
13 occS(T,Pos+1,P,IP) :- occS(T,Pos ,Q,IP), seq(T,P,I), pat(Pos+1,I)

,
14 P-IP+1<=maxspan , P-IP+1>= minspan.

Constraint 7—Gap constraints. A gap constraint specifies themaximal/minimal
number of positions (or timestamp difference) between two successive itemsets in
an embedding. The maximal gap constraint is anti-monotonic while the minimal gap
is not anti-monotonic. Contrary to pattern constraints, embedding constraints cannot
be encoded simply by integrity constraints. In fact, an integrity constraint imposes
a constraint on all embeddings. If an embedding does not satisfy the constraint, the
whole interpretation—i.e. the pattern—is unsatisfied.

In the followingwe give an encoding for themax-gap andmin-gap constraints. For
such local constraint, the solution consists in modifying the embedding generation
(lines 11–12 in Listing 3.2) for yielding only embeddings that satisfy gap constraints:

11 occS(T,1,P) :- seq(T,P,I), pat(1,I).
12 occS(T,Pos+1,P) :- seq(T,P,I), pat(Pos+1,I), occS(T,Pos ,Q),
13 P-Q-1>=mingap , P-Q-1<= maxgap.

This encoding assumes that the value of constants mingap and maxgap have been
provided by the user (using #const statements).

Constraints of type 6 and 7 can be mixed by merging the two encodings of occS

above:

11 occS(T,1,P,P) :- seq(T,P,I), pat(1,I).
12 occS(T,Pos+1,P,IP) :- seq(T,P,I), pat(Pos+1,I), occS(T,Pos ,Q,IP),
13 P-Q-1>=mingap , P-Q-1<=maxgap ,
14 P-IP+1<=maxspan , P-IP+1>= minspan.

5.2 Condensed Representation of Patterns: Closed
and Maximal Sequences

In this section, we study the encodings for two well-studied pattern types, closed and
maximal patterns. A closed pattern is such that none of its frequent super-patterns has
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the same support. Amaximal pattern is such that none of its super-patterns is frequent.
Thus, it is necessary to compare the supports of several distinct patterns. Since a
solution pattern is encoded through an answer set, a simple solution would be to put
constraints on sets of answer sets. However, such a facility is not provided by basic
ASP language.4 So, these constraints have been encoded without any comparison of
answer sets but as additional constraints on the requested patterns. The next section
introduces the definitions of these alternative mining tasks and the properties that
were used to transform the pattern set constraints as constraints on individual patterns.
Section5.2.2 gives encodings for closed and maximal patterns extraction.

5.2.1 Definitions and Properties

Afrequent pattern S ismaximal (resp. backward-maximal)with respect to the relation
≺ (resp. ≺b) iff there is no other frequent pattern S′ such that S ≺ S′ (resp. S ≺b S′).

A frequent pattern S is closed (resp. backward-closed) with respect to the relation
≺ (resp.≺b) iff there is no proper superpattern S′ such that S ≺ S′ (resp. S ≺b S′) and
supp(S) = supp(S′). Mining the closed patterns significantly reduces the number of
patterns without loss of information for the analyst. Having the closed patterns and
their support, the support of any pattern can be computed. This is not the case for
maximal patterns.

Example 6 (Maximal and closed-sequential pattern mining) Considering the data-
base of Example 2, among the frequent patterns with fmin = 3, the only maximal
pattern is 〈abc〉. The set of backward-maximal is {〈c〉, 〈bc〉, 〈ac〉, 〈abc〉}.

The set of closed patterns is {〈a〉, 〈b〉, 〈ab〉, 〈ac〉, 〈abc〉}. 〈bc〉 is not closed because
in any sequence it occurs, it is preceded by an a. Thus supp(〈bc〉) = supp(〈abc〉) = 4.

The set of backward-closed patterns is {〈a〉, 〈b〉, 〈c〉, 〈bc〉, 〈ac〉, 〈abc〉}. 〈bc〉 is
backward-closed because any pattern 〈bc?〉 is frequent.

Now, we introduce alternative maximality/closure conditions. The objective of
these equivalent conditions is to define maximality/closure without comparing pat-
terns. Such conditions can be used to encode the mining of condensed pattern repre-
sentations. The main idea is to say that a sequence S is maximal (resp. closed) if and
only if for every sequence S′ s.t. S is a subsequence of S′ with |S′| = |S| + 1, then S′
is not frequent (resp. S′ has not the same support as S).

More precisely, a frequent pattern S is maximal iff any sequence Sja, obtained by
adding to S any item a at any position j, is non frequent. Such an a will be called an
insertable item.

Proposition 3 (Maximality condition) A frequent sequence S = 〈t1, . . . , tn〉 is max-
imal iff ∀a ∈ I , ∀j ∈ [0, n], |{T ∈ D |S ≺ T ∧ Sja ≺ T}| < fmin, where S0a = 〈a, t1,
. . . , tn〉, Sja = 〈t1, . . . , tj, a, tj+1, . . . , tn〉 and Sna = 〈t1, . . . , tn, a〉.

4asprin (Brewka et al. 2015) is a clingo extension that allows for this kind of comparison. For more
details about the use of asprin to extract skypatterns, see Gebser et al. (2016).
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Fig. 3 Illustration of the notion of insertable region on the example of Fig. 2 for pattern 〈abc〉. Each
line shows an insertable region, from top to bottom: insertion in the prefix, insertion between b and
b, insertion in b and c, insertion in the suffix

A frequent pattern S is closed iff for any frequent sequence Sja, obtained by adding
any item a at any position j in S, any sequence T that supports S supports also Sja.

Proposition 4 (Closure condition) A frequent sequence S = 〈t1, . . . , tn〉 is closed iff
∀a ∈ I , ∀j ∈ [0, n], supp(Sja) ≥ fmin =⇒ (∀T ∈ D, S ≺ T =⇒ Sja ≺ T), where
S0a = 〈a, t1, . . . , tn〉, Sja = 〈t1, . . . , tj, a, tj+1, . . . , tn〉 and Sna=〈t1, . . . , tn, a〉.

A consequence (the contraposition) of these properties is that if an item may be
inserted between items of an embedding for at least fmin sequences (resp. for all
supported sequences) then the current pattern is not maximal (resp. not closed). The
main idea of our encodings is grounded on this observation.

The main difficulty is to construct the set of insertable items for each in-between
position of a pattern, so-called insertable regions. Figure3 illustrates the insertable
regions of a sequence for the pattern 〈abc〉.
Definition 1 (Insertable item/insertable region) LetP = 〈pi〉i∈[l] be an l-pattern,S =
〈si〉i∈[n] be a sequence and εj = (eji)i∈[l], j ∈ [k] be the k embeddings of P in S, k > 0.
An insertable region Ri = [li + 1, ui − 1] ⊂ [n], i ∈ [l + 1] is a set of positions in S
where li

def= min
j∈[k]

eji−1, i ∈ [2, l + 1], ui def= max
j∈[k]

eji, i ∈ [1, l]), l1 def= 0, ul+1
def= n + 1.

Any item a ∈ sp, p ∈ [li, ui], i ∈ [l + 1] is called an insertable item and is such
that S supports the pattern P′ obtained by inserting a in P at position i as follows:

• P′ = 〈a, p1, . . . , pl〉 if i = 1,
• P′ = 〈p1, . . . , pl, a〉 if i = l + 1,
• P′ = 〈p1, . . . , pi−1, a, pi, . . . , pl〉 otherwise.

In the sequel, we present encodings for closed and maximal patterns which are
based on the notations introduced in Definition 1. These encodings cope with the
most general case of condensed patterns. It should be noted that, for efficiency rea-
sons, most of procedural algorithms for condensed sequential pattern mining process
backward-condensed patterns only. SpecificASPencodings for backward-condensed
pattern mining can be found in (Guyet et al. 2016). These encodings are known to be
more efficient but are less generic. In Sect. 7, the performance of the encodings intro-
duced here will be compared with other existing approaches that often implement
only backward closure/maximality constraints.
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18 % leftmost "valid" embeddings
19 mlocc(T,1,P) :- occS(T,1,P), 0 { occS(T,1,Q): Q<P } 0,
20 support(T).
21 mlocc(T,X,P) :- occS(T,X,P), mlocc(T,X-1,Q), Q<P, X>1,
22 support(T).
23

24 % rightmost "valid" embeddings
25 mrocc(T,L,P) :- occS(T,L,P), 0 { occS(T,L,R): R>P } 0, patlen(L).
26 mrocc(T,X,P) :- occS(T,X,P), mrocc(T,X+1,R), R>P, X<L, patlen(L).
27

28 %insertable items
29 ins(T,1 ,I) :- seq(T,P,I), P<Q, mrocc(T,1, Q).
30 ins(T,X ,I) :- seq(T,P,I), P<Q, mrocc(T,X, Q),
31 P>R, mlocc(T,X-1,R), X>1, patpos(X).
32 ins(T,L+1,I) :- seq(T,P,I), P>R, mlocc(T,L, R), patlen(L).

Listing 3.8 Computation of insertable items—skip-gaps strategy

5.2.2 Encoding Maximal and Closed Patterns Constraints

The encoding below describes how is defined the set of items that can be inserted
between successive items of an embedding. These itemsets are encoded by the atoms
of predicate ins(T,X,I) where I is an item which can be inserted in an embedding
of the current pattern in sequence T between items at position X and X+1 in the pattern.
We give the encodings for the two strategies skip-gaps and fill-gaps: Listing 3.8 (resp.
Listing 3.9) has to be added to the encoding of skip-gaps strategy (Listing 3.2), resp.
fill-gaps strategy (Listing 3.3). We illustrate the way they proceed in Fig. 4.

Listing 3.8 gives the encoding for computing insertable items using the skip-gaps
strategy. This encoding is based on the idea that the insertable region i is roughly
defined by the first occurrence of the (i − 1)-th pattern item and the last occurrence
of the i-th pattern item. However, not all occurrences of an item I represented by
occS/3 atoms are valid. For instance, in Fig. 4, on the left, the last occurrence of b
is not valid because it can not be used to define an occurrence of 〈abc〉. The valid

Fig. 4 Illustration of the computation of an insertable region (hatched area) where insertable items
are located between a and b and related to the first and second element of pattern 〈abc〉. On the
left, valid occS/3 atoms in the skip-gaps strategy. In the figures, the leftmost occurrences and
the rightmost occurrences are the same. Concerning the fill-gaps strategy, occF/3 and roccF/3
atoms are illustrated on the right. Black occurrences are used to compute the hatched region
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20 %embeddings in a reverse order
21 roccF(T,L,P) :- seq(T,P,I), pat(L,I), patlen(L).
22 roccF(T,L,P) :- roccF(T, L, P+1), seq(T,P,_).
23 roccF(T,L,P) :- roccF(T, L+1, P+1), seq(T,P,C), pat(L,C).
24

25 %insertable items
26 ins(T,1 ,I) :- seq(T,P,I), roccF(T,1, P+1).
27 ins(T,L+1,I) :- seq(T,P,I), occF(T,L,P-1), patlen(L).
28 ins(T,X, I) :- seq(T,P,I), roccF(T,X,P+1),
29 occF(T,X-1,P-1), patpos(X), X>1.

Listing 3.9 Computation of insertable items—fill-gaps strategy

occurrences are those which have both a preceding and a following valid occurrence.
Thus, this validity property is recursive. The encoding of Listing 3.8 selects two types
of occurrences: the leftmost occurrences (resp. rightmost occurrences) corresponding
to the earlier (resp. the later) embeddings.

Lines 19 and 25 are boundary cases. A leftmost occurrence is valid if it is the first
occurrence in the sequence. Lines 21–22 expresses that an occurrence of the X-th
item is a valid leftmost occurrence if it follows a valid leftmost occurrence of the
(X − 1)-th item. Note that it is not required to compute a unique leftmost occurrence
here. Lines 25–26 do the same operation starting from the end of the sequence,
precisely, the rightmost occurrence.

Lines 29–32 define insertable items. There are three cases. Lines 29 and 32 are
specific boundary cases, i.e. insertion respectively in the prefix and in the suffix. The
rule in lines 30–31 specifies that insertable items I are the items of a sequence T at
position P such that P is strictly between a leftmost position of the (X− 1)-th item
and a rightmost position of the X-th item. In Fig. 4 left, the hatched segment defines
the second insertable region for pattern 〈abc〉 (strictly between a and b).

The encoding of Listing 3.9 achieves the same task using the alternative semantics
for predicate occF/3 defining the fill-gaps strategy. As noted for the previous encod-
ing, only the positions of the last and the first valid occurrences are required for any
pattern item. It can be noted that the fill-gaps strategy provides the first valid occur-
rence of an item X as the first atom of the occF(T,X,_) sequence. Then, computing
the last occurrence for each pattern item can be done in the same manner consid-
ering an embedding represented in reverse order. The right part of Fig. 4 illustrates
occF/3 and roccF/3 (reverse order) occurrences (see Listing 3.9, lines 21–23). We
can notice that the hatched insertable region is the intersection of occurrences related
to a and reverse occurrences related to b, after having removed intersection bounds.

The computation of insertable items, Listing 3.9 lines 26–29, exploits the above
remark. Line 26 defines the insertable region in a prefix using roccF(T,1,P). Since
items are insertable if they are strictly before the first position, we consider the value
of roccF(T,1,P+1). Line 27 uses occF(T,L,P) to identifies the suffix region. Line
28–29 combines both constraints for in-between cases.

We can now define the (integrity) constraints for closed and maximal patterns.
These constraints are the same for the two embedding strategies.
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To extract only maximal patterns, the following constraint denies patterns for
which it is possible to insert an item which will be frequent within sequences that
support the current pattern.

:- item(I), X = 1.. maxlen+1, { ins(T,X,I) : support(T) } >= th.

The following constraint concerns the extraction of closed-patterns. It specifies
that for each insertion position (from 1, in the prefix, to maxlen+1, in the suffix), it
not possible to have a frequent insertable item I for each supported transaction.

:- item(I), X = 1.. maxlen+1, { ins(T,X,I) } >=th ,
ins(T,X,I) : support(T).

Though interesting from a theoretical point of view, these encodings leads tomore
complex programs and should be more difficult to ground and to solve, especially the
encoding in Listing 3.8. Backward-closure/maximality constraints are more realistic
from a practical point of view.

Finally, it is important to notice that condensed constraints have to be carefully
combined with other patterns/embedding constraints. As noted by Negrevergne et al.
(2013), in such cases the problem is not clearly specified. For instance, with our
database of Example 2, extracting closed patterns amongst the patterns of length at
most 2 will not yield the same results as extracting closed patterns of length at most
2. In the first case, 〈bc〉 is closed because there is no extended pattern (of length at
most 2) with the same support. In the second case, this pattern is not closed (see
Example 6), even if its length is at most 2.

6 Related Works

Sequential pattern mining in a sequence database have been addressed by numerous
algorithms inspired by algorithms for mining frequent itemsets. The most known
algorithms are GSP (Srikant and Agrawal 1996), SPIRIT (Garofalakis et al. 1999),
SPADE (Zaki 2001), PrefixSpan (Pei et al. 2004), and CloSpan (Yan et al. 2003) or
BIDE (Wang and Han 2004) for closed sequential patterns. It is worth-noting that all
these algorithms are based on the anti-monotonicity property which is essential to
obtain good algorithmic performances. The anti-monotonicity property states that if
some pattern is frequent then all its sub-patterns are also frequent. And reciprocally,
if some pattern is not-frequent then all its super-patterns are non-frequent. This
property enables the algorithm to prune efficiently the search space and thus reduces
its exploration. These algorithms differ by their strategy for browsing the search
space. GSP (Srikant and Agrawal 1996) is based on a breadth-first strategy, while
PrefixSpan (Pei et al. 2004) combines a depth-first strategywith a database projection
that consists in reducing the database size after each pattern extension. LCM_seq
(Uno 2004) is also based on the PrefixSpan principle, but it uses the data structures
and processing method of LCM, which is the state of the art algorithm for frequent
itemsets mining. Finally, SPADE (Zaki 2001) introduces a vertical representation
of database to propose an alternative to the two previous type of algorithms. For
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more details about these algorithms, we refer the reader to the survey of Mooney and
Roddick (2013).

Many algorithms extend the principles of these algorithms to extract alternative
forms of sequential patterns. Constraints and condensed patterns are among the most
studied alternative patterns due to their relevance to a wide range of applications or to
their concise representation of frequent patterns. Integrating constraints in sequential
pattern mining is often limited to the use of anti-monotonic temporal constraints
such as maxgap constraints. When constraints are not anti-monotonic, the previous
pruning technique cannot be applied and the computation may require an exhaustive
search, which is not reasonable. The usual technique consists in defining an anti-
monotonic upper-bound of the measure such that a large part of the search space can
be prune (e.g. high occupancy patterns, Zhang et al. 2015). The tighter the upper-
bound is, the better the computing performances are. However, any new type of
constraint requires a long effort before being integrated in an efficient algorithm.
Integrating flexible and generic constraints in a pattern mining algorithm remains a
challenge.

The design of a generic framework for data mining is not a new problem. It
has been especially studied within the field of inductive databases as proposed by
Imielinski and Mannila (1996). In an inductive database, knowledge discovery is
viewed as a querying process. The idea is that queries would return patterns and
models. This framework is based on a parallel between database and data mining
theory and has as ultimate goal the discovery of a relational algebra for supporting
data mining.

In the specific field of patternmining, designing such query languages has recently
attracted interest in the literature (De Raedt 2015; Guns et al. 2015; Negrevergne
et al. 2013; Bonchi et al. 2006; Boulicaut and Jeudy 2005; Vautier et al. 2007). For
instance, Vautier et al. (2007) proposed a framework which is based on an alge-
braic specification of pattern mining operators. Bonchi et al. (2006) proposed the
ConQueSt system which is an algorithmic framework that accepts constraints with
different properties (anti-monotonic, convertible, loose anti-monotonic, etc.). Bouli-
caut and Jeudy (2005) survey the field of constraint-based data mining. Negrevergne
et al. (2013) recently proposed an algebra for programming patternmining problems.
This algebra allows for the generic combination of constraints on individual patterns
with dominance relations between patterns.

More recently, the declarative approaches have shown a strong potential to be rel-
evant frameworks for implementing the principles of inductive databases (De Raedt
2015). Many data mining problems can be formalized as combinatorial problems
in a declarative way. For instance, tasks such as the discovery of patterns in data,
or finding clusters of similar examples in data (Dao et al. 2015), often require con-
straints to be satisfied and require solutions that are optimal with respect to a given
scoring function. The aim of these declarative approaches is to obtain a declarative
constraint-based language even at the cost of degraded runtime performance com-
pared to a specialized algorithm. Three types of state-of-the-art solvers have been
used: SAT solvers (Coquery et al. 2012), CP solvers (Guns et al. 2015) and ASP
solvers (Järvisalo 2011).
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MiningZinc (Guns et al. 2015) is a CP-based approach providing a specific lan-
guage built upon MiniZinc, a medium-level constraint modelling language (Nether-
cote et al. 2007). A similar declarative language has been proposed by Bruynooghe
et al. (2015) using the IDP3 system. IDP3 is a Knowledge Base System (KBS) that
intends to offer the user a range of inference methods and to make use of differ-
ent state of the art technologies including SAT, SAT Modulo Theories, Constraint
Programming and various technologies from Logic Programming. One example of
application of their system concerns the problem of learning a minimal automaton
consistent with a given set of strings. In ASP, Järvisalo (2011) has proposed the first
attempt of encoding pattern mining in ASP. Järvisalo addressed this problem as a
new challenge for the ASP solver, but he did not highlight the potential benefit of
this approach to improve the expressiveness of pattern mining tools. Nonetheless, the
first order expressions of ASP encodings can easily be understood by users without
higher abstracted languages. Following Guns et al. ’s proposal (Guns et al. 2011),
Järvisalo designed an ASP program to extract frequent itemsets in a transaction data-
base. A major feature of Järvisalo’s proposal is that each answer set (AS) contains
only one frequent itemset associated with the identifiers of the transactions where it
occurs. To the best of our knowledge, there is no comprehensive language provided
for SAT-based data mining approaches.

All these approaches were conducted on itemset mining in transaction databases,
which is much simpler than sequential pattern mining in a sequence database. Some
recent works have proposed to explore declarative programming for sequential pat-
tern mining. In fact, dealing with expressive constraints is especially interesting for
sequential pattern mining. The range of constraints on sequential patterns is wider
than on itemsets and are meaningful for various concrete data analysis issues.

Negrevergne andGuns (2015) proposed the CPSMapproachwhich can be consid-
ered as the state of the art of declarative sequential pattern mining. Their contribution
is twofold: (i) the first declarative encodings of the standard sequential patternmining
task, (ii) an efficient CP-based approach based on dedicated propagators that remains
compatible with sequential pattern constraints. By combining efficiency and declar-
ativity, CPSM is a proof of concept that a declarative approach can be efficient to
solve pattern mining tasks.

Métivier et al. (2013) havedeveloped a constraint programmingmethod formining
sequential patterns with constraints in a sequence database. The constraints are based
on amongst and regular expression constraints and expressed by automata. Coquery
et al. (2012) have proposed a SAT based approach for sequential pattern mining. The
patterns are of the form ab?c and an occurrence corresponds to an exact substring
(without gap) with joker (the character ? replaces exactly one item different from
b and c). Coletta and Negrevergne (2016) have proposed a purely boolean SAT
formulation of sequential pattern mining (including closed and maximal patterns)
that can be easily extended with additional constraints.

ASP has also been used for sequential pattern mining (Gebser et al. 2016; Guyet
et al. 2014). Gebser et al. (2016) have proposed, firstly, an efficient encoding for
sequential pattern mining. Secondly, they have proposed to use the asprin system for
the management of pattern set constraints using preferences. In Guyet et al. (2014),
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the mining task is the extraction of serial episodes in a unique long sequence of
itemsets where occurrences are the minimal occurrences with constraints. Counting
the number of occurrences of a pattern, or of a set of patterns, in a long sequence
introduces additional complexity compared to mining sequential patterns from a
sequence database since two pattern occurrences can overlap. The main contribution
is a method for enumerating pattern occurrences that ensures the anti-monotonicity
property.

7 Experiments

Having demonstrated that modelling in ASP is powerful yet simple, it is now inter-
esting to examine the computational behavior of ASP-based encodings.

The first experiments compare the performance, in runtime and memory require-
ments, of the various ASP programs presented before. The objective is to better
understand the advantages and drawbacks of each encoding. The questions wewould
like to answer are: which of the two embedding strategies is the best? does the encod-
ing improvement really reduce computing resources needs? what is the behaviour of
our encoding with added pattern constraints?

Next, we compare our results with the CP-based ones of CPSM (Negrevergne and
Guns 2015). CPSM constitutes a natural reference since it aims at solving a mining
task similar to the present one and since CPSM adopts a semi-declarative approach,
in particular, occurrence search is performed by a dedicated constraint propagator.

In all presented experiments, we use the version 4.5 of clingo,5 with default
solving parameters. For benchmarking on synthetic data, the ASP programs were
run on a computing server with 8Go RAM without using the multi-threading mode
of clingo.Multi-threading reduces themean runtimebut introduces variance due to
the random allocation of tasks. Such variance is inconvenient for interpreting results
with repeated executions. For real datasets, we used the multi-threading mode with
4 threads and 20Go shared RAM. This large amount of memory is required for large
datasets.

7.1 Encodings Comparisons on Synthetic Datasets

The first experiments were conducted on synthetic databases to control the most
important features of data. It allows for an easier and more reliable analysis of
time and memory requirements with respect to these parameters. We designed a
sequential database simulator to generate datasetswith controlled characteristics. The

5https://potassco.org/.

https://potassco.org/
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Table 1 Sequence generator parameters

Parameter Default value Description

D 500 Number of sequences in the database

l 20 Sequence mean length (sequence length follows a normal law)

n 20 Number of different patterns

lp 5 Pattern mean length

thD 10% Minimum number of occurrences generated for each pattern

k 50 Alphabet size. The distribution of item occurrences follows a
normal law (μ = 0.5 and σ = 0.05). Some items occur more
often than others

generator6 is based on a “retro-engineering” process: (1) a set of random patterns is
generated, (2) occurrences of patterns are assigned to a given percentage of database
sequences, and (3) each sequence of items is randomly generated according to the
patterns it must contain and a mean length.

The parameters of the generator and their default values are sum up in Table1.
Default values are those used when not explicitly specified.

The task to be solved is the extraction of the complete set of frequent patterns
(see Sect. 3). It should be noted that every encoding extracts exactly the same set
of patterns. Resource requirements are thus fairly comparable. The computation
runtime is the time needed to extract all the patterns. It includes both grounding and
solving of the ASP programs using the quiet clingo mode (no printed output). The
memory consumption is evaluated from the size of the grounded program, i.e. the
number of grounded atoms and rules. This approximation is accurate to compare
ASP encodings. The solving process may require additional memory. This memory
requirement is negligible compared to grounding.

We start with an overall comparison of the different encodings and their refine-
ments with respect to parameters thD and l. Figure5 compares the runtimes for
different encodings and the two embedding strategies, fill-gaps and skip-gaps. For
each setting, 6 databases with the same characteristics were generated. Figure curves
show the mean rutime of the successful executions, i.e. those that extract the com-
plete set of frequent pattern within the timeout period. The timeout was set to 20
min.

The exponential growth of the runtime when the threshold decreases is a classical
result in pattern mining considering that the number of patterns grows exponentially.
Every approach conforms to this behaviour. In more details:

• the longer the sequences, the greater the runtime. Most problem instances related
to databases with l = 10 can be solved by any approach. When the mean length
of sequences increases, the computation time increases also and the number of
instances solved within the timeout period decreases. This can be easily explained

6The generator and databases used in our experiments are available at https://sites.google.com/site/
aspseqmining.

https://sites.google.com/site/aspseqmining
https://sites.google.com/site/aspseqmining
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Fig. 5 Mean computation time for synthetic databases with sequences length from 10 to 30 (in
rows). Each curve represents an improvement to the basic encoding: none (base), frequent items
(fqit), itemsets (itms), projection (proj). Each dot represents the mean of results on 6 datasets. The
left-hand (resp. right-hand) column gives the results for the fill-gaps (resp. skip-gaps) strategy. The
dashed horizontal line denotes the timeout of 20 min

by the combinatorics of computing embeddings which increases with the sequence
length.

• all proposed improvements do improve runtime for high frequency thresholds
on these small synthetic databases. For fmin = 20%, the curve of every proposed
improvement is below the curve of the basic encoding. For high thresholds, prefix-
projection and itemsets improvements are significantly better. Nonetheless, the
lower the threshold, the lower the difference between computation times. This
shows that, except for prefix-projection, the improvements are not so efficient for
hard mining tasks.

• the prefix-projection improvement is the fastest and reduces significantly the com-
putation time (by 2–3 orders of magnitude).

• the skip-gaps strategy is more efficient than the fill-gaps strategy for these small
datasets. The skip-gaps strategy requires less time to extract the same set of patterns
than the fill-gaps strategy, for the same encoding improvements.

We will see below that this last result does not accurately predict which strat-
egy should be preferred for mining real datasets. Before, we analyse the memory
requirements of the different encodings.
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Fig. 6 Memory requirement with respect to sequence length. Problem size (estimated memory
requirement) for synthetic databases of sequences of length from 10 to 30 (in rows), under frequency
threshold of 20%

We first note that the memory consumption is not related to the frequency thresh-
old. This is a specificity of declarative pattern mining. Thus, Fig. 6 compares the
embedding strategies only for a unique frequency threshold fmin = 20%. The curves
show the number of grounded atoms and rules. As it represents a tight approximation
of the memory requirement, we will refer to memory in the sequel.

Unsurprisingly, the richer the encoding is, the more memory is required. But the
differences are not really significant, except for the prefix-projection programs (proj)
which requires the highest number of atoms. We can see that using frequent itemsets
(itms) is efficient to reduce the memory requirement. This means that the grounding
step was able to exploit the additional rules to avoid the creation of useless atoms and
rules. Such a kind of rules is really interesting because, as the algorithmic complexity
of the mining task is not high, the efficiency of the ASP program is related to his
grounding size.

In addition, from this last point of view, we can note that the fill-gaps strat-
egy requires several order less memory than the skip-gaps strategy. The longer the
sequences, the larger the difference. This result is illustrated by Fig. 7. For each
problem instance, the ratio of memory usage is computed by dividing the mem-
ory required by encoding with skip-gaps strategy with the memory required by the
similar encoding with the fill-gaps strategy. Figure7 illustrates with boxplots the
dispersion of these ratios for different sequence lengths. Figure7 clearly shows that
the longer the sequences are, the more efficient the fill-gaps strategy is for memory
consumption.

To end this overall comparison, it is interesting to come back to runtime. The
overall results of Fig. 5 show that the skip-gaps strategy seems better, but consider-
ing that the fill-gaps strategy requires less memory, it is interesting to analyse the
evolution of computation time with respect to database size.

Figure8 illustrates the ratio of runtimes in both strategies when the database size
increases. The support threshold, fmin, is fixed to 10% and the sequence mean length
to 20. We used the prefix-projection encoding for this experiment. Similarly to the
previous figure, the ratios were individually computed for each pair of results (fill-
gaps/skip-gaps) and the figure shows statistics about these ratio.
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Fig. 7 Dispersion of ratios
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Figure8 shows clearly that when the database size increases, the fill-gaps strategy
becomes more efficient than the skip-gaps strategy.

From these experiments, we can conclude that combining prefix-projection with
the fill-gaps strategy gives the best encoding. Thus, in the next section, we will
compare this encoding with CPSM.

7.2 Real Dataset Analysis

In these experiments, we analyse the proposed encodings on processing real datasets.
We use the same real datasets as selected in Negrevergne and Guns (2015) to have a
representative panel of application domains:

• JMLR: a natural language processing dataset; each transaction is a paper abstract
from the Journal of Machine Learning Research,

• UNIX: each transaction is a series of shell commands executed by a user during
one session,

• iPGR: each transaction is a sequence of peptides that is known to cleave in presence
of a Trypsin enzyme,

• FIFA: each transaction is a sequence of webpages visited by a user during a single
session.
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Table 2 Dataset characteristics: alphabet size, number of sequences and items, max and mean
length of sequences, dataset density

Dataset |I | |D| ||D|| max|T | avg|T | Density

Unix user 265 484 10935 1256 22.59 0.085

JMLR 3847 788 75646 231 96.00 0.025

iPRG 21 7573 98163 13 12.96 0.617

FIFA 20450 2990 741092 100 36.239 0.012

The dataset characteristics are sum up in Table2. Some of them are similar to those
of simulated datasets.

7.2.1 Comparison of Frequent Pattern Mining with CPSM

Figure9 compares the runtimes of ASP-based sequence mining (using the ASP sys-
tem clingo) and CPSM (based on the CP solver gecode). We ran the two versions
of CPSM. CPSMmakes use of global constraints to compute embeddings. This ver-
sion is known to be very efficient, but it cannot cope with embedding constraints,
while CPSM-emb does but is less efficient. We do not compare our approach with
dedicated algorithms, which are known to be more efficient than declarative mining
approaches (see Negrevergne and Guns 2015 for such comparisons). The timeout
was set to 1 h.

The results show that the runtimes obtained with clingo are comparable to CPSM-
emb. It is lower for IPGR, very similar for UNIX and larger for JMLR. These results
are consistent to those presented in Gebser et al. (2016) for synthetic datasets. When
sequences become large, the efficiency of our encoding decreases somewhat. The
mean length for JMLR is 96 while it is only 12.96 for iPRG. For CPSM with global
constraints, the runtime-efficiency is several order of magnitude faster. To be fair, it
should be noted that ASP approach ran with four parallel threads while CPSM-emb
ran with no multi-threading since it does not support it. It should also be noted that
CPSM requires a lot of memory, similarly to ASP-based solving.

7.2.2 Comparison of Constrained Frequent Pattern Mining with CPSM

In this section, we detail the performance on constrained pattern mining tasks. We
compare our approach with CPSM-emb, which enables max-gap and max-span
constraints. In this experiments we took the same setting as the experiments of
Negrevergne and Guns (2015): we add first a constraint max-gap = 2 and then we
combine it with a second constraint max-span = 10. For each setting, we compute
the frequent patterns with our ASP encoding and with CPSM for the four datasets.

Figure10 shows the runtime and the number of patterns for each experiment. This
figure illustrates results for completed searches. A first general remark is that adding
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Fig. 9 Runtime for mining frequent patterns with four approaches: CPSM, CPSM-emb, ASP with
fill-gaps, ASP with skip-gaps

constraints to ASP encodings reduces computation times. Surprisingly for CPSM,
for some thresholds the computation with some constraints requires more time than
without constraints. This is the case for example for the iPRG dataset: CPSM could
not solve the mining problem within the timeout period for thresholds 769 and 384.
Surprisingly, it could complete the task for lower thresholds whereas the task should
be more difficult. ASP required also more time to solve the same problem instances,
but it could complete them.Again,we can note that themean sequence length impacts
the performance of ASP encodings. CPSM has lower runtime on JMLR than ASP
while it is the opposite on iPRG.

The curves related to the number of patterns demonstrate that the number of
extracted pattern decreases when the number of constraints increases. Since we
present only the results of completed solving, CPSM and ASP yield the same set of
patterns.

7.2.3 Analysis of Condensed Pattern Extraction

Figure11 illustrates the results for condensed pattern mining. This approach cannot
be compared to CPSM since it does not propose means for encoding such kind of
patterns.
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Fig. 11 From left to right, problem size, runtime and number of extracted patterns with respect to
the frequency threshold. Runtimes are shown only if the solving was complete, contrary to pattern
numbers which show the number of extracted patterns within the timeout period. From top to
bottom, JMLR, IPRG and UNIX. For each plot, the curves illustrate the results for different types
of condensed patterns (see legend) and for the two embedding strategies (fill-gaps in red-plain line,
skip-gaps in blue-dashed line)

This experiment compares the resource requirements in time and memory for
mining closed/maximal and backward-closed/maximal patterns. For each of these
mining task, we compared the skip-gaps and fill-gaps strategies. The main encoding
is still based on prefix-projection. Three real datasets have been processed (JMLR,
UNIX and IPRG). The FIFA dataset was not processed due to its heavy memory
requirement for some of these tasks.
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We can first note that the difference between the number of extracted patterns
is low. As expected, all encodings that complete a given mining task extract the
same number of patterns. This result supports the correctness of our approach. From
the memory point of view, we see that the encodings extracting condensed patterns
requires several order of magnitude more memory, especially for (backward-)closed
patterns. It is also interesting to note that the memory requirement for the fill-gaps
strategy is not linked to the threshold, contrary to the skip-gaps strategy. Again, the
fill-gaps strategy seems to be more convenient for small thresholds. We can note
that there is a big difference between datasets concerning runtime. For instance,
frequent patterns are faster to extract for JMLR and UNIX, but maximal patterns
are faster to compute on IPRG. The density of this last dataset makes maximal
pattern extraction easier. Uniformly, we can conclude that fill-gaps is faster than
skip-gaps. The complexity of the encoding related to insertable items with skip-gaps
makes the problem difficult to solve. Opposed to the experiments presented in Guyet
et al. (2016), we did not use any solving heuristic. For maximal patterns, a huge
improvement of runtime was observed when using the subset-minimal heuristic.7

8 Conclusion and Perspectives

This article has presented a declarative approach of sequential pattern mining based
on answer set programming. We have illustrated how to encode a broad range of
mining tasks (including condensed representations and constrained patterns) in pure
ASP. Thus, we shown the first advantage of declarative pattern mining: for most
well-specified tasks, the development effort is significantly lower than for procedural
approaches. The integration of new constraints within our framework requires only
few lines of code. This was made possible thanks to the flexibility of both ASP
language and solvers.

Nonetheless, another objective of this paper was to give the intuition to the reader
that while encoding a straightforward solution to a problem can be easy in ASP, writ-
ing efficient programs may be complex. Developing competitive encodings requires
a good understanding of the solving process. To this end, we have presented sev-
eral possible improvements of basic sequential pattern mining and two alternatives
for encoding the main complex task, i.e. computing embeddings. These encodings
have been extensively evaluated on synthetic and real datasets to draw conclusions
about the overall efficiency of this approach (especially compared to the constraint
programming approach CPSM) and about which are the best encodings among the
proposed ones and in which context.

The first conclusion of these experiments is that ourASP approach has comparable
computing performances with CPSM-emb as long as the length of the sequence
remains reasonable. This can be explained considering that solving the embedding
problem is a difficult task for pure declarative encodings while CPSM relies on

7The use of subset-minimal heuristic keeps solving the maximal patterns problem complete.
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dedicated propagators. The propagators of CPSM solve the embedding problem
using additional procedural code. It turns that, for solving the embedding problem in
ASP, encoding using a fill-gaps strategy appears to be better than using the skip-gaps
strategy on real datasets, thanks to lower memory requirements.

The second conclusion is that adding constraints on patterns reduces runtime, but
increases memory consumption. For real datasets, the more constraints are added,
the more memory is required. This is due, to encoding the constraints, but also to
encoding the information that may be required to compute constraints. For example,
encodings using themaxspan constraint require more complex embeddings (occS/4
atoms) than encodings without this constraint.

To fully benefit from the flexibility of our approach to proceed large datasets,
we need to improve the efficiency of the computation of embeddings. Our objective
is now to mimic the approach of CPSM consisting in using propagators within the
solver to solve the part of the problems for which procedural approaches are efficient.
The new clingo 5 series will integrate “ASP modulo theory” solving processes. This
new facilities will enable to combine ASP and propagators in an efficient way.
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Appendix

Listing 3.10 illustrates how the encoding of the skip-gaps strategy can be transformed
to mine sequential patterns that are sequences of itemsets.

1 item(I) :- seq(_, _,I). %set of items
2

3 %sequential pattern generation
4 patpos (1).
5 0 { patpos(X+1) } 1 :- patpos(X), X<maxlen.
6 patlen(L) :- patpos(L), not patpos(L+1).
7

8 %generate an itemset for each position
9 1 { pat(X,I): item(I) } :- patpos(X).
10

11 %pattern occurrences
12 occS(T,1,P) :- seq(T,P,I):pat(1,I); seq(T,P,_).
13 occS(T,Pos+1,P) :- occS(T,Pos ,Q), Q<P, seq(T,P,J),
14 pat(Pos+1,J), seq(T,P,I):pat(Pos+1,I).
15

16 support(T) :- occS(T, L, _), patlen(L).
17 :- { support(T) } th -1.

Listing 3.10 Mining sequences with patterns as sequences of itemsets
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The first difference with the encoding of Listing 3.2 concerns the generation of
patterns. The upper bound constraint of the choice rule in Line 9 has been removed,
enabling the possible generation of every non-empty subset of I .

The second difference is that the new ASP rules verify the inclusion of all items
in itemsets. Line 14, seq(T,P,I):pat(1,I) indicates that for each atom pat(1,I)

there should exist an atom seq(T,P,I) to satisfy the rule body. A similar expression
is used Line 15.
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Abstract In multi-writer, multi-reader systems, data consistency is ensured by the
number of replica nodes contacted during read and write operations. Contacting a
sufficient number of nodes in order to ensure data consistency comes with a com-
munication cost and a risk to data availability. In this paper, we extend our previous
work on a consistency protocol called LibRe, which helps to read the latest version
of a data item by contacting a minimum number of replica nodes. The protocol uses
a registry that records the set of replica nodes containing the most recent version of
the data items until all replicas of this data item converge to a consistent state. Hence,
referring to the registry during read time helps to forward the read requests to the
replica nodes holding the most recent version of the needed data item. In the follow-
ing work, we show that this protocol provides a new trade-off between consistency
and latency for distributed data storage systems. We provide a formal description of
the protocol and its reliability and evaluate the scalability of the protocol up to one
hundred nodes by simulation. We also demonstrate the effectiveness of the approach
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1 Introduction

In the wake of the Big Data movement and the emergence of planet scale content
sharing systems, distributed storage has become an important and critical part of
many software systems. In particular, distributed database systems aim at ensuring
the scalability and reliability of the data layer by copying data on several, possibly
remote nodes for both performance and availability in case of hardware failure. This
copying process is called replication, and each piece of copied data is called a replica.
Although a data is physically copied to more than one nodes in the system, they are
logically the same. Thus, any change in one of the replicas has to be reflected on the
other replicas in a timely manner. If all replicas are in the same state, then the data
is said to be consistent. However, ensuring data consistency with high availability
and minimum request latency is notoriously challenging (Abadi 2012; Gilbert and
Lynch 2002).

Quorum-based replication systems use the so-called intersection property (Naor
and Wool 1998; Vukolic 2010) to guarantee an efficient and consistent view of
the replicas to all users accessing the data. For example the Dynamo (DeCan-
dia et al. 2007) distributed key-value store built by Amazon, and similar systems
such as Cassandra (Lakshman and Malik 2010), Voldemort (Voldemort 2015) and
Riak (Klophaus 2010) follow this model. This intersection property can be expressed
by the formulaR + W > N . This formula symbolizes that the system ensures consis-
tency if the sum of the nodes acknowledging the Read operations (R) and the nodes
acknowledging the Write operations (W) is greater than the total number of replica
nodes (N). If the intersection property cannot be satisfied, the system will reject the
operation.

Satisfying the intersection property requires contacting a majority of nodes during
read and/or write operations. This approach penalizes the request latency and adds
threat to data availability as the number of replicas increases. Hence, in order to
provide faster response time, most of the distributed storage systems rely on eventual
consistency and do not satisfy the intersection property by default. In order to ensure
strong consistency on demand, the system lets database users choose the number of
nodes to be contacted during read and/or write operations.

The existing “strong” consistency options offered by these storage systems are
strong enough to ensure data consistency when there is no network partition, at
the expense of some extra communication cost and a risk to system availability. In
these type of systems, there is no intermediate option that can ensure a better level
of consistency with availability and latency guarantees similar to those of eventual
consistency.

To overcome this limitation, the LibRe protocol was designed to act as an interme-
diate consistency strategy between the default eventual consistency and the strong
consistency options derived from the quorum intersection property. In this paper,
we extend our previous works on the LibRe protocol (Kumar et al. 2013, 2015) by
providing a formal proof that the protocol is reliable in the face of nodes failures.
In addition to these theoretical results, we provide a simulation-based scalability
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evaluation of the protocol, up to one hundred nodes. We show that, since LibRe is
designed to provide higher availability and minimum request latency, its consistency
guarantees are slightly relaxed when compared to other protocols. The following
section describes the state of the art of consistency protocols that are based on
quorum voting principle. The LibRe protocol is described in Sect. 3, followed by
a detailed formal description in Sect. 4. Section 5 provides a scalability evaluation
of the protocol through simulation, and the implementation of the LibRe protocol
inside Cassandra distributed data storage system and its performance evaluations are
discussed in Sect. 6 leaving the conclusion remarks in the end.

2 State of the Art

In quorum-based voting systems, consistency is ensured based on the size (number
of members) of the read and write quorums. The size can be specified explicitly
by a certain number such as 1, 2, 3 or can be left implicit by using a general term
all, quorum (more than half). The node responsible for querying appropriate replica
nodes and forwarding the result back to the client is known as the coordinator node.
In this section, we describe some of the popular consistency protocols based on
quorum-based voting principle.

• MajorityQuorum: In majority quorum systems, the right replica version is chosen
based on majority voting (Thomas 1979) for both read and write operations. Since
both read and write operations are acknowledged by a majority of the replica
nodes (quorum), the system ensures the intersection property and can guarantee
consistency.

• WeightedVoting: Unlike majority quorum systems that assign equal vote (usually
one) to each replica node, weighted voting systems (Gifford 1979) assign a variable
number of votes to each replica node. The system ensures consistency based on the
formula R + W > V , where R denotes the number of votes obtained during read
operation, W denotes the votes gathered during write operation and V denotes
the total number of votes assigned to the particular data item. By assigning lower
number of votes to suspicious nodes that tend to fail often or get partitioned,
the system can tolerate a higher number of node failures and still guarantee the
intersection property.

• ROWA: ROWA stands for Read-One, Write-All protocol (Helal et al. 2002; Bern-
stein et al. 1987). As the name suggests, the read operations will be accomplished
on only one of the replica nodes, whereas write operations have to be accomplished
on all the replica nodes. The protocol is very efficient for read-heavy workloads.
Since the read operations have to contact only one of the replica nodes, clients
can choose to connect to the closest replica node to reduce the latency of read
operations. The main limitation of this model is the additional overhead incurred
during write operations.
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• ROWA-A: In order to address the availability limitation of the write operations
in ROWA protocol, ROWA-A was proposed in (Helal et al. 2002; Burckhardt
2014). ROWA-A stands for Read-One, Write-All Available. Unlike ROWA, that
rejects the write operation if one of the replica nodes fails to acknowledge, a
write in ROWA-A succeeds if at least one of the replica nodes acknowledges the
operation. The coordinator node then records a hint for each replica node which
failed to acknowledge the write operation. When the replica node that missed a
write operation joins back the cluster, the coordinator node hands-off the missed
write operation using the registered hints. This process is popularly known as
HintedHand-off (Wiki 2013). The main limitation of this protocol is that it requires
a reconciliation mechanism in order to correctly propagate the modifications when
partitioned nodes are joining back the cluster.

• Missing Writes Protocol: In order to overcome the limitations that occur during
network partitions with the ROWA-A protocol, the missing writes protocol (Eager
and Sevcik 1983; Helal et al. 2002) was designed, combining both ROWA and
majority quorum approaches. According to the missing writes protocol, the system
follows the ROWA strategy when all nodes are available. When a failure is detected,
write operations are applied only if a majority of nodes is available. Therefore, in
case of partition, only the client that can reach a majority of nodes will be able to
apply updates.

• Epoch Protocol: One of the limitations of the ROWA and ROWA-A protocols is
that write operations have to be accomplished on every replica node, affecting the
latency and availability of the write operations. Although quorum-based protocols
minimize this impact by contacting only a majority of the replica nodes, the number
of messages exchanged still depends on the total number of replicas. Hence, in
order to address these limitations, a new approach for replica control called epoch
protocol (Rabinovich and Lazowska 1993) was designed. In the epoch protocol,
some nodes that are trusted to be operational at a previous period of time, are called
epoch members. During write operations, instead of communicating the operation
to all or a majority of replica nodes, it is only sent to the current epoch members
(which are a relatively small set of replica nodes). Read operations are sent to
members of the current epoch set, ensuring the read of the last write operation.
However, the system has to run an epoch verification process periodically in order
to check failures of epoch members. If one of the epoch members has failed, the
protocol forms a new epoch that includes at least a majority of nodes from the
previous epoch.

• Probabilistic Quorum: The idea of probabilistic quorum protocol (Malkhi et al.
1997) is to relax the need for quorum intersection for some requests based on
probabilistic evaluation. In other words, probabilistic quorum protocols try to
satisfy the intersection property only if the probability that a particular request leads
to inconsistency is higher than a critical threshold. Some approaches exist in the
literature to evaluate the probability that a particular request leads to inconsistency.
For example, in (Bailis et al. 2012), Bailis et al. evaluate probabilistic bounded
staleness based on the time taken for a particular write operation to be propagated to
all the replica nodes. If a read operation for the last written data item arrives before
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this probabilistic propagation time, then the read would be probably stale. Hence,
based on the statistics about read/write pattern of the application or data-store, it
is possible to decide whether a particular request requires voting or not.

• Partial Quorum: Partial quorum systems (Bailis et al. 2012) contact only one
of the replica nodes for both read and write operations in order to favor high
availability and minimum request latency during read and write operations. In
this model, the system ensures eventual consistency, ensuring convergence with
temporary inconsistencies. In order to ensure strong consistency on demand, the
user/application can use Consistency-option ALL either during read or write oper-
ation to satisfy the formula R + W > N (Intersection property). For a read-heavy
workload, choosing consistency option ALL for writes and consistency option
ONE for reads would be beneficial. For a write-heavy workload, choosing con-
sistency option ALL for reads and consistency option ONE for writes would be
beneficial.

In all these works, in order to ensure data consistency, a majority of nodes has to be
contacted during read and/or write operations, thus impacting the request latency.
The LibRe protocol studied in this paper provides a new approach to ensure data
consistency while contacting only a minimum number of replica nodes during read
and write operations, with the help of a registry look-up.

3 The LibRe Approach

The LibRe acronym stands for “Library for Replication”. The goal of this approach
is to devise a consistency protocol providing better latency in exchange of a slight
decrease in consistency guarantees. The “library” part in “LibRe” refers to the use
of a registry in the system. This registry stores, for each data item in the system,
an identifier, a version-id and a set of nodes. The version-id is a monotonically
increasing value representing the most recent version of the data item. For example,
it can be the time-stamp of the operation or a version number. The set of nodes
contains the addresses of the nodes that store the data item with the version indicated
by the version-id in the registry entry. This registry is updated by the nodes every
time they update a data item stored locally. Then, during read operations, looking up
the registry enables to find quickly which replica holds the most recent version of the
target data item. This section provides a detailed description of the LibRe protocol
working principle.

3.1 Targeted System

Key-Value data stores have received increasing attention in modern distributed stor-
age systems. Some of these systems ensure strong consistency, but most of the pop-
ular systems such as Dynamo (DeCandia et al. 2007), Cassandra (Lakshman and
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Malik 2010), Riak (Klophaus 2010) and Voldemort (Voldemort 2015) rely on con-
figurable consistency. These systems allow either the administrator or the developer
to configure the required level of consistency for a given query or table.

Clients access the system through a Coordinator Node, this particular node is
simply a point of entry, or front-end, to the system. The role of the Coordinator
Node is to forward the request to the appropriate Replica Nodes depending on the
data key.

In order to tune the consistency level, these storage systems follow a quorum-
based voting principle such as described in Sects. 1 and 2. The level of consistency
is thus configured by giving the minimum number of nodes required to acknowledge
a query. The other characteristic of these systems is the reliance on a Distributed
Hash Table (DHT) (Zhang et al. 2013). This allows any node in the system to locate
a data item, provided it knows its key. LibRe assumes the presence of fault detection
mechanisms providing knowledge about the state of the system (cluster membership),
and reconciliation mechanisms that synchronize data items when the system recovers
from a partition.

3.2 LibRe Registry

The core of the LibRe protocol is its “Registry”. The registry is an in-memory data
structure that maps a data identifier to the set of replica nodes identifiers holding
the most recent version id of the data item. During a write operation, the id of each
replica node that successfully wrote the data item is added to the set. If the size of the
set reaches the total number of replica nodes in charge of that data item, confirming
the convergence of all replicas, the entry for the data item in the registry is removed.

The registry is distributed over all the nodes in the cluster, but not replicated itself.
Figure 1 shows the position of LibRe in the system architecture and the components

Fig. 1 LibRe architecture diagram
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of the LibRe protocol. Given a data item d with key k, and a consistent hashing
function h, let h(k) = {rk1, rk2, ..., rkn} be the replica set (the set of nodes) in charge of
d, where rkx denote node identifiers, and n is the number of nodes in the replica set.
In each replica set, one of the nodes holds the registry and the other two supporting
components of LibRe: the Availability-Manager and the Advertisement-Manager
depicted in Fig. 1. This node is called the Registry Node for data d, and it is the first
replica node that is obtained via h(k). In the remainder of this document, it will be
denoted as rk1 . The LibRe protocol relies on the fact that, at any point in time, there
exists only one copy of the registry entry for a data item. The registry is distributed
over all nodes: each replica node holds a registry entry for data items where the node
is the first replica node.

3.3 LibRe Messages

The LibRe protocol is based on two types of messages, namely: Advertisement
Message (Fig. 2a) and Availability Message (Fig. 2b), corresponding respectively
to the Advertisement-Manager and Availability Manager of the LibRe components
shown in Fig. 1.

• AdvertisementMessage: As seen in Figs. 1 and 2a, clients connect to the Coordi-
nator node, which may be different from the Registry Node. Usually, in a quorum
based replication system, a write request is forwarded to all available replica nodes.
If the Coordinator Node receives back the required number of acknowledgments
(or votes) from the replica nodes for the write, the coordinator issues a success
response to the client. If the sufficient number of vote is not received within a
given time period, the coordinator issues a failure response to the client. LibRe
protocol follows the same behavior, but in addition, after a successful write oper-
ation, each replica node sends an Advertisement Message to the Registry Node
asynchronously, provided the data is configured to use LibRe. The advertisement
message consists of the data key, version id and the originating node id.

• Availability Message: When the Coordinator Node receives a read request
(Fig. 2b), that is configured to use LibRe protocol, it sends an availability message
to the Registry Node of this particular data item. The availability message contains
the original read message received from the client and the data item’s key. When
the Registry Node receives an Availability Message, it finds a replica node from
the registry using the data key and forwards the original read message to that node.
The replica node sends the read response directly to the Coordinator Node, which
forwards it to the client. If an entry for a data key is not found in the registry, then
the read message is forwarded to one of the available replica nodes.
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(a) LibRe Write/Update Operation

(b) LibRe Read Operation

Fig. 2 LibRe sequence diagram
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3.4 LibRe Write Operation

Algorithm 1 describes the behavior of LibRe’s Advertisement Manager that is trig-
gered every time the Registry Node receives an Advertisement Message during an
update operation. Note that an update for a data item can be issued (by the Coordi-
nator) when the replicas are either in converged state or in diverged state.

Algorithm 1: Update Operation (Registry Node)
Input: Segment: (k, v, n), the key and version id of the data item and the sender’s node id.

R : k → ek : the Registry. It maps keys k to corresponding entry record ek ,
ek = 〈vk , rk〉: record, where v is a version-id and rk is a replica set,
rk = {n1, n2, ...}: set of nodes holding the given version of data item k.
N : Number of replicas

1 Function advertisementManager(k, v, n):
2 entry ← R.k
3 if entry �= ∅ and entry.v = v then
4 entry.r ← entry.r ∪ {n}
5 if |entry.r| = N then
6 entry = ∅
7 else if entry = ∅ or v > entry.v then
8 entry.v ← v
9 entry.r ← {n}

10 R.k ← entry

When a replica node n sends an Advertisement Message, the Advertisement Man-
ager of the Registry Node takes on the following actions. First, the protocol checks
whether the data key k is present in the Registry (line 3). If the key exists in the
registry, it implies that the replicas are in diverged state. Then checks whether the
version id in the registry entry matches the version id received with the message (line
3). If this is the case (replica convergence), then, line 4, the node id (IP-address) is
appended to the current replica set for k. Next, lines 5–6, if the number of entries in
the set reaches the total number of replicas, we are in a converged state for data key
k and the entry for this key is deleted.

Line 8, if the entry does not exist in the registry or the version id received is
greater than the version id in the entry, a new entry is created and initialized with the
operation’s version id and the sender’s node id, lines 9 and 10. Finally the registry is
updated, line 12. Depending on the nature of the version id, this algorithm achieves
Last Writer Wins policy (Saito and Shapiro 2005).

3.5 LibRe Read Operation

Algorithm 2 describes the LibRe policy during a read operation. Since the Registry
stores the up-to-date replica nodes’ id, the protocol begins by fetching the registry
entry for data item k, line 2. Line 3, if the entry for k exists, then, line 4, one of the
replica nodes from the entry is chosen as the target node. The method closest(), lines
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4 and 6, returns the closest replica node based on proximity. Line 5, if there is no entry
for k, then line 6, one of the replica nodes that are responsible for storing the data
item will be retrieved locally via DHT look-up, assuming every node is up-to-date.
Finally, line 8, the read message is forwarded to the chosen target node.

Algorithm 2: Read Operation (Registry Node)
Input: (k,Mread), the key and the original read message.

R : k → ek : the Registry (see Algorithm 1).
Dk = {n1, n2, ...}: replica nodes for data item k obtained via the default method.

1 Function getTargetNode(k,Mread):
2 replicaNodes ← R.k.r
3 if R.k �= ø and replicaNodes �= ø then
4 n ← replicaNodes.closest()
5 else
6 n ← Dk .closest()
7 n ← getCloserDefault(k)
8 forward(Mread , n)

3.6 LibRe Reliability

As mentioned in Sect. 3.1, the LibRe protocol relies on the underlying database
system to get knowledge about faults. In the case of DHT-based key-value stores,
the system actively monitors ring membership and node failures (Hayashibara et al.
2004). In the event of a node joining and/or leaving the cluster, the DHT mechanism
ensures a minimal redistribution of data keys over the ring members. In such case,
there will be a change in the first available replica node (registry node) for a few
data items, and consequently the registry information for these data-keys would not
be available. In that case, the remaining node in the replica set with the lowest id is
designated as the new registry node. However, this new registry node does not have
the latest update information, thus the corresponding entries will be created by the
subsequent advertisement messages sent to this node. This may lead to small and
time-limited inconsistencies in the system. Therefore, LibRe sacrifices consistency
in favor of availability: cf. Algorithm 2. If a registry node that has been unavailable
joins back the cluster, the stale registry information is emptied. Besides, periodic
local garbage collection has to be performed to keep the registry information clean
between replica nodes.

3.7 LibRe Cost

The trade-off provided by the LibRe protocol comes at the expense of some additional
message transfers and memory consumption.
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3.7.1 Extra Message Transfers

In LibRe, a look-up in the registry is required during a read operation on contacting
the availability manager of the registry node to read from a right replica node.
However, this operation represent constant cost, as the number of messages sent for
achieving the consistent read does not depend on the number of replicas involved, as
mentioned in Sect. 3.3. During write operations, notifying the advertisementmanager
about an update is asynchronous and thus does not affect the write latency. Although
these messages are an additional effort when compared to the default behavior of
the system, it is better than the strong consistency options that communicate with a
majority or all replica nodes during reads and/or writes.

3.7.2 Registry In-Memory Data Structure

LibRe manages the registry information in-memory. This information is distributed
among all nodes in the cluster and is maintained only for the data items that are
not yet up to date on all replicas. Moreover, eventual consistency guarantees of the
targeted system and the periodic local garbage collection of the LibRe protocol help
to reduce the amount of information to be kept in-memory.

4 LibRe Formalization

In this section, we formalize the LibRe protocol and provide a proof of its reliability.
This work requires the introduction of notations that will be used in the remainder
of this section.

4.1 System Model and Notations

A data item is a pair of key and value 〈k, v〉, where K is the set of keys. The value
of a data item k depends on time, so we must add this parameter to our model. Time
can be physical or logical (version number), the only property needed on the set of
times T is total ordering. We therefore introduce a value function, indexed by keys
and time, whose range is a set of values V :

value : K × T → V
(k, t) 	→ v

We make the assumption, throughout this section, that all written values are dis-
tinct, this can be obtained by tagging values themselves with the time of the write
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request, so considering T × V instead of V as the set of values.

Thus, a data item at time t is the pair key/value 〈k, value(k, t)〉, denoted as kt ,
which is the latest version of k at time t. We consider a domain D = {k1, . . . km}
of items (represented by their keys) managed by LibRe. We also define the latest
modification time with respect to time t, as:

Definition 1 Given a key k and a time t, we let latest(k, t) = min{t′ ∈ T | kt′ = kt}.
In particular, for any t′′ ∈ T , if latest(kt) ≤ t′′ ≤ t, we have kt = kt′′ . This includes
t′ = latest(kt) itself and this is the minimal such time, for which kt′ is still the latest
version of k (at time t). This is directly related to the last write request and represents
an idealized model of storage. We will also denote latest(k, t) the current data itself,
〈k, value(k, t)〉, which is the latest version of the data, that the system should provide
when requested by the user. We can also compute a version number:

Definition 2 Given a key k and a time t, we let version(k, t) be

1 Function version(k, t):
2 if t = 0 then
3 return 0
4 else
5 t′ ← latest(k, t)
6 return (1+ version(k, t′ − 1))

As written values are distinct, we can define the write time of a value v ∈ V :

Definition 3 Given a key k and a value v, let

time(k, v) = min{t ∈ T | value(k, t) = v}

t is uniquely determined, and we have in particular time(k, v) = latest
(k, time(k.v)). It can be undefined in case v was never associated to k. This also
implies a new definition of the version number:

Definition 4 Given a key k and a value v, let version(k, v) = version(k, time
(k, v)).

A replica node, denoted r, is a partial map from key to values, that depends on
time. So its type is:

T → (K ↪→ V )

The state of the map at time t is r(t), also denoted rt , and dependency on time is
usually left implicit. It is a partial mapping (notation K ↪→ V ) since it is undefined
on keys it is not in charge of. A read operation for k on that map is then rt(k) and a
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put operation is denoted rt[k ← v]. It has the effect that rt+1 is the same map as rt ,
except on k.

Remind, from Sect. 3.2, that the set of replica nodes in charge of an item k is given
by applying the consistent hashing function h(k) = {rk1, ..., rkn}. So the Registry Node
for k is rk1 , more compactly noted rk , when no confusion arise.

The registry of a node r is called ρ = reg(r). ρ bears the same indices as r, in
particular, the registry responsible for k is ρk = ρk

1 = reg(rk1). Registries also vary
over time, therefore are function of the following type:

T → (K ↪→ ℘(R))

ρ(t), as usual noted ρt or ρ when the dependency on time is implicit, is a partial
function. It associates a subset of R (the nodes) to some keys, at most the ones
the node r is in charge of. As discussed in Sects. 3.4 and 3.5, even ρk(k) may be
undefined, or more generally ρ(k′) for any arbitrary k′ the registry ρ is in charge
of. The intended meaning is that, in such a case, the Registry Node knows that the
replicas for k′ are in a consistent state. We prove this claim later in the Section.

We also need to introduce the function Rl, that to each data item k associates the
actual set of replica nodes that contain the latest version of k (at a given time t):

Rl(k, t) ⊆ h(k),
r ∈ Rl(k, t) if and only if rt(k) = value(k, t)

As we are assuming that all written values are distinct, it cannot be the case that
Rl(k, t) contains some stale node r, for which rt(k) = value(k, t′) for t′ < latest(k, t),
but still enjoying value(k, t′) = value(k, t).

By definition of Rl(k, t), the following holds: time(k, rt(k)) < t, for any r ∈
h(k)\Rl(k, t), i.e. r ∈ h(k) but r /∈ Rl(k, t). Otherwise, r would belong to Rl(k, t).
Otherwise said, those r not in Rl(k, t) contain stale data for key k, for which
version(k, rt(k)) < version(k, t).

The operations are of two kind, get (g) or put (p). They arrive at various time, as a
discrete stream. Each operation contains: a time t; the data key k; and put operations
also contains the new value v. We access those value with a dot: p.t, p.k and p.v. All
put operations p enjoy the following property:

value(p.k, p.t) = p.v

We also assume, for any key k and time t (note that p.t is different from t):

if latest(k, t) �= 0 then ∃p, p.k = k and p.t = latest(k, t) and p.v = value(k, t)

Lastly, we assume no interference of a put operation p over the state of the system
(registries, data on replica) associated with a key k′ �= p.k.
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4.2 System States

The system can be in one of the following two states with the associated properties.

4.2.1 Stable State: S1

The system is said to be in stable state at t if two conditions are met. The first one is
that there is no change in ring membership compared to t − 1, and the second one is
that the system enjoys (at t) for any k the two following properties:

ρk(k) defined ⇒ ø �= ρk(k) ⊆ Rl(k) (1)

ρk(k) undefined ⇒ h(k) = Rl(k) (2)

As those Properties 1 and 2 are mutually exclusive, we will ensure only one of
them at a time for a given k. In case either property holds for k, we say that the
registry for k is up to date, or simply that the registries are up to date, if this holds
for all k ∈ K . Note that in Property 1, ρk can be strictly smaller than Rl(k), in case
there was a communication problem (cf. Lemma 1). Moreover, in state S1, we know
that the last version of k is present on some replica node, and accessible to the other
nodes. As a consequence:

Rl(k) �= ∅ (3)

4.2.2 Unstable States: S2, S3, S4 and S5

We denote the state, when a node r leaves unexpectedly the ring or becomes inacces-
sible, at time t, by S2. In this case, there is a switch of the registry for the following
set of keys:

sup(ρt−1) = {k such that ht−1(k) = {r, r2, . . . , rn}}

sup(ρ) is the support of ρ, the set of all keys it can be defined on. It is larger than
dom(ρ), the domain of ρ, which is the set of keys on which ρ is currently defined.
An undefined ρt−1(k) for k ∈ sup(ρ)\dom(ρ) just means that Rl(k, t − 1) = h(k)
(replicas have converged, cf. Property 2). For such a key k, removing r has virtually
no impact. Generally speaking, we get, for k ∈ dom(ρ):

ρk(t)(k) �= Rl(k, t)

In more details, fix some key k such that ht−1(k) = {r, r2, ..., rn}. As r has left
the mode, ht(k) = {r2, ..., rn}, and ρk(t) = ρ2(t): the registry node has changed, as
specified in Sect. 3.6.
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Thus, when we are in state S2, Algorithm 2 will pick any of the nodes of ρ2(t)(k)
or h(k), with a risk of staleness with probability that depends on |Rl(k)|/|h(k)|, see
Sect. 4.4.

However, in state S2, for any k, in particular those indom(ρ) the following property
holds, which is formally proved in Lemma 1.

∀p, (p.t > t ∧ p.k = k) ⇒ ∀t′ > p.t + τadv,Rl(k, t) = ρ2(t)(k) (4)

This means: as soon as we have a put operation on k, at any time after at least one
advertisement message has been received (hence the delay τadv added to the time p.t
the request was made), the registry ρ becomes up to date for k (provided other errors
do not occur in the frame [t, p.t + τadv]).

We denote the state when a node joins the ring by S3. In this case, there is
also a switch on the registry for certain keys k. The system can fall back in the state
ρk(t)(k) �= Rl(k, t), especially if the new node joins the ring without synchronization.
The system enjoys the same Property 4.

The last unstable states, S4 and S5 are similar: the Registry Node r receives no
advertisement message and the Coordinator Node c receives the required number of
acknowledgments (S4), or r receives at least one advertisement and c receives not
enough acknowledgments (S5). Those states are unlikely to happen, as it is rather
an indicator that nodes are inaccessible (state S2). All states S2 through S5 produce
same effect on the system, that is to say:

S2 ≈ S3 ≈ S4 ≈ S5

There are other situations, when a write operation fails. One last instance is when
no replica is available, in which case the Coordinator will issue a failure, so this does
not produce any consistency issue.

As for the likeliness of state S4, a put operation is sent to all the replica nodes in
parallel (including rk), and the local advertisement message is likely not to be lost.
In the case where the put operation sent to rk is lost, the registry ρk will be updated
on reception of at least one of the advertisements sent by the replica nodes that have
successfully voted to the Coordinator (assuming that if the Coordinator receives the
acknowledgment, the Registry receives the advertisement). In the worst case, the put
operation sent to rk is lost and all the advertisement message sent to rk by the replica
nodes, that succeeded, are lost as well, and we fall in state S4.

As for state S5, such a situation might arise more frequently. This is less harmful,
since the nodes pointed to by the Registry Node for k would contain newer data, than
the one given by the last successful write.
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4.3 Stable State Properties

We assume to be on a time range [t1, t2], such that there is no change in the ring mem-
bership during the time frame [t1, t2]. As well, we assume that all the put operations
received in [t1, t2] are successfully advertised at least once to the Registry Node and
that the Coordinator issues a success response to p. Otherwise, we fall in one of the
unstable states, discussed in the next section.

Given a put operation p, we define τadv , abbreviated as τ , the delay with which
the first advertisement message is received by the Registry Node. As assumed there
is at least one such message.

We show that the users always read the most recent version of any data item k,
except during the time when a put operation is in process on k. We begin with lemmas
that do not depend on the state, and that we will reuse later. The next lemma does
depend only on the success of p (and on no change on ring membership):

Lemma 1 Consider a put operation p. ρp.k is up to date for p.k at time t + τadv ,
provided that we do not receive another put operation p′ on k in [p.t, p.t + τadv].

For simplicity, we assume no concurrent put operation p′ in the interval between
the reception of p and the first advertisement is successfully sent to rp.k . In practice,
LibRe takes care of overlapping put operations by applying the Last Writer Wins
(LWW) policy with the help of the tie breaking mechanism provided by the underly-
ing system. To take this into account, we need only to consider a set of overlapping
put operations, and ensure up-to-dateness wrt the last one.

Proof During the operation, the Coordinator sends the update in parallel to all the
replica nodes in h(p.k) and waits for sufficient number of votes (node acknowledg-
ments for successful write) according to the chosen consistency option. A success
message is issued to the writer as soon as the threshold is met (at time t′ > p.t).

We assume that h(k) contains more than one replica. By Algorithm 1, ρp.k(p.k)
is set to {r}, where r is the source of the first advertisement message, received at
p.t + τ . Therefore ρp.k(p.k) is not empty, and by definition: r ∈ ρp.k(p.k) implies
data 〈p.k, p.v〉 has been written.

Since there is no overlapping put operation on p.k, p.v = value(p.k, p.t) =
value(p.k, p.t + τ), therefore r ∈ Rl(p.k, p.t + τ) and ρp.k(t + τ) ⊆ Rl(p.k, t + τ).
Property 1 holds for k.

Lastly, if h(k) contains only one replica, then it must be r, the advertiser. We
know, by the same reasons as above, that r ∈ Rl(p.k, p.t + τ), as a consequence
Rl(p.k, p.t + τ) = h(k). ρp.k(t + τ) = ø by the algorithm, which means, that Prop-
erty 2 is respected.

This covers all the possible case that can happen during the execution of a suc-
cessful put operation, including loss of put messages sent to the r ∈ h(p.k) (including
rp.k itself), of advertisement messages sent to rp.k , and of acknowledgment messages
sent to the Coordinator. The important point is that the Registry Node is up to date
as soon as one advertisement message is received. �
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The next lemma says that up-to-dateness is hereditary in time. It does not depend
on the success of any put operation, nor on the state we are in, and only assume
stability of ring membership:

Lemma 2 Let k be a key, assume that ρk is up to date for k at t. Let t′ ≥ t. If no put
operation on k is received between t and t′, then ρk is up to date for k at t′.

Proof This proof is by induction on t′:

• if t′ = t, then ρk is up to date (for k, left implicit from now on) at t′ by assumption.
• assume that ρk is up to date at t′, let us show that it is up to date at time t′ + 1.

Several cases must be distinguished:

– ρk(t′)(k) = ø. Then all the nodes of h(k) contain the last version of k, by Prop-
erty 2. As no other put operation on k is received, Rl(k, t′ + 1) = h(k).

– ρk(t′)(k) �= ø. Then we distinguish the following cases:
we receive no advertisement at t′ + 1, or a stale advertisement: ρk(t′ +
1)(k) = ρk(t′)(k) is still up to date.
we receive a valid advertisement from a node r. ρk will be updated. As
ρk(t′) was up to date, we have by Property 1, ρk(t′)(k) ⊆ Rl(k, t′). We also
know that, at t′ + 1, r has successfully written the data, so r ∈ Rl(k, t′ +
1). Lastly, Rl(k, t′) ⊆ Rl(k, t′ + 1). This implies ρk(t′)(k) ∪ {r} ⊆ Rl(k, t′) ∪
{r} ⊆ Rl(k, t′ + 1).
We now distinguish two possibilities. First, if ρk(t′)(k) ∪ {r} = h(k), we
set ρk(t′ + 1)(k) = ø. But this also implies, by the results just proved,
that h(k) ⊆ Rl(k, t′ + 1). Thus, Rl(k, t′ + 1) = h(k) (it cannot be larger) and
Property 2 is respected. Otherwise, ρk(t′ + 1)(k) ⊆ Rl(k, t′ + 1) and
Property 1 is satisfied. �

This allows us to derive preservation of stability of a system on the interval [t1, t2].
Lemma 3 Assume that the system is in stable state S1. If we receive only successful
put operations, then the registries are up to date at any time t ∈ [t1, t2], if no put
operation is ongoing at t. In other words, the system is in stable state S1, except
when a put operation is ongoing.

Proof Fix some key k ∈ K . We first prove by induction on t ∈ [t1, t2], that the
registry for k is up to date at t:

• if t = t1, the claim holds by assumption.
• if t = p.t + τ for some put operation on k, then the registry is up to date for k at t

by Lemma 1.
• otherwise, we apply induction hypothesis, which gives us an up-to-date registry

at time t − 1, and we apply Lemma 2. No operation was ongoing on k at t −
1, otherwise we would be in the previous case, so we can apply the induction
hypothesis.

This holds for any k, as soon as no put on k is ongoing at t. Therefore, if no operation
is ongoing overall, this holds for any k, and the Lemma holds. �
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Lemma 4 Let k be a key and t be a time. n stable state, if no put operation is ongoing
on k, ρk always returns a node id that contains latest(k, t), the latest data.

Proof According to the system properties under stable state (S1), there are two cases
with respect to the Properties 1 and 2:

1. ρk(k) is defined. As it is up to date, it returns some r ∈ Rl(k).
2. if the entry for k does not exist in ρk , then ρk returns the id of any r ∈ h(k).

According to Property 2, ρk(k) undefined implies Rl(k) = h(k). ρk returns any
r ∈ Rl(k) = h(k), but all the replica nodes contain the latest version. �

Theorem 1 Let k be a key. If there is no ongoing write operation on k, then users
read the most recent version of k.

Proof From Lemma 4, ρk always returns a node id (IP address) that contains
latest(k, t), when in stable state. According to Lemma 3, the system is in stable
state, except temporarily, when a write operation is ongoing. So users read the most
recent version of k. �

4.4 Unstable States Properties

When in an unstable state,information returned by the registry can be wrong in two
ways:

• The registry does not contain a subset of Rl(k), which means ρk is not up to date
for k:

ρk � Rl(k)

The probability that the registry returns an id (IP address) of a node that does not

contains latest(k, t) is 1 − |common|
|ρk(k)| , where common = ρk(k) ∩ Rl(k).

• The registry contains no entry for k. The probability that the registry returns the

id of a node that does not contains latest(k, t) is 1 − |Rl(k)|
|h(k)| .

Lemma 5 Let r be a node with registry ρ, and k ∈ dom(ρ). When r leaves the ring,
the registry entry ρ(k) will be rebuilt on the new registry node ρk after a successful
write operation on k.

Proof In the event of node joining or leaving the cluster (including nodes failure/
disconnection), the underlying system guarantees helps to detect it at the earliest. In
such a case, there will be a change in the first available replica node as mentioned
in Sect. 4.2.2. As soon as this change has been made, and assuming that no node
joins or leaves the ring, we are in the conditions of Lemma 1, that guarantees that the
registry ρk is up to date for k after a write operation, and this property is hereditary
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(Lemma 2), so up-to-dateness for k holds back (see the proof of Lemma 3), as long
as all put operations on k are successful, and there is no new change in the ring
membership. �

In particular we might encounter some g(k, t), with t ≥ t0 (t0 is the failure time of
r), for which ρk returns r /∈ Rl(k). However, as we just saw, after the first p(k, v, t′),
such that t′ > t0, ρk(k) is up to date again and preserves this property. Therefore, for
all g(k, t′′) with t′′ ≥ t′ + τ , ρk returns r ∈ Rl(k) ⊆ h(k).

Since the put operation following the stale read updates the registry, for all sub-
sequent get operation, ρk returns an id (IP address) of a node that contains latest(k, t).

Now, assume that r leaves (or joins with a stale registry, or gets a stale registry due
to a write failure, for the purpose) the ring, with registry ρ, at t0. Assume also, that
a write operation happens on all the data k ∈ sup(ρ) (the keys, of which node r had
the charge), for which the new ρk was not up to date. The registry entry ρk(k) will
be rebuilt on the new registry node rk and is now up to date. For the data k ∈ sup(ρ),
such that ρk (the new registry) was up to date from the inception (see discussion in
Sect. 4.2.2), there is no need for rebuilding, so no need for a write operation. As a
consequence, all registries are up to date and the system has switched back to the
stable state S1. This yields the following theorem.

Theorem 2 Assuming no further joining/leaving node event or write problem, the
time taken by the LibRe protocol to recover from an unstable state is the minimum
among the time for the next successful write operations on all stale data Tst and
the time taken to resolve the staleness via underlying system’s eventual consistency
guarantees Pst .
From any unstable state, we converge towards stable state S1 in time min(Tst,Pst).

Proof Let the time, that a quorum based replication system resolves staleness by
itself via read-repair and generic anti-entropy protocols, be Pst .

From Lemma 5, the registry for the stale data is rebuilt in the new registry node
after the next write operation, and we need one write operation per stale data (Tst).

Either of those solutions ensures that all the registries are up to date. From the
above two propositions, the time taken by the LibRe protocol to recover from the
unstable state is min(Pst,Tst). �

We have shown different states of the LibRe protocol S1, S2, S3, S4, S5 and the
properties of the protocol under each state. During normal condition, when there is
no change in the ring membership and no write failure, the protocol remains in state
S1. LibRe under state S1 ensures consistency of the read operations and we call it as
stable state.

When a node joins or leaves the ring, change in the ring membership affects the
consistency guarantees of the protocol. The event of a node leaving (unreachable
to) the ring is denoted as state S2 and the event of node joining (or recovering from
disconnection) the ring is denoted as state S3. Since the system exhibits the same



102 S.P. Kumar et al.

property under both statesS2 andS3, the two states are denoted commonly asunstable
state, along with other states resulting from failure of a write operation. LibRe under
unstable state (S2 or S3) do not ensure consistency of the read operations. We also
formally showed that protocol under unstable state will switch back to the stable
state S1 within short period of time.

5 Simulation-Based Evaluation

To evaluate the scalability of the LibRe protocol, we extended the Simizer 1 simulator
to allow consistency evaluation (Lefebvre et al. 2014). This tool enables to simulate
various configurations of networks and nodes in order to test quickly any distributed
protocol and enabled us to test LibRe with an increasing number of nodes. The
protocol implementation follows the architecture described in Sect. 3. In order to
get simulation results closer to the real inner workings of the Cassandra (Lakshman
and Malik 2010) storage system, during write operations, data is cached in memory
following a Least Recently Used (LRU) policy. During read operations, request
latency is computed based on the time needed to retrieve data from memory or disk,
depending on whether the data is cached or not. If the target data item is available in
the cache, the time to retrieve it will be considerably reduced. If the data item does
not exist on the machine, the request will be considered as failed.

The simulation test-bed consists of two sets of nodes: the client nodes and the
server nodes. Client nodes send a sequence of read and/or write requests (one request
after another) to a target server node calledCoordinator. The number of requests sent
by each client is limited by the clients’ lifetime, which is determined by a random
law. Network latency is computed randomly following a normal distribution. All
nodes, clients and servers are on the same network, and subject to the same latency
variations.

Each test is run 30 times, for 25, 50, 75, and 100 nodes, and 1000 data items. This
low number of item was used for creating contention on accesses to the item. Reads
and write requests are in equal proportions, and latency is measured from the client
issuing the request. Moreover, each data item is replicated three times.

Figure 3 shows the maximum 95th percentile latency of 30 simulations for read
and write requests with LibRe protocol. The graph shows that the latency of the LibRe
protocol is not affected by the total number of nodes in the cluster, thus validating
the scalability of our approach. Because of the longer path taken by read request, the
latency of reads is slightly higher than the latency of write requests. In practice it
appears that the average response time for reads with LibRe is close to the average
response time for quorum-based consistency, while providing faster write times. The
difference increases further in presence of failures, because LibRe does not need to
wait for several acknowledgments before providing an answer to the user.

1https://github.com/isep-rdi/simizer.

https://github.com/isep-rdi/simizer
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Fig. 3 Libre simulated read and write requests 95th percentile latency

Following these encouraging results, the LibRe protocol was implemented and
tested in the Cassandra database system (Lakshman and Malik 2010).

6 CaLibRe: LibRe Implementation Inside Cassandra

Cassandra (Lakshman and Malik 2010) is one of the most popular open-source NoSql
systems that satisfies the system model specified in Sect. 3.1. Hence, we decided
to implement the LibRe protocol inside the Cassandra work-flow and evaluate its
performance against Cassandra’s native consistency options: ONE, QUORUM and
ALL. Although Cassandra is a column family store, we used it as a Key-Value store
during test setup detailed in Sect. 6.1.1. The LibRe protocol was implemented inside
Cassandra release version 2.0.0. In the native work-flow, while querying a data,
the endpoints (replica nodes) addresses are retrieved locally via matching the token
number of the data item over the nodes token numbers. The IP-address of the first alive
endpoint (without sorting the endpoints by proximity), will be chosen as the registry
node for the replica sets it is responsible. LibRe messages are handled by separate
thread pool. On system initialization, all LibRe registries are empty until a write
request is executed, which will trigger the protocol and start filling up the registries.
CaLibRe can be configured to work for specific data items, either by passing a list of
data items in a configuration file, or by specifying directly the name of the table(s)
on which the protocol should apply. Currently, the version-id used in CaLibRe is
the hash of the written value. However, it will be replaced by the time-stamp in the
future.



104 S.P. Kumar et al.

6.1 CaLibRe Performance Evaluation Using YCSB

6.1.1 Test Setup

The experiment was conducted on a cluster of 19 Cassandra and CaLibRe instances
that includes 4 medium, 4 small and 11 micro instances of Amazon EC22 cloud
service and 1 large instance for the YCSB test suite (Cooper et al. 2010). All instances
were running Ubuntu Server 14.04 LTS - 64 bit. The workload pattern used for the
test suite was the “Update-Heavy” workload (workload-a), with a record count of
100000, operation count of 100000, thread count of 10 and the Replication-Factor as
3. YCSB by default stores 10 columns per RowKey. We used RowKey as the data key,
for which, an entry will be managed in the LibRe Registry. Using RowKey as the data
key could leads to a situation like, if one or few columns of a RowKey is updated on
a replica node rn, the registry would assume rn contains the recent version for all the
columns of the RowKey. In order to avoid this situation, we update all the 10 columns
during each update. The test case evaluate the performance and consistency of the
19 Cassandra instances with different consistency options (ONE, QUORUM and
ALL) against 19 CaLibRe instances with a consistency option ONE. Performance
is evaluated by measuring read and write latency and consistency is evaluated for
each level by counting the number of stale reads. In order to simulate a significant
number of stale reads, a partial update propagation mechanism was injected into the
Cassandra and CaLibRe cluster to account for the system performance under this
scenario (Kumar et al. 2014). Hence, during update operations, instead of propagating
the update to all 3 replica nodes, the update will be propagated to only 2 of the replicas
nodes.

6.1.2 Test Evaluation

Figure 4a, b and Table 1 respectively show the evaluation of Read Latency, Write
Latency and the number of Stale Reads of Cassandra with different consistency
options against CaLibRe: Cassandra with LibRe protocol. In Fig. 4a, the entity ONE
represents the read and write operations with consistency option ONE. The read
and write operations with consistency option QUORUM is indicated by the entity
QUORUM. The entity ONE-ALL represents the operations with write consistency
option ONE and read consistency option ALL. The entity CALIBRE represents our
implementation of the LibRe protocol inside Cassandra. Due to the injection of the
partial update propagation, ROWA (Read One, Write All) principle could not be
tested, as writes will always fail.

In Fig. 4a, we can see that the 95th percentile read latency of CALIBRE is similar to
the other consistency options of Cassandra. The 99th Percentile Latency of CALIBRE
and Cassandra with consistency level ONE are lower than the other options ONE-
ALL and QUORUM. The minimum and average latency of CALIBRE are slightly

2http://aws.amazon.com.

http://aws.amazon.com
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Fig. 4 CaLibRe performance evaluation

higher than Cassandra with consistency level ONE but better than the consistency
options QUORUM and ONE-ALL. This is due to the fact that LibRe protocol imposes
an additional call to the registry for all requests.

Figure 4b shows that the 95th percentile write latency of CALIBRE is the same as
the 95th percentile write latency of QUORUM, and that CALIBRE is faster in other
metrics: 99th Percentile, Minimum and Average latency of QUORUM. However,
while comparing to the entities ONE and ONE-ALL, it appears that some the write
latency of CALIBRE is slightly higher. This is due to the fact that both in ONE and
ONE-ALL, writes need only one acknowledgment from a replica node. In CALIBRE,
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Table 1 Stale reads per
consistency option

Consistency option Number of stale reads

ONE 405

ALL 8

QUORUM 9

CALIBRE 2

writes also need only one acknowledgment but there is a slightly increased load on
replica nodes because of the additionally background messages sent to the registry.

Table 1 shows the number of stale reads for each level of consistency. Cassandra
with consistency level ONE shows the highest number of stale reads. There were
a few stale reads in the other consistency options, but these numbers are negligible
when compared to the total number of requests. From these results, it is possible to
conclude that CaLibRe offers a level of consistency similar to one provided by the
QUORUM and ONE-ALL levels with better latency and availability.

7 Conclusion

The work described in this paper aims at enhancing the trade-offs between Con-
sistency, Latency and Availability of an eventually consistent Key-Value store. Our
protocol: LibRe prevents the system from forwarding read requests to the replica
nodes that contain a stale replica of the needed data item.

In this paper, we formalized the behavior of our protocol and provided proofs that
the system converges towards a stable and consistent state even when some nodes of
the system fail or leave.

In order to assess the performance of the protocol, we evaluated its scalability
by simulation from 25 to 100 nodes and showed that read and write latency do not
degrade as the number of nodes in the system increases.

To evaluate further our protocol and compare it to other strategies, the ‘CaLibRe’
solution was implemented. This system offers the LibRe protocol as an additional
consistency option for the Cassandra storage system. CaLibRe was evaluated against
the native consistency options of Cassandra using YCSB on a 19 nodes CaLibRe
and Cassandra cluster. The performance results prove that CaLibRe provides lower
request latency compared to the strong consistency levels offered by Cassandra,
combined to a similar number of stale reads. Hence, we can safely conclude that the
LibRe protocol gives a new trade-off between consistency, latency and availability.
However, the performance results were not evaluated under nodes joining or leav-
ing the clusters. During such events, LibRe protocol would experience temporary
inconsistencies as shown in Sect. 4.4.

This work provides insight on more subtle trade-offs between performance and
consistency in distributed storage systems. The LibRe approach enables users to tune
even more finely the storage system to the needs of the application. An interesting



Consistency-Latency Trade-Off of the LibRe Protocol: A Detailed Study 107

perspective to this work would be to study the influence of the nature of the version
identifier (time-stamp, version vector, vector clocks, …) on the stale read rate and
the latency, in order to be able to tune even more finely the consistency level.

References

Abadi, D. J. (2012). Consistency tradeoffs in modern distributed database system design: Cap is
only part of the story. Computer, 45(2), 37–42.

Bailis, P., Venkataraman, S., Franklin, M. J., Hellerstein, J. M., & Stoica, I. (2012). Probabilistically
bounded staleness for practical partial quorums. Proceedings of VLDB Endowment, 5(8), 776–
787.

Bernstein, P. A., Hadzilacos, V., & Goodman, N. (1987). Concurrency control and recovery in
database systems. Inc, Boston, MA, USA: Addison-Wesley Longman Publishing Co.

Burckhardt, S. (2014). Principles of eventual consistency. Foundations and Trends ® in Program-
ming Languages, 1(1–2), 1–150.

Cooper, B. F., Silberstein, A., Tam, E., Ramakrishnan, R., & Sears, R. (2010). Benchmarking cloud
serving systems with ycsb. In Proceedings of the 1st ACM Symposium on Cloud Computing,
SoCC ’10 (pp. 143–154). New York, NY, USA: ACM.

DeCandia, G., Hastorun, D., Jampani, M., Kakulapati, G., Lakshman, A., Pilchin, A., et al. (2007).
Dynamo: amazon’s highly available key-value store. SIGOPS Operating System Review, 41(6),
205–220.

Eager, D. L., & Sevcik, K. C. (1983). Achieving robustness in distributed database systems. ACM
Transactions on Database Systems, 8(3), 354–381.

Gifford, D. K. (1979). Weighted voting for replicated data. In Proceedings of the Seventh ACM
Symposium on Operating Systems Principles, SOSP ’79 (pp. 150–162). New York, NY, USA:
ACM.

Gilbert, S., & Lynch, N. (2002). Brewer’s conjecture and the feasibility of consistent, available,
partition-tolerant web services. SIGACT News, 33(2), 51–59.

Hayashibara, N., Defago, X., Yared, R., & Katayama, T. (2004). The phi accrual failure detector. In
Proceedings of the 23rd IEEE International Symposium on, Reliable Distributed Systems, 2004
(pp. 66–78).

Helal, A., Heddaya, A., & Bhargava, B. K. (2002). Replication techniques in distributed systems.
In Advances in database systems (Vol. 4). Kluwer.

Klophaus, R. (2010). Riak core: building distributed applications without shared state. In ACM
SIGPLAN commercial users of functional programming, CUFP ’10 (pp. 14:1–14:1). New York,
NY, USA: ACM.

Kumar, S., Lefebvre, S., Chiky, R., & Soudan, E. (2014). Evaluating consistency on the fly using
ycsb. In IWCIM, 2014, (pp. 1–6).

Kumar, S. P., Chiky, R., Lefebvre, S., & Soudan, E. G. (2013). Libre: A consistency protocol for
modern storage systems. In Proceedings of the 6th ACM India Computing Convention, Compute
’13. ACM.

Kumar, S. P., Chiky, R., Lefebvre, S., & Soudan, E. G. (2015). Calibre: A better consistency-
latency tradeoff for quorum based replication system. In 8th International Conference on Data
Management in Cloud, Grid and P2P Systems. Globe: Springer LNCS.

Lakshman, A., & Malik, P. (2010). Cassandra: A decentralized structured storage system. SIGOPS
Operating System Review, 44(2), 35–40.

Lefebvre, S., Kumar, S. P., & Chiky, R. (2014). Simizer: Evaluating consistency trade offs through
simulation. In Proceedings of the First Workshop on Principles and Practice of Eventual Con-
sistency, PaPEC ’14. New York, NY, USA: ACM.



108 S.P. Kumar et al.

Malkhi, D., Reiter, M., & Wright, R. (1997). Probabilistic quorum systems, PODC ’97 (pp. 267–
273). ACM.

Naor, M., & Wool, A. (1998). The load, capacity, and availability of quorum systems. SIAM Journal
on Computing, 27(2), 423–447.

Rabinovich, M. & Lazowska, E. D. (1993). An efficient and highly available read-one write-all
protocol for replicated data management. In Proceedings of the Second International Conference
on Parallel and Distributed Information Systems, PDIS ’93 (pp. 56–66). Los Alamitos, CA, USA:
IEEE Computer Society Press.

Saito, Y., & Shapiro, M. (2005). Optimistic replication. ACM Computing Surveys, 37(1), 42–81.
Thomas, R. H. (1979). A majority consensus approach to concurrency control for multiple copy

databases. ACM Transactions on Database Systems, 4(2), 180–209.
Voldemort, P. (2015). Physical architecture options. http://www.project-voldemort.com/voldemort/

design.html.
Vukolic, M. (2010). Remarks: The origin of quorum systems. Bulletin of the EATCS, 102, 109–110.
Wiki, C. (2013). Hinted handoff. https://wiki.apache.org/cassandra/HintedHandoff.
Zhang, H., Wen, Y., Xie, H., & Yu, N. (2013). Distributed hash table–theory, platforms and appli-
cations. Springer Briefs in Computer Science: Springer.

Author Biographies

Dr. Sathiya Prabhu Kumar is a Research Engineer at Ecole Polytechnique, Palaiseau, near Paris,
France, where he works on data science project in the Public Health System of France. His area of
interest includes but not limited to Distributed Systems, Big Data, Database Systems and NoSql
Systems. He holds a master degree in Software Engineering from VIT University, Vellore, India
and a Doctoral degree in Computer Science from CNAM, Paris, France. His teaching activities
include topics such as Advanced Databases, Distributed Systems, and Big Data tools.

Dr. Sylvain Lefebvre is associate professor in the RDI team of LISITE laboratory in Paris, France.
He holds a master’s degree in distributed systems engineering (PARIS XII, 2010), and Phd in com-
puter science from CNAM, PARIS. His research works is focused on distributed load balancing,
storage and data analysis systems.

Raja Chiky is currently Associate Professor at ISEP where she is head of the RDI team. She
holds a Ph.D. in Computer Science from Telecom ParisTech obtained after a Master degree in
data mining and an engineering degree in computer science. She worked closely with EDF R&D
on research projects related to data stream mining. Her research interests include statistics, data
mining, data warehousing, data stream management, recommender systems, and cloud computing

Dr. Olivier Hermant is a Researcher at MINES ParisTech. He is an expert in the field of formal
methods, ranging from automated theorem proving to the foundations of programming languages
and logical frameworks. He leads the development of the Dedukti type-checker and recently
became involved in applying the results of his research to formalization of properties and to indus-
trial problems. He holds a Ph.D. from Paris-Diderot University.

http://www.project-voldemort.com/voldemort/design.html
http://www.project-voldemort.com/voldemort/design.html
https://wiki.apache.org/cassandra/HintedHandoff


A Fault Detection Approach for Robotic
Systems Combining the Data Obtained
from Sensor Measurements and Linear
Observer-Based Estimations

Rabih Taleb, Rabah Mazouzi, Lynda Seddiki, Cyril de Runz,
Kevin Guelton and Herman Akdag

Abstract The design of a fault detection device represents one of the major chal-
lenges that manufacturers of robotic systems face today. The detection process
requires the use of a number of sensors to monitor the operation of these systems.
However, the implementation costs and constraints of these sensors often lead design-
ers to optimize the number used. This could accordingly induce a lack of necessary
measures for the optimal detection of failures. One way to bridge this gap consists of
realizing model-based estimations of non-measurable state variables describing the
dynamics of the real system. This paper presents an approach based on mixed data
(measured data and estimated data) for the detection of faults in robotic systems. The
proposed fault detection approach is performed using a decision tree classifier. The
data used to build this learning stage are obtained from the available measurements
of the real system, according to its standard actions. Then, to improve the database
classification with unmeasurable data, a linear observer is designed from an ana-
lytical model. From the estimations provided by the linear observer, new attributes
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are built, with the aim of enriching the knowledge used by the classifier and thus
improving the rate of fault detection. Finally, an experiment on a robotized actuated
seat is presented to illustrate the proposed combined linear observer and classifier
approach.

1 Introduction

Currently, due to increasing demand for higher system performances and product
quality, the complexity of industrial systems is continuously growing. The devel-
opment of such industrial systems requires the establishment of safe and reliable
techniques. To improve the availability, safety and reliability of industrial systems,
many methods of supervision, health monitoring, fault detection and isolation (FDI)
have been developed. These methods are especially used to detect, isolate and iden-
tify any types of fault that may occur in systems such as those used in aircraft,
trains and industrial plants to minimize maintenance time and the overall operational
costs. Over the past decades, the research community has focused increasingly on
this domain and achieved significant progress by developing and implementingmany
FDI methods, which can be grouped into two main categories: model-based meth-
ods (Venkatasubramanian et al. 2003c; Isermann 1984, 2011; Ding 2013; Bouibed
et al. 2014) and data-driven methods (Ondel 2006; Venkatasubramanian et al. 2003b;
Narvaez 2007).

The first category of FDI methods, model-based methods, is considered when
sufficient knowledge of the internal functioning of a system as well as its physical
parameters are available (Venkatasubramanian et al. 2003a). These methods can
thus accurately represent the functioning of a robotic system to develop soft sensors
using state observers. Such state observers can be used as an alternative to physical
sensors to reduce the cost of industrial systems and facilitate their mechanical design
(Luenberger 1964; Isermann 1984). State observers consist of estimating the internal
states (non-measured states) of a system frommeasurements of its inputs and outputs.
The state estimation obtained from observers is most suitable for fault detection and
diagnosis thanks to rapid calculations and short time delay in the real-time decision-
making process compared with the parameter estimation approach (Zhang and Jiang
2008).

The second category of FDI methods, data-driven methods, is based on historical
process data from various sensors available in an industrial system, as well as data
from simulation software, during either normal operations or in the case of failure
(Vaija et al. 1986). The use of this category of FDI methods is preferred when a non-
linear system is considered, whose complexity makes it difficult to obtain an accurate
model. This category of FDI methods is widely used in industrial applications. This
is because data-driven approaches to detect faults are easy to implement and require
very little modeling effort. However, these methods need sufficient knowledge (i.e.,
a rich database and historical process data) to construct a functioning model, which
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requires long calculation times, a large storage memory and many sensors (Venkata-
subramanian et al. 2003b).

Designing methods that can detect, diagnose and predict faults appears conve-
nient to ensure the good functioning of a robotic system. Nevertheless, one should
understand and realize that no single method is adequate to handle all the require-
ments for FDI systems. Though all methods are restricted and each one has its own
advantages and disadvantages, it is obvious that hybrid approaches that combine
and merge different methods that work in union to solve different parts of the prob-
lem are interesting and attractive. However, very little work addresses such hybrid
approaches (Narasimhan et al. 2010; Schuberte et al. 2011).

In Narasimhan et al. (2010), the proposed approach uses analytical models to
diagnose electrical, mechanical or thermal faults. These analytical models are com-
bined with a classifier that uses vibration data from the electro-mechanical actuator.
The proposed approach extracts data only when necessary to minimize the size of
the database. This idea is interesting when the system has a small memory, as in our
case study. In addition, the construction of the decision tree is done offline to reduce
the computation time, which could influence the quality of the obtained results.

In Schuberte et al. (2011), a unified approach is proposed for FDI. It combines the
model-based methods with the data-driven methods. This approach merges model-
based methods such as unknown input observer with multivariable statistical process
methods to combine the advantages of both techniques and detect and diagnose the
faults of linear systems. It should be noted that this approach is not highly efficient
when time-varying faults occur, especially for nonlinear systems.

This paper presents an approach based on mixed data (measured data and esti-
mated data) for the detection of faults in robotic systems. This detection is performed
using a decision tree classifier type. The data used to build this learning stage are
obtained from the available measurements of a real system, according to its standard
actions. Then, to improve the database with unmeasurable data, a linear observer is
designed from an analytical model. From the estimations provided by the observer,
new attributes are built, with the aim of enriching the knowledge used by the classifier
and thus improving the rate of fault detection.

The paper is structured as follows: Sect. 2 describes the industrial context.
Section3 develops the proposed approach using real measured and estimated data
from a linear state observer. Section4 presents the application of our approach on a
robotic seat and deliver results. Section5 summarizes the paper.

2 Industrial Context

The goal of this study is to detect and diagnose faults using statistical classification.
In this section, we present the industrial context. On one hand, we have a robotic
system with various sensors used to measure physical variables and, on the other
hand, the linear state observer, which estimates non-measurable variables used as
estimated data.
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Fig. 1 Robotic system
(actuated seat)

2.1 The Robotic System

This section presents the considered robotic system,which is an actuated seat devoted
to be used in a confined space. It can be represented by a robot with tree structure.
Indeed, this seat is composed of three actuated bodies (recline, tracking, and leg rest)
(cf. Fig. 1). Each body is actuated by an electrical actuator, including a potentiome-
ter that delivers the corresponding angular position. This angular position variates
continuously as a result of the control torque applied by the actuator. An electronic
control box (ECB) sends commands based on the user’s instructions (e.g., forward,
backward, stop) to the different actuators to move the different bodies.

This study particularly concerns the recline body, which is modeled as an inverted
pendulumactuated by an electrical actuator. This systemhas different input variables:
the electrical supply voltage, the electrical current and the applied torque. It has two
kinematic states (variables): the angular position and the angular velocity (θ, θ̇ ).
Only the angular position is measured because we do not have a velocity sensor. The
purpose is then to estimate the angular velocity (θ̇) using the state observer presented
below.

2.2 The State Observer

In this section, we present the considered linear state observer (cf. Fig. 2). It consists
of estimating the non-measured state (angular velocity) of the considered actuated
recline from measurements of the inputs and outputs of the system, namely the
applied torque (u) and the angular position (θ) respectively.

To design an observer for the considered actuated seat, it is essential to obtain a
model that presents its dynamic behavior. The dynamical model is obtained by the
Lagrange formulation, which provides a description of the relationship between the
joint actuator forces and the motion of the mechanism and fundamentally operates
on the kinetic and potential energy in the system (Khalil and Dombre 1999; Siciliano
and Khatib 2008).
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Fig. 2 State observer

The dynamical model of the recline, considered as an inverted pendulum, is given
by:

J θ̈ (t) − mgl sin θ(t) = u(t) (1)

where u(t) (Nm) represents the input torque applied to the recline system by the
electrical actuator, θ (rad), θ̇ (rad/s) and θ̈ (rad/s2), which are respectively the angular
position, velocity and acceleration, and with the parameters given in Table1.

Note that we have one nonlinearity sin θ(t) in the dynamic equation (1). Thus, to
design a linear continuous-time observer, a Taylor approximation around the equi-
librium point ‘0’ of the dynamic model allows us to derive the linear continuous-time
state space model given by:

{
ẋ(t) = Ax(t) + Bu(t)
y(t) = Cx(t)

(2)

where x(t) =
[

θ(t)
θ̇(t)

]
is the state vector, u(t) is the input, y(t) is the output and

A =
[

0 1
Mgl

J 0

]
, B =

[
0
1
J

]
and C = [

1 0
]
.

Let us now consider a linear observer given in the following (Luenberger 1964):

{ ˙̂x(t) = Ax̂(t) + Bu(t) + L(y(t) − ŷ(t))
ŷ(t) = Cx̂(t)

(3)

where x̂(.) is the estimated state vector, ŷ(.) is the estimated output and L is the
observer gain, which is designed to make the continuous-time error dynamics con-
verge to zero asymptotically.

Hence, the gain L is obtained by the pole placementmethod that consists of placing
the poles of the observer in the negative real-part. In our case, we have chosen to
place the poles at −5 and −1. With the numerical values of the considered model
given in Table1, one obtains L = [6 215.5]T .

The purpose of the use of this observer is to estimate the angular velocity (θ̇)

and thus to better detect the faults. Figure3 shows the angular velocity of the recline
model and that estimated by the state observer. The two curves are superposed, which
explains the reliability of the estimated velocity by the state observer. Because of this
superposition, we decided to use different colors and line-widths of the two curves
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Table 1 Numerical parameters of the dynamical model of the recline

Symbol Parameter Unit Value

m Mass kg 0.7

l Length m 0.33

J Rotational inertia kgm2 0.0108

g Gravitational force ms−2 9.81

Fig. 3 Angular velocity estimation

to visualize them at the same time. Thus, the velocity of the model is plotted in red
while the estimated velocity is plotted in blue. The line-width of the red curve is
double of that of the blue curve.

In Fig. 3, the green curve represents the estimation error, which is the difference
between the measured angular velocity and the estimated angular velocity from the
observer. Along this experiment, the estimation error is small (less than 10−12 rad/s),
which guarantees the reliability of the velocity estimation. Note that using an inverse
model of the inverted pendulum is insufficient to estimate the angular velocity signal
since in practice, the initial conditions (initial configuration of the seat) are unknown.
A dynamic state observer is convenient since it ensures the asymptotical convergence
of the state estimation error.

The linear state observer used in this study being now designed, the next section
presents the entire proposed FDI approach, combining the observer-based estima-
tions with classifiers.
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Fig. 4 Block diagram of the proposed FDI approach

3 Proposed Approach

The aim of our approach is to enrich the database of a classifier used in the FDI
process by adding estimated data from the state observer designed in the previous
section. The estimated angular velocity (θ̇ ) provides a newattribute named ‘estimated
velocity’. This enrichment of attributes further aims to increase knowledge on the
functioning of the classifier system and thus improve the rate of fault detection.

The block diagram given in Fig. 4 shows the different levels of the proposed
approach. It is constituted by five essential blocks:

• The real system (actuated seat) equipped with different sensors providing the
measured data,

• The linear state observer which provides the estimations of the non-measured data
in this study: the angular velocity),

• The data preparation process,
• The learning model (decision tree),
• The classifier for the FDI.

3.1 Data Preparation Process

In this section, we describe the preparation process of the data which are used in the
learning and classification level. The purpose is to build a classification model with
the learning step and make predictions for new data.

3.1.1 Measured Data (Acquisition)

The rawdata aremeasured by various sensors installed on the actuated seat; these data
represent physical variables and states. They contain details such as time, electrical
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current and angular position. The sample time of the acquisition is about 300 ms,
which is why we have used aggregated data to represent each instance by an entire
movement (e.g., rise, fall, stop). It is thus necessary to establish post processing of
the measured data to obtain normal/failure functioning indicators.

3.1.2 Attribute Creation

Measurements of the inputs and outputs of the system (actuated seat), respectively
the applied torque and the angular position, are inserted in the state observer to
estimate the non-measurable state, which, in turn, is used to add a new attribute to
the database.

The angular position is one of the most important attributes. The angular position
allows the classifier to determine if the movement corresponds to the system inputs
(e.g., current, torque, voltage). Another important attribute is the angular velocity.
With this attribute, we know whether the system is functioning normally. Some
typical faults in actuated systems are mechanical blockades in ball-bearing paths,
windings shorts and sensor faults. It is possible to derive analytical relations for the
dynamic behavior of the actuated seat. This is why we want to estimate the angular
velocity using the state observer to enrich the number of attributes that we have and
to increase knowledge on the functioning of the classifier system and thus improve
the rate of fault detection.

Another fault is vibration or irregularity during movement. In fact, it is possible
that a body of the system (e.g., recline) changes trajectory and breaks down because
of vibration. To solve this problemand detect the vibration fault, we added an attribute
named ‘regularity of movement’, which indicates the dispersion of the points repre-
senting the angular positions compared to a straight line, which represents an ideal
regular movement. This is used as an extra attribute that is calculated after post
processing of the measured data (time and angular position), as seen in Fig. 5.

Fig. 5 Movement
(regular/irregular)
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Table 2 Examples of instances

Movement Time
(ms)

Position
(step)

Ii (mA) Is (mA) Ib (mA) Movement
regularity
rate

Velocity
(10−3 rad/s)
(estimated)

Class

(a) 01 13730 −399 152 206 2 0.9983 −26.9 N

(b) 02 13507 399 330 250 142 0.9991 28.9 N

(c) 01 5848 −97 140 58 −18 0.9798 −15.1 I

(d) 02 9653 282 310 1100 120 0.9991 28.8 O

(e) 01 8358 −328 140 80 −11 0.9626 −37.6 S

(f) 01 15433 −158 160 126 0 0.6171 9.9 B

Fig. 6 Position and current for various functioning cases: normal functioning, irregular movement,
current overconsumption, mechanical sliding and blockade

Examples of instances with the different attributes of the database are shown in
Table2. These examples are also illustrated in Fig. 6. These attributes and classes
denotes:

Ii : Inrush current consumed during the first second of the movement, Is : Stable
current consumed during the permanent operational regime, Ib: Breaking current
consumed during the last second of the movement (breaking phase).

N: Normal; I: Irregular; O: Overconsumption; S: Mechanical sliding; B: Mechan-
ical blockade.
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Fig. 7 Classification pipeline

Different functioning cases are shown in Fig. 6 by plotting the curves of the cor-
responding angular positions (steps) and the electrical current (mA) versus time (s).
The two examples ‘a’ and ‘b’ show a fall followed by a rise in the normal functioning.
Example ‘c’ shows an irregular fall representing vibration. Current overconsumption
is illustrated in example ‘d’ because the electrical current is about 1700 mA while
normal current is about 300 mA. A mechanical sliding fault in example ‘e’ can be
noted due to the bad functioning of the break. This represents a dramatic fall of the
measured position in a very short time compared to the other examples. A mechani-
cal blockade is shown in example ‘f’. This type of faults ends with a complete stop
of the actuator during a period of a few seconds.

3.1.3 Labeling

In this step, the different instances are labeled by the expert responsible for the acqui-
sition phase as he knows the different functioning cases. Thus, labeling decisions are
made by the expert in the case of supervised learning.

3.2 The Learning Process and Classification

Before performing the classification step, we must train the classifier using the train-
ing data obtained after the data preparation process. In classification studies, it is
important to measure classifier performance in terms of the error rate. For our case,
we used the classification algorithms implemented in the WEKA1 software. The
classifier predicts the class of each instance (cf. Fig. 7) or, in other words, the func-
tioning case of each movement. If it is correct, this is counted as a success; if it is
incorrect, it is an error. The error rate is simply the proportion of errors made over an
entire set of instances and measures the overall performance of the classifier (Witten
et al. 2011). The classifier triggers an alarm if one instance represents a fault.

1Weka is a collection of machine learning algorithms for data mining tasks.
http://www.cs.waikato.ac.nz/ml/weka.

http://www.cs.waikato.ac.nz/ml/weka
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4 Experimentation

To validate our approach, we realized two series of experiments on the WEKA
software:

• The first series of experiments consists in using only the measured data in the
learning and classification steps.

• The second series of experiments uses both the measured data and the estimated
data by the state observer in the learning and classification steps.

4.1 Training Data

The input to a classification scheme is a set of instances. These instances are the things
that are to be classified by classification algorithms. Each instance is an individual
example representing a functioning case. Instances are characterized by the values
of a set of attributes, such as electrical current, time, humidity, altitude and hydraulic
pressure. Our training data is composed of 114 instances as follows:

• 97 instances of normal functioning,
• 4 instances of electrical overconsumption fault,
• 4 instances of mechanical blockade fault,
• 6 instances of mechanical sliding fault,
• 3 instances of vibration or irregular movement fault.

In this application, we used eight attributes, including one estimated attribute,
which is angular velocity.

Table3 shows the experiment results of multi-class classification using our data-
base in the WEKA software. These classes are: normal movement, irregular move-
ment, overconsumption, mechanical sliding and mechanical blockade. In this table,
the results are given for the five methods that had the highest accuracy rates. The
accuracy is the proportion of instances correctly classified.

Table 3 Classification results

Classifier Without estimated attribute With estimated attribute

Accuracy rate (%) Accuracy rate (%)

BayesNet 91.2 92.1

Decision table 90.3 92.1

J48 91.2 92.9

JRip 90.3 93.8

Random tree 88.5 93.8
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4.2 Classification Algorithms

There are multiple categories of classifiers (Witten et al. 2011; Liu 2011): deci-
sion trees, rules algorithms, Bayes algorithms, neural networks, nearest neighbors
algorithms and bagging, among others. In this study, one considers the following
classification algorithms:

• J48 which is the implementation of the decision table C4.5 (Quinlan 1993),
• Random Tree (Witten and Frank 2005),
• BayesNet (Bouckaert 2004),
• Decision table (Kohavi 1995),
• JRip (Fürnkranz and Widmer 1994).

C4.5 and Random Tree are algorithms used to generate decision trees that can be
used for classification. Decision tree consists of checking for base cases, calculating
the gain ratio for each attribute and choosing the one with the highest normalized
information gain, then creating a decision node that splits the database and does the
same for the children of nodes. In the case of Random Tree, the tree is defined by
linear regression and provides a piecewise linear regression model while C4.52 gives
a piecewise constant model.

BayesNet classifier is a Bayesian network that produces probability estimates
rather than hard classifications. It consists of estimating the probabilities that a given
instance belongs to each class value.

Finally, JRip and Decision table are two classification rules algorithms using a
‘covering’ approach that consists in identifying, at each stage, a rule that covers some
of the instances. Decision table uses a table of decisions to represent the rules.

4.3 Classification Parameters

For the purpose of measuring the performance of classification algorithms, we divide
the used database into a training set and a test set. Different parameters can be used
for this purpose. It is important that the test dataset is not used in anyway to create the
classification model. Witten et al. (2011) explained that in many situations, people
talk about three datasets: the training dataset, the validation dataset and the test
dataset. The validation data are used to optimize parameters of the classifiers or to
select a particular one.

Because the amount of data in the database is limited, we decided to divide
the database into two data sets (training and test) and choose the cross-validation
parameter for training and testing phases. Generally, this consists of dividing the
database into 10 parts. Each part is held out in turn and the remaining nine-tenths are
used for the training phase to create the functional model. This last is then used for
testing the retained part, and the error rate is calculated. This procedure is repeated
10 times on different training sets. Finally, the final value of the error rate is the
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Fig. 8 Random tree model

average of the 10 error rates previously calculated. In our case, we used stratified
cross-validation to ensure that each part is a representative of the whole database.
More details are explained in Witten et al. (2011) and Liu (2011). Figure8 shows the
tree model of the ‘Random Tree’ algorithm used and demonstrates the complexity
of the model.

4.4 Results

After simulating our database with the algorithms mentioned above, we obtained the
results in Table3. These results show that regardless of themethod used, the accuracy
of classification is improved after adding the estimation attribute by the linear state
observer, which is the estimated angular velocity.

The minimum gain of about 0.8% is reached by BayesNet, the maximum gain
of about 5.2% is reached by Random Tree, and the mean gain is about 2.6%. The
FDI is thus more efficient, which explains why the estimated data enrichment by
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Fig. 9 Confusion matrices

the state observer provides real improvements for the functioning operation of the
robotic system (actuated seat).

We can use one of the two best classifiers with an accuracy about 93.8%. In our
case, we chose Random Tree because it has the highest gain (5.3%) compared to the
results before and after adding the estimated attribute. According to PIPAME2 and
ICF International,3 theMaintenance, Repair and Overhaul (MRO) cost of equipment
in the civil aircraft field reached $13.7 billion in 2014. Our approach may at least
reduce this cost by limiting the number of unnecessary maintenance operations of
the real system. Random Tree performs a reduction of 5.3%.

However, this classifier has an error rate of about 6.2% which is a significant
proportion in some industrial areas. A detailed study was done for each value of the
class using confusion matrices. A confusion matrix is used in the case of multi-class
classification and prediction. It is often displayed as a two-dimensional matrix with a
row and column for each class. All instances of the test dataset are used, whichmeans
that we used the entire database composed of 114 instances. The row represents the
actual class and the column represents the predicted class.

Detailed confusion matrices are presented in Fig. 9. This comparison study shows
that normal class ‘N’ is very well classified thanks to the sufficient number of
instances of this class while vibration class ‘V’ is poorly classified either because
of the limited number of instances or the fact that vibration functioning is highly
similar to normal functioning. This explains why at least one vibration instance is
classified as normal functioning in each test.

The classification results of mechanical sliding ‘S’ are improved by adding the
estimated attribute. In four out of five cases, the recall of ‘S’ increased by 40% on
average. We can conclude that this approach is adequate for fault detection.

Adding the estimated attribute improves the fault detection results,which indicates
why the use of the proposed approach is relevant. Thedesignof newandmore efficient

2http://www.economie.gouv.fr/.
3http://www.icfi.com/.

http://www.economie.gouv.fr/
http://www.icfi.com/
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methods of classification can thus improve the classification results. For this reason,
the use of better estimation methods such as nonlinear observers and unknown input
observers should be contemplated in further prospects.

5 Conclusions and Future Work

This article, which presents a diagnosis approach for fault detection, supports the
fusion of model-based methods and data-driven methods. This approach consists of
the use of mixed data (measured and estimated) for fault detection in robotic systems.
This detection is performed using a decision tree classifier. Data is measured from
the real system using physical sensors. This data is then enriched with estimated data
from a linear state observer to increase knowledge of the functioning of the classifier
system and thus improve the rate of fault detection.

We also present the application of this approach for an actuated seat, showing its
advantages in the detection of failure. The addition of the estimated attribute improves
the classification results and thus the fault detection. This means that we can reduce
the number of physical sensors in a robotic system by employing software sensors
and estimating the corresponding variables. By reducing the number of sensors, we
can reduce maintenance time and overall operational costs, especially the cost of
sensors and their implementation.

In the future, wewould like to test this approach on other robotic systems and other
types of databases to generalize it. In addition, we plan to use the nonlinear model of
the inverted pendulum and nonlinear state observers to improve the precision reached
due to adding the estimation and predict some failure. This prediction can be done by
modeling the three bodies of the actuated system and setting up multiple diagnosis
systems.
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A Collaborative Framework for Joint
Segmentation and Classification
of Remote Sensing Images

Andrés Troya-Galvis, Pierre Gançarski and Laure Berti-Équille

Abstract In this article, we present a collaborative framework for joint segmentation
and classification. The framework is guided by and aware of the quality of each
segment at every stage; it allows the consideration of both homogeneity based criteria
aswell as implicit semantic criteria to extract the objects belonging to a given thematic
class. We apply the proposed framework to vegetation extraction in a very high
spatial resolution image of Strasbourg. We compare our results to a pixel-based
method, an object-based method and a hybrid segmentation-classification method.
The experiments show that the proposed method reaches good classification results
while remarkably improving the segmentation results.

1 Introduction

Automatic interpretation of remote sensing images is a difficult but crucial task in
a wide range of applications. Since the apparition of Very High Spatial Resolution
(VHSR) imagery, the Object Based Image Analysis (OBIA) paradigm has been pre-
ferred over pixel oriented approaches (Blaschke 2010). Indeed, at VHSR a single
pixel is not informative enough for the classification task since the types and com-
plexity of identifiable objects increase considerably. Thus, image segmentation is
performed first in order to obtain higher level objects called segments which allow a
better description of the image.

Figure1 illustrates the complete workflow of OBIA. First (V)HSR images are
acquired via satellite sensors. Atmospheric and geometric corrections are applied as
pre-processing to produce ready-for-analysis images. Segmentation is then applied
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Fig. 1 Typical workflow of OBIA methods

and the image is nowdescribedby segments,which are sets of similar pixels satisfying
a given homogeneity criterion. A vectorization stage consisting in representing each
segment as a vector of descriptive features such as shape, textural, or sophisticated
radiometric indexes is then applied. Next, classification techniques which may use
external information such as examples or ontologies, are applied to obtain a full
land-cover map of the image. As a final step, the resulting image is validated either
by an expert or by objective metrics in order to assess the quality of the results.

Segmentation and classification are—in our opinion—the most critical steps.
Many classification techniques such as (di Sciascio et al. 2013), have proven to
be successful when the segmentation approaches a one-to-one mapping between
the segments and geographic objects. Unfortunately, there is no single segmentation
algorithm leading to such perfect mapping in all cases. Our intuition suggests that
(1) the improvement of image segmentation should lead to the improvement of the
classification; and (2) classification results may be useful to improve the quality of
the segmentation. Moreover, while full interpretation is often desirable, the extrac-
tion of a single thematic class is generally sufficient for multiple tasks such as forest
mapping (Räsänen et al. 2013), deforestation tracking (Duveiller et al. 2008), land-
slide risk management (Promper et al. 2014), urban planning (Pham et al. 2011), etc.
Thus, we propose a collaborative framework for joint segmentation and classifica-
tion (CoSC) which is quality-centric and attempts to simultaneously improve both
segmentation and classification for a given thematic class by the interaction of these
two paradigms which are closely related in the OBIA context.

The rest of this article is structured as follows: Sect. 2 introduces the context and
related work. Section3 presents our collaborative framework for joint segmenta-
tion and classification. Section4 presents an experimental study demonstrating the
applicability of the proposed framework. Finally, in Sect. 5 we conclude and give
some research perspectives.
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2 Related Work

Many work can be found in the literature about combining image segmentation
and classification methods in a remote sensing context. For instance, (Lizarazo and
Elsner 2011) proposed a fuzzy segmentation approach in which the image pixels are
classified by fuzzy classifiers trained for every desired class, thus obtaining what
they call fuzzy segments; the fuzzy segments are defuzzyfied and merged together
following a set of logical rules in order to obtain a fully labelled image. Derivaux et al.
(2010) proposed a supervised segmentation algorithm which adapts the parameters
of the watershed segmentation algorithm by exploiting examples given by an expert
and applying evolutionary algorithms. Kurtz et al. (2012) developed a hierarchical
multi-resolution approach for the extraction of complex urban objects. They take
advantage of multi-source images which allows to have different views on the same
data; using low resolution images to extract coarse objects such as a whole city
and higher resolution images to extract finer objects like a district or individual
buildings. Mahmoudi et al. (2013) proposed a multi-agent system for remote sensing
image classification where each agent is specialized in the extraction of a given class.
A particular agent is charged to manage conflict resolution. Tarabalka et al. (2009)
presented Spectral-Spatial Classification (SSC), a hybrid approach mixing pixel-
and object-based approaches; it uses EM clustering as segmentation algorithm, then
a pixel-wise SVM classification is performed and a voting scheme is employed
to decide the label for each segment. A final filtering step is applied to remove
small noisy segments. Recently, (Hofmanna et al. 2014) formalised an Agent Based
Image Analysis (ABIA) framework, in which the idea is to let every segment be an
independent agent which modifies itself trying to improve and modify classification
rules given by a domain ontology.

Our work is mainly inspired by the wrapper-based segmentation framework
(Farmer 2009), which aims at segmenting complex objects by the integration of
a semantic context to the segmentation process. This integration is done by wrap-
ping a classifier inside a segmentation algorithm and use it as a quality metric to
optimize. First, an initial segmentation is computed, this segmentation has to be
over-segmented in order to the wrapper based framework to be effective. Indeed, the
further steps consist in the filtering of irrelevant segments, the remaining segments
are likely to be part of the object of interest. Then an optimization algorithm which
alternates a segmentation step (adding or removing a segment) with a classification
step. When the classification probability reaches an acceptable threshold, the best
segmentation found and the classified objects are returned. The use of the classifica-
tion to guide the segmentation process eliminates the homogeneity constraint on the
segmentation allowing the extraction of complex objects.

Nevertheless, the wrapper framework supposes that the number of objects to
extract is known to be relatively low and that their position can be easily determined
to filter out unnecessary regions. These assumptions are generally not satisfiedwithin
a remote sensing context. Indeed, in a real-life scenario, objects of interest may vary
froma few tens to amanyhundred, ormaynot be present at all in the image.Moreover,
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objects of a same class may vary in shape and sizes and can be all over the image so
it is not trivial to determine their possible locations.

We propose a generalization of the wrapper framework which allows the modifi-
cation of segments in a more flexible manner making possible to extract objects of a
given class regardless of their shape or position.

3 Proposition

The segmentation and classification paradigms pursuit different goals, yet they are
closely related in a remote sensing context. Indeed, segmentation tries to partition
the image spatially, mainly based on color properties (radiometric responses); while
classification aims at partitioning data based on someknowledgewhich can be explic-
itly modelled or implicitly injected as training examples. Our intuition is that proper
interactions between both approaches should lead to the improvement of both seg-
mentation and classification results simultaneously, as the ideal segmentation is the
one allowing to best classify the image and the perfect classification result in a par-
titioning with a one-to-one mapping between image regions and geographic objects.

Studies have shown the benefits of treating a single thematic class at a time (Musci
et al. 2013). In fact, it is easier to set the parameters of a segmentation algorithm so
that the resulting segments fit one class without taking care of the rest. As a direct
consequence, the classification of objects from this class is improved. Thus, our
collaborative framework CoSC is devoted to the extraction of the objects belonging
to one thematic class from the image. Let C be such a class of interest, we assume
the existence of the following elements:

• An initial segmentation S = {Ri | 0 < i < W } where W is the number of seg-
ments; and where each segment Ri = {(xik, yik)|0 < k < M}withM is the number
of pixels in Ri .

• A 1-versus-all classifier CC allowing to discriminate objects of class C from the
rest. Note that this classifier has to be properly trained offline avoiding extreme
over- and under-fitting since no further learning is performed during the CoSC
process.

3.1 Definitions

Let us pose some definitions which are necessary in order to formally describe the
proposed framework.

Definition 1 A specialized segmenter, noted SC , is a segmentation agent capable of
locally evaluating and modifying a given segment R.
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Definition 2 A class extractor, noted CC , is a classification agent capable of deter-
mining by using CC , the probability PC(R) that a given segment R ∈ S belongs to
the class C .

Definition 3 A CoSC agent, noted SCC , is an agent capable of managing the col-
laboration between a specialized segmenter and a class extractor.

Definition 4 Let T∈ (resp. T/∈) be a threshold over the probability of being (resp. not
being) a C class object. Thus, T∈ and T/∈ define a reject zone (Chow 1970) for the
classifier CC .

Definition 5 An ambiguous segment is a segment R such that T/∈ ≤ PC(R) ≤ T∈.

3.2 Global CoSC Process

The collaborative process is described in Algorithm 4. After the selection of an initial
segmentation, the process involve interactions between classification and segmenta-
tion approaches. In fact, the following steps are iterated until convergence:

1. A segment selection step relying on a classification-based criterion.
2. A segment modification step relying on local segmentation evaluation and seg-

mentation operators.
3. An evaluation step based on classification probability.

Thus, the first step aims at selecting a poorly classified segment; the second step
attempts to correct segmentation errors around the selected segment which in turn
should improve its classification; finally, the evaluation step allows the process to
quantify the improvement (or deterioration) of the current solution and checking for
convergence. In the following subsection we describe in detail one possible imple-
mentation of these steps.

3.2.1 Initialization

SC begins with an initial segmentation S which can be arbitrarily chosen. Neverthe-
less, over-segmentation is preferable to under-segmentation, since the latter is harder
to correct. Our experiments show that the closer the size of the segments are close
to the size of C class objects, the quicker collaboration converges.

3.2.2 Candidate Segment Selection

CC selects a candidate segment Ra to be modified. It is essential to chose a good
candidate segment, in other words, a segment which may lead to the improvement
of the classification after its modification. Different strategies can be used, such as
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Algorithm 4: CoSC process
Input : Specialized Segmenter: SC ,

Class extractor: CC
Output: Segmentation: Sbest
begin1

S ← SC .initialSegmentation()2
Sbest ← S3
Scurrent ← S4
while not CC.convergence() do5

Ra ← CC .candidate(Scurrent )6
Rm ← SC .SegmentModifications(Ra)7
Update Scurrent with Rm8
CC .evaluate(Scurrent )9
if Scurrent is better than Sbest then10

Update Sbest with Scurrent11
12

return Sbest13
end14

selecting a random segment, or selecting the segment which is closest to T∈ or T/∈.
In our experiments (Sect. 4) we select the most ambiguous segment, as follows:

Ra = arg min
Ri

|PC(Ri ) − Tavg| (1)

where Tavg = T∈+T/∈
2 .

3.2.3 Segment Modification

SC evaluates the quality of the candidate segment and then tries to improve it’s
segmentation consequently. Following a given quality criterion, SC associates a seg-
ment with one of the following states: over-segmentation, under-segmentation or
undetected segmentation error.

A segment modification operator is a function O : Di → Di where Di = Ri ∪
NRi and NRi denotes the set of points belonging to the segments which are adjacent
to Ri (i.e., neighbour segments). Thus, a list containing at least one function O is
associated to each segmentation state. For over-segmentation, the list OL should
contain operators which may make the segment bigger. For under-segmentation, the
listUL should contain operatorswhichmaymake the segment smaller. For undetected
segmentation error, the list ML should contain a variety of mixed operators which
may help to improve the classification of the segment. The modifications are applied
as depicted in Algorithms 5 and 6. A random operator is applied from one of the
three lists to the candidate segment in function of its quality state.

In our implementation (Sect. 4) three different O functions are used.
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The first one, is intended to correct heavy over-segmentation, it is a merging
operator, noted FN, which merges segment Ri with its closest neighbour R j :

Z = arg min
R j∈NRi

δL∗a∗b(Ri , R j ) (2a)

FN(Ri ) = (Ri ∪ Z) ∪ (
NRi \ Z

)
(2b)

where δL∗a∗b(Ri , R j ) is the Euclidean distance between segments Ri and R j in the
L ∗ a ∗ b colorspace (Chen and Wang 2004).

The other two, are intended to correct slight over- and under-segmentation, they
are based on morphological operators which may be easily applied to grow or shrink
a segment.

The growing operator, noted Gr , is defined by:

Gr(Ri ) = Ri ⊕ �1 ∪ N−
Ri

(3)

where Ri ⊕ �1 denotes the morphological dilation (Haralick et al. 1987) of Ri by a
3 × 3 square; and N−

Ri
= NRi \ ((Ri ⊕ �1) \ Ri ).

The shrinking operator, noted Sh, is defined by:

Sh(Ri ) = Ri 	 �1 ∪ N+
Ri

(4)

where Ri 	 �1 denotes the morphological erosion (Haralick et al. 1987) of Ri by a
3 × 3 square; and N+

Ri
= NRi ∪ (Ri \ (Ri ⊕ �1)). Exceeding pixels resulting from

the erosion are allocated to the closest neighbour R j ∈ NRi .
Note that if the application of an operator O implies modifying the topology of

resulting segments, then the segment is returned unmodified.
We set OL = {FN(Ri )}; UL = {Sh(Ri )}; and ML = {Gr(Ri ), Sh(Ri ),FN(Ri )}.

In this case the candidate segmentmodification strategy is equivalent to the following
rules:

• If Ra is over-segmented, it is merged with its most similar neighbour.
• If Ra is under-segmented, it is shrunk by an morphological erosion.
• Otherwise, three operations (merging, growing and shrinking) are tested randomly
and the first successful (i.e., actually modifying Ra) transformation is kept.

3.2.4 Evaluation

CC evaluates the quality of the current solution Scurrent by using an objective function
based on classification criteria. Thus, under the assumption that the classifier is well
trained and capable of discriminating C class objects from other kind of objects, we
can evaluate the solution by looking at how well the classifier separates objects of
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Algorithm 5: ApplyModifications
Input : Segment: Ra ,

List of O: L
Output: Segment: Rm
begin1

Shu f f le(L)2
while L .i terator.has_next () do3

Rm ← modi f y(Ra, L .i terator.next ())4
if Rm 
= Ra then5

return Rm6
7

return Ra8
end9

Algorithm 6: SegmentModification
Input : Segment: Ra ,
Output: modified Segment: Rm ,
begin1

switch LocalSegment Evaluation(Ra) do2
case oversegmentation3

Rm ← ApplyModi f ications(Ra, OL )4
case undersegmentation5

Rm ← ApplyModi f ications(Ra,UL )6
otherwise7

Rm ← ApplyModi f ications(Ra, ML )8
9

return Rm10
end11

interest from the rest. In other words, the goal is to reduce the number of ambiguous
segments (c.f., Definition 5). The evaluation function Qcs can be defined as follows:

Qcs = 1

W

⎛

⎝
∑

i |PC (Ri )>T∈

PC(Ri ) +
∑

i |PC (Ri )<T/∈

(1 − PC(Ri ))

⎞

⎠ (5)

where W is the total number of segments in the current segmentation. The idea
behind this formula is to reward those segments for which the classifier has made a
decision proportionally to the confidence of the classifier. The more the classifier is
sure about the class of a given segment Ri , the more Ri is contributing to the score.
Plus, ambiguous segments are penalized as they do not contribute to the score, but
they are taken into account by the 1

W factor. Thus, in the ideal casewhere the classifier
has perfectly classified all of the segments with 100% confidence then Qcs = 1.0; in
the worst case in which all of the segment are ambiguous then Qcs = 0.0. At each
iteration Sbest is updated if Scurrent has a higher Qcs score.
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3.2.5 Convergence

A simple strategy is to let the collaboration continue as long as it improves the Qcs

score, but it would probably lead to a premature convergence problem, thus to a
suboptimal result. To address this issue a variant of simulated annealing is used to
drive the optimization process.

3.3 Output

The output of each iteration of a modified segmentation Sbest as well as a proba-
bility image associated to Sbest in which each pixel (xik, y

i
k) ∈ Ri correspond to the

probability P(Ri ).
It is then possible to evaluate these results in terms of classification, or in terms

of segmentation as we show in Sect. 4.2.

4 Case Study

The performance of the classifier CC has a considerable impact on the results of
CoSC. To limit the bias induced by CC , we chose to apply CoSC for the extraction
of vegetation zones. Indeed, in this case we could easily define and train a well-
performing classifier, allowing us to better validate our proposition.

The studied image is a 9211 × 11275 (108 pixels) VHSR image of Strasbourg. It
is a Pleiades pansharpened image at 50cm resolution, with 4 spectral bands: red (R),
green (G), blue (B), and near infra red (NIR). Figure2a shows the studied image in
false colors (i.e., the red was replaced by the NIR, as vegetation is known to have
high radiometric responses in this region of the spectrum). For ease of computation,
the image was cropped into 1620 tiles of 256 × 256 pixels. Each tile was processed
with the same parameters. In this paper we analyse in detail the results of three tiles:
the first one corresponds to a zone of industrial facilities; the second one corresponds
to an urban area; and the third one corresponds to a public park. They are labelled
A, B and C respectively on Fig. 2a and shown in detail on Fig. 3b, c. The resulting
probability images are compared to available reference-data shown in Fig. 2b.

4.1 Instantiation

The framework was instantiated as follows.
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Fig. 2 Left studied image. Right available reference data

(a) Tile A: industrial facilities (b) Tile B: urban area (c) Tile C: public park

(d) Init. segmentation of tile A (e) Init. segmentation of tile B (f) Init. segmentation of tile C

Fig. 3 Top tilesA,B andC at a detailed scale.Bottom the initialmean-shift segmentations computed
for those tiles
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4.1.1 Specialized Segmenter (Definition 1)

The UOAL2 metric (Troya-Galvis et al. 2015) was used as segmentation quality
metric; the homogeneity index used was the entropy (Zhang et al. 2003) and the
threshold value was learn from some explicitly given examples of vegetation. The
local evaluation function of UOA is used as well to determine whether a segment is
over-, under- or well-segmented.

The mean-shift algorithm was applied to generate the initial segmentations
(Fig. 3d–f). Its parameters were selected by evaluating 100 different parameter com-
binationswith theUOAL2 metric. Remark that it is possible to apply any othermethod
to select the initial segmentation. Different initial segmentations would surely lead
to different results; however a complete sensitivity analysis on this aspect is out of
the scope of this article.

4.1.2 Class Extractor (Definition 2)

A linear regression model was learnt using the Weka API (Hall et al. 2009). The
training set is a subset of the fuzzy reference data containing both vegetation and
non-vegetation segments chosen randomly. The feature set employed was composed
of 32 features, including radiometrical attributes such asmean and standard deviation
values for each band (Rougier and Puissant 2014), as well as geometrical attributes
such as the area, shape, orientation and solidity indexes among others. When the
predicted values are out of the accepted bounds, they are simply truncated to 1.0 or
0.0 as needed.

Remark that the definition of the classification thresholds can be misleading.
Indeed, the classifier is a parameter of CoSC and it has to be trained offline. Thus,
the classification thresholds (Definition 4) within CoSC are merely a tool to “push”
the algorithm to look for very confident classifications. Then, these thresholds should
have little or no impact on the final classification results. In order to verify this fact,
we conducted the experiment for T∈ = 0.9, T/∈ = 0.1; T∈ = 0.8, T/∈ = 0.2; and T∈ =
0.7, T/∈ = 0.3, using the same initial segmentations. The results are summarized
in Table1, we can see that the choice of the classification thresholds has almost
no impact on the classification results, however they have some influence on the
computation times. In Sect. 4.2 we study in detail the results for T∈ = 0.9 and T/∈ =
0.1.

Table 1 Quality measures for different T∈ and T/∈ values

T∈ T/∈ Acc Pr Re F1 κ Am% Qcs

0.7 0.3 0.932 0.952 0.945 0.949 0.846 0.469 0.526

0.8 0.2 0.930 0.952 0.943 0.948 0.844 0.466 0.529

0.9 0.1 0.930 0.952 0.943 0.947 0.844 0.464 0.531
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Table 2 Impact of CoSC parameters on CPU time, segmentation and classification quality

Parameter CPU time Segmentation Classification

T∈ Medium Very low Very low

T/∈ Medium Very low Very low

S High Medium Medium

CC Low Medium High

The CoSC process takes in average 17s per tile, and the computation time for the
whole image ranged from 5 to 10h depending on the parameters.

A badly chosen initial segmentation S leads to increased computation times and
aberrant cases may result in bad segmentation and classification results. Finally, our
first experiments suggest that the classification model CC have no significant influ-
ence on computation time, but is crucial to segmentation and classification results.
However this behaviour has to be verified by a more formal study which is out of
the scope of this article. The impact of these parameters is briefly summarized in
Table2.

4.2 Results

In order to validate the applicability of CoSC, we compare our results to a pixel-
based method, a classic OBIA approach and a hybrid segmentation-classification
approach.

The pixel-based method consists in computing the normalized difference vege-
tation index (NDVI) (Rouse et al. 1974) which is a well-known radiometric index
for the extraction of vegetation zones. The NDVI image is then normalized in [0, 1]
so that we can see each pixel value as the probability of belonging to the vegeta-
tion class. In the rest of the article we denote this NDVI-based approach simply
as NDVI. The classic OBIA method consists in classifying the initial segmenta-
tions with the same linear regression model that we used for CoSC. The hybrid
segmentation-classification approach is a variant of the Spectral-Spatial Classifica-
tion (SSC) approach described in Sect. 2. We evaluate the results in terms of classi-
fication and segmentation separately.

Classification

Wecomputed both crisp and fuzzy qualitymetrics against the reference data (Fig. 2b).
A threshold of 0.5 was used to defuzzify these data to compute the following crisp
measures: accuracy (Acc), Precision (Pr), Recall (Re), F-measure (F1), and Cohen’s
kappa (κ). Table3 shows the crisp results. We observe that the NDVI achieves great
accuracy but the percentage of rejected or ambiguous pixels is 89%. The OBIA
classic approach as well as the proposed CoSC reach acceptable Acc, Pr, Re, F1 and
κ values. We remark that they reduced the percentage of ambiguous pixels to 52%
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Table 3 Crisp quality measures

Image Acc Pr Re F1 κ Am% Qcs

NDVI 0.997 0.999 0.988 0.994 0.992 0.894 0.103

OBIA 0.931 0.953 0.948 0.950 0.834 0.516 0.479

SSC 0.894 0.872 0.912 0.892 0.787 0.000 1.000

CoSC 0.930 0.952 0.943 0.947 0.844 0.464 0.531

Table 4 Fuzzy quality measures

Image Ãcc P̃r R̃e F̃1

NDVI 0.774 0.791 0.720 0.754

OBIA 0.809 0.745 0.915 0.830

SSC 0.869 0.849 0.886 0.867

CoSC 0.825 0.768 0.912 0.834

and 46% respectively which is a good trade-off. SSC achieves high accuracy results
without reporting ambiguous segments as the SVM model has binary output.

We also computed the fuzzy error matrix (Binaghi et al. 1999) and derived from it
the fuzzy Ãcc, P̃r , R̃e, and F̃1. Fuzzymetrics allows to take into account the intrinsic
uncertainty of the reference data and have amore accurate quality assessment. Table4
shows the fuzzy results for the comparedmethods.We observe that theNDVImethod
is globally outperformed by the othermethods, and SSC achieves better classification
results. There is no significant difference between the OBIA and CoSCmethods, and
they still have an acceptable performance.

Segmentation

Let’s take a closer look at segmentation results. Figures4, 5, 6 and 7 illustrate in detail
the results of theNDVImethod,OBIA, SSC, andCoSC respectively for the three tiles
highlighted in Fig. 2a. The first row shows the probability images resulting from each
method. The second row shows the boundaries of the segmentation corresponding
to the flat regions (i.e., adjacent pixels having the same values) in the probability
image.

We observe that the NDVI method is able to highlight vegetation zones quite
accurately. However, the probability image is noisy so the flat-region based segmen-
tation is extremely over-segmented; this shows one of the disadvantages of purely
pixel-based approaches. Indeed, almost each pixel has a different NDVI value which
results in the extreme over-segmentation observed in Fig. 4. More sophisticated post-
processing techniques involving thresholds or clustering for example are required in
order to obtain a good quality segmentation based on the NDVI approach.

The classic OBIAmethod achieves also a good discrimination of vegetation areas.
However the associated segmentation is still over-segmented at many places. Indeed,
in tile A, we observe that the different buildings are as over-segmented as in the initial
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(a) Final probability for tile A (b) Final probability for tile B (c) Final probability for tile C

(d) Final segmentation for tile A (e) Final segmentation for tile B (f) Final segmentation for tile C

Fig. 4 Detailed view of the results obtained with the NDVI

(a) Final probability for tile A (b) Final probability for tile B (c) Final probability for tile C

(d) Final segmentation for tile A (e) Final segmentation for tile B (f) Final segmentation for tile C

Fig. 5 Detailed view of the results obtained with classic OBIA
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(a) Final probability for tile A (b) Final probability for tile B (c) Final probability for tile C

(d) Final segmentation for tile A (e) Final segmentation for tile B (f) Final segmentation for tile C

Fig. 6 Detailed view of the results obtained with spectral-spatial classification

(a) Final probability for tile A (b) Final probability for tile B (c) Final probability for tile C

(d) Final segmentation for tile A (e) Final segmentation for tile B (f) Final segmentation for tile C

Fig. 7 Detailed view of the results obtained with CoSC



142 A. Troya-Galvis et al.

segmentation (Fig. 3d); in tile B we observe many elongated and irregular segments
at the boundaries of some vegetation objects, also, the houses are still divided in
many different segments; finally in tile C, we observe a lot of very small segments
which could be merged to form medium sized trees.

TheSSCmethod results in very under-segmented results. Indeed, the binary nature
of thismethod aswell as the post-processing filtering result in a very rough distinction
between vegetation and non-vegetation objects losing all of the spatial information
concerning higher level objects such as individual trees or buildings for instance.

By contrast, CoSC is able to give high probabilities to vegetation objects while
giving very low probabilities to non-vegetation objects. Moreover, we observe that
the associated segmentation is remarkably good. Indeed, there are almost no evident
over- or under-segmented regions. Another surprising result is that the segmentation
of non-vegetation objects was also improved as a side-effect. This can be explained
by the fact that over-segmentation ismainly related to radiometrical homogeneity and
the segmenter takes this into account to modify candidate segments, thus improving
segmentation quality globally.

In order to objectively evaluate the segmentation results we employed theUOAL2

metric. Recall that this metric is defined by:

Ψ =
∑

Ri |φδ(Ri )=−1

ω(Ri )

Θ =
∑

Ri |φδ(Ri )=1

ω(Ri )

UOAL2 =
√

Ψ 2 + Θ2 (6)

where Ψ and Θ represent the under- and over-segmentation rates respectively; and
φδ(Ri ) is a local evaluation function which estimates if a segment is over-segmented,
under-segmented or well segmented in function of a given homogeneity index H and
a threshold δ.

For each tile we evaluated the results of the 4 tested approaches with UOAL2 . We
used the segment entropy as the homogeneity index and δ varying from 0 to 1 by
0.01 steps.

Figure8 reports the results of these computations. Remark that UOAL2 ranges
from 0 (best) to 1 (worse); thus the lower the area under the UOAL2 curve, the better
the segmentation. For tile A and B, we observe that as expected the NDVI has the
greatest area under theUOAL2 , followed by SSC; CoSC and OBIA have very similar
curves the area under the curve of OBIA is slightly lower than that of CoSC for
tile A while for tile B we observe the inverse result. For tile C, the SSC method
has the worst result, followed by the NDVI, the OBIA method and finally by CoSC
which has a clearly lower area under the curve for this tile. These results confirm
our previous observations, CoSC has indeed globally improved the segmentation,
which is a very interesting result since the produced segmentation could be re-used
for further processing and analysis in multi-class or multi-scale applications for
example.
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(c)UOAL2 for the segmentation
of tile C

Fig. 8 Plots a–c show the variation of the UOAL2 metric over threshold values in [0, 1] for the
three tiles

5 Conclusion

In this article we presented CoSC, a collaborative framework for joint segmentation
and classification. It aims at the extraction of a given thematic class of objects from
a remote sensing image, and allows the exchange of implicit information between
these different but closely related paradigms in order to simultaneously improve both
segmentation and classification results. We presented the extraction of vegetation
areas from a large image of Strasbourg as case-study to demonstrate the applicability
and pertinence of the CoSC framework. Experiments show that the CoSC is able to
give accurate classification results while remarkably improving the segmentation of
the whole image, not only for the objects of interest but for all types of objects. In
short-term we will study different strategies for choosing the candidate segment as
well as different classification models and their influence on the results. The CoSC
framework is designed for the extraction of a single thematic class; our future research
will be focused on the study of collaborative strategies between many of such CoSC
processes in order to achieve automatic and full (multi-class) interpretation of remote
sensing images.
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