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Preface

Welcome to the 13th International Conference on Intelligent Information Hiding
and Multimedia Signal Processing (IIH-MSP 2017), which will be held in Matsue,
Shimane, Japan, on August 12–15, 2017. IIH-MSP 2017 is hosted by Universiti
Teknologi PETRONAS in Malaysia and technically co‐sponsored by Fujian
University of Technology in China, Taiwan Association for Web Intelligence
Consortium in Taiwan, Swinburne University of Technology in Australia, Fujian
Provincial Key Laboratory of Big Data Mining and Applications (Fujian University
of Technology) in China, and Harbin Institute of Technology Shenzhen Graduate
School in China. It aims to bring together researchers, engineers, and policymakers
to discuss the related techniques, to exchange research ideas, and to make friends.

We received a total of 321 submissions from Europe, Asia, and Oceania over
places including Taiwan, Thailand, Turkey, Korea, Japan, India, China, and
Australia. Finally, 103 papers are accepted after the review process. Keynote
speeches were kindly provided by Professor Zhiyong Liu (The Institute of
Computing Technology, Chinese Academy of Sciences, Beijing, China) on
“Cryo-ET Data Processing and Bio-Macromolecule 3-D Reconstruction” and
Professor Takashi Nose (Tohoku University, Japan) on “Flexible, Personalized, and
Expressive Speech Synthesis Based on Statistical Approaches.” All the above
speakers are leading experts in related research fields.

We would like to thank the authors for their tremendous contributions. We
would also express our sincere appreciation to the reviewers, Program Committee
members, and the Local Committee members for making this conference suc-
cessful. Finally, we would like to express special thanks to the Universiti
Teknologi PETRONAS in Malaysia, Fujian University of Technology in China,
Swinburne University of Technology in Australia, Taiwan Association for Web
Intelligence Consortium in Taiwan, and Harbin Institute of Technology Shenzhen
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Graduate School in China for their generous support in making IIH-MSP 2017
possible.

August 2017 Jeng-Shyang Pan
Pei-Wei Tsai
Junzo Watada

Lakhmi C. Jain
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A Survey of Reversible Data Hiding Schemes
Based on Two-Dimensional Histogram

Modification

Chin-Feng Lee1, Jau-Ji Shen2(&), and Yu-Hua Lai2

1 Department of Information Management,
Chaoyang University of Technology, Taichung, Taiwan

lcf@cyut.edu.tw
2 Department of Management Information Systems,
National Chung Hsing University, Taichung, Taiwan

jjshen@nchu.edu.tw

Abstract. In recent years, in addition to one-dimensional reversible data hiding
many two-dimensional histogram modification methods have been proposed. In
this paper, various two-dimensional histogram modification reversible data
hiding method are studied, analyzed, and compared, providing useful infor-
mation for researchers in this field. The analysis and comparison of these include
two-dimensional histogram modification reversible data hiding methods based
on: difference-pairs, pairwise prediction error expansion, and PVO and pairwise
prediction error expansion.

Keywords: Histogram modification � Reversible Data Hiding (RDH) �
Prediction-Error Expansion (PEE) � Two-Dimensional Histogram Modification
(2DHM)

1 Introduction

Reversible data hiding technology involves secret information embedded into images,
which cannot be perceived during the process of transmission. This is to ensure
information safety and avoid any interception, destruction, and tampering. The
embedded secret-message image is called a stego-image. This can be extracted and
recovered from the original image.

In 2006, a histogram shifting and modification (HSM) method was proposed by Ni
et al. [1]. Using statistics, it obtains the number of times each pixel value occurs and
then defines the highest frequency occurrence as the peak point and the lowest as the
zero point. Shifting the pixel value between the peak and zero-value points results in a
vacated position in which to embed the secret message. In the same year, Lee et al.
proposed a difference histogram shifting and modification (dHSM) method [2] to
improve upon Ni’s HSM method by making use of the correlation between adjacent
pixels to enhance the embedding capacity (EC).

In 2013, Li et al. proposed a pixel value ordering method based on prediction error
expansion [9], which produces high visual quality reversible data hiding. In 2014, Peng

© Springer International Publishing AG 2018
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[7] proposed to improve Li’s embedded method, wherein the maximum and minimum
prediction errors were calculated similarly to that of Li’s method but a little different
from Li’s, numbering each pixel in the block. Subtracting a larger numbered pixel
value from a smaller one generates the prediction error value, and bins 0 and 1 are used
for embedding. Generally, the frequency at which the peak point is zero is the highest.
Thus, compared with the method of [9], the EC for the Lena image increased by
0.14 bpp, and the image quality improved by 0.61 dB, with a capacity of 10,000 bits.

All the above methods used a one-dimensional histogram for embedding and
expansion, a good two-dimensional histogram that can improve image quality and EC
while reducing the distortion caused by shifting pixels. Therefore, in this paper we
study several methods of two-dimensional histogram modification (2D HM) in
embedding technology, including the difference-pairs method based on 2D HM of
reversible data hiding proposed by Li et al. [4]. Ou et al. proposed a pairwise
prediction-error expansion based on 2D HM reversible data hiding [5] and a PVO and
pairwise prediction error expansion based on 2D HM reversible data hiding [6].

2 Related Works

In this section, reversible data hiding based on 2D HM is introduced. The following
methods may encounter an overflow/underflow problem. To avoid this during the
process of embedding data, the pixel value is modified from 0 or 255 to 1 or 254, and
the location map LMðiÞ ¼ 1 recorded as unavailable, where i ¼ 1; 2; . . .; n. Otherwise,
LMðiÞ ¼ 0. To calculate the noise level ðNLÞ, pixels adjacent to the predicted value are
defined as the reference pixel value, and the sum of the absolute differences in the
horizontal and vertical reference value is used to obtain NL. If NL is more than a
threshold T, this block is deemed a rough block, which can easily lead to distortion
making it unsuitable for embedding and shifting.

2.1 A 2D HM Reversible Data Hiding Based on a Difference-Pairs

In 2013, Li et al. proposed a 2D HM reversible data hiding method based on a
difference-pairs [4], which improves the difference-histogram method in 2006 [2]. Li
et al. modified the coordinate direction and combined the gradient-adjusted-prediction
(GAP) method proposed by the Fallahpour in 2008 [9] to further increase the
embedded data and reduce the shifted pixel values. In this method, the per pixel-pair is
modified by, at most, one-pixel value, and each pixel value by at most 1. The GAP
predictor determines if the pixel belongs to the horizontal or vertical edges. The GAP
predicted value z is computed according to seven adjacent pixel values as shown in
Formulas (1), (2), and (3). For a pixel-pair x; yð Þ, two difference values d1 ¼ x� y and
d2 ¼ y� z are computed and defined as d1; d2ð Þ: Figure 1 shows the embedding rules.

dv ¼ V1 � V5j j þ V3 � V6j j þ jV4 � V7j; dh ¼ V1 � V2j j þ V3 � V4j j þ jV4 � V5j ð1Þ

4 C.-F. Lee et al.



u ¼ b ðV1 þV4Þ
2

þ ðV3 � V5Þ
4

c ð2Þ

z ¼

V1; if dv � dh [ 80
V1 þ uð Þ

2 ; if dv � dh 2 ð32; 80�
ðV1 þ 3uÞ

4 ; if dv � dh 2 ð8; 32�
u; if dv � dh 2 ½�8; 8�

V4 þ 3u
4 ; if dv � dh 2 ½�32; 8Þ

V4 þ u
2 ; if dv � dh 2 ½�80;�32�
V4; if dv � dh\� 80

8>>>>>>>>><
>>>>>>>>>:

ð3Þ

Example 1. First, the pixel pair x; yð Þ ¼ 160; 161ð Þ is chosen, and the ten pixel values
adjacent to x; yð Þ are defined as the reference pixels. Compute NL ¼ 19, as shown in
Fig. 2. When T ¼ 20, NL\T is a smooth block and data can be embedded. We then
calculate the predicted value using Formulas (1), (2), and (3), and obtain
dv ¼ 8; dh ¼ 4, u ¼ 161, and z ¼ 161. Then, the difference-pair d1; d2ð Þ ¼ ð�1; 0Þ for
a pixel-pair x; yð Þ is computed. The secret message s ¼ 1, the modified difference-pair
d1; d2ð Þ ¼ ð�2; 1Þ. Finally, we get a stego-image as shown in Fig. 3.

Fig. 1. Two-dimensional histogram modification for data embedding

Fig. 2. Cover image Fig. 3. Stego-image
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2.2 A 2D HM Reversible Data Hiding Based on Pairwise Prediction
Error Expansion

In 2013, Ou et al. proposed a 2D HM reversible data hiding method based on pairwise
prediction error expansion [5]. Combined with the rhombus prediction method of
Sachnev et al. [8] it is used to compute the prediction error value. Ou designed a 2D
HM rule for embedding and shifting, and in this method the pixel-pair is modified at
most by a two-pixel value, each pixel value at most by 1, and the secret message is
represented by a ternary numeral. Scan the cover image I from left to right and top to
bottom according to Formula (4) to classify the image into black and white blocks, the
results show as a checkerboard, then use the rhombus prediction to calculate the
predicted value E

0
ðiÞ of each black block according to Formula (5). The rhombus pre-

diction method takes the average value of the four nearest neighboring pixels
ðR1;R2;R3;R4Þ as shown in Fig. 4 from the prediction value E1 using Formula (5). The
predicted value E

0
1 of the predicted original value E1 is obtained.

PðiÞ ¼ black block; I iþ jð Þmod 2 ¼ 0
white block; I iþ jð Þmod 2 ¼ 1

�
; ð4Þ

E
0
ðiÞ ¼ bR1 þR2 þR3 þR4

4
c ð5Þ

In addition to the first row and column of the cover image, divide the cover image
into 2� 2 sized blocks and order the prediction error values according to black block
last scanned, then obtain the prediction error pair sequence ðd1; d2; . . .; dnÞ. The two
adjacent prediction error values ðd2i; d2i�1Þ occur as a pair of pairwise prediction errors
AðiÞ, where i ¼ 1; 2. . .; n. For 4 � 4 sized block, calculate the sum of the absolute
differences of the diagonal pixels between the white block pixels and obtain the noise
level (NL) of the block. According to Fig. 5 embed the data in AðiÞ:

Example 2. Assuming Fig. 6 is the cover image I, we divide the image into black and
white blocks using Formula (4) and calculate the prediction value to obtain E

0
1 ¼ 160

and E
0
2 ¼ 158 according to Formula (5). Subtract the prediction value from the pixel

value of the original image to obtain the prediction error value d1 ¼ 1 and d2 ¼ �1,
and compute a pair of pairwise prediction error values as ð1;�1Þ. After that, the noise
level of the block is obtained by calculating the sum of absolute differences of the

R1

R2 E1 R4

R3 E2 R5

R6

Fig. 4. The scan order for black block pixels
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diagonal pixels between the white block pixels: NL ¼ 161� 161j j
þ 161� 162j j þ 162� 159j j þ 159� 161j j þ 162� 156j j þ 156� 156j j þ 156�j
159j þ 159� 161j j þ 162� 158j j ¼ 21. When T ¼ 25, NL\T is a smooth block, and
data can be embedded. Finally, the data is embedded into the cover image. The secret
message s ¼ 1, the pairwise prediction error is d1; d2ð Þ ¼ ð2;�2Þ and the stego-image
is as shown in Fig. 7.

2.3 A 2D HM Reversible Data Hiding Based on PVO and Pairwise
Prediction Error Expansion

In 2016, Ou et al. proposed a 2D HM reversible data hiding method based on pixel
value ordering (PVO) and pairwise prediction error expansion [6]. Here it’s combined
with the IPVO method of Peng et al. [7] and the one-dimensional (1D) histogram
modified to a two-dimensional representation. Ou’s approach is to use two 2D HMs as
the embedding and shifting rules, f1 and f2, for images with different smoothness, and
predict the maximum and minimum prediction error pairs within the block to embed
data according to a side-matching prediction method. In this method, the per pixel-pair
is modified by, at most, a two-pixel value, and each pixel value at most by 1. The secret
message is represented by a ternary numeral. The side match prediction sorts the per
pixel values within the block in ascending order so the adjacent pixel values move

Fig. 5. Two-dimensional histogram modification for illustrating the data

Fig. 6. Cover image Fig. 7. Stego-image
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closer to each other and calculates the maximum and minimum prediction error value
for each block, the result of the calculation is only produce a positive value. The
embedding procedure is described as follows:
Step 1: Divide the cover image I into n1 � n2 sized blocks, calculate the noise level

(NL) from the block size n1 þ 2ð Þ � ðn2 þ 2Þ, and compute the sum of the
absolute differences in the horizontal and verticals in the neighboring pixels
except the block.

Step 2: Number each pixel in the block. Scan the n1 � n2 sized block from left to
right and top to bottom, and sort the pixels ðp1; p2; . . .; p n1�n2ð ÞÞ within the
block in ascending order where an ordered sequence
prð1Þ � pr 2ð Þ � . . .� pr n1�n2ð Þ. ðprðn1�n2Þ, prðn1�n2�1Þ) and (prð1Þ, prð2Þ) denote
the maximum and minimum pixel pairs, respectively. Here, prðn1�n2�2Þ and
prð3Þ are taken as the reference pixels of the maximum and minimum pixel
pairs, respectively.

Step 3: Calculate the maximum and minimum prediction error pairs, as shown in
Formulas (6) and (7).

e1max ¼ pu � pr n1�n2�2ð Þ
e2max ¼ pv � pr n1�n2�2ð Þ
dmax ¼ e1max; e

2
max

� �
u ¼ minðr n1 � n2 � 1ð Þ; r n1 � n2ð ÞÞ
v ¼ maxðr n1 � n2 � 1ð Þ; r n1 � n2ð ÞÞ

8>>>><
>>>>:

ð6Þ

e1min ¼ pr 3ð Þ � pu
e2min ¼ pr 3ð Þ � pv
dmin ¼ e1min; e

2
min

� �
u ¼ min r 1ð Þ; r 2ð Þð Þ
v ¼ max r 1ð Þ; r 2ð Þð Þ

8>>>><
>>>>:

ð7Þ

Step 4: Define thresholds T1 and T2. Then, based on the rules of Formula (8),
choose a 2D HM to embed and shift the different smoothness images, where
f 1 and f 2 denote the 2D HM by Ou et al. [6] and Peng et al. [7], shown in
Fig. 8.

f 1; if LM ið Þ ¼ 0 and NL� T1
f 2; if LM ið Þ ¼ 0 and T1\NL� T2

�
ð8Þ

Step 5: Repeat Steps 2 to 4 until all the secret message is embedded.

Example 3. Assuming Fig. 9 is the cover image I, divide it into 2� 3 sized blocks.
Number each pixel in the block. Calculate the noise level NL ¼ 50, and sort the pixels
within the block in ascending order as ð159 5ð Þ; 159 6ð Þ; 160 1ð Þ; 161 2ð Þ; 161 4ð Þ; 163 3ð ÞÞ,
where the maximum pixel pair is 161 4ð Þ and 163 3ð Þ, and the minimum pair is 159 5ð Þ and
159 6ð Þ. Then, compute themaximum andminimumprediction error pairs as, respectively,

8 C.-F. Lee et al.



dmax ¼ ð2; 0Þ and dmin ¼ ð1; 1Þ, where e1max ¼ 2, e2max ¼ 0 and e1min ¼ 1, e2min ¼ 1. When
T1 ¼ 57 and T2 ¼ 94,NL\T1 uses the rules of f 1 to embed the data, as shown in Formula
(8). The secret message s ¼ 2, the maximum and minimum prediction error pairs are
dmax ¼ ð3; 0Þ and dmin ¼ ð1; 2Þ, respectively and the stego-image is as shown in
Fig. 10.

3 Comparison of the Experimental Results Based on 2D HM
Reversible Data Hiding

In this section, we introduce the experimental results based on the one-dimensional
IPVO [7] and three 2D HM methods. Table 1 shows a comparison of the performance
of each method, including the noise level determination, prediction method, and
number of thresholds, 2D HM is used as the embedding rule, prediction results, pixels
can be embedded in the number of message, PSNR and the method is used of 1D or
2D. We observe that Ou’s two-dimensional PSNR method [6] and EC is better than
Peng’s one-dimensional method [7], as the embedding capacity increased by
0.07bpp. For PSNR of 2D HM in the smoother image, Ou’s method using PVO and
side match prediction [6] is higher than Li’s method at1.13 dB, but in the rough image,
Ou’s method [5] is the best and is higher that Ou’s method in [6] i.e., 0.29 dB. For EC
of 2D HM, Ou et al.’s method [5] uses pixel correlation and Ou et al.’s method [6] uses
pixels in ascending order so that the pixels move closer to each other, leading to more

(a) f1 (b) f2

Fig. 8. Two-dimensional histogram modification for data embedding procedure

Fig. 9. Cover image Fig. 10. Stego-image
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messages being embedded. Both of these methods can also embed two bits using 2D
HM. Therefore, Ou et al.’s [5] and Ou et al.’s [6] methods have high embedding
capacity. Overall, the method of Ou et al. [6] is relatively good.

4 Conclusions

Using the characteristics of the histogram compared with one-dimensional
histogram-based methods, this paper shows the method based on 2D HM has better
performance. The above methods are used for embedding and expanding in smooth
images, however, we should also try to embed data in rough images. In areas of smooth
data, human vision is sensitive to and easily aware of embedded data but is not so
sensitive for rough images. Therefore, it makes sense to embed most data in the edges
of the rough image area according to this feature.
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Abstract. In 2010, Chen et al. proposed a steganography mechanism using a
hybrid edge detector. The hybrid edge detector is combining the Canny and the
fuzzy edge detectors. However, although this method has a high embedding
payload (2.10 bpp) it is an irreversible data hiding scheme. A considerable amount
of research has since been conducted to provide an improved method of data
hiding that removes LSBs of the image pixel value and performs edge detection.
This increases the payload as it is not necessary to store edge information in the
stego image. This paper conducts a comprehensive study of irreversible and
reversible data hiding based on the image texture data hiding method, and
compares embedding capacities and visual image qualities.

Keywords: Data hiding · Irreversible data hiding · Reversible data hiding · Edge
detector technique

1 Introduction

The internet has now developed to such an extent that information security needs to be
extremely proficient with respect to using social media, internet banking, and sending
and receiving highly confidential emails. Data hiding ensures that the confidential infor‐
mation transmitted is not found and destroyed. There are two types of data hiding
schemes: irreversible information hiding and reversible information hiding. The former
uses a process whereby the stego image cannot be restored to the original image after
secret data has been removed from it, and the latter involves restoring the stego image
to the original image after secret data has been removed from it. As the human vision
system is less sensitive to changes on the edges of images, some researchers have hidden
most of the secret data on the edge of an image; this gives the stego image a better quality.
For example, Chen et al. [1] proposed an innovative steganography scheme that uses
the LSB (Least Significant Bit) replacement method and a hybrid edge detector that
combines a fuzzy edge detector and Canny edge detector. Furthermore, in the same year,
Lee et al. [2] proposed a method to improve this concept. The edge image is generated

© Springer International Publishing AG 2018
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by four MSBs (Most Significant Bits) of the image pixel value, and it is thus not neces‐
sary to record the location of the edge pixels; this greatly improves the embedding
capacity and image quality of the stego image. In 2017, Bai et al. [3] also proposed a
method to improve the shortcomings inherent in Chen et al. study; by using the 3 MSBs
of the original image pixel value they obtained the edge image without needing to hide
the edge information, which improved both the stego image quality and embedding rate
(the embedding rate can reach 3.11 bpp).

However, some researchers have proposed hiding secret data in the smooth area of
the image to obtain a better image quality. For example, in 2010, Hong and Chen [4]
proposed a reference pixel distribution mechanism (RPDM) to detect the complex and
smooth area of the original image. Here the secret data are embedded in the pixel error
of the smooth area of the image using interpolation, so that the image quality can be
improved in the reversible case.

This paper is organized as follows. Section 2 introduces irreversible and reversible
data hiding techniques based on image texture; a detailed analysis and comparison of
the methods are presented in Sect. 3; and concluding remarks are in Sect. 4.

2 Data Hiding Schemes Based on Image Texture

2.1 Irreversible Data Hiding Schemes

High payload steganography mechanism using hybrid edge detector. In 2010,
Chen et al. proposed a method that firstly generates an edge image using a hybrid edge
detector. Firstly, an edge image, E, is obtained from the cover image, l, using a hybrid
edge detector. Then, the edge image, E, is divided into non-overlapping blocks. The
block is called a “n-pixel block” with n pixels represented as (P1, P2, … Pn), respectively.
The first pixel value P1 of each block uses the LSB replacement method to record the
edge information of the other pixels from P2 to Pn in the block. Each edge pixel embeds
‘x’ bits of the secret message using the LSB replacement method, and each non-edge
pixel embeds ‘y’ bits of the secret message using LSB replacement method. It is of note
that there are more secret message bits in the edge pixel than in the non-edge pixel.

Furthermore, the process used to extract the secret message is as follows (with
examples to follow). Step 1: Herein, the stego image, I′, is divided into non-overlapping
blocks with n pixels in each block; this block is called a “n-pixel block” and the n pixels
are represented as (P′

1, P′
2,…P′

n
), respectively. Step 2: The status of the pixels is

extracted from P′
2 to P′

n
, and is then classified into edge pixels and non-edge pixels. The

‘x’ LSBs of the edge pixels and the ‘y’ LSBs of the non-edge pixels are then extracted
and concatenated as the secret message, S.

Example 1. The pixel A has a pixel value of {[1 0 1 0 0 0 1 1], [0 1 1 1 1 0 0 0], [1 1
1 1 1 1 1 1], [0 0 1 1 1 1 0 0]}, which is P1, P2, P3, and P4, respectively, and the secret
message S = ‘0 0 1 0 1 0 1’. In this case, n is set to 4, so that the image A is a “4-pixel
block.”

Firstly, after the cover image, A, is detected using the hybrid edge detection method,
the edge image, E, is generated. Assuming that P2 and P4 are edge pixels in the image
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A, the status of P2, P3, and P4 are ‘1 0 1’, respectively. The 3 LSBs of the pixel value P1

are then replaced by ‘1 0 1’, so that the stored state of P1 becomes P′
1 and the pixel value

is [1 0 1 0 0 1 0 1]. We also assume that the parameters x and y are 3 and 1, respectively.
P2 and P4 are embedded in 3 bits of the secret message, and P3 is then embedded in the
1 bit of the secret message. The new pixel values of P2, P3, and P4 are subsequently [0
1 1 1 0 1 1], [1 1 1 1 1 1 0] and [0 0 1 1 1 1 0 1], respectively. Thus, a stego image A′ is
generated with pixel values of {[1 0 1 0 0 1 0 1], [0 1 1 1 0 1 1], [1 1 1 1 1 1 0], [0 0 1
1 1 0 1]}. The embedding procedure in this example is represented in Fig. 1, and the
process of extracting secret data is shown in Fig. 2.

Fig. 1. Example of embedding procedure. Fig. 2. Example of extraction procedure.

Data Hiding Scheme with High Embedding Capacity and Good Visual Quality
Based on Edge Detection. In 2010, Lee et al. [2] proposed a method that aimed to
improve the limitations inherent in the study of Chen et al. [1] Firstly, the 4 MSBs of
the pixel values are extracted from the cover image, I, using Formula (1) to obtain the
reference image IR. M and N are the width and height of the cover image, respectively.
For pixels I(i, j) satisfying i = 1, 2,… , M and j = 1, 2,… , N. Then, the edge image, E,
is obtained from the edge information of the reference image, IR, using the ED-MOF
method by Kang and Wang’s edge detection method [5], where each pixel
E(i, j) ∈ {0, 1}. If E(i, j) = 1. The relative pixels in the cover image, I, are then the edge
pixel, otherwise they are the non-edge pixels. The secret message, S, is embedded in the
LSBs of the cover image, I. The number of embedded bits in edge pixel is “x”, and the
number of embedded bits in non-edge pixel is “y”. However, the 4 MSBs of the pixel
of the cover image cannot be modified because of the edge detection, and thus, x and y
cannot be greater than four and x < y.

IR(i, j) =

⌊
I(i, j)

16

⌋
× 16 (1)

The process of extracting the secret message begins by applying ED-MOF method
on the reference image, IR to obtain an edge image, E, where IR comes from the 4 MSBs
of the stego image, I′, using Formula (1). If the position of the pixel is an edge pixel, x
LSBs are extracted from the pixel, and if the pixel is a non-edge pixel, y LSBs are
extracted from the pixel. When all the extracted LSBs are combined, they become the
secret message, S.
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Example 2. Firstly, the pixel value of the cover image, A, is {[1 0 1 0 0 0 1 1], [0 1 1
1 1 0 0 0], [1 1 1 1 1 1 1 1], [0 0 1 1 1 1 0 0]}, which is denoted as P1, P2, P3, and P4,
respectively, and the secret message S = ‘0 0 1 0 1 0 1 1 1 0’. The 4 MSBs of each pixel
are first extracted by Formula (1) and are recorded to the reference image, AR. The edge
information of the reference image, AR, is then detected using the ED-MOF method, and
the edge image, E, is obtained. If we assume that the edge image, E, is {0, 1, 0, 1}, then
P2 and P4 are edge pixels. In this case, the parameters x and y are set to 3 and 2, so P1
and P3 are embedded in 2-bit secret messages. P2 and P4 are embedded in 3-bit secret
messages. The embedded pixel value is {[1 0 1 0 0 0 0 0], [0 1 1 1 1 1 0 1], [1 1 1 1 1 1
0 1], [0 0 1 1 1 1 1 0]}, which is the stego image, A′. The embedding procedure in this
example is shown in Fig. 3, and the process of extracting secret data is shown in Fig. 4.

Fig. 3. Example of embedding procedure. Fig. 4. Example of extraction procedure.

A high payload steganographic algorithm based on edge detection. In 2017, Bai
et al. determined a limitation in Chen et al.’s method; that the index pixels occupy the
embedding space of the image. Similar to Lee et al. [2], they thus designed a mechanism
to make full use of the embeddable pixels in the cover image, and experimental results
have shown that the embedding mechanism achieves better results under different edge
detectors, such as Canny, Sobel, and Fuzzy. The process of embedding and secret
extraction is as follows by an example.

Example 3. It is supposed that there are four pixels of the cover image, A, which are
{[1 0 1 0 0 0 1 1], [0 1 1 1 1 0 0 0], [1 1 1 1 1 1 1 1], [0 0 1 1 1 0 0]} are P1, P2, P3, and
P4, respectively, where x = 4 and y = 2 and the secret message S = ‘0 0 1 0 1 0 1 1 1 0
0 1’. Firstly, the pixel value of the cover image, A, is extracted and recorded in the new
image, AMSB. The pixel value of the new image, AMSB, is {[1 0 1 0 0 0 0 0], [0 1 1 0 0 0
0 0] [1 1 1 0 0 0 0 0], [0 0 1 0 0 0 0 0]}. The edge image, E, is generated by the new
image, AMSB, using the edge detector. We then assume that after edge detection, P2 and
P4 are edge pixels, and P1 and P3 are non-edge pixels. Therefore, the secret message,
S, is embedded in the 4 LSBs of the pixel values P2 and P4 using the LSB substitution
method, and the two bits are embedded in P1 and P3. Finally, the embedding of x and y
in the last four pixels of the cover image, A, is complete. Therefore, the pixel values of
the stego image,A′, are {[1 0 1 0 0 0 0 0], [0 1 1 1 1 0 1 0], [1 1 1 1 1 1 1 1], [0 0 1 1 1
0 0 1]}. The embedding procedure in this example is shown in Fig. 5, and the process
of extracting secret data is shown in Fig. 6.
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Fig. 5. Example of embedding procedure. Fig. 6. Example of extraction procedure.

2.2 Reversible Data Hiding Scheme

Reversible data embedding for high quality images using interpolation and RPDM.
In 2011, Hong and Chen proposed a reversible data hiding technique based on image

interpolation and detection of smooth and complex regions of the cover image. This
method enables the most secret message to be hidden in the smooth area of the image
rather than in the complex area. To detect the smooth and complex areas in the image,
a reference pixel distribution mechanism (RPDM) is proposed, and a range function is
used to evaluate the smoothness of the image. The range function Range(x1, x2,… , xn)

is defined as the absolute difference between the maximum value and the minimum value
of the given value x1, x2,… , xn. For given a of pixel P, if the range of the upper, lower,
left, and right reference pixels of P is smaller than the threshold, T0, then the pixel P is
within the smooth region; however; if the range is larger than the threshold, T1, the pixel
P is within the complex region. Assuming that the size of the cover image, I, is
M × M, the detailed steps involved in the RPDM are described below.

Step 1: According to Formula (2), an M × M sized image, B, is generated for recording
the position of the reference pixel, where Δ is the number of pixels between
reference and non-reference pixels. If the pixel is a reference pixel, then the
relative position of the image B is recorded as 1; if not it is recorded as 0. In
Fig. 7, Δ = 3.

Bi,j =

{
0, mod (i,Δ) = 0 and mod (j,Δ) = 0
1, otherwise (2)

Step 2: If the conditions Bi,j = 0, mod(i∕Δ + j∕Δ, 2) = 0, and
Range

(
Ii−Δ,j, Ii,j−Δ, Ii+Δ,j, Ii,j+Δ

)
< T0 hold, then Ii,j is within a smooth region.

Update Bi,j = 1.
Step 3: The pixel value, Ii,j, satisfying (0 ≤ i + Δ, j + Δ ≤ M) in the cover image, I,

shows that the pixel position has a pixel value in the right and lower intervals
Δ distance. If Ii,j is Range(Ii,j, Ii+Δ,j, Ii,j+Δ, Ii+Δ,j+Δ) > T1, then Ii,j is within a
complex region. In this case, the pixel values Bi′ ,j′ in the range (Bi′ ,j′,
i ≤ i′ ≤ i + Δ, j ≤ j′ ≤ j + Δ) are all set to 0, which means that Ii,j is a reference
pixel.
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The cover pixels of 0 or 255 are modified to 1 or 254. The location of the pixel is
then recorded in a location map, and the location map is compressed by run-length
encoding; the result is expressed as LM. And Ls is the bit stream of concatenate LM and
the secret message, S. The modified original image, I′′, is used to generate a bitmap, B,
using RPDM. And classify the bits of the image, B, into B0 and B1 classes. The pixel
position, (i, j) ∈ B0, since Bi,j = 0; (i, j) ∈ B1, because Bi,j = 1. An interpolation method
is apply to generate the interpolation image, P and the interpolation error Ei,j = I′′

i,j − Pi,j

is calculated using when satisfying (i, j) ∈ B1.
The embedding rules are as follows. If Ei,j = p+

e
 or Ei,j = p−

e
, secret data bit b Ls is

embedded through Formula (3); if Ei,j ≠ p+
e
 or Ei,j ≠ p−

e
, the interpolation error is shifted

by Formula (4) and the result is recorded in E′. In Formula (3), b is extracted one bit
from Ls and p+

e
 and p−

e
 is the interpolation error value that occurs most frequently and

second-most frequently, respectively. Finally, the modified interpolation error, E′, and
the interpolation image, P, are added as the stego image, I′.

E′
i,j =

⎧⎪⎨⎪⎩
Ei,j, b = 0

p+
e
+ 1, b = 1 and Ei,j = p+

e

p−
e
− 1, b = 1 and Ei,j = p−

e

, (3)

E′
i,j =

{
Ei,j + 1, Ei,j > p+

e

Ei,j − 1, Ei,j < p−
e

(4)

The process of extracting the secret message and restoring the image is using RPDM
to generate the image, B, from the stego image, I′. Next, the interpolation image, P, is
obtained with reference to the image, B. The embedded secret message can be obtained
using E′

i,j = I′
i,j − Pi,j, and the embedded bits, b, is extracted from the pixel value, E′

i,j, in
the interpolation error, E′, using Formula (6). After all the bits, b, have been extracted,
LM and S are obtained from the lengths of LM and S.

b =

{
0, E

′

i,j = p+
e

or E′
i,j = p−

e

1, E
′

i,j = p+
e
+ 1 or E

′

i,j = p−
e
− 1 (6)

After the secret message, S, has been obtained, the interpolation error, E′, with the
embedded secret message is restored to the interpolation error, E, without embedding
the secret message, according to Formula (7),

Ei,j =

⎧⎪⎨⎪⎩

E′
i,j − 1, E′

i,j > p+
e

E′
i,j + 1, E′

i,j < p−
e

E′
i,j, otherwise

(7)
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By adding the interpolation error, E, and the interpolation image, P, the modified
cover image, I′′

i,j, is obtained. Eventually, the cover image, I, is restored by modifying
the pixel values, I′′

i,j, of 1 and 254 back to 0 and 255 according to LM.

Example 4. Assuming that the image to be embedded is A, the thresholds for smoothing
and complex regions are T0 = 5 and T1 = 50, respectively, and the secret message, S, is
0110. Firstly, the binary image, B, is generated by RPDM, and the interpolation image,
P, is obtained using the binary image, B, as a reference. The cover image, A, and the
interpolation image, P, are subtracted to obtain an interpolation error image, E. The
secret message, S, is embedded into the interpolation error image, E, by the Formula (4).
The modified interpolation error image, E′, is then added to the interpolation image, P,
as the stego image, A′. The embedding procedure in this example is shown in Fig. 7 and
the process used to extract the secret message is shown in Fig. 8.

Fig. 7. Example of embedding procedure. Fig. 8. Example of extraction procedure.

3 Comparison and Analysis

A considerable amount of research has focused on embedding a secret message in the
texture features of the image to ensure reversibility and to achieve a better image quality
and higher payload. In addition, a complex or smooth region within the embedded secret
message has also been proposed. Here we compare the image quality (PSNR) and
embedding rate (bpp) of each parameter according to whether the method is reversible,
characteristic, or whether it has an image texture detection technique, as shown in
Table 1.

In relation to the irreversible data hiding method in Table 1, under the parameter
setting, the result of Chen et al. method [1] is PSNR = 37.5 dB and payload = 2.10 bpp.
In relation to the limitations of Chen et al. study, Lee et al. proposed an improvement,
in which the edge information is not recorded in the image, hybrid edge detection is not
used, and only the pixel value of the four MSBs uses ED-MOF edge detection. In addi‐
tion, the secret message is embedded in the 4 LSBs of the pixel value to increase the
amount of embedding. It can be seen that the PSNR of Lena is increased by about 2.89 dB
and that the embedding rate is increased by 0.04 bpp in the case of the reduced parameter,
y. Bai et al. also improved the limitations inherent in the study of Chen et al., but this
method is not limited to the edge detection method. We compare the results using Canny,
Sobel, and Fuzzy, respectively, and although the results of the image quality are slightly
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lower than those of Lee et al., the embedding rate is improved and the maximum embed‐
ding rate is 3.11.

In relation to reversible data hiding, Hong and Chen’s method proposed RPDM to
detect the image texture. In this method, the secret information is embedded in the
smooth region of the image rather than in the complex region of the image edge. Because
it is reversible information hiding, so the embedded rate than the irreversible three
methods are much lower. The embedding rate is 0.18 bpp, but the image quality is
relatively high, with PSNR of 49.98 dB.

4 Conclusions

This paper studies the use of image texture to embed a secret message via data hiding
technology. Chen et al. proposed an innovative method that uses hybrid edge detection
to obtain edge information and LSB replacement to hide most of the edge information
and the secret message in the edge pixels. However, the methods of Lee et al. and Bai
et al. use the MSBs of extracted pixels to detect the edges, and embedding edge infor‐
mation is thus not necessary. As a whole, the embedding rate of Bai et al.’s method is
superior and it reaches 3.11 bpp when Canny edge detection is used. However, this
method is an irreversible data hiding method. As a reversible method, the image quality
of Hong and Chen’s method is superior, but because of reversibility the amount is lower.
Therefore, despite the improvements made in image-based texture data hiding technol‐
ogies in recent years, the embedding capacity requires a considerable amount of future
research and is an important and challenging subject for researchers in this field.

Acknowledgements. This research was partially supported by the Ministry of Science and
Technology of the Republic of China under the Grants MOST 105-2221-E-324-014.

Table 1. Comparison of data hiding schemes based on image texture detection.

Chen et al.
[1]

Lee et al.[2] Bai et al. [3] Hong and
Chen [4]

Parameters x = 4, y = 3,
n = 2

x = 4,
y = 2

x = 4, y = 3 x = 4, y = 3 x = 4, y = 3 T0 = 8,
T1 = 60

Block size 2 × 2 – – 4 × 4
PSNR (dB) Lena Lena Lena Lena Lena Lena

37.50 40.39 38.34 38.34 40.16 49.98
Embedding
rate

2.10 2.14 3.11 3.05 2.79 0.18
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Abstract. The Pixel-Value-Differencing (PVD) method is a popular irreversible
data-hiding scheme proposed by Wu and Tsai (2003). The design of the interval
range plays an important role in this method. It is intuitive to design the interval
range using the width of the power of two, and the number of bits that can be
embedded in a block of two consecutive pixels is determined based on the width
of the interval range to which the difference value belongs. In 2013, Tseng and
Leng broke the rules in that they designed the interval range based on a perfect
square and achieved a higher payload and lower distortion. Based on Tseng and
Leng’s idea, we propose a new data-hiding strategy based on the PVD method
for an optimal design of the interval range.

Keywords: Pixel-Value-Differencing method · Interval range · Perfect square
number

1 Introduction

The Pixel-Value-Differencing method (PVD) is a popular irreversible data-hiding
scheme proposed by Wu and Tsai [1] (2003). It conveys a large number of payloads
while still maintaining the consistency of the image characteristics after data embedding,
and provides high imperceptibility to a stego-image. In the process of embedding a secret
message, a cover image is partitioned into non-overlapping blocks of two consecutive
pixels. A difference value is calculated based on the values of the two pixels in each
block. The new difference value is then replaced by the sum of the lower bound of an
interval and the secret message. This method was designed in such a way that the
modification is never out of the interval range. The selection of the interval range is
based on the sensitivity characteristics of human vision to gray value variations, from
smoothness to contrast.

It is intuitive to design the interval range using the width of the power of two and
the number of bits that can be embedded in a block of two consecutive pixels, as deter‐
mined based on the width of the interval range to which the difference value belongs.
The PVD method embeds fewer secret messages in the smooth areas than in the edge
areas. Because most of the blocks belonging to a smooth area lead to a low payload, Wu
et al. [2] (2005) proposed an improved PVD method: increase the payload using the
least-significant-bit (LSB) substitution method [2] to embed a secret message in a
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smooth area. Most studies related to this issue [3–8] have focused on increasing the
capacity by using the LSB method, which leads to another problem, i.e., detection using
RS-Steganalysis [9].

In 2013, Tseng and Leng [10] broke the rules in designing the interval range using
a width of the power of two. Their interval range were designed based on a perfect square
number, and can achieve a higher payload and lower distortion. Based on Tseng and
Leng’s idea, we propose a new data-hiding strategy based on the PVD method for an
optimal interval range design.

The remainder of this paper is organized as follows. Section 2 briefly describes
related works. Section 3 presents the proposed method on how to optimally design the
interval range based on the PVD method. Section 4 offers a theoretical analysis of the
payload and distortion. Finally, Sect. 5 provides some concluding remarks regarding
this paper.

2 Literature Review

In this section, we briefly describe Wu and Tsai’s method, as well as the PVD method
proposed by Tseng and Leng.

The PVD method first partitions a cover image into non-overlapping blocks of two
consecutive pixels, with states pi and pi+1. Then, for each block, the difference value is
calculated as di =

||pi+1 − pi
||, where di ranges from zero to 255. Different interval range

and an embedding algorithm are applied in their method.

2.1 Wu and Tsai’s PVD Method

Wu and Tsai first proposed the PVD method in 2003. Their embedding algorithm can
be described as follows:

1. Search the interval range for di to determine how the bits will be embedded. Let

di∈Ri, in which Ri =
[
li, ui

]
, where li and ui are the lower and upper bounds of Ri.

Two sets of interval range are shown in Fig. 1.
2. Denote the number of embedding bits k = ⌊log2(ui − li)⌋. Read a secret message of

k bits and transfer the bits into decimal values, s.
3. Calculate the new difference value d′

i
= li + b. Note that both di and d′

i
 are located

within the same range, Ri.
4. Average d′

i
 for pi and pi+1. We then obtain the stego pixels p′

i
 and p′

i+1 through the
following formula:

(pi, pi+1) =

⎧⎪⎨⎪⎩

(pi + ⌈m∕2⌉, pi+1 − ⌊m∕2⌋, if pi ≥ pi+1, d
′

i
> di

(pi − ⌈m∕2⌉, pi+1 + ⌊m∕2⌋, if pi < pi+1, d
′

i
> di

(pi − ⌈m∕2⌉, pi+1 + ⌊m∕2⌋, if pi ≥ pi+1, d
′

i
≤ di

(pi + ⌈m∕2⌉, pi+1 − ⌊m∕2⌋, if pi < pi+1, d
′

i
≤ di

, (1)
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where m = ||d′
i
− di

||.
Steps 1 through 4 are repeated until all secret messages are embedded and the stego

image is produced.
During the extraction procedure, the new difference d′

i
 is calculated from each block,

and using the same interval range, we can then determine which range Ri that d′
i
 belongs

to and find the lower bound, li. Compute s = d′
i
− li and transfer s into binary format.

Repeat until all secret messages are completely extracted.

(a) Focus on high payload

(b) Focus on low distortion 

Fig. 1. Two sets of Wu and Tsai’s interval range: focusing on (a) a high payload and (b) low
distortion.

2.2 Tseng and Leng’s PVD Method

It is intuitive to design the interval range using a width of the power of two. In 2013,
Tseng and Leng broke the rules and designed the interval range based on a perfect square
number (Fig. 2), and achieved a higher payload and lower distortion than We and Tsai’
method.

For each difference value di, choosing the nearest perfect number n2, we then have interval
range n2 − n ≤ n2

< n2 + n for n∈[1, 16]. The width of this range interval is
(n2 + n) − (n2 − n) = 2n, and the payload for each interval range is k = ⌊log2(2n)⌋. For each
interval range [n2 − n, n2 + n), if the width of the interval is larger than 2k, then it is partitioned
into two sub-ranges: 

[
n2 − n, n2 + n − 2k

]
 and 

[
n2 + n − 2k + 1, n2 + n−1

]
.

The embedding algorithm is described as follows:

1. If di ∈ [240, 255], then the new difference value d′
i
= di + secret(4), where

secret(4) indicates four bits to-be-embedded secret messages transfer into decimal
format. For example, suppose four bits to-be-embedded secret message is ‘1001’,
then secret(4) = 9 in decimal format. The PVD method then applies the new differ‐
ence value x using formula (1).

2. Check whether di is located in the initial subrange of Ri. If so, a value of x exists in
the first subrange, which is LSB(x, k + 1) = secret(k + 1), where LSB(x, k + 1)
indicates four least-significant bits of x. For example, denote di = 32 ∈ R6, k + 1 = 4,
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and 32 = (000100000)2, if four bits of a secret message to be embedded is ‘0000’,
then secret(4) = 0 and LSB(32,4) = secret(4). Otherwise, a value of y must exist in
the second subrange such that LSB(y,k) = secret(k). Because of the width of the
second subrange is 2 k all combinations of k bits are concluded. For example, for the
second subrange [34,41], where k = 3, all values of LSB(y,3) are illustrated as
follows: 34 = (000100010)2, 35 = (000100011)2, 36 = (000100100)2,
37 = (000100101)2, 38 = (000100110)2, 39 = (000100111)2, 40 = (000101000)2,

and 41 = (000101001)2. Next, the PVD method is applied to the new difference value
y using formula (1).

In the extraction procedure, calculate the new difference d′
i
 from each block. If

d
′

i
∈ [240, 255], secret messages s = LSB(d

′

i
− li). Otherwise, if d′

i
∈ Ri, check whether

d′
i
 is located in the first subrange or the second subrange, and then extract secret messages

of k + 1 or k bits.

Fig. 2. Tseng and Leng’s interval range.

3 The Proposed Method

Based on Tseng and Leng’s idea, we propose a new data-hiding strategy based on the
PVD method for an optimal design of the interval range.

Let us review Tseng and Leng’s interval range, as shown in Fig. 2: the width of the
second subrange is always the power of two, and the width of the first subrange is
relatively small and irregular. The proposed method attempts to achieve an optimal
design of the range interval by maximizing the width of the first subrange (Fig. 3).
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Fig. 3. Proposed interval range.

For each difference value di ∈ [0, 254], a value of n exists such that n2 − 1 ≤ di < n2 + n,
where n ∈ [1, 15]. The width of this range interval is (n2 + n) − (n2 − 1) = 2n + 1, and the
payload for each interval range is k = ⌊log2(2n + 1)⌋. In other words, the interval range
Rn = [n2 − 1, n2 + 2n) = [n2 − 1, n2 + 2n − 1]. Each Ri is partitioned into three parts: R−

n
,

R∗
n
, and R+

n
, where R−

n
= [n2 − 1, n2 + 2n − 2k − 1], R∗

n
= [n2 + 2n − 2k, n2 + 2k − 2], and

R+
n
= [n2 + 2k − 1, n2 + 2n − 1].
The embedding algorithm is described as follows:

1. If di ∈ [0, 254], search the interval range Ri and determine which subrange (R−
n
, R∗

n

or R+
n
) it belongs to (if di = 255, it remains unchanged).

2. Embed a secret message by choosing the new difference value x in Ri. For example,
di = 40 ∈ R6 = [35, 47] and k = ⌊log2(2n + 1)⌋ = 3, as shown in Fig. 4.

Note that the secret messages are embedded and extracted in reverse order. Denote
the secret messages as s = s1s2s3… = (110…)2. Suppose that three-bit secret messages
are to be embedded; (110)2 is then fetched from s and converted into (011)2 for the
embedding. In addition, R−

6 ∪ R∗
6 satisfies all combinations of k bits, and R−

6 ↔ R+
6  is

symmetric.
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Fig. 4. An example of embedding using the proposed method (di = 40).

4 Theoretical Analysis

For the sake of fairness, we only provided a theoretical analysis comparing Tseng and
Leng’s method with the proposed method in terms of the average payload and average
error (Fig. 5). The average payload is computed using the following formula:

1
2n + 1

3∑
j=1

(C(ni,j) × ni,j), (2)

and the average error for each range is calculated using the following formula:
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1
2n + 1

3∑
i=1

c(ni,j)−1∑
j=0

j

c(ni,j)
,

(3)

where C(ni,j) is the total number within the jth subrange, and nj is the embedding bits
within the jth subrange of Ri.

(a) Tseng and Leng's method

(b) The proposed method 

Fig. 5. Theoretical analysis comparing (a) Tseng and Leng’s method with (b) the proposed
method in terms of the average payload and average error.

From Fig. 5, it can be seen that the proposed method not only achieves a higher
payload but also a lower distortion. For example, with Tseng and Leng’s method,
di = 32 ∈ R6, and we then obtain an average payload of 3.33 and an average error of
3.97; with the proposed method, di = 32 ∈ R5, and we obtain an average payload of 3.55
and an average error of 3.64.

5 Conclusions

In this paper, based on Tseng and Leng’s method, we proposed a new strategy for data
hiding based on the Pixel-Value-Differencing method to achieve an optimal design of
the interval range. A theoretical analysis proves that the proposed method achieves a
higher payload and lower distortion than the previous method.

A New Data Hiding Strategy 27



Acknowledgements. This study was supported by a Research Grant, MOST, from Taiwan’s
Ministry of Science and Technology (MOST 105-2221-E-018-020-).

References

1. Wu, D.-C., Tsai, W.-H.: A steganographic method for images by pixel-value differencing.
Pattern Recogn. Lett. 24, 1613–1626 (2003). doi:10.1016/s0167-8655(02)00402-6

2. Chan, C.-K., Cheng, L.: Hiding data in images by simple LSB substitution. Pattern Recogn.
37, 469–474 (2004). doi:10.1016/j.patcog.2003.08.007

3. Wu, H.-C., Wu, N.-I., Tsai, C.-S., Hwang, M.-S.: Image steganographic scheme based on
pixel-value differencing and LSB replacement methods. IEE Proc. Vis. Image Signal Process.
152, 611 (2005). doi:10.1049/ip-vis:20059022

4. Kim, K.-J., Jung, K.-H., Yoo, K.-Y.: A high capacity data Hiding method using PVD and
LSB. In: 2008 International Conference on Computer Science and Software Engineering
(2008). doi:10.1109/csse.2008.1378

5. Yang, C.-H., Weng, C.-Y., Wang, S.-J., Sun, H.-M.: Varied PVD LSB evading detection
programs to spatial domain in data embedding systems. J. Syst. Softw. 83, 1635–1643 (2010).
doi:10.1016/j.jss.2010.03.081

6. Gadiparthi, M., Sagar, K., Sahukari, D., Chowdary, R.: A high capacity steganographic
technique based on LSB and PVD modulus methods. Int. J. Comput. Appl. 22, 8–11 (2011).
doi:10.5120/2582-3568

7. Mandal, J.K., Das, D.: A novel invisible watermarking based on cascaded PVD integrated LSB
technique. In: Eco-friendly Computing and Communication Systems Communications in
Computer and Information Science, pp. 262–268 (2012). doi:10.1007/978-3-642-32112-2_32

8. Sabokdast, M., Mohammadi, M.: A steganographic method for images with modulus function
and modified LSB replacement based on PVD. In: The 5th Conference on Information and
Knowledge Technology (2013). doi:10.1109/ikt.2013.6620050

9. Fridrich, J., Goljan, M., Du, R.: Reliable detection of LSB steganography in color and
grayscale images. In: Proceedings of the 2001 Workshop on Multimedia and Security New
Challenges - MM&Sec 2001 (2001). doi:10.1145/1232454.1232466

10. Tseng, H.-W., Leng, H.-S.: A steganographic method based on pixel-value differencing and
the perfect square number. J. Appl. Math. 2013, 1–8 (2013). doi:10.1155/2013/189706

28 H.-S. Leng

http://dx.doi.org/10.1016/s0167-8655(02)00402-6
http://dx.doi.org/10.1016/j.patcog.2003.08.007
http://dx.doi.org/10.1049/ip-vis:20059022
http://dx.doi.org/10.1109/csse.2008.1378
http://dx.doi.org/10.1016/j.jss.2010.03.081
http://dx.doi.org/10.5120/2582-3568
http://dx.doi.org/10.1007/978-3-642-32112-2_32
http://dx.doi.org/10.1109/ikt.2013.6620050
http://dx.doi.org/10.1145/1232454.1232466
http://dx.doi.org/10.1155/2013/189706


Data Hiding Scheme Based on Regular Octagon-Shaped
Shells
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Abstract. In 2006, Zhang and Wang proposed a novel data hiding method,
namely the exploiting modification direction (EMD) scheme. In their scheme, the
secret message in a (2n + 1)-ary notational system is carried by n cover pixels,
where n is a system parameter, and at most one pixel is increased or decreased
by 1. The EMD scheme exhibits two disadvantages: the secret message must be
converted into a non-binary system, and the embedding capacity is limited. In
this study, a new data hiding scheme, based on a regular octagon-shaped shell, is
proposed to overcome the EMD scheme’s shortcomings.

Keywords: Data hiding · Exploiting modification direction · Regular octagon-
shaped shell

1 Introduction

Data hiding is a technique used to embed a secret message into cover media for secret
communication. A data hiding scheme’s performance is evaluated by embedding
capacity (or payload) and the visual quality of the stego image, between which there is
a trade-off, since these two factors are inversely proportional to one another.

In 2006, Zhang and Wang [1] proposed a novel data hiding approach, namely the
exploiting modification direction (EMD) scheme. In this scheme, the secret message in
a (2n + 1)-ary notational system is carried by n cover pixels, where n is a system param‐
eter, and at most one pixel is increased or decreased by 1. In order to increase embedding
capacity, Chao et al. [2] proposed an image data hiding scheme using diamond encoding.
In this scheme, for each cover pixel a pair is applied to calculate the diamond charac‐
teristic value, which is then modified to the secret message, and can be obtained by
adjusting pixel values. In addition, Kieu and Chang [3] improved the EMD scheme by
exploiting eight modification directions to hide more secret bits in a cover pixel pair at
a time. Although the above works succeeded in increasing embedding capacity, the most
serious problem still exists – that is, the secret message must be converted into a non-
binary notational system in advance. To address this issue, Chang et al. [4] introduced
a turtle shell-based data hiding scheme. In this scheme, a reference table is generated;
then, based on this table, each cover pixel pair is used to embed the secret message with
the guidance of turtle shells. The embedded secret message can be extracted precisely
from the stego image by using the same reference table and the turtle shell. Liu et al. [5]
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extend turtle shell matrix structure to a different matrix model to meet different embed‐
ding capacity and image quality needs. Liu et al. [6] also conducted work on high-
capacity turtle shell-based data hiding. Furthermore, Kurup et al. [7] proposed a data
hiding scheme based on octagon-shaped shells to achieve a higher embedding capacity
than the turtle-based shell scheme, while maintaining visual quality.

The remainder of this paper is organized as follows. Section 2 provides a brief liter‐
ature review, while Sect. 3 describes the proposed method. The experimental results are
presented in Sect. 4, and finally, Sect. 5 provides concluding remarks.

2 Literature Review

In this section, we briefly describe Zhang and Wang’s EMD scheme, Chang et al.’s turtle
shell-based scheme, and Kurup et al.’s octagon-shaped shell-based scheme.

2.1 Zhang and Wang’s EMD Scheme

The main concept of this scheme is embedding a (2n + 1)-ary notational system secret
message in a cover pixel pair, where only one pixel is increased or decreased by 1. Before
data embedding takes place, the secret message must be converted into a (2n + 1)-ary
notational system. Then, an extraction function f is defined as a weighted sum modulo
(2n + 1):

f (g1, g2,… , g
n
) =

[
n∑

i=1

(g
i
⋅ i)

]
mod (2n+1), (1)

where (g1, g2,… , g
n
) is an n-tuple cover pixel pair.

Fig. 1. Reference matrix of Zhang and Wang’s EMD scheme (n = 2).
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Formula (1) generates a reference matrix, as shown in Fig. 1, and maps each secret
message to a cover pixel pair.

For example, if a cover pixel pair (3, 4) is calculated using formula (1), we have f(3,
4) = 1. If the secret message is 1, no change is required and the stego pixel pair is still(
g1

′, g2
′
)
= (3, 4). If the secret message is 0, the stego pixel pair is adjusted to(

g1
′, g2

′
)
= (2, 4). If the secret message is 2, the stego pixel pair is adjusted to(

g1
′, g2

′
)
= (4, 4). If the secret message is 3, the stego pixel pair is adjusted to(

g1
′, g2

′
)
= (3, 5). If the secret message is 4, the stego pixel pair is adjusted to(

g1
′, g2

′
)
= (3, 3).

The secret message can easily be extracted by calculating the stego pixel pair’s
extraction function.

2.2 Chang et al.’s Turtle Shell-Based Scheme

As opposed to the EMD scheme, in Chang et al.’s scheme, reference matrix is
constructed using a special rule instead of the extraction function.

The reference matrix is constructed with several turtle shells, as shown in Fig. 2.

Fig. 2. Reference matrix based on turtle shells.

A turtle shell is a hexagon composed of eight different digits, including six edge and
two back digits ranging from (000)2 to (111)2. According to the reference matrix
mapping, three secret bits can be embedded in each cover pixel pair. The embedding
and extraction procedure is the same as that of the EMD scheme.

Liu et al. [5] extend turtle shell matrix structure to a different matrix model to meet
different embedding capacity and image quality needs. But their scheme use non-binary
notation systems. Liu et al. [6] also conducted work on high-capacity turtle shell-based
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data hiding. Different from the EMD scheme, their scheme not only use a reference
matrix but also use a location table references to different positions, so the embedding
and extraction procedure is different.

2.3 Kurup et al.’s Octagon-Shaped Shell-Based Scheme

Kurup et al.’s scheme attempts to increase embedding capacity by constructing a refer‐
ence matrix with octagon-shaped shells, as shown in Fig. 3.

Fig. 3. Reference matrix based on octagon-shaped shells.

An octagon-shaped shell contains 16 digits ranging from (0000)2 to (1111)2.
According to the reference matrix mapping, four secret bits can be embedded in each
cover pixel pair. The embedding and extraction procedure is the same as that of the EMD
scheme.

3 Proposed Method

The advantage of Change et al. and Kurup et al.’s schemes is that the secret message
does not need to be converted into a non-binary notational system.

If an octagon-shaped shell is not regular, the worst case will increase distortions; if
the octagon shape is regular, the distortions will be decreased. The problem can be
described as follows.

n
2 − 4 = 2k, (2)

where n is the octagon size and we wish to solve the value k.
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If we have k = 5 and n = 6 to satisfy formula (2), we construct the reference matrix
with regular octagon-shaped shells, as shown in Fig. 4.

Fig. 4. Reference matrix based on regular octagon-shaped shells (n = 6).

A regular octagon-shaped shell (n = 6) contains 32 digits ranging from (00000)2 to
(11111)2. According to the reference matrix mapping, five secret bits can be embedded
in each cover pixel pair. The embedding and extraction procedure is the same as that of
the EMD scheme. A regular octagon-shaped shell can therefore embed more secret
messages and maintain good stego image visual quality.

4 Experimental Results

In order to evaluate the performance of the proposed method, we tested four images
selected from the USC-SIPI image database, namely ‘Barbara,’ ‘Boats,’ ‘Lena,’ and
‘Peppers,’ as shown in Fig. 5.

(a) Barbara (b) Boats (c) Lena (d) Peppers

Fig. 5. Four test images.
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The peak signal-to-noise-ratio (PSNR) was applied to evaluate the stego images’
visual quality, and is defined as follows.

PNSR = 10 log10
2552

MSE

(dB) (3)

and

MSE =
1

h × w

h∑
i=1

w∑
j=1

(g
i,j − g

i,j
′)2, (4)

where w and h are the width and height of the cover image, respectively, and g
i,j and g

i,j
′

represent the pixel value of the cover pixel image and stego image, respectively.
Table 1 summarizes the results of the visual quality and payload of the stego images

in the proposed scheme.

Table 1. Experimental results of visual quality and payload.

MSE PSNR (dB) Payload (bpp)
Barbara 3.2436 43.0206 2.5
Boats 3.2538 43.0069 2.5
Lena 3.2577 43.0017 2.5
Peppers 3.2685 42.9873 2.5

It can be seen from the results that the proposed method achieves a payload of 2.5 bpp
which is higher than previous scheme and maintains good stego image quality (greater
than 42.98 dB).

5 Conclusion

In the EMD scheme, n cover pixels carry one (2n + 1)-ary notational system secret
message. This scheme exhibits two major shortcomings: the secret message must be
converted into a non-binary system, and the embedding capacity is limited. The proposed
method not only maintains the binary format of the secret message, but also achieves a
higher payload.
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Taiwan’s Ministry of Science and Technology (MOST 105-2221-E-018-020-).
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Abstract. On the Internet, various communication channels are read-
ily available for companies, communities, and individuals. As compa-
nies have increasingly made use of social websites and instant messag-
ing technologies for marketing and public relations, additional effort has
been put in place to create interactive web contents to attract online
audience. It is easy for anyone to simply copy and modify existing web
contents for their own use. A common approach to protecting the copy-
right of a companys web content is digital watermarking with copyright
information. The watermarking technique is a good way to achieve the
goal of copyright protection. This paper presents a web page copyright
protection method by integrating Cartesian product combination, CSS
and HTML tag capitalization method, HTML attribute combination
method, HTML attribute quotation mark method, and CSS attribute
value embedding method. The experimental results demonstrate that
the proposed method success achieved the goal of copyright protection
for web pages.

Keywords: HTML · CSS · Data hiding · Digital watermarking

1 Introduction

With advances in the digital information era, digital communications devices are
becoming more important in our lives. Because an increasing amount of infor-
mation is now readily available on the Internet, users are staying on the Internet
longer. To entice more users to visit their websites, companies create attractive
and interactive web contents. In addition to designing eye-catching user inter-
face, it is also important to implement the latest web architecture standards (for
example, HTML5 and CSS3). By using the latest web architecture and design
standards, a website becomes more flexible and is able to host various multi-
media files. To protect intellectual content on a website, one can use data hid-
ing techniques to verify content copyright ownership. Currently, you can embed
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secret data in various types of files (for example, image, voice, video, document,
and HTML files). This paper discusses how to embed watermarks into HTML
files using CSS arguments, HTML tags (including capitalization and CSS), and
HTML space characters. In addition to discussing robustness as the most impor-
tant factor for a watermarking technique, this paper also discusses how to prevent
watermark data from being destroyed. The data embedding method to embed
watermark data into HTML file is an effective way for maintaining the visual
quality of watermarked HTML codebase.

A number of HTML data hiding methods have been proposed to hide data
in HTML files; Yang and Yang had proposed using tags and attribute quotation
marks in an HTML file to embed secret data (information); Huang et al., had
proposed the use of HTML attributes as sequence of tags to embed secret data
in an HTML file; Sui and Luo had proposed using different capitalizations of an
HTML tag to represent the secret data, and Chou et al., proposed a data hiding
method using Cartesian production with blank spaces in an HTML file.

Digital watermarking is a common copyright protection technique to prevent
illegal use of web contents. Our data hiding method can hide both program
source codes [8] and hypertext mark-up language (HTML) [2–7,9,11,12] for an
existing web page. In addition, if a dispute were to arise over the copied web
content that is modified and hosted on another website, the proposed method can
prove who the rightful owner of the copied content should be. We propose a novel
method that embeds watermark data multiple times in the same HTML file using
five data embedding methods. To increase the accuracy of recovered watermark
data, we can extract the embedded watermark data using the five methods
with a voting system. Based on the proposed method, we can achieve the goal of
proving the ownership of online contents and protecting the intellectual property
of a company.

2 Related Works

2.1 Hamming Code

Richard Hamming invented the Hamming code that is used as a linear error-
correction code [10]. By adding a checksum (p1, p2 and p3) in data, one can
detect and fix data errors in a single bit. Hamming coding can detect single-bit
errors and use parity checksum for data recovery. However, Hamming code is
unable to detect and correct double bit errors. The checksum bit p1 is used to
encode p1, d1, d2 and d4. The checksum bit p2 is used to encode p2, d1, d3 and
d4. And the checksum bit p3 is used to encode p3, d2, d3 and d4. The checksum
values can be obtained by using Eq. (1).

p1 = (d1 + d2 + d3) mod 2,

p2 = (d1 + d3 + d4) mod 2,

p3 = (d2 + d3 + d4) mod 2.

(1)
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2.2 HTML Quotation Mark Tags

In 2010, Yang and Yang presented a method using HTML quotation mark tags
in an HTML file to embed a secret message [11]. Although HTML tags are
crucial to constructing a web page, using different quotation marks within HTML
tags does not affect web browsing experience. For example, <font color = blue>,
<font color = ‘blue’> and <font color = “blue”> are treated the same way in
a web browser. Yang and Yang used this feature to embed secret messages in
HTML files.

2.3 HTML Attribute Combinations

Huang et al., presented a method using permutations of HTML attributes to
embed a secret message in an HTML file [5]. For example, <font color = “green”
size = “3” face = “Arial”>, <font color = “green” face = “Arial” size = “3”>,
<font face = “Arial” color = “green” size = “3”>, and <font face = “Arial”
size = “3” color = “green”> are render than same output treated the same way in
a web browser and they do not affect the web browsing experience. The different
combinations of HTML attributes is are used to embed a secret bit. There are six
combinations for the font attributes Each font attribute can embed �log2 6 = 2�
bits.

2.4 Embedding Data Using Different Capitalization in HTML Tags

Sui and Luo presented a method in 2004 [9] to use different capitalization in
HTML tags for embedding a secret message. A static web page is composed
of many HTML tags (for example, “<HTML>”, “<BODY>”, and “<OL>”).
Because HTML tags are case-insensitive, capitalization in HTML tags does not
affect the rendering of the content in a web browser. For example, “<HTML>”
and “<HTml> render the same output in a web browser. Sui and Luo use
this case-insensitive characteristic of HTML tags to embed secret messages. An
uppercase letter is used to express the secret bit “1” while a lowercase letter is
used to express the secret bit “0”. For example: “<hTml>” represents the secret
message “0100”.

2.5 Watermark Data Embedding Using Cartesian Product

Chou et al., presented a data hiding method by using a Cartesian product to
code the space between words in an HTML file [1]. Because there are multiple
ways to code a space character in an HTML file, a web browser compiles the
code to display a space character in HTML. However, users are not aware of
the coding difference on a web page. Table 1 lists the possible space character
codes. By using a Cartesian product and data segmentation, a secret message
can be embedded in the space characters in an HTML file. α is a segment that
contains a space character in the HTML file, and NC is the availability of the
total number of space characters. We can create a pairing of the space character
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Table 1. Space character code

No. Code No. Code No. Code No. Code

0 type space; 7 &#8194; 14 &#x2000; 21 &#x2007;

1 &#9; 8 &ensp; 15 &#x2001; 22 &#x2008;

2 &#x20; 9 &#8201; 16 &#x2002; 23 &#x2009;

3 &#32; 10 &thinsp; 17 &#x2003; 24 &thinsp;

4 &#xA0; 11 &#8195 18 &#x2004; 25 &#x200A;

5 &#160; 12 &emsp; 19 &#x2005;

6 &nbsp; 13 &#X202F; 20 &#x2006;

codes using the Cartesian product. Then, a Cartesian product combination is
used to obtain a different combination of the space character code to replace the
space character code in the HTML file.

Therefore, β is applied to obtain segments of the secret message. Each seg-
ment of the secret message must have β = �log2 NCk� bits, where k is the
number for each pair. We can convert the segmented bits of the secret message
into decimal format and find the corresponding index in the Cartesian product.

3 The Proposed Method

The proposed method uses five watermark embedding methods to embed the
same watermark to achieve the robustness requirement. The browsing qualities of
the watermarked HTML file and the original HTML file are the same. Watermark
data extraction will result in five sets of watermark data because of the five
methods used for data embedding.

In addition, we utilize (7, 4) Hamming code to generate the checksum data for
the watermark and then embed the watermark and checksum data using the five
data embedding methods Cartesian product combination, CSS and HTML tag
capitalization method, HTML attribute combination method, HTML attribute
quotation mark method, and CSS attribute value embedding method. Because
the watermark data is embedded using five data embedded methods, when we
extract the watermark data, we obtain five sets of data. After watermark data
have been extracted, the correctness of the watermark data will be checked by
adopting Hamming checksum code. After that, the voting system is adopted to
check the correctness of watermark data to get the final watermark data.

3.1 Embedding in CSS Values

With the development of the Web 2.0 technology, cascading style sheets (CSS)
can be used to improve the look-and-feel of a web page. CSS is a style sheet
language used for describing the presentation of web pages. Minor changes in
CSS are hardly noticeable to the users. Thus, we can take advantage of this
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feature in CSS to embed a watermark. For example, embedding watermark data
in the last bit of the text color code (red, green, or blue). Changes in the last bit
do not significantly change the text color and it is not easy for users to detect
watermark data in the color code. Thus, we can effectively prevent tampering
of the watermark data. The key steps of the proposed HTML file watermarking
are summarized as follows:

Input: HTML code H, Watermark W
Output: Watermarked HTML code H
Step 1: Generate checksum data W for W using (7, 4) Hamming coding
Step 2: Embed W into H to generate H1 using Cartesian product combination

method
Step 3: Embed W into H1 to generate H2 using CSS and HTML tag capital-

ization method
Step 4: Embed W into H2 to generate H3 using HTML attribute combination

method
Step 5: Embed W into H3 to generate H4 using HTML attribute quotation

mark method
Step 6: Embed W into H4 to generate H5 using CSS attribute value embedding

method
Step 6.1: Specify the color code (red, green, or blue) in the SPAN tag.
Step 6.2: Replace the last bit of the color code (red, green, or blue) with the

watermark bit.
Step 7: Output H5 as H

3.2 Extracting Watermark Data

Extracting the watermark is a reversed procedure of the watermark embedding
process. The five sets of watermarks data extracted from the watermarked HTML
file can be obtained by applying Cartesian product embedding method, CSS
and HTML tag capitalization method, HTML attribute combination method,
HTML attribute quotation mark method, and CSS attribute value embedding
method. For Cartesian product embedding method, parse the article content in
the watermarked web page and check the pattern of the blank space characters
to extract the watermark. For the CSS and HTML tag capitalization method,
check the capitalization of the HTML and CSS tags to extract the watermark
data. After that, the fifth copy of the watermark data can be extracted by getting
the LSB bits of the color attribute values to form the extracted watermark data.

By embedding the same watermark data in the same HTML file using the five
data embedding methods, we can compare the data bits from each method and
the bit with the highest frequency is used in the final watermark data. Even if
the watermark has been tampered with, it is still possible to recover the original
watermark data using the voting system.
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4 Experiment Simulation

To evaluate the performance of the proposed method, we implemented the pro-
posed method using Octave 3.6.4. The web page content in our simulation is the
1841 U.S. President William Henry Harrison’s inauguration speech, with a total
of 8460 word. If each work in the speech is segmented within a <span> tag, the
total payload is 16,920 bits. Figures 1(a) and (b) show the watermark data and a
part of the original web page, respectively. Figure 1(c) show the results of water-
marked HTML rendering in Chrome and IE. As we can see, the watermarked
HTML file has the same visual quality in the web browsers tested. Figure 1(d)
show a portion of the watermarked HTML file and the extracted watermark
HTML source code.

(a) Digital watermark (size: 64x64) (b) Original HTML

(c) Watermarked HTML (Chrome) (d) Extracted watermark

Fig. 1. The watermark, original HTML, watermarked HTML, and extracted water-
mark

5 Robustness Assessment

To test the stability of this method, we designed a series of attack programs to try
to alter the watermarked HTML code while not affecting browsing experience.
The original watermark data size is 64*64.

Simulation Attack A. The first simulation attack changes all single quotes
to double quotes in HTML attributes and all uppercase letters to lowercase
letters in HTML tags. Even with these changes, we can still restore the original
watermark data with 100% accuracy (refer to Fig. 2(a)).

Simulation Attack B. After simulation attack A, we launched simulation
attack B to change the space character “&#9;” to “ ” in the HTML file. With the
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two simulation attacks, the extracted watermark data is 99.4% accurate com-
pared to the original watermark data (refer to Fig. 2(b)). In this case, we are not
able to recover 24 bits of the original watermark data.

Simulation Attack C. Continuing from simulation attack b, this attack
changes the CSS value “101011” to “111010”. In this case, the extracted water-
mark is 97.9% accurate compared to the original watermark data (refer to
Fig. 2(c)). Only 86 bits of the original watermark data are not recoverable.

Simulation Attack D. Continuing with simulation attack C, this simulation
attack changes the permutation of the font attributes from (face, color, size) to
(color, size, face). Compared to simulation attack C, only 140 bits cannot be
restored to the original watermark data and the extracted watermark data is
96.5% accurate (refer to Fig. 2(d)).

Simulation Attack E. Continuing with the previous simulation attack, we
change the space characters “&#xA0;” to “&#9;” in the HTML file and obtained
an extracted watermark that is 95.0% accurate, which is still of high quality (refer
to Fig. 2(e)).

(a) Extracted watermark (b) Extracted watermark (c) Extracted watermark
(Attack A),accuracy: 100% (Attack B),accuracy: 99.4% (Attack C),accuracy: 97.9%

(4096/4096) (4072/4096) (4010/4096)

(d) Extracted watermark (e) Extracted watermark
(Attack D),accuracy: 96.5% (Attack E), accuracy: 95.0%

(3956/4096) (3894/4096)

Fig. 2. The accuracy of different attack simulations

6 Conclusion

Since five data embedding methods are used, we must determine the small-
est payload among the five methods. In the previous section, we presented five
simulation attacks to show the high stability level of our proposed method.
The advantage of integrating the five data embedding methods in our proposed
method is the ability to restore and recover the original watermark using Ham-
ming code and the voting system, even if the watermark has been tampered
with. Although we have tried to modify the watermark data extraction process
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by first implementing the voting system, recovering the data, and then removing
the checksum bits of Hamming code (7, 4), the result is not satisfactory. Thus,
our original proposed data extraction process is far more suitable to achieving
the goal of copyright protection for HTML files.
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Abstract. In order to help individuals effectively manage and record these health
check physiological measurement data, this research developed an “Integrated
Health Check Report Analysis and Tracking Platform” together with H&B Health
Centers. Using this platform, the public can query health check data and analysis
charts from health check centers through a website. The information will include
suggestions from doctors, nutritionists and representatives of various health check
categories. The meanings behind various data can be explained to the general
public using illustrations.

The “Integrated Health Check Report Analysis and Tracking Platform” can
retain health check data from recent years and the system will provide sharing
functions so that friends and family are also able to care for the patient. The system
will also target various abnormal test data and provide nutritional recommenda‐
tions in the specific category. This will prevent the patient from using the wrong
medicine or remedies, resulting in more serious consequences. Using the health
check data from the complete history of records from the platform, it can provide
analysis and trend graphs on various data to allow laypersons to understand their
own health conditions and trends in simple ways via graphics. In addition, using
H&B Health Center’s big data combined with personal lifestyle assessment and
health check data over the years will allow automatic generation of routine health
check recommendations and reminders for regular checks.

Keywords: Health check · Physiological measurement data · Web platform ·
Data analysis

1 Introduction

As the level of knowledge and health awareness of the general public rises, the common
sense of health checks is becoming increasingly popular. Public awareness of disease is
no longer just about diagnosis and treatment and the concept of health check to inform
people of the possibility of disease in advance is becoming more and more ingrained in
the public psyche. This perspective also conforms with the idea of health awareness and
disease prevention advocated by the concept of preventative medicine. It is hoped that
this will help in early detection and treatment of diseases. However, in the face of the
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large number of health check items, the public is often confused and may not have a
good understanding of the contents of the health check results.

When faced with a long and tedious health report, people usually prefer to have
someone capable to explain the details to them and answer questions such as “According
to the report, what should I be aware of?” and “Should I go back for further diagnosis
or treatment?” Excellent health check centers should have expert staff to explain the
results to patients after completion of health checks or arrange for further follow-up
actions and reviews. However, the explanations given by expert staff may sometimes
be too technical so that the general public may forget some of the technical terms, or it
may be the case that there are too many health issues and the patient forgets about them.
When patients receive a call, they may find it troublesome or may be afraid that the
expert staff may not have enough time for them. Furthermore, the objective of health
check is to manage an individual’s health. Only by comparing past health records, can
people avoid blindly following trends and doing unnecessary and meaningless health
checks. Otherwise, even with a thick stack of medical data and clinical suggestions, it
is meaningless if the importance of the results are not understood. However, test reports
normally only provide a single test result and do not retain data from the past, and reports
from health check centers are usually given in paper form which is easily damaged or
lost. Making an electronic file requires inputting the data manually, which can be trou‐
blesome.

It would be very convenient if health check centers can provide online health check
information querying service. However, most health check systems currently can only
query the latest health check data for individuals. If the data are to be shared with friends
and family or if children want to inquire about the health data of the elders, this cannot
be done. Moreover, there is no historical data analysis to show whether the health
conditions have improved or not, and there are no detailed explanations on the report.
Furthermore, in the face of so many data, laypersons may not understand the meaning
of such data. The study aims to develop the “Integrated Health Check Report Analysis
and Tracking Platform” together with Bio-check H&B Health Centers. The public can
use the platform to query health check data and analysis charts at Bio-check related test
units. The system includes recommendations from doctors and nutritionists and repre‐
sentatives of various check item categories. Illustrations are used so that the public can
understand the significance of various data. Furthermore, the system also has data
sharing functions and can provide health check data to friends and family members
authorized by the user. All data will be subject to confidentiality measures to prevent
disclosure of confidential information.

2 Related Works

Currently, there are many websites and apps developed for medical uses, such as the
“Taiwan Medical Travel” app which provides convenient real-time medical tourism
information. It displays the most representative tourist attractions in each area, as well
as information on medical institutions. “Medical Wizard” was developed by the govern‐
ment of New Taipei City. It integrates the latest news, medical institutions, registration
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information, health check information, vaccination, New Taipei City online medical
services, disease references, and other services and information. The China Medical
University Hospital has a mobile registration system which includes an introduction of
the hospital, online registration, registration query, visit progress query, directions, a
“which department should I visit” function, and other functions. The “Show Chwan
Health Care System Online Registration” can query Show Chwan Health Care System
hospitals’ for real-time outpatient schedules, outpatient information, hospital contact
information, instant registration for returning patients, and health information.

Some apps can be connected wirelessly to medical instruments such as blood pres‐
sure and blood glucose monitors, and provide recommendations based on these data.
For example, “Instant Heart Rate” can detect the user’s heart rate just by placing a finger
in front of the camera, “Tactio Health” can measure blood pressure and record the data
to be used as reference by doctors, and “Glucose Buddy” can measure and help users
control blood glucose levels. There is also an app that can detect melanoma (a type of
skin cancer) for users and search for a suitable doctor called “MelApp”.

This study assists partner units to establish an “Integrated Health Check Report
Analysis and Tracking Platform” to allow users to query their own health check data in
recent years. The platform will also provide clinical recommendations for various health
check items and recommendations by doctors and nutritionists. The public can check
their own health check data and health trends on the platform at any time. The health
check data can also be shared with certain family members and friends so that they can
care for the patients’ health. The platform can also provide analysis and recommenda‐
tions on abnormal test data. The platform pays attention to individual privacy; hence it
is only for subjects who agree to upload their health check data and accept health
management.

Main functions of the system include:

1. Importing health check data intermediate file from the HBIS system onto the “Inte‐
grated Health Check Report Analysis and Tracking Platform” regularly.

2. Health check data include all physiological measurements. These measurements can
help in understanding the user’s current health status. In particular, data accumulated
over a long period can be used effectively by users or doctors as reference.

3. Data graph creation: instantly displays and analyzes data graphs to let the user
understand his/her own health conditions. When the user needs to see the changes
in physiological measurements over time, he/she can choose the data for a certain
time period and display them in a line graph. This is a fast, convenient, and effective
way to analyze the changes in the values and assist in long term tracking.

4. Provide analysis and suggestions for various abnormal test values.
5. Share data with authorized friends and family members.
6. Provide various nutritional suggestions and a follow-up mechanism using analysis

of H&B Health Center’s big data combined with personal lifestyle assessment and
health check data over the years to automatically generate routine health check
recommendations and reminders for regular checks.
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3 Integrated Health Check Report Analysis and Tracking Platform

H&B Health Centers started off as a professional testing company which utilizes a busi‐
ness management model to cooperate with hospitals to run a testing and health check
business. Its mission is to introduce advanced professional knowledge and skills so that
people in Taiwan can enjoy world-class professional service. Collaborating hospitals
have expanded from a few in the northern regions to the southern regions that now cover
the entire country. Collaborating hospitals include Taipei Medical University Hospital,
Keelung Hospital, Taichung Hospital, Feng-Yuan Hospital, Ministry of Health and
Welfare Hospital, Changhua, Nantou Hospital, Tsaotum Psychiatric Centre, Kaohsiung
Municipal United Hospital, Shuang Ho Hospital, Wan Fang Hospital, Puli Christian
Hospital, Saint Mary’s Hospital Luodong, Tainan Sin Lau hospital, and others.

In order to effectively manage the organizational structures for so many hospitals,
we have created six different user levels for the “Integrated Health Check Report Anal‐
ysis and Tracking Platform”: Chief Supervisor, manager, IT staff, nurse, patient and
relatives. The organizational structure chart is shown below (Fig. 1).

Fig. 1. H&B Health Center organizational structure chart

The main function modules in the platform are shown in the figure below. The plat‐
form will import health check data from the HIS systems from various hospitals onto
the platform’s servers. This is done automatically and regularly or initiated manually.
Members can use the platform to view their own data and share them with friends and
family. They can also use the online consultation function to talk to nurses (Fig. 2).

Fig. 2. Platform structure diagram

In order to implement such a structure, the platform is divided into front-end and
rear-end sections.
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3.1 Front-End Functions

Using the “Health Check Report History” function from the front-end, patients can view
the histories of their health check data. If they had a health check in a certain year, the
timeline will show the corresponding data. Clicking on it will display the health check
report summary table. If there are abnormal values in the report, the system will auto‐
matically detect them and display the category of the abnormal values in red letters on
the right side of the screen.

When the user clicks on “Sub-Item Report,” a detailed report will be displayed.
Selecting “Measurement Record” will display the history of measurement data and a
trend graph (Figs. 3 and 4).

Fig. 3. Sub-item report Fig. 4. Measurement record trend graph

Selecting the “View Historical Status” button will list out the test values from the
previous three years. Here, the time where the abnormal test value began appearing can
be seen (Figs. 5 and 6).

Fig. 5. Health check report history Fig. 6. Nutritional supplement recommenda
tions

Clicking “Follow-Up Tracking” will remind the patient to go to a certain category
for follow-up tracking and viewing. “Nutritional Suggestion” will display doctor recom‐
mended nutritional supplements.

It will also provide a message counseling service where the user can communicate
with a customer service representative online (Figs. 7 and 8).
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Fig. 7. Nutritional supplement recommendation
online counseling

Fig. 8. Privacy settings

If the user wants to share the report with friends and family, he/she can go to the
“Privacy” settings and add friends and family member’s account numbers.

3.2 Rear-End Functions

“Item Management” is mainly used to set up all health check items for H&B Health
Centers. Item types are categorized as numerical, text, special value, and different other
statuses. The corresponding maximum value, minimum value, gender, etc., for each type
of data are different and this system provides definitions for different types of data. The
figure below shows the test item data type settings (Fig. 9).

Fig. 9. Item data type settings

When the patient’s test value is higher than the maximum value or lower than the
minimum value, the system will automatically display this exception and recommend
health materials specified for the item and transfer the user to the follow-up tracking
category.

The “Medical Records Management” function imports health check data from the
HIS system to the platform’s servers. There are two methods for importing this data.
The first is directly exporting them from the HIS system, then importing the Excel file
into the server. The other method is to use the scheduling system. The system can be set
to automatically import the exported data (Fig. 10).

Fig. 10. Imported data
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“Abnormal Medical History Management”: nurses can manage the patient’s
abnormal medical history using the abnormal data. The system will list out records with
abnormal test data and nurses can edit or add comments to the medical records. The
methods for follow-up tracking, and the category and frequency of tracking can be set
for the test item (Figs. 11 and 12).

Fig. 11. Abnormal medical history list Fig. 12. Abnormal medical history
management

Alternatively, a particular diet can be recommended when the data of the health check
item are abnormal (Figs. 13 and 14).

Fig. 13. Category and frequency of follow-up
tracking recommendations

Fig. 14. Nutritional product recommendations

Furthermore, general comments can be made regarding the entire health check report
and doctors can write evaluations (Fig. 15).

Fig. 15. Doctor’s comments

4 Conclusion

The main objective of this study is to help H&B Medical Centers to establish a health
check report management system to allow users or managers to use the web platform to
view and manage the system via the internet, thus saving paper and time while increasing
convenience. For the future, it is hope that the system can be used to integrate health
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reporting by hospitals all over Taiwan and not just only by hospitals collaborating with
H&B Health Centers. This will allow health check reports to be obtained and viewed
more conveniently and health reporting digitized.

The main contributions of this study are as follows:

1. Contributions to the national information industry: the web platform to provide
various health check data analysis and trend graphs for patients and allows them to
learn about their own health conditions at any time. The health check unit can provide
the public with a variety of recommendations and health consultations. This study
combines information technology with professional medical knowledge, which has
made great contributions to interdisciplinary cooperation and Taiwan’s information
technology industry.

2. Contributions to the national manufacturing industry: The system will inform
patients of clinical recommendations for various data. Health check staff can also
use this system to perform follow-up tracking or issue warnings to let patients
understand their risks in advance so they can control their eating habits and reduce
risk factors which in turn reduce the strains on medical resources. The health check
analysis results can also be used as very practical references for researchers
conducting follow-up studies and clinical testing.

3. Contributions to national academia: The practical application of the system estab‐
lished in this study by the medical industry successfully took information technology
from the academia and applied it in the industry, which made positive contributions
to the value of academia.

4. Benefits for participants: All of the participating research assistants learned how to
devise websites and data collection methods and learned how to take theoretical
technology and apply it to a practical system. IT staff also gained medical knowledge
via this study. The most important benefit is that different participants can provide
their own insights regarding the same problems, and participants appreciated the
basic spirit of academic research. In addition, all participants have taken this oppor‐
tunity to learn the importance of teamwork and cultivated themselves to become
information research and development talents with specialized knowledge.
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Abstract. Since 1997, internet-based e-government has been promoted by the
Research and Development Review Board of Executive Yuan, R.O.C., and the
application of electronic forms is one of the e-government processes. Electronic form
system includes integrated document management and files management systems
and is integrated with an electronic attendance system as well. In this way, other
than merely achieving creating a paperless system, it also reduces the manpower
required for paper-form transmission and shortens document delivery time.

This study took Tainan city government and its subordinate organization as
the study objects. Owing to the merging of Tainan County and Tainan City a
couple of years ago, their old electronic attendance systems were redesigned and
reconstructed into a single system. Through this example, this study investigated
how to design an electronic attendance system which could integrate various
business characteristics.

Keywords: Electronic attendance system · Electronic forms · Tainan municipal
government

1 Introduction

Electronic form application refers to the digitalization of document management systems,
file management systems and electronic attendance systems in governmental organiza‐
tions during the process of office automation. Besides a drastic reduction of printed paper
forms, it also shortens the delivery time of paper-form signature and for approval; hence,
it enhances overall administrative efficiency. The electronic attendance system is used by
the personnel units of the government to carry out all kinds of personnel absence, attend‐
ance, travel, and leave management. Employees connect to the electronic attendance
system via the Internet, and apply for leave using various travel and leave forms online.
Through the integration of physical sign-in/sign-out equipment, the attendance status of
employees is completely presented. Through the electronic attendance system, unit super‐
visors can sign and approve employees’ leave slips online. The personnel management
unit can manage employees’ nonattendance and leave through the system, and provide the
basis for governmental supervisors’ personnel management decisions.
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Tainan County and Tainan City were merged in 2010. After the merger, the number
of staff posts were increased, and the workplaces were separated in Yonghua and Minchi
administrative centers. These increased the difficulty for staff attendance/absence
management for the personnel unit. Originally, Tainan County and Tainan City had their
own attendance management requirements and electronic attendance systems. After the
merger of county and city, the government was forced to combine the electronic attend‐
ance systems originally independently operated. This included the conversion of
different organizational personnel and travel/leave data in the original electronic attend‐
ance systems of both sides; the formulation of a revised organization attendance
management system after the merger (such as the time of nonattendance, reasons for
leave, and the leave slip signature/approval in each unit). In addition, after the upgrade
of the system, the personnel management authority of primary and secondary govern‐
mental organizations were changed to self-manage. The institutional changes, the plan‐
ning and development of electronic attendance system and other issues, had actually
given the Tainan Municipal Government Personnel Department considerable challenges
after the merger.

Eventually, the Tainan Municipal Government Personnel Department decided to
abandon the original electronic attendance system. To facilitate management, an elec‐
tronic attendance system which encompasses and satisfies the needs of all the govern‐
mental organizations in Tainan city was planned. This study analyzes and classifies the
official business characteristics of Tainan city government and its subordinate organiza‐
tions, and proposes corresponding system functions for various business characteristics
to ensure that the development and implementation of the electronic attendance system
can be fully applied to Tainan municipal government and its subordinate organizations.

2 Literature Review

Prior to 2005, staff absence and attendance control of Tainan Municipal Government was
done via paper-based sign-in/sign-out books. Staff of an organization or a unit would go
to a fixed place to sign in and sign out. Management of applications for travel and leaves
was done through Leave Cards specially assigned to an employee. When an employee
intends to go on vacation or to travel of any kind, they have to fill in proper reasons for the
type of travel or leave on their individual Leave Card, which was circulated manually to
the heads of all levels for paper-based leave slip signatures and approval. Besides the fact
that attendance management could not be carried out instantly, the personnel staff also had
to spend a lot of time every day to deal with routine attendance errands and paper-based
file management. Furthermore, at the end of the year, when it was desirable to conduct
annual performance appraisal for staff, the Leave Cards as well as the paper-based sign-
in/sign-out books of all colleagues in the specific year must be retrieved for manual and
meticulous review. The relevant nonattendance and leave statistics were eventually
provided to unit supervisors for assessment. Not only were they prone to manual statis‐
tical errors, but also consumed a high cost of manpower resources.

By the end of 2005, in response to the e-government movement, IT vendors commis‐
sioned by Tainan Municipal Government imported a new electronic attendance system
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to Tainan. The original architecture of the system is shown in Fig. 1. All employees sign
in to work and sign out to leave using card readers [5]. Browsers linking to the electronic
attendance system was used for employees to apply for all kinds of travel/leave appli‐
cations and expense reimbursement online. All auditing of the travel/leave statistics and
nonattendance/attendance discrepancies were controlled by the Electronic Attendance
System. All the nonattendance/attendance travel/leave, and overtime records of indi‐
viduals could be queried online. All the organization supervisors and personnel
managers also conducted online leave-slip sign-offs through the Electronic Attendance
System, and managed all nonattendance/attendance, travel/leave and overtime records
for employees.

Fig. 1. The system architecture diagram of the original electronic attendance of Tainan city

At the end of 2010, in order to reduce the time and labor cost required to develop
the electronic attendance systems for organizations nationwide, the General Office of
Personnel Administration of the Executive Yuan developed a nationwide shared version
of an attendance electronic form system for internal organizational use called the
WebITR system [1], and provided transferal services to the governmental organizations.
The WebITR system is divided into six main functions, namely, the attendance opera‐
tion, expense operation, personal information, signing/approval notice, shift work and
on-duty work. The system function content is depicted as follows:

(1) The attendance operation includes general leave, group leave, overtime sheet, group
overtime, business trip sheet, group business trips, business leave sheet, group
business leave, leave data, overtime data, attendance data and diligence/laziness
statistics.

(2) The expense operation includes personal overtime fee printout request, depart‐
mental overtime fee printout request, business trip expenditure request, business
holiday expenditure request, on-duty fee request and overtime in holiday fees.

(3) Personal information includes basic information and duty agents.
(4) Signing/approval notices cover business trips, pending approval, on behalf

approval, completed, approved, approved on behalf, and form inquiries.
(5) The shift work includes shift rostering, shift transfer application, shift overtime,

shift scheduling record inquiries and shift attendance.
(6) On-duty work includes on-duty rostering, on-duty compensatory leave mainte‐

nance, on-duty fee request, on-duty fee printing, and on-duty attendance.
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3 The Electronic Attendance System of Tainan Municipal
Government

After the merger of Tainan County and Tainan City, all the organizations of the city are
now in accordance with the organizational structure of Direct Municipalities [2], as
shown in Table 1.

Table 1. Organizational structure of Tainan city government

Unit classification Name of organization
Primary unit Secretariat, Office of Legal Affairs, Office of Information and

International Relations, Commission on Ethnic Affairs, Research and
Development Assessment Committee, Personnel Office, Office of the
Comptroller, and Ethnics Office

Primary organization Bureau of Civil Affairs, Education Bureau, Agriculture Bureau,
Economic Development Bureau, Tourism Bureau, Works Bureau,
Water Conservancy Bureau, Social Bureau, Labor Bureau, Lands
Bureau, Urban Development Bureau, Bureau of Cultural Affairs,
Department of Transportation, Health Bureau, Environmental
Protection Bureau, Police Department, Fire Services Department, and
Finance & Taxation Bureau

Affiliated organization District office, health office, household office, and land office

In this study, the attendance characteristics of all organizations are divided into seven
categories. To meet the attendance management characteristics of all the organizations,
the electronic attendance system shall provide different system corresponding functions
during the design phase targeting the seven aforementioned kinds of attendance char‐
acteristics. The various characteristics are analyzed as follows:

(1) Characteristics of general public affair departments
(a) The working hours are calculated as 8 h daily. The core working time is defined

by each unit respectively. The actual working dates of all organizations are
based on the calendar table for administrative organizations issued by the
Personnel Administration General Office.

(b) 20 h of paid overtime per month. Project overtime can be up to 70 h. There is
no ceiling for compensational resting hours. For staff covered by labor law,
the overtime limit is 46 h per month.

(c) The rules for business trips and leaves depend on the status of the staff and the
leave rules for civil servants, leave rules for staff of Executive Yuan and its
affiliated organizations, and labor laws.

The basic system functions [3] are shown in Table 2.

(2) Characteristics of the Fire Services Department
(a) The Fire Services Department and its subordinate units divide the staff working

hours into two types: office-work and field-work. The office staff are on a two-
day off per week basis. As for field staff, to meet service table requirements,
there are the “1-day work, 1-day rest system” and the “2-day work, 1-day rest
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system” [4]. For the “1-day work, 1-day rest system”, service hours are from
8 am until 8 am the next day. The service time is 24 h consecutively, then off
for 24 h. A leave of 24 h is counted as one day. For the “2-day work, 1-day
rest system”, its service hours are from 8 am until 8 am the next day. The
service time is 48 h consecutively, then off for 24 h. A leave of 48 h is counted
as one day. Firefighters who perform the service according to the service allo‐
cation table and actually perform the field service may receive overtime pay.
The number of overtime hours are calculated according to the service rotational
on-duty table, with a ceiling of 8 h per day and a ceiling of 100 h per month.

(b) Those whose vacation was cancelled owing to natural disasters or special
reasons can arrange for compensatory off time (in corresponding hours or days)
later.
For staff with these characteristics, the electronic attendance system shall be
able to provide service center scheduling function, field staff scheduling func‐
tion, overtime pay application, overtime pay reimbursement function, and so
forth.

(3) Characteristics of the Environmental Protection Bureau
(a) Working days for the cleaning team members shall be in compliance with the

“1-day work, 1-day rest system”. The working hours are managed and sched‐
uled by the cadres. Hence, the daily commute time may not be exactly the
same.

(b) The system shall be able to provide a night snack fee, cleaning bonus, and
driving safety bonus for the cleaning team members. The night snack fees are
paid to team members working from 21:00 pm until 06:00 the next day
according to the specific day in the on-duty table. But those who apply for
overtime in this period cannot receive the night snack fee. The cleaning bonus
is NT$8,000 per month. If a team member has been absent in the specific
month, a portion of the total sum is deducted according to the number of days
absent. Driving safety bonus is calculated according to scheduled cleaning car
driving days of the team member in the specific month. For staff with these
characteristics, the electronic attendance system must be able to provide
management and reimbursement of night snack fees, cleaning bonus and
driving safety bonus.

(4) Police characteristics
The service system of police stations is divided into two categories, back-office
staff and field staff. The back-office staffs are similar to common civil servants as
the “five-day workweek system” is applicable to them. The policemen in the service
directing center are subject to a “1-day work, 2-day rest system”. The policemen
in the control center and the field staff are subject to the “1-day work, 1-day rest
system”. The service hours of the so called “1-day work, 1-day rest system” are
from 8:00 am to 8:00 am the next day. The service hours are 24 consecutive hours;
afterwards, they are allowed to rest for 24 h. For the staff, a leave of 3 h is converted
into a 1-hour leave formally. The service hours of the so called “1-day work, 2-day
rest system” are also from 8:00 am to 8:00 am the next day. The service hours are
24 consecutive hours; afterwards, they are allowed to rest for 48 h. Although the
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service hours for the staff subject to this system is also 24 h, a leave of 24 h must
be counted as 48 h formally [6]. Field staff may request for overtime fees of up to
100 overtime hours per month. However, as an alternative, 52 accumulated over‐
time hours can be converted to apply for rewards.

(5) Characteristics of the Health Bureau
(a) Staff from the Health Bureau are often required to travel on business trips at

night and to work overtime at the night. It is therefore necessary to provide
travel expenses for overnight travel, and to allow staff to apply for overtime
fees or overtime compensatory rest hours.

(b) There are numerous project reimbursements available. For overtime or travel
expense reimbursement, it is necessary to provide budget control and a
summary mechanism for the units to ensure that the overspending of the budget
account will not happen. For staff of with characteristics, the electronic attend‐
ance system must be able to provide a summary of travel expenses, a summary
of overtime payments, and facilitate budget account management.

(6) The characteristics of the Bureau of Cultural Affairs
The staff of the Cultural Center take turns to work on holiday days. On Mondays,
besides formal civil servants, the rest of the staff are on holiday. As to daily working
hours, they are on for a 4-hour, 8-hour and 12-hour basis. In cooperating with
performance units, staff may have to work overtime overnight and work overtime
until the next morning. The system should be able to account for overnight overtime
work and overnight nonattendance/attendance exceptions.

(7) The characteristics of the Education Bureau
(a) The civil servants in schools use the calendar year system. Teachers who also

work as part time administrators and the general teachers use the school year
system. The calculation period of leave days and holidays is from August 1 to
July 31 of the following year.

(b) Teachers applying for leave must be assessed in accordance with the curric‐
ulum. When courses have been arranged during the period of absence, prior to
the leave application, the teacher is required to properly complete the online
class transfer tasks.

(c) Teachers are divided into two categories, teachers with who work in admin‐
istration part time and general teachers. Teachers who work in administration
part time are required to work under the sign-in/sign-out management; their
leave days are calculated according to seniority. The general teachers do self-
management in accordance with class time.

(d) During winter or summer vacations, flexible working measures are imple‐
mented in schools. Furthermore, the staff or teachers who work in adminis‐
tration part time have the option to choose vacations in summer or winter time.
The number of days are in accordance with school regulations. For staff with
these characteristics, the electronic attendance system must be able to provide
a platform for applying for summer and winter vacations, class transfer notes
and a scheduling & transferring class system for teachers.
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Table 2. Functions of electronic attendance system

Function module System functions
Travel/leave application Business leave form, business trip form, leave application form,

overtime application form, forgot-to-punch-card application form,
go-abroad application form

Expenditure application Application for business trip expenses, application for overtime
pay, application for education allowance for children, application
for overtime pay without leave, application for marriage, funeral,
or maternity allowance

Diligence/laziness query Attendance record query, overtime record query, travel/leave
record query

Diligence/laziness
management

Daily attendance, exception record management, attendance card
record query, and Taiwan traveler card management

Basic setting Overtime data setting, holiday data setting, job title data setting,
class data setting, job grade data setting, leave data setting, and
personnel data management

On-duty management On-duty classes, on-duty setting, and on-duty expense
reimbursement

Scheduling management Scheduling settings and scheduling data query
Process operation To be signed/approved file box, to be reviewed file box, signed/

approved file box, and return file box

After analyzing the attendance characteristics for different organizations, the plan‐
ning of the Tainan municipal electronic attendance system is finally divided into 9
modules, namely, leave application form, application of various expenses, inquiry of
basic diligence/laziness, management of diligence/laziness in personnel affairs, system
basic setting, approval process, scheduling system, scheduling & transferring class
system and on-duty system. Furthermore, via the integration of RFID card readers and
other heterogeneous systems, the whole system becomes more comprehensive.

(1) Combining with RFID card readers: While introducing the electronic attendance
system, the Tainan municipal government also introduced the RFID card readers.
When a staff signs in or signs out via the RFID card reader, the reader screen will
show the name of the card holder and his sign in/out time. Meanwhile, the name is
also displayed at the top of the LED display.

(2) Combining with heterogeneous systems: In the system design phase, the conven‐
ience for staff and system integrity were put into consideration. Hence, in the design
and planning phase of the electronic attendance system, the approval process
system, the business entrance network and the document system were already inte‐
grated [7].
(a) Combining with the portal: When a staff inputs his account number and pass‐

word and logs into the portal, the system home page will show all the author‐
ized applications, the staff’s signed and approved attendance documents and
his sign-in/sign-out status for the day. When he selects an item in the electronic
attendance system, the system will sign in the electronic attendance system
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right away. It is not necessary to key in the account number and password once
more.

(b) Combining with the approval process system: When a staff completes a leave
slip application and sends it out, the system will call the approval process
system. According to the organization level, the approval process system will
send the leave slip to-be-approved information to the to-be-signed documents
of the authorized supervisors. The supervisors will then check and sign the
leave slip online. The system completely records the approval time, names,
and signing comments of all parties.

(c) Integrated document system: After applying for leave slip on the electronic
attendance system, the document system will obtain the duty information for
the current staff through the Web Service provided by the electronic attendance
system and will automatically transfer the staff’s authority in signing docu‐
ments to the duty agent.

4 Conclusions

Most of the current organizational electronic attendance systems are developed for a
single organization’s attendance requirements. When the system is imported to organ‐
izations with different attendance characteristics, it is often necessary to make significant
modifications or even to redesign it for customized use. This will result in high devel‐
opment costs, and the maintenance of subsequent versions is a heavy burden for the
company.

The electronic attendance system proposed in this study was analyzed, designed and
implemented according to the Tainan Municipal Government and its subordinate organ‐
izations. From December 2010, the system was introduced into the Tainan Municipal
Government and its subordinate organizations in four stages. At present, all the organ‐
izations have been successfully implemented online. This electronic attendance system
with multi-organizational characteristics has been proved to possess integrity, practi‐
cality and reliability. The major errands of the public affairs personnel include personnel
information, attendance, performance appraisal, rewards and punishment, education and
training, personnel promotion, salary issuance and retirement pension management.
This study only the implemented the personnel data management and electronic attend‐
ance management. In the future, the relevant fields of personnel information systems
will be studied and we will continue to develop the yet to be implemented personnel
business system, so as to attain a comprehensive information or overall personnel
management.
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Abstract. The development of network and mobile technologies contributed to
the emergence of mobile and ubiquitous learning. Therefore mobile and ubiqui-
tous learning are attracting both academic and public interest in the recent year.
Owing to mobile learning is defined as “the processes of coming to know through
conversations across multiple contexts among people and personal interactive
technologies”, this study conducts a content analysis to view the relative resear-
ches that apply this technology to facilitate various activities of learning. Those
activations of learning can be designed in formal and informal and personalized
learning environments during classroom lectures or outside of the classroom. The
advantage of portable technologies can help learners to connect various learning
activities both in formal and informal personalized learning environments.
Generally, previous research in mobile learning are focus on the lower or

younger learners, the broad application ofmobile and ubiquitous learning in higher
education settings is limited. Further the mobile learning design can be design and
allow learner selects and transforms information, constructs hypotheses, and go
beyond the information given. Therefore this research try to analyze the mobile
learning research that are focus on higher education setting and based on con-
structivism theory.

Keywords: Mobile learning � Ubiquitous learning � Content analysis �
Constructivism theory

1 Introduction

The development of network and mobile technologies contributed to the emergence of
mobile Learning (ML). ML aims to provide technological supports for collaborative
learning and can be defined as an interdisciplinary research field that includes a branch
of the learning sciences and educational technology research concerned with studying
how people can learn together with the help of computer [9]. Mobile learning is more
and more popular in education setting for it is convenience, expediency, immediacy
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and supervising teachers’ opinions. First, it is convenience, trainees had opportunity to
use their time even when they were on the move. Second, from the expediency point of
view trainees they had to work at home and there they did not have access to Internet
other than via the phone, just like they used phones in shops when they had to check if
there was particular foodstuff at school. Third, trainee can get a great idea on the way to
university in the very early morning and was happy to be able to share this idea with
colleagues straightaway. Mobile devices were a great tool to give feedback while
observing other trainees. Finally, during training the mobile device helped supervising
teachers a lot. The development of network and mobile technologies contributed to the
emergence of mobile Learning (ML). One of the most widely accepted definitions of
mobile learning is “the processes of coming to know through conversations across
multiple contexts among people and personal interactive technologies” [8]. Mobile and
portable technologies are conceived either as tools that allow learners to access
information irrespective of their physical context, for example on a bus [1] or, as a way
to provide learners with location-based information, for example while they are
exploring a butterfly garden [5].

Mobile learning’s ubiquitous characteristic has been considered to be one of the
most promising applications of modern information and communication technology
toward the improvement of teaching and learning. While, the mobile learning allow
learner selects and transforms information, constructs hypotheses, and go beyond the
information, that is the mobile learning can improve learners’ knowledge by designing
based on the aspect of specific teaching/learning theory (ex. constructionist learning).
Thus, the main purpose of conducting mobile learning is to improve learners’ learning
performance therefore the significant importance of theoretical aspects in mobile
learning, the aim of this study is to conduct a literature review examining the research
and conceptual aspects of mobile learning.

2 Search Strategies and Processes

This study only analyzed papers that were identified as “articles” in the SSCI. Other
types of papers such as “book reviews,” “reviews,” and “editorial materials” were all
excluded from this study. For paper selection, the search terms combined the concepts
of mobile and ubiquitous learning and higher education in the meta field “topic”, which
included the search in article titles, abstracts, author keywords, keywords and plus
fields. More precisely, the terms mobile learning, m-learning and ubiquitous learning
were combined (AND) with higher education or university. In addition, the database
ERIC was searched in February 2015 because this source contains a broad selection of
articles specific to the fields of education and learning sciences. Finally this study scans
of Google scholar using the same key terms.

Based on these articles, a content analysis was carried out, using article abstracts
and publication information indexed in the SSCI. The selected articles was processed
by two doctoral researchers in educational technology and further validated by a
professor in the field. For the remaining publications, the full texts were retrieved and
reviewed against the following six criteria: (1) sound methodological design; (2) higher
education setting; (3) involvement of mobile technology; (4) educational orientation;
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(5) primary study designs based on mobile learning activities. This procedure identified
20 articles that were judged to be relevant to the topic of mobile learning. The analysis
of 20 articles’ abstract and outline, 20 articles were picked out as applied construction
theory. In the final phase, after careful complete article analysis, 5 articles were
identified as our study objects.

3 Results

Among the articles, they conducted both quantitative and qualitative data, and most of
them used questionnaires as their primary data collection techniques or utilized
learners’ log files or discussions as the data sources for analysis. In addition, 2 of them
developed learning application and using multiple platforms. Several educational
researchers have argued about the commonalities between quantitative and qualitative
research, and have advocated mixed method research as a new research paradigm.

Table 1. The results of research on mobile learning

Author
(year)

Aims/Objectives of study Methods Results and conclusions

Seppälä
et al. [7]

To discover the opinion of
using mobile device for
teaching and learning

Device:
Communicator, digital
cameras
Participants and research
setting:
11 students (ages
between 20 and 25), and
5 teachers
Data collection:
discussions
Data analysis:
discourse analysis

1. Students have positive
responses on this learning
mode for it is convenience,
expediency, immediacy
2. Teachers’ opinions of
mobility and the use of
mobile devices were also
mostly positive for the use of
mobile device helped their
work a lot

Garrett
et al. [2]

To design, implement and
evaluate a PDA based tool to
support reflective learning in
nursing and medical students’
learning

Device:
PDA
Participants and research
setting:
6 final year Nurse
Practitioner Students and
4 final year Medical
Students at UBC
Data collection:
Questionnaire,
discussions
Data analysis:
Statistical, discourse
analysis

The wireless PDA can
support and improve
clinical learning, and at this
point the clinical reference
and the communication
tools seem to provide
optimum value to the
student’s learning

(continued)
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Table 1. (continued)

Author
(year)

Aims/Objectives of study Methods Results and conclusions

Lan et al.
[4]

To develop a mobile learning
system, mobile interactive
teaching feedback system
(MITFS) and then compare
the leaning effectiveness
between the mobile-learning
and the online asynchronous
learning

Device:
smartphone
Participants and research
setting:
40 first year university
students
Data collection:
Logs files of online
discussion,
questionnaires
Data analysis:
Statistical, discourse
analysis

1. The mobile devices can
facilitate and assist learners’
social construction of the
knowledge process
2. Based on the
problem-based learning,
learners can construct their
knowledge through different
learning activities
3. The mobile device offers a
new discussion strategy
compare to the online
asynchronous interactions

Schepman
et al. [6]

To compare the leaning
effectiveness among
multi-platform-cloud-based
note-taking software

Device:
individual networked PC
Participants and research
setting:
61 undergraduate
students
Data collection:
Questionnaire
Data analysis:
Statistical, discourse
analysis

1. The mobile devices can
facilitate and assist learners’
social construction of the
knowledge process
2. Based on the
problem-based learning,
learners can construct their
knowledge through different
learning activities such as
raising questions, collecting
and sharing information,
discussing with peers, and
discovering the solution to a
problem
3. Apart from the support of
the online asynchronous
interactions, the mobile
device offers a new
discussion strategy. For
instance, learners can
facilitate learning activity in
the outside world and further
acquire the context-aware
learning materials to enhance
their learning experience

(continued)
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In the context of mobile learning, Jonassen (1996) proposed three major research
types and identified in the Handbook of Research for Educational Communication and
Technology [3]. Those research types are experimental research, descriptive research,
and development research. Experimental research is a research it designed an experi-
mental group and a control group to test hypotheses regarding certain treatments.
Descriptive research is a study that gathered data from events (ex. log record) or
participants’ responses (ex. attitude, discussion) to describe, explain, validate or
explore a particular issue. Developmental research is a research which systematically
studied the design, development, and evaluation process of certain educational inter-
ventions. This study based on those research types to displays the methods of these
articles. This research also presents the aim (objectives) and the main results of these
researches. The analyzed results are presented in Table 1.
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Wang
et al. [10]

To explore whether the
mobile device would have
time management and
learning benefits for doctoral
students

Device:
Mobile Pocket PC
smartphone
Participants and research
setting:
6 doctoral research
students from the School
of Nursing participated
Data collection:
Questionnaires
Data analysis:
Discourse analysis

These multiple and variable
contexts have significant
impact on learners’
appropriation of new
technologies and related
uses
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Abstract. Owing to there are still has difficulties of lacking a convenient way
to manage various devices and provide customize service either by an appliance
or recreational equipment. Therefore, it is necessary to develop a system (or
device) to control and management this problem. For economic considerations,
it is inevitable to have a new system (or device) for this requirement. Preferably,
it can be achieved by using available or easily made hardware with properly
designed software architecture for control. In present, it is made by customizing
circuits with only one specification for specific equipment. It is still lacking a
integrate system or device can provide and integrate and manage those various
respond or feedback data. To achieve this goal, this research proposes a device
with control programming system also defined data in a device database and an
instruction database to solve this problem.

Keywords: Software defined · Device independence · Wireless transmission ·
Device and instruction database

1 Introduction

The advent of the information age has added many new scientific and technological
knowledge, but household equipment has problems of inconvenient management of
control devices and difficulties in function customization, no matter it is an appliance or
recreational equipment. Therefore, a control and management system is desired. For
economic considerations, it is inevitable to have a new system (or device) for this
requirement. Preferably, it can be achieved by using available or easily made hardware
with properly designed software architecture for control. For a single product in the
market, it is made by customizing circuits with only one specification for specific equip‐
ment. There is no control device or system to integrate all control functions in one unit.
There is no control device or system to feedback data. A feature of the present study is
using another device with newly added software defined data in a device database and
an instruction database without being affected by the equipment. With the device control
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programming system from the concept of programming system for device control, the
goal can be achieved. The device control programming system is based on a model of
Device Independence [1] and provided in the present study. Based on the concept of
Software-Defined, the device control programming system of programming system for
device control doesn’t have to concern characteristics and class of the equipment when
programming. It is a procedure or mechanism which makes the application procedure
of the software can be applied to run on the local equipment. No more consideration is
required on its hardware architecture or software environment. As long as the equipment
whose application programming interfaces can be obtained, it can be applied by the
programming system for device control in the present study, further reducing the
threshold of development. The concept of programming system for device control in the
study is implemented in robotic arms and robots to test the feasibility and advantages
of SDDI. Results come out to show that programming system for device control is able
to control equipment which is capable of wireless communication by programming the
functions of wireless communication.

2 Relative Works

The previous technology is divided into two kinds, first one is printed circuit board,
sometime everybody use printed circuit board also just control TV, Air conditioner or
toy which cannot teaching programing language, everybody use the controller to control
TV, Air conditioner or toy, there maybe do not have definite time, so we discover many
paper want to use bluetooth [8], WIFI [3, 7], RF [6] change the communications protocol,
but do not have any paper talk about use programming interface [2] for control TV, Air
conditioner or toy. Second one is open hardware, refer to Fig. 1 [4, 9] which subsequent
development or applications of these system development boards is to control the hard‐
ware on these system development boards through C programming language or a more
low-level language, most systems on the system development board only function or
control one specific device, and they are not able to setup and manage more devices at
the same time.

If a subsequent developed product of the system development board can be applied
on more devices with similar functions, or a board of an available device can be further
modified and more widely used in other products and applications, it would be great
news to the developers and users. It is not only to reduce development cost (labor and
materials cost), but squeezes the time for new products launched into the market. Users
enjoy the benefits of familiar interface so that to learn the new products fast. Control
limitation of the products would not be a problem.

The requirements mentioned above is subject to a well-known problem: it is difficult
to learn and apply a low-level programming language used to control the hardware of
devices. Therefore, reducing development threshold, based on a low-level programming
language and specific development boards, further to construct an easily used architec‐
ture and system suitable for every system development boards and make it possible for
everyone to use a high-level programming language or interface to finish the manage‐
ment or development of devices, is much desired for the developers.
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3 Research Design

In order to settle the problems mentioned above, a programming system for device
control is disclosed as Fig. 2.

The system includes: a development board scanning module, for scanning I/O pins
of a development board, acquiring an operating function of the development board,
specifications of controllers and hardware, definition of the I/O pins, and functions set
for the controllers, recording the acquired data mentioned above in a development board
functional database, and transmitting the definition of the I/O pins; a web server,
remotely connected with the development board scanning module, including: a device
database, for defining and accessing the specifications of controllers and hardware, I/O
pins, and functions set for the controllers of a plurality of devices and/or boards; and an
instruction database, for accessing instructions for setting the functions for the control‐
lers; and a working host, connected to the development board scanning module and the
web server, having the development board functional database for providing a platform
for programing codes of a high-level programming language and an application interface
used by the high-level programming language to program and control the operating
function, and an application programming interface packaging module, for encapsu‐
lating the application interface used by the high-level programming language with data
in the device database, the instruction database, and/or the development board functional
database; wherein the application interface compiles the codes into instructions coded
by a low-level programming language used to communicate with the development board
after receiving the codes of the high-level programming language.

Fig. 1. The boards for illustration of pin forms
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According to the present research, the web server judges if the development board
has been defined in the device database by the received definition of the I/O pins. If a
result of the judgment is yes, record the specifications of controllers and hardware of
the defined devices or boards, and functions set for the controllers in the development
board functional database. The specifications of controllers and hardware of the defined
devices or boards, functions set for the controllers, and instructions for setting the func‐
tions for the controllers are provided to the application programming interface packaging
module, for encapsulating the application interfaces used by the high-level programming
language. If a result of the judgment is no, record the acquired specifications of control‐
lers and hardware of the development board, definition of the I/O pins, and functions
set for the controllers in the development board functional database. The specifications
of controller and hardware, functions set for the controllers, and instructions with respect
to set the controller functions of the development board acquired by scanning are
provided to the application programming interface packaging module, for encapsulating
application interfaces used by the high-level programming language.

The operating function is sent to the development board from an external board via
a connecting channel. The connecting channel may be a wireless communication inter‐
face or a wired transmission interface. The wireless communication interface may be
an infrared communication module, a Wi-Fi communication module, a Bluetooth
communication module, a RF communication module, a LTE communication module,

Fig. 2. The schematic diagram of a programming system for device control
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or a WiMAX communication module. The wired transmission goes through a USB
(Universal Serial Bus) port, an eSATA (external Serial Advanced Technology Attach‐
ment) port, or a Thunderbolt port. The operating instruction is defined by users.

Preferably, the working host is a laptop computer, a desktop computer, or a tablet.
The application programming interface packaging module may be software running in
the working host, or hardware installed in the working host.

The application programming interface packaging module in the present research is
a key element to compile codes from a high-level programming language to a low-level
programming language. Due to the compilation, it is possible to use an easy high-level
programming language or interface to finish device control or development.

4 Conclusion

Programming system for device control activate information technology, beacause if
use it for Internet of Things, it can more popular defined everything, for developers,
there is no need for additional customization reduce many costs, another one it can use
for programming language education, student can practice computer thinking, we will
use this system in the future for Implemented in an educational environment and actually
measured optimize student achievement.
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Abstract. Air pollution has become a major threat today and the related respi‐
ration illnesses have deteriorated the wellness of many people. Herb, as one option
of the medicine and also as diet, can provide very promising solution to the above
threats. However, even though herbs are easily accessible in every cultures and
areas, the knowledge of applying herbs on improving health is complicated and
it takes quite lots of efforts to acquire the knowledge. In this paper, we design an
ontology-based herb therapy recommendation web for respiration system
health.

Keywords: Herb · Ontology · Respiration · OWL · Recommendation · Treatment ·
Java · PHP

1 Introduction

Air pollution has become one major threat to public health globally, especially in some
east Asian countries for the past decade. Taiwan, one among these countries has suffered
the pollution and the related illnesses. Sore throat, asthma, bronchitis, sinusitis, laryng‐
itis, etc., are some of the common symptoms and illnesses. As the issue of PM 2.5 [1, 2]
has been discussed widely, more and more people would like to take some prevention and
to seek some alternative medicines that are more holistic and less bad side effects for
long-term usage.

Herb has been an indispensable source of nutrition and medicines in many cultures.
There are many wisdoms and knowledge around the world that specialize in using herbs
as diets and as medicines; to name a few, Indian Ayurvedic medicines, Thai’s herb
knowledge [18–20], Chinese herb medicines, and so on. Herb, as one of the alternative
medicines, has several quite inspiring merits. Herb can be used as medicine and diet;
herb can be used to extract many health-enhancing essential oils; it can be used in bathing
and as air-improving substances.

However, as the mainstream medication system dominates the markets and it affects
how the general public absorb the knowledge, and therefore, affect how people take care
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of their health and wellness. Many people used to take pills off-the-shelf, even if some
herbs are quite accessible and health-beneficial.

Even though some cultures used to apply some herbs in their diet and in simple
treatments. The comprehensive knowledge of herbs and their actions is quite huge, inter-
related and needs carefully discerned. Nowadays it is not difficult to access herbs or
many herb-related products like nutrition supplements. However, without ease access
to comprehensive knowledge of herbs or access to experts, it is still very difficult and
challenging for the general public to apply them in daily life [3, 26].

We, therefore, aim at sorting out the knowledge and building an easy-access web
system that provide trusted and comprehensive knowledge of herb for improving respi‐
ration system wellness. We study the books from Hoffmann [21, 22] who is one pres‐
tigious herbalist. We extract the knowledge and express the knowledge using the Web
Ontology Language (OWL) [4]. The knowledge we focus on include biological knowl‐
edge of herbs, their actions and related treatments, etc. We use the Protégé tool [5, 8],
Jess [9], SWRL [10] to build the knowledge. We then develop programs using PHP and
Java to build a recommendation web and to provide a friendly platform for interested
users and various products/ services providers to interact.

2 Related Work

An expert system is a knowledge-based computer system that applies domain knowledge
and rules to answer users’ queries on domain questions. It greatly improves the dissem‐
ination and accessibility of the knowledge, answers people’s questions or provides
recommendations, as computers can unceasingly provide its services. Therefore, various
expert systems like [5–7, 23, 27] have been designed and implemented to solve various
domain challenges.

MYCIN [29], developed in the 1970s, is a well-known infectious disease distin‐
guishing diagnosis system. Through a series of interface conversations, MYCIN provides
infectious disease diagnosis as well as antibiotic dosages and treatment. Developed out
of INTERNIST-I, Quick Medical Reference (QMR) [17] is an in-depth information
resource that helps physicians to diagnose adult diseases. It provides electronic access to
more than 750 diseases representing the vast majority of the disorders seen by internists
in daily practice as well a compendium of less common diseases. Roventa and Rosu [24]
used Prolog to develop an expert system for kidney disease diagnosis providing probable
evaluation models to assist medical specialists making diagnosis decision.

The above systems focused on diagnosis. Some other systems were designed for diet
recommendation for specific kind of patients. [11, 14, 15, 23] respectively constructed
a general dietary recommender system for chronic patients. Chen, Huang, Bau, and Chen
[12], based on ontology and SWRL, implemented an anti-diabetic drugs recommenda‐
tion system for diabetes patients. Lee et al. [15] developed a dietary assessment system
using fuzzy techniques and a domain ontology with fuzzy set layer extension to evaluate
diet healthiness.

Ontology [4, 13] is the study of representing/applying/inferring knowledge in
specific domains. It has been widely applied in solving several domain challenges. Some

An Ontology-Based Herb Therapy Recommendation 75



examples are like tourism recommendation [5, 6], ontology-based tour guidance [13],
Herb-related systems [18–20], or medicine-related systems [12, 17], and diet-related
systems [11, 14, 15].

Some works apply ontology to extract the knowledge of herbs to improve human
health. Kato et al. [18], based on ontology and Semantic Web Technologies, designed
a Thai herb recommendation system that consider a patient’s symptoms, chronic
diseases, Thai herb actions, and the user’s taste preference. Their similar publication
[20] focuses on representation of Thai herbs and their actions using ontology.

3 The Process and System Design

3.1 The Process of Knowledge Acquisition

The knowledge extraction and the representation are two of the important factors for the
effectiveness of a recommendation system. The main source of the knowledge is Hoff‐
mann’s prestigious book titled “Easy breathing” [22]. Hoffmann was a lecturer for ecology
in the Universities of Wales, an herbalist, ex-Director of the California School of Herbal
Studies, and a fellow of Britain’s prestigious National Institute of Medical Herbalists. We
study the books, compare and analyze the information. Then we sort out the knowledge,
according to our goals/functions of our system. Finally, we create the ontology (knowl‐
edge) using a friendly and convenient tool protégé [8] for building ontology in the OWL
language [25]. The process is depicted in Fig. 1.

Protégé

Put into

Fig. 1. The knowledge acquisition process

3.2 The System Architecture

In addition to strong domain knowledge expertise, availability and friendliness are key
factors in designing an expert/recommendation system. Choosing open source devel‐
opment platform/API like Protégé [8], OWL API [25] and Java/PHP to a web helps the
portability of our system and increases the availability of the service. The potential users
of our web for respiration system health include people with respiration ailment and the
general public who wants to enhance their wellness. When designing the system, we
consider the usage scenarios, the practicability and the friendliness.

The system architecture is depicted in Fig. 2. An PHP web is built which accepts
users’ queries/clicks to trigger java programs; these japa programs interacts with an
inference engine [16] and an OWL database, via OWL api. The engine accepts the
queries, reads the OWL database, outputs the results to the PHP webs.
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Fig. 2. The system architecture

3.3 The Domain Ontology

The main source of the knowledge is Hoffmann’s prestigious book titled “Easy
breathing” [22]. To extend the ontology with some add-on features like flavor, energy,
popular name and pictures, we consulted other sources like [22] (American Botanical
Council).

The relation of main classes of our ontology is depicted in Fig. 3. The listings of
classes, object properties and data properties in protégé are respectively shown in
Fig. 4 (a)(b)(c). Some key classes are described as follows.

Fig. 3. The relation of classes of our ontology

The Class Action is designed for describing the changes that occur in the body or in
a bodily organ as a result of herb’s functioning. Some instances of the class are astringent,
anti-inflammatories, antimicrobials, antispasmodics, etc. The properties of this class
include hasDescription (which provides the explanation of an Action), hasNotice (which
describes what one should notice about this Action), hasHerb (what herbs have such an
Action), hasBodyPart (which organ this Action has effect on) and hasIntensity (the
intensity of this Action).
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The Class Ailment consists of two sub-classes: Symptom and Disease. This class
describes an ailment and its related properties. These properties include hasDescription,
accompanied Symptoms (which provides potential symptoms of this ailment), hasCaution
(which reminds users what they should notice about this ailment), treatedBy (which lists
potential therapies), and effectiveHerb (which lists popular herbs for treating this ailment).

4 The Functions and User Interface

Our system is designed for herbalist, knowledge engineer and also the general public;
therefore, a well-designed interfaces and usage scenarios (functions) could boost the
performance of the web.

Figure 4 depicts the main functions of the web. They include the biological knowl‐
edge of herbs, the actions, the therapies, and symptoms, the causes, the recipes, the
Blogs, the discussion room, the membership management, etc.

Fig. 4. The main functions of the web

Fig. 5. Respiration system Fig. 6. Herb–Echinacea
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Fig. 7. Chronic Bronchitis Fig. 8. The tincture treatment

These functions are briefly summarized as follows.

1. Query an herb and its properties: Users can click on a specific herb instance, and the
system answers the specified properties like herb’s actions, edible parts, local names, etc.

2. Query an action and its properties: Sometimes uses are not familiar with herbs, but
they need to acquire the knowledge what herbs own a specific action. This function
is designed for this scenario. For example, if a user is interested in carminatives, then
he/she can select carminatives and the system will respond the herbs that own this
action.

3. Query an ailment and its properties: From this function, users select an ailment
instance, and the system answers the properties for it. The properties include (1) the
possible causes, (2) the life-style treatment, (3) the cautions, (4) the possible causes,
(5) the potential symptoms, (6) a series of therapies, (7) effective herbs, and so on.
Each therapy provides (1) the conditions to apply this treatment, (2) the cautions for
this therapy, and (3) the effects.

4. Query a treatment formula and its properties like (1) its ingredients, (2) how to make
it, and (3) how to use it.

5. Use symptoms to query possible ailments. Sometimes users have no idea what herbs
they are interested and what ailments they might have, but they observe some symp‐
toms they have. So this function is quite useful. A user provides the symptoms he
has, and the system lists all potential ailments for those specified symptoms. And,
from the listed aliments, the user can further select the ailment and check the corre‐
sponding therapies and herbs.

6. Use causes to query potential ailments. Sometimes people do not feel well but are
not sure what ailments they have. In addition to providing symptoms, they can also
provide the causes (the life styles or habits), and the system will answer possible
ailments and the corresponding symptoms. For example, a user might feel high
pressure and feel fatigue, and he would like to know what ailments might result in.

7. The recipes: Users, in addition to the knowledge of herbs, may need the knowledge
of how to cook/apply these herbs in their diet.

8. Blog/Discussion Room: Experts and interested users can share their information and
knowledge via the blogs/discussion room.
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9. Links: this part provides a platform for various service providers (book authors and
product/service providers) to interact with users.

The user interfaces
Some user interfaces/functions are described as follows.

Figure 5 shows the various systems of human. Figure 6 shows the effective herbs
and treatments for chronic bronchitis. Sometimes users are not sure what possible
ailments he/she has; in such cases, users can input the symptoms, and the system would
respond with some possible ailments; Fig. 7 shows one such case. In this scenario, users
are interested in the knowledge of chronic bronchitis, and they can query the treatments
for this illness; Fig. 8 shows the tincture treatment for this illness.

5 Conclusions

In this paper, we have designed an ontology-based recommend web for improving
respiration system health. The feedbacks from users confirm its practicality and useful‐
ness. Applying herbs in daily diet and as alternative treatments even though is not new,
but it still needs great promotion and education as many people have used to go to the
hospitals to get quick and easy pills to kill the symptoms. It is still a long and great
challenge to promote the knowledge. With this wen, we do have a great and better
opportunity.
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Abstract. This paper develops a robust optimal control technology for multi‐
media signal processing (MSP) applications. The proposed control technology
combines the advantages of nonsingular finite-time convergence sliding mode
control (NFTCSMC) and genetic algorithm (GA). The NFTCSMC has finite
system state convergence time including nonsingular merit unlike infinite-time
exponential convergence of classic sliding mode control, but the chattering still
occur under a highly uncertain disturbance. For multimedia signal processing
applications, the chattering causes high voltage harmonics and inaccurate
tracking control. To enhance the performance of multimedia signal processing,
the GA is well adopted to tune the control gains of the NFTCSMC so that the
chattering can be removed. Experimental results are given to conform that the
proposed control technology can lead to high-quality AC output voltage and fast
transient response. Because the proposed control technology is easier to realize
than prior technologies and gives high tracking accuracy and low computational
complexity algorithm, this paper will be of interest to designer of related MSP
applications.

Keywords: Multimedia signal processing (MSP) · Nonsingular finite-time
convergence sliding mode control (NFTCSMC) · Genetic algorithm (GA) ·
Chattering · Voltage harmonics

1 Introduction

Uninterruptible power supply (UPS) is a very significant device to personal computers
in achieving the stability of multimedia signal processing (MSP) [1]. A high-perform‐
ance UPS is dependent upon the static inverter-filter arrangement, which is used to

© Springer International Publishing AG 2018
J.-S. Pan et al. (eds.), Advances in Intelligent Information Hiding and Multimedia
Signal Processing, Smart Innovation, Systems and Technologies 81,
DOI 10.1007/978-3-319-63856-0_11



convert a DC voltage to a high-quality AC output voltage of low harmonic distortion
(THD) and fast dynamic response. To achieve above-mentioned requests, proportional
integral (PI) controller is usually used. However, when the system using PI controller
under the case of a variable load rather than the nominal ones, cannot obtain fast and
stable output voltage response [2]. Several control technologies derived for UPS systems
are reported in the literature, such as wavelet transform technique, deadbeat control,
repetitive control, and so on [3–5]. But, these technologies are difficult to realize and
have complicated algorithms. Sliding mode control (SMC) is a robust trajectory-tracking
method due to its insensitivity to internal parameter variations and external disturbances.
Sliding mode control of UPS systems can be found in numerous publications, however
the asymptotic stability of the sliding mode by linear sliding surface is ensured in infinite
time [6, 7]. Recently, a nonsingular finite-time convergence sliding mode control
(NFTCSMC), which employs nonlinear sliding surface is developed instead of linear
sliding surface. By the use of the nonlinear sliding surface, the NFTCSMC has finite
system state convergence time and there is no singular problem [8, 9]. However, the
chattering is a serious shortcoming for the practical realization of NFTCSMC. The
chattering incites unmodeled high-frequency plant dynamics, and sometimes even
makes the controlled system be unstable. Genetic algorithm (GA) is a stochastic search
technique that guides the principles of evolution and natural selection in a population
towards an optimum using genetics [10, 11]. Hence, the control gains of the NFTCSMC
can be properly determined by GA, and then the chattering will be removed. By
combining NFTCSMC with GA, the proposed control technology yields a multimedia
signal processing-based closed-loop UPS system with low total harmonic distortion and
fast transience under different types of loading. Experimental results demonstrate the
feasibility and advantages of using the proposed control technology.

2 System Modeling

The output voltage vo of the UPS inverter, shown in Fig. 1, can be forced to track a
sinusoidal reference voltage vref , by applying the proposed control technology. If the
desired output voltage is vref , and a state variable xe =

[
xe1 = vo − vref xe2 = ẋe1

]T

related to the tracking error, the error state equation can be obtained as
[

ẋe1
ẋe2

]
=

[
0 1

−a1 −a2

][
xe1
xe2

]
+

[
0
b

]
u +

[
0

−a1vref − a2v̇ref − v̇ref

]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

d

(1)

where a1 is 1∕LC, a2 equals 1∕RC, b stands for 1∕LC, and d represents the disturbance.
As can be seen from (1), the control signal u must be designed well so that xe1 and xe2
can be converged to zero. The design concept of this proposed control technology is to
modify the classic SMC by introducing nonsingular finite-time convergence criterion
and GA, so as to resolve infinite-time convergence and chattering.
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Fig. 1. Structure of UPS inverter.

3 Control Design

3.1 Nonsingular Finite-Time Convergence Sliding Mode Control (NFTCSMC)

For the error dynamics (1), the robust sliding function is defined as

𝜎(t) = xe1(t) +
1
𝛿

x

p

q
e2 (t)

(2)

where 𝛿 > 0, p > q, p and q are positive odd numbers (1 < p∕q < 2), and a sliding mode
reaching equation �̇� = −k𝜎 − 𝜀sgn(𝜎) is constructed.

Then, the control law u can be expressed as

u(t) = ueq(t) + us(t) (3)

with

ueq(t) = b−1[a1xe1 + a2xe2 − 𝛿 ⋅
q

p
x

2−
p

q
e2 ] (4)

us(t) = −b−1[k𝜎 + (lg + 𝜀)sgn(𝜎)
]
,k > 0, 𝜀 > 0 (5)

where ueq denotes the equivalent control with non-singularity, and us displays the sliding
control for compensating the perturbation influences. Thus, the system will be driven to
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the sliding mode 𝜎 = 0 and converged within finite time, and the perturbation d(t) is
bounded as |d(t)| < Ψ, ∀t ≥ 0.

The NFTCSMC 𝜎 converges to zero within finite time; On the other hand, when the
(2) is reached, then the states of the system (1) will converge to zero within finite time.
However, NFTCSMC has chattering in the UPS system design. This is because of the
changeable load, so once the loading is a severe uncertain condition, the system (1) will
not provide accurate tracking performance, even causes the instability of multimedia
signal processing. To remove chattering, the control gains of the NFTCSMC can be
tuned by GA as follows.

3.2 GA-Based Tuning

3.2.1 Initial Population
An initial population is built as

x(n) = xmin(n) + RANDOM ⋅ (xmax(n) − xmin(n)), n = 1, 2,… , j (6)

where RANDOM is bounded by 0 and 1, and xmin(n) and xmax(n) denote minimum and
maximum values, respectively.

3.2.2 Fitness Function
To get the minimum tracking error, the objective function, J can be designed as

J = ∫
∞

0
(W1

||xe1
|| + W2u2)dt (7)

where W1 and W2 symbol both weight values. The fitness function, F can be expressed
as F = 1∕J.

3.2.3 Selection
Let the generation size be g, and define the adaptive degree of individual k be F(k), the
proportion of individual k can be obtained as

P(k) = F(k)

/
g∑

k=1

F(k), k = 1, 2,⋯ , g (8)
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3.2.4 Crossover
Choose a crossover site, Kcrs within 0 ≤ Kcrs < M randomly, then by keeping the genes
of the parent creatures between position 1 and Kcrs unaltered and interchanging the genes
of the parent creatures between position Kcrs + 1 and M, two new creatures yield

{
xcrs, z, h = 𝜌xs, z, h(n) + (1 − 𝜌)xs, z, w(n)

xcrs, z, w = (1 − 𝜌)xs, z, h(n) + 𝜌xs, z, w(n)
(9)

where n is bounded by Kcrs + 1 and M, and 0 ≤ 𝜌 ≤ 1.

3.2.5 Mutation
By the use of the mutation operation, the (z + 1)th population can be constructed as

xz+1,h(n) = xcrs, z, h(n) + 𝜅𝜉n (10)

where 𝜅 is bounded by −1 and 1, and 𝜉n represents the mutation amplitude of the nth gene.

4 Experiments

The proposed system parameters are listed as follows: DC-bus Voltage Vd = 220 V;
Output Voltage vo = 110 V; Output Frequency f = 60 Hz; Filter Inductor L = 1.5 mH;
Filter Capacitor C = 20 μF; Switching Frequency fsw = 18 kHz; Rated Loading
R = 12Ω. The parameter setting for GA is below: An initial generation equals 200;
Crossover: generally, the value of crossover probability is between 0.6 and 1. Therefore,
a probability of crossover equals 0.8. Mutation: generally, the value of mutation prob‐
ability is between 0.0001 and 0.1. The values of L and C filter parameters are supposed
in suffering from 10% ~ 200% of nominal values as the UPS inverter system is under
12 Ω resistive loading; Figs. 2 and 3 show output-voltage waveforms of the UPS inverter
controlled by the proposed control technology and the classic SMC. The proposed
control technology is more insensitive to parameter variations than the classic SMC. To
test the transient behavior of the UPS inverter using the proposed control technology,

Fig. 2. Output-voltage under LC parameter variations obtained using the proposed control
technology (100 V/div; 5 ms/div).
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Fig. 4 shows the output-voltage and the output-current for step load change. As can be
seen, a fast recovery of the steady-state response is obtained. However, the waveforms
obtained using the classic SMC under the same loading shown in Fig. 5, display visible
voltage sag at 90° firing angle.

Fig. 3. Output-voltage under LC parameters variations obtained using the classic SMC
(100 V/div; 5 ms/div).

Fig. 4. Output-voltage and output-current under step load change obtained using the proposed
control technology (100 V/div; 20 A/div; 5 ms/div).

Fig. 5. Output-voltage and output-current under step load change obtained using the classic SMC
(100 V/div; 20 A/div; 5 ms/div).
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5 Conclusions

In this paper, a high performance UPS inverter by associating NFTCSMC with GA is
proposed. Relative to the classic SMC, the NFTCSMC without singular problem can
force the system tracking error to reach the original within finite time. The GA is used
to determine optimal control gains of the NFTCSMC, thus removing the chattering,
which exists in the NFTCSMC while a severe uncertain disturbance is applied. Exper‐
imental results show that low total harmonic distortion, fast dynamic response, chat‐
tering alleviation, and steady-state error reduction are achieved in the proposed
controlled UPS system under transient and steady-state loading.
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Abstract. The paper reports the implementation of an eBook reader with
emotion sensing feature through Kinect sensor device. Recently, more and more
traditional paper books have been transformed into an electronic form which is
so called the electronic book (eBook). Currently, eBook contents could be in the
form of combining various media through visual and audio communications.
However, it still lacks the capability of real interactions between human and
eBook to respond to user’s emotion as a person is reading eBooks. Therefore, we
will apply emotional sensing technology to enhance the human-eBook interac‐
tions. So that an eBook reader device can sense a person’s reaction that reflects
the situation and meaning as described in eBook contents. In this paper, the
implementation of a novel eBook reader system integrating a Kinect sensor and
the associate system development kit (SDK) will be reported. We will use a
widely used face recognition technology, Active Appearance Model (AAM), for
detecting user’s facial expression and emotions. With such a new feature, users
may have funs and more realistic interactions with eBooks as a person is reading
eBooks.

Keywords: Human-Computer Interaction (HCI) · Emotion sensing · Facial
expression detection · e-book reader · Kinect

1 Introduction

The Human-Computer Interaction (HCI) technology gets more and more attentions [1].
The Emotional communication and application play an important key in the process of
HCI. A good emotional application can help users to relieve stress or increase the inter‐
ests and thus promoting human interaction on the machine [2, 3]. Research [4] reports
that, in the humanoid robot performance process, through the rich variety of similar
human emotions, the audience can feel the meanings of the robot action. Therefore,
researchers tried to apply robots in many applications like education to increase the
learner interactions and attention. For example, in reading storybooks or books, a robot
can stimulate user’s learning motivation through human-robot interactions/games [5, 6].
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Additionally, most of the current researches design the robot performance unidirectional
from the robot to the human and lack of sense of audiences’ responses. Therefore, a good
HCI design indeed requires not only a certain human-robot interaction programming
ability for performing robot actions [7] but also needs the sense of user’s emotions as the
feedback to the robots.

The purpose of early e-books is to reduce the size of the contents of the paper books
and saved in a file, and also to provide a fast browsing of electronic content. With the
development of electronic technology, e-book contents can no longer be limited to plain
text. Interactive e-book development, allowing users to interact with the graphics in the
book.

Many e-book research focused on the use of education. For example, study [8]
explores the relevance of learning methods through reading e-books and the improve‐
ment of reading ability for students. Research [9] explores the future development of e-
books through the comparison of the marketing strategies of major e-book reader manu‐
facturers. Through the interaction of people and e-books in study [10], user’s reading
interest is thus enhanced. But all of these studies lack the sense of physical interaction
with a user and neither the reaction to user emotions. So, we will try to add the emotional
sensor function and involve the help of the robot into the interactive mode of existing
e-book. Using the robot as an interactive performance and sensing the user’s emotions
in the e-book reader, users can be involved in e-book story situation in-depth more.

The proposed eBook reader system provides an interactive robot motion program‐
ming and authoring tool that supports emotion sensing feature using Kinect and responds
to user using robot’s actions, as shown in Fig. 1. Through of use of the proposed eBook
reader system, better HCI experience will be obtained.

Fig. 1. Structure of the proposed system

2 Kinect Facial Expression Detection Technique

Kinect is a somatosensor developed by Microsoft XBOX360 [11]. The skeleton tracking
system with color image and depth image sensing feature allows users to manipulate the
system without handheld device. Kinect is equipped a color camera, microphone array,
and a rotatable base. It has the features of capturing human body movements and real
time close-up face recognition. In this study, emotion detection is accomplished by face
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recognition feature of Kinect. From the official sample code [12–14], a Kinect coordi‐
nates (X, Y, Z) is obtained through the calculation of depth image, color image, and
skeleton system, as shown in Fig. 2.

Fig. 2. Facial feature marking using AAM in Kinect

The active appearance models (AAM) [15, 16] is used to mark facial feature values
in Kinect. As shown in Fig. 3, these characteristic points represent the shape. The study
will define the facial emotions represented by the expression.

Fig. 3. Active appearance models (AAM)

3 Emotion Detection

3.1 Experiment Environment

The system is composed of PC, Robot, and Kinect. The system configuration is listed
as Table 1.
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Table 1. Configuration of the proposed system

Item System configuration
Kinect Kinect

SDK for windows 1.8
Visual studio 2012

Robot Innovati Robotinno 1
Touch keys
Bluetooth 100 M
innoBASICworkshop2

PC Windows 7 OS
CPU i3, RAM 8 GB

3.2 Facial Expression Feature Extraction

Kinect facial expression detection flow chart used in this study is as follows: after the
program is started, all the data, including staging data will be initialized. Then Kinect
starts the image capturing functions: color image, the depth of the image, and the skel‐
eton subsystem. The data stream will be copied to the staging data area and calculated
using the Kinect face tracking function. If the face feature values are obtained, the output
will be displayed on the color image part. The detection process is continued until the
face feature value is determined.

Based on AAM, Kinect face tracking could output users 87 2D face characteristic
points.

Then, as shown Fig. 4, 16 key characteristic points will be adopted out from the 87
2D face characteristic points for identifying the emotions of a user. The user’s emotion
is identified by instantaneous face feature point matching. The result will be returned if
the threshold is reached. Here’s how to define a user’s emotions:

1. The user-defined emotional name;
2. The corresponding facial feature data defined by the matching user’s mood, that is,

the 16 key feature values recorded, are shown in Fig. 4.

The user emotion data is obtained through the facial characteristic data associated
with a corresponding user emotion type, say smile, anger, sadness, and happy.

After the user face characteristic data is obtained, the system will then match these
data stream captured from Kinect with emotion data in the database. The matching
algorithm is as follows:

Step 1: Building a predefined facial emotion data file through a learning process for
each user.

Step 2: Calculating the Euclidean distance and differences for the 16 facial character‐
istic points and the saving these data into an emotion data file.

Step 3: The calculated data is compared with Kinect data stream to determine whether
the minimum Euclidean distance and the difference (±A) are equal, then the
matching emotion name is output as the result.
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3.3 Emotion Detection

Emotional sensing is derived from the results of the user’s facial expression recognition.
It should be aware that, before one start to do this experiment, facial expressions and
emotional sensation results may be different. Facial expression is based on the user’s
own facial information, including facial movement and eigenvalue changes, recorded
into several facial expressions. However, human emotions can change for a variety of
reasons. So to get user’s emotional information, the system will generate a corresponding
emotional file as the base for future emotional recognition. In addition to immediate
emotional recognition, the system can do continuous recognition for every 5 s. the user’s
emotional distinction, through the interval to sensitize the user’s emotions and infer the
results of the test. For example, as shown in Fig. 5, X axis is for the time seconds, Y
axis is for the number of detection of specific emotions. In the case in Fig. 5, the system

Fig. 4. Key feature points

Fig. 5. Emotion detection results
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will identify the user’s mood to be happy because the “HAPPY” is detected for 4 time
which is larger than the detected times of other moods.

3.4 Auxiliary Emotion Detection Using Mouth Shapes

In this study, we found that the effect of reflecting the emotion of the user is not satisfied
by just using AAM. So it will help the system to enhance the recognition rate by the
other emotion detection methods which are mainly based on the mouth type detection
and the voice detection.

According to the famous psychologist Paul Ekman’s research [26], facial emotion
is mainly expressed by the lower half of facial muscles. So the system could instantly
estimate the user mood according to not only the data through the Emotional file, but
also to the AAM for lower half of mouth type as the auxiliary detection. The AAM based
feature point calculation of the mouth of the lower half is mainly based on the mouth
type angle calculation. The shape of upper lip A and lower lip B will be separately
processed, as shown in Fig. 6. It shows the method [25] of obtaining the mouth shapes
of the corresponding moods and the matching the lip angles, as shown in Table 2.

Fig. 6. Shapes of mouth for different emotions
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Table 2. Criterion of emotions according to angles A, B

Emotion Criterion
Neutral A < −0.7 and B < −0.9
Happy A > −0.75 and B < −0.9
Surprise A > −0.3 and B > −0.8
Sad B < −0.99

4 REBIS and Response Design Through Robot Motions

This study uses a Motion Enhanced Interactive eBook System [21] to serve as a medium
for users to read e-books. E-Reader [19, 20], is a portable electronic device used to read
e-books. This study will use an e-book reader to sense the user’s emotional reactions.
For example, one may want to get the user’s feelings or emotional changes of reading
a story in the book content, and then, using pre-designed human and robot interaction
to achieve the purpose of two-way man-machine interaction. In other words, when the
e-reader detects the user’s emotions, some predesigned response, such as the traditional
screen multimedia display, by the e-book authors can be performed. The proposed
system has also combines the previous research results [21].

Designing the robot motion, mainly for the left and right hands and the lower body
part, the left and right feet. And then, these designs will be a basis for further meaningful
combinational actions, as shown in Fig. 7. For example, the posture of raising two hands
high is actually a combination of two basic motions: left hand high and the right hand
high simultaneously. However, considering the balance of the robot without falling, it
is necessary to limit the movement of the left and right feet of the lower body of the
robot not to a great extent.

Fig. 7. Authoring a robot action
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4.1 Robot Action Labels and RDSL

Robot Domain Specific Language (RDSL) is a way to describe the robot postures using
predefined labels, so that programmers can simply design the robot actions, as shown
in Table 3. This study refers to the RSDL architecture design as shown in Table 2.

Table 3. Tags of RDSL motion file

Label Description
rm Root of this document
name Document name
rid Robot ID
r-actno Root of an action
basic Basic posture name
cat Posture attributes
buffer Action command and time

4.2 Integrated Editing Module

As the user ends the design of the robot actions and emotion definitions, the integrated
editing module will integrate the user’s emotional information and robot action and then
join the touch-type feedback mechanism. The Touch key feedback mechanism is the
use of the robot sensor, the user can design the robot to select the action, such as: the
system will determine user’s mood and perform the corresponding robot action caused
by the user mood. And, when the user touches the robot at the same time, the robot will
respond to the user’s feelings. These files will eventually be integrated into an integration
file, as shown in Fig. 8.

Fig. 8. Integrated file
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5 Implementation

5.1 System Architecture

The proposed system architecture is divided into three layers: the application software
layer, the middleware layer, and the robot control layer, as shown in Fig. 9. Kinect’s
emotional sensing, robot action design, feedback mechanism and communication with
the intermediary layer are all designed in the application software layer; while the
middleware layer is responsible for the robot command conversion and transmission.
The robot control layer is responsible for the implementation of action instructions and
touch Feedback reaction.

Fig. 9. System architecture of e-reader system

5.2 Application Software Layer

The application software layer is mainly to provide the user’s editing function, as shown
in Fig. 10. In this layer, Kinect sensor is used to sensing user emotional information; a
graphical robot editing interface is used to allow users to design the robot action
performance; and finally through the feedback function to integrate all the information.
This layer is mainly divided into emotion editing function, action editing function,
response editing function. They will be described in detail in the following chapters.
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Fig. 10. Application software layer

5.2.1 User Interface and Emotion Editing Module
Emotion editing module interface is as shown in Fig. 11. The color screen shows the real
time face sensing with the sixteen feature points, the user can then specify the emotional

Fig. 11. Emotion definition module
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name in the upper right corner of “expression name”. The “Start calculation” function
refers to the start of the operation of the user recorded by the emotional data. The system
will show results after the resulting message displayed on the ListBox. In the bottom right
of the window, the “Read file” function displays the mood definitions data of the previous
user record on the screen, allowing the user to know the person’s previously defined
emotional face data message. The “Robot action design” function is to start the robot’s
action design, the “integration design” will collect emotional information, robot design
information, as well as feedback function integration together. “Integration calculation”
is to apply the integration design file for the final system integration.

5.2.2 Authoring Robot Actions Robot motion design module
The Robot motion design module interface is shown in Fig. 12. The robot motion design
blocks located at the upper left corner are the left hand, right hand, and the feet respec‐
tively. The user can select the desired gestures through the right side part of the graphical
interface. The robot’s gestures are listed in their corresponding pictures. To design a
whole robot action, a programmer should design separate motions for each stage. Robot
programmers can therefore arrange the composed gesture for a stage by combining some
robot gestures into a composed and desired action through selecting appropriate gesture
pictures. Robot action programmer can also choose the desired motion speed for each
action from the action design block below. A robot will therefore perform the prede‐
signed actions stage by stage accordingly.

Fig. 12. Robot action design module

5.2.3 Response Design and Integration Module
The user interface for feedback editing is shown in Fig. 13. Feedback integration module
can be implemented by joining the touch-type feedback to the robot action editing func‐
tion that is responsible for reflecting the user’s emotional information. The touch points
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of the robots are on the left and right hands as well as on both sides of the chest. Touch-
type feedback function is mainly to achieve that not only looking but also touching in
the interaction with the robot. So the user can design their own responding robot actions
to the corresponding mood. For example: in defining the [sad mood] and the response,
we can design the robot to wave its hands to get user’s attention or other ways to appease
the user’s emotions. Another example is, when the user feels sad and touch the robot’s
right hand, the robot will be activated to perform some actions to try to please the user.

Fig. 13. Response design and integration module

5.3 e-Book Reader

The interface design of the e-book presented in this study is based on the e-book reading
interface generated by the “Action Enhanced Interactive E-book System” that is previ‐
ously completed in our laboratory. Emotion sensing functions is background executed
in the e-book reader. The user designed interaction scenarios will be performed during
user’s reading and interacting with an eBook. As for the original feature of the interactive
e-book system interaction with a robot performance, it will be inherited in the new
system, as shown in Fig. 14.

Fig. 14. e-Book reader
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5.4 Middleware Layer

The main function of the middleware layer is to assist the process of conversion and
transmission of robot commands, as shown in Fig. 15. When the application software
layer transmits the commands to the data conversion block of the middleware layer, the
system information from the application software layer is then converted into the appro‐
priate instructions to the corresponding robot of a specific vendor. Finally, the commands
to controlling an on-line robot through the data transmission block will be sent.

Fig. 15. Middleware layer

5.5 Robot Control Layer

The robot control layer performs command control on the robot device and is responsible
for the robotic action design and the robotic command transmission after the integrated
file is composed. Robot control software innoBASICworkshop2 is designed based on
the Basic language with the basic program syntax such as condition evaluation, loop,
user-defined functions, and so on. In this study, we can carry out data transmission with
the built-in wireless transmission function [22]. The robot control flow chart is shown
in Fig. 16.

The program flow for robot control is described as follows:

Step1: Start the robot and initial the position of sixteen motors. Keep the standing
posture.

Step2: Enter the loop waiting for entering the commands to the middleware layer, and
start the feedback response mode. The feedback response commands are divided
into three categories: action command, action time (seconds), and feedback
response.

Step3: On receiving the message from the touch sensor, the system will update and
trigger the robot interface action instructions.

Step4: Perform the actions.
Step5: If the program is disconnected, it will leave the loop and wait for the next

connection to the system. Or, the robot will be off.
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Fig. 16. Robot control program flow

6 Conclusions

In this study, the features of emotion detection and robot interaction are involved in an
e-book reader, so that users can use a simple way to design their own emotional expres‐
sion, and through the design of the robot to detect specific emotions to respond to action
to increase reading eBooks interaction. In addition, the design of the response by
touching the feedback function of the robot allows the user to respond differently to the
different eBook content so as to achieve the goal of two-way interaction. The reader can
thus integrate more with the situation in the eBook and then achieve a new kind of
interaction between people and eBooks.
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Abstract. Massive open online courses (MOOCs) offer valuable oppor-
tunities for freedom in learning; however, many learners face cogni-
tive overload and conceptual and navigational disorientation. In this
study, we used handouts to automatically build domain-specific knowl-
edge maps for MOOCs. We considered handouts as conceptual models
created by teachers, and we performed text mining to extract keywords
from MOOC handouts. Each knowlege map is based on the structure of
the handouts, each consisting of an outline, title, and content. The find-
ings suggest that using handouts to build knowledge maps is feasible.

Keywords: Knowledge maps · Learning styles · Massive open online
courses · Open learning

1 Introduction

Massive open online courses (MOOCs) are open educational resources that are
available to learners worldwide free of charge. MOOCs include high-quality
instructional videos produced by professors from prestigious universities. Learn-
ers share their ideas and reflections in discussion forums and use an online exer-
cise system to evaluate their learning outcomes. MOOCs have been adopted by
prestigious educational institutions, such as Stanford, Harvard, and the Massa-
chusetts Institute of Technology, as well as private organizations and individuals,
such as Salman Khan. Examples of MOOCs include Coursera [1], edX [2],
Udacity [3], and Khan Academy [4].

Although the self regulated learning structure of MOOCs offers considerable
flexibility and learn material of interest, many learners face cognitive overload
and conceptual and navigational disorientation [5]. Cognitive overload refers
to learners being required to process more information than what the human
memory can usually hold. This represents a significant challenge in learning

c© Springer International Publishing AG 2018
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environments with large numbers of learners [9]. In addition, MOOCs pose other
challenges that may affect learners’ success and willingness to complete courses.

In recent years, knowledge maps have been used extensively in education
and business. A knowledge map is a visual representation of knowledge origi-
nally developed by Holley and Dansereau [6]. Knowledge maps could improve
learning when used to summarize information. Evidence suggests that creat-
ing or studying summaries enhances the ability to recall summarized ideas [7].
Studying maps rather than text passages assists in the recollection of central
ideas and details [8].

Several studies have investigated the use of knowledge maps in open learn-
ing environments, and a number of authors have experimented with organizing
and presenting learning materials in open learning environments and customiz-
ing materials to learners needs and preferences [8]. Knowledge maps facilitate
the building schemata of learning concepts in learners memories, thereby assist-
ing learners in the learning process [10]. The construction of knowledge maps
requires help from domain experts, who are difficult to hire. Few studies have
investigated the automatic construction of knowledge maps [11]. Several studies
have attempted to automatically build domain knowledge maps for e-learning
using text mining techniques [12].

This paper describes an innovative study combining knowledge maps and
handouts from MOOCs. We regarded each handout as a conceptual model for a
teacher. Many studies have briefly defined conceptual models as models created
by professionals such as researchers, teachers, or engineers to facilitate the under-
standing and teaching of world systems and states of affairs [13]. The present
study aimed to determine variations in accuracy between conceptual models
and automatically constructed knowledge maps. This paper proposes a method
for the automatic construction of knowledge maps and an example of how to
implement the method by using MOOC handouts.

2 System Architecture

In this study, we designed and implemented a system for the automatic construc-
tion of knowledge maps incorporating a current MOOC platform. This section
introduces the system architecture and data analysis module.

2.1 Layer Structure Overview

This system can be divided into the following four parts: a web server, user
interface module, data analysis module, and data server (Fig. 1). The web server
consists of a web application and a web application programming interface (API).
It mainly handles requests from users, enabling them to upload course files and
select keywords from handouts. The user interface module contains the analyzed
results based on MOOC handouts and presented using knowledge maps. The
data analysis module is a pure API server without a front end view that is
responsible for collecting and analyzing course files.
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Fig. 1. System structure of knowledge map generator.

Fig. 2. System architecture for the web server and the data analysis module.

Figure 2 illustrates each part of the system architecture in detail. The sys-
tem comprises two subsystems: a web server and data analysis server. The web
server grants access to the system; a user requests desired websites through a
browser. Moreover, the web server contains most of the web application logic and
is responsible for front end presentation for the user. The data analysis module
consists of keyword extraction and relation extraction. Keyword extraction is
based on the term frequencyinverse document frequency (TFIDF) method [14],
which provides numerical statistics to reflect how crucial a word is to a document
in a collection or corpus [15].

2.2 Data Analysis Module

As previously mentioned, the data analysis module consists of keyword extrac-
tion and relation extraction (Fig. 3).
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Fig. 3. Data analysis module for the keyword extraction and the relation extraction.

Keyword Extraction. In the first phase, keywords are extracted from course
handouts. Before extraction, we must complete the following steps. First, we use
the text segmentation method, which entails the division of written text into
meaningful units such as words, sentences, and topics. Second, we delete stop
words, which are words that are filtered out before or after the processing of
natural language data (text) [16]. Once these preprocesses have been completed,
we use the TFIDF algorithm to weight terms. Finally, we produce new files
containing the keywords and their corresponding weights. The TFIDF algorithm
is the product of the term frequency tf and inverse document frequency idf .
We might count the term frequency, which refers to the number of times each
term occurs in each document. The weight of a term in a document is simply
proportional to the term frequency [17]. The inverse document frequency is a
measure of how much information the word provides, or in other words, whether
the term is common or rare across all documents. It is calculated based on the
logarithmically scaled inverse fraction of the documents that contain the word.

tfidf is calculated as follows [14]:

tfidf(t, d,D) =
ft,d∑
k fk,d

· log
N

|{d ∈ D : t ∈ d}| (1)

where:

ft,d = raw count (i.e., the number of times that term t occurs in
document d)

N = total number of documents in the corpus N = |D|
|{d ∈ D : t ∈ d}| = number of documents where the term t appears (i.e.,

tft,d �= 0). A term being absent from the corpus leads to
division by zero. Therefore, it is common to adjust the
denominator to 1 + |{d ∈ D : t ∈ d}|.
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A high TFIDF weight is reached through a high term frequency in the given
handouts and a low term frequency in the whole collection of documents. Hence,
the weights tend to filter out common terms.

Relation Extraction. After we extract the keywords, the knowledge map user
selects refined keywords from the list of highest ranked terms. When the refined
keywords in the knowledge map have been determined, we can define relations.
Each handout consists of an outline, title, and content. We must complete the
following steps before extracting the relations. First, we filter out some punc-
tuation marks, bullet points, and images. Second, we analyze the word size in
every column and the sentence layers on every page. Finally, we produce analysis
results and store files.

3 System Implementation

This section discusses the implementation of the proposed system, focusing on
the functions of the data analysis module and user interface.

3.1 Data Analysis Module

The data analysis module is crucial in the proposed system. We use course hand-
outs to determine the structure and relations of the module. In this subsection,
we explain how the effective text and structure of a handout is extracted and
how a knowledge map is generated.

Parsing PDF. First, we assume that the handouts are PDF files. We use this
flexible tool to determine the structure bases of MOOC handouts. The layout
analyzer returns objects for each page in the PDF document.

We extract the corresponding locations and font sizes based on objects.
Because the tool does not have a hierarchy function, we designed a function
to determine the hierarchy based on the corresponding locations. The hierarchy
indicates which layer the sentence belongs to. In addition, we can determine
which sentence is higher or lower than the sentence currently being analyzed.

Knowledge Map Generation. We use the refined keywords and parsing files
of handouts to create knowledge maps and the name of the course chapter as
the root of the knowledge map. The first layer is the outline. We collect the
content of the same outline based on the parsing files of handouts. Because
every content includes a title, the second layer is the title. The parsing files of
handouts contain every sentence matched with layer numbers. Furthermore, we
must determine keywords in sentences based on the refined keywords file. We
can match keywords to layer numbers, and we can then regard the highest layer
number as the third layer. In accordance with the rules, we create the remaining
layers. Finally, we generate a knowledge map for each handout.
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Fig. 4. Knowledge map for the week 3 of an “Investment” course.

3.2 User Interface

Knowledge Map Page. ShareCourse [18] is a well-known MOOC platform in
Chinese-speaking countries. It provides courses online and in mobile applications.
ShareCourse provides more than 1000 courses and has more than 60,000 learners
registered online.

We added a tab beside the current learner progress page. When “KMAP” is
clicked, the browser sends a request to the server to obtain information regarding
which chapters have corresponding knowledge maps (Fig. 4). The request return
data shows the vertical tabs of the “KMAP” page. The vertical tabs are clickable
buttons and a learner can select the knowledge map they wish to view.

4 Results and Analysis

Because we sought to determine whether knowledge maps help teachers, a knowl-
edge map was applied in one course on ShareCourse. This section presents
an analysis of knowledge maps created manually and those created automat-
ically, as well as an automatic knowledge map that was modified by an expert.
Figures 5, 6 and 7 show knowledge maps for weeks 2, 3, and 4 of an “Invest-
ment” [19] course, respectively. The “Investment” course will understand the
investment environment home and abroad. The course contents consist the pre-
sentation of investment evaluation tool and so on. First, we determined whether
each map was created manually or automatically. Despite the high degree of

Fig. 5. Knowledge map comparison: Week 2 of the “Investment” course. (Left: Manual
knowledge map; Middle: Automatic knowledge map; Right: Modified knowledge map
by expert)
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Fig. 6. Knowledge map comparison: Week 3 of the “Investment” course. (Left: Manual
knowledge map; Middle: Automatic knowledge map; Right: Modified knowledge map
by expert)

Fig. 7. Knowledge map comparison: Week 4 of the “Investment” course. (Left: Manual
knowledge map; Middle: Automatic knowledge map; Right: Modified knowledge map
by expert)

resemblance between the two types of map, only a short amount of time was
required to obtain the relevant information from the automatic knowledge map.
Subsequently, we examined the automatic knowledge map that was modified by
an expert. The expert watched a video and modified the automatic knowledge
map created by our system. A few concepts that were mentioned by the teacher
in the video were not explained in the handouts. Because the teacher wanted to
further explain the handout content, new concepts did not appear on the hand-
outs. Although we lost some information, the expert could still add concepts
to our system. Experts can use this flexible system to quickly create knowledge
maps. With the correct keywords and accurate layer assignment, high-precision
knowledge maps can be generated.

5 Conclusion and Future Works

According to the results of a meta-analysis study [8], knowledge maps effectively
enhance knowledge retention by assisting learners in recalling central ideas and
forming summaries based on acquired knowledge. However, studies have seldom
investigated using handouts to build knowledge maps. The present study aimed
to determine the difference in accuracy between conceptual models and auto-
matic construction of knowledge maps. According to the result and analysis, the
knowledge map generator is faster than manual knowledge map, moreover, it
is very accurate. The findings suggest that using handouts to build knowledge
maps is feasible.

Finally, we propose the following two directions for further study: (1) expan-
sion of the data range to construct more robust knowledge maps for MOOCs;
and (2) creation of a recommendation system to increase learning efficiency.
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Abstract. This paper proposes an innovated way to compose music automati‐
cally according to the input of the heartbeat sensor, to generate music with the
correspondent emotion states. The typical 2D emotion plane with arousal and
valence (A-V) states are adapted into our system, to determine the generative
music features. Algorithmic composition technique including Markov chain is
used, with the emotion - music feature mapping method, to compose the desired
correspondent music. The result show a pretty good success with various gener‐
ative music, including sad, happy, joyful, and angry, and the heartbeat values
show its good consistency for the correspondent emotion states finally.

Keywords: 2D emotion plane · Arousal · Valence · Algorithmic composition ·
Emotion - music feature mapping

1 Introduction

Algorithmic composition [1–3] is a long-term development issue since Lejaren Hiller’s
“Illiac Suite” in 1957 [4]. Nowadays, it is becoming more and more practical to perform
the automated music composition using the idea and method of algorithmic composition
with the new trends of technology such as genetic algorithm [5], and deep learning [6, 7].

Emotion features can be defined based a 2 dimensional plane in both arousal-valence
axes [8, 9]. Several features mapping between music and emotion are discussed in the
recent years, especially in the field of MIR (Music Information Retrieval) [10–12].

This research is mainly to adapt human’s heart rate as the biofeedback input, to
transfer the data to our proposed automated composition system. Various situations
based on the heart rate data, can be correspondent to different generative music, to help
the users to attain the goal of reviving energy or relieving tension. The 2 Dimensional
A-V Plane is used for our proposed system to express the emotion states, and the feature
mapping between emotion and music can be referred by [13, 14] with regression.
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2 Method

The A-V 2D emotion plane (as shown in Fig. 1) is applied for our proposed algorithmic
music composition, with Markov Chain [15, 16] based stochastic process to generate
music pitches and chords automatically. Figure 2 shows the music generation method
of the proposed system. A typical finger measuring heartbeat module, as shown in
Fig. 3, is connected to Arduino microcontroller board for the user’s biofeedback data,
to obtain the correspondent emotion states in the A-V 2D emotion plane.

HappyAngry

Sad Joy

Arousal

Valence

Fig. 1. 2D emotion plane

Heart Rate 
Detection

Emotion State 
Determination

Data Input to 
Automated Music 

Composition

Emotion A-V to 
Music Features 

Mapping
Music Generation

Fig. 2. The music generation method of the proposed system

According to music feature and physiological relation research [13, 14], the regres‐
sion equations can be used to map the music features into the correspondent emotion
Arousal-Valence states, therefore the music features can be converted from the 2D
emotion plane A-V states too.
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Fig. 3. The heart rate sensor and arduino microcontroller board

The experiment includes the following steps:

(1) Using the finger measuring heartbeat sensor to measure with the subject’s right
hand middle finger;

(2) Wearing headphones;
(3) Listening to music with the following sequence: (a) Pre-rest for 1 min; (b) Listening

to the generative “Sad Music” for 3 min; (c) Rest for 1 min; (d) Listening to the
generative “Happy Music” for 3 min; (e) Rest for 1 min; (f) Listening to the gener‐
ative “Joyful Music” for 3 min; (g) Rest for 1 min; (h) Listening to the generative
“Angry Music” for 3 min; (i) Post-rest for 1 min;

3 Result

Human heartbeat in the resting condition is usually in the range of 50 ~ 90 BPM [17].
According to the research [13, 14], heartbeat will be increased with the music changed
to a faster tempo or modulated in a major mode; while the heartbeat going slower with
the tempo decreased or the mode changed to a minor key. For the music tempo, there
are seven levels with the middle value 3.5, and the following regression equation [13,
14] can be used:

Tempo = 1.2 + 0.1 × Valence + 0.43 × Arousal (1)

When we need to revive our energy, the music tempo level can go up to 4.0, and
keep watching the measured heartbeat to see if it is increased. If the heartbeat is
increased, then the tempo level can be maintained to 4.0, if not, then the level should be
increased to 4.5 or 5 until the heartbeat rate is 5% higher than the original.

If we need to relieve our tension, then the tempo level can be set to 3.0, and keep
watching the measured heartbeat to see if it is decreased. If the heartbeat is decreased,
then the tempo level can be maintained to 3.0, if not, then the level should be decreased
to 2.5 or 2 until the heartbeat rate is 5% lower than the original.

In the other hand, generative music can be in either major or minor modes. When
“riving energy” is needed, major mode is entered with the mode level of 7. On the
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contrary, if “relieving tension” is required, then minor mode is entered with the mode
level of 0, with the regression equation [13, 14]:

Mode = 6.4 − 0.27 × Valence − 0.71 × Arousal + 0.11 × Valence × Arousal (2)

With Tempo Eq. (1) and Mode Eq. (2), both valence and arousal variables can be
solved to integrate with the 2D emotion A-V plane, to generate music automatically.
The average heartbeat values correspondent to various emotion states, including Pre-
Rest, Sad, Rest, Happy, Rest, Joyful, Rest, Angry, and Post-Rest, are shown in the blue
area of Fig. 4. The raw data is also shown in the yellow area.

Fig. 4. The correspondent heartbeat data with various emotion states

Figure 5 shows the score of the generative Happy Music, while Fig. 6 shows the
score of the generative Joyful Music.
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Fig. 5. Generative happy music score

Fig. 6. Generative joyful music score

4 Conclusion

This proposed system shows a successful way to compose music with the input from
heart rate sensor, with various emotion states automatically. The generative Happy
Music shows the highest heartbeat 69.17 BPM, while the generative Sad Music shows
its correspondent heartbeat 58.19 BMP. In the future, we would add more biosensors
such as respiratory sensor, GSR (Galvanic Skin Response), etc., with IoT (Internet of
Things) and wearing technologies, to integrate more music features, and make the
system more convenient and precise with more music varieties.

Automated Music Composition Using Heart Rate Emotion Data 119



Acknowledgement. The authors would like to appreciate the support from Ministry of Science
and Technology projects of Taiwan: MOST 105-2410-H-424-008 and MOST 105-2218-
E-007-031.

References

1. George, P., Wigginsm, G.: AI methods for algorithmic composition: A survey, a critical view
and future prospects. In: AISB Symposium on Musical Creativity, Edinburgh, UK (1999)

2. Nierhaus, G.: Algorithmic Composition: Paradigms of Automated Music Generation.
Springer, New York (2009)

3. Alpern, A.: Techniques for algorithmic composition of music 95, 120 (1995). On the web
http://hamp.hampshire.edu/adaF92/algocomp/algocomp

4. Sandred, O., Laurson, M., Kuuskankare, M.: Revisiting the Illiac Suite–a rule-based approach
to stochastic processes. Sonic Ideas/Ideas Sonicas 2, 42–46 (2009)

5. Biles, J.A.: GenJam: A genetic algorithm for generating jazz solos. In: ICMC, vol. 94 (1994)
6. Dubnov, S., et al.: Using machine-learning methods for musical style modeling. Computer

36(10), 73–80 (2003)
7. Boulanger-Lewandowski, N., Bengio, Y., Vincent, P.: Modeling temporal dependencies in

high-dimensional sequences: Application to polyphonic music generation and transcription
(2012). arXiv preprint arXiv:1206.6392

8. Sun, K., et al.: An improved valence-arousal emotion space for video affective content
representation and recognition. In: 2009 IEEE International Conference on Multimedia and
Expo ICME 2009. IEEE (2009)

9. Bustamante, P.A., et al.: Recognition and regionalization of emotions in the arousal-valence
plane. In: 2015 37th Annual International Conference of the IEEE Engineering in Medicine
and Biology Society (EMBC). IEEE (2015)

10. Kim, Y.E., et al.: Music emotion recognition: A state of the art review. In: Proceedings of the
ISMIR. (2010)

11. Barthet, M., Fazekas, G., Sandler, M.: Multidisciplinary perspectives on music emotion
recognition: Implications for content and context-based models. In: Proceedings of the
CMMR, pp. 492–507 (2012)

12. Laurier, C., et al.: Exploring relationships between audio features and emotion in music. In:
7th Triennial Conference of European Society for the Cognitive Sciences of Music ESCOM
2009 (2009)

13. Gomez, P., Danuser, B.: Affective and physiological responses to environmental noises and
music. Int. J. Psychophysiol. 53(2), 91–103 (2004)

14. Gomez, P., Danuser, B.: Relationships between musical structure and psychophysiological
measures of emotion. Emotion 7(2), 377–387 (2007). Washington DC

15. Jacob, B.L.: Algorithmic composition as a model of creativity. Organised Sound 1(03), 157–
165 (1996)

16. Bell, C.: Algorithmic music composition using dynamic Markov chains and genetic
algorithms. J. Comput. Sci. Coll. 27(2), 99–107 (2011)

17. Hoffmann, M.H.K., et al.: Noninvasive coronary angiography with 16–detector row CT:
Effect of heart rate. Radiology 234(1), 86–97 (2005)

120 C.-F. Huang and Y. Cai

http://hamp.hampshire.edu/adaF92/algocomp/algocomp
http://arxiv.org/abs/1206.6392


Inter-vehicle Media Distribution for Driving Safety

Sheng-Zhi Huang, Chih-Lin Hu(✉), Ssuwei Chen, and Liangxing Guo

Department of Communication Engineering, National Central University,
Taoyuan City 32001, Taiwan, R.O.C.

{shengzhi,liangxing}@g.ncu.edu.tw, clhu@ce.ncu.edu.tw,
chenssuwei@gmail.com

Abstract. Regarding conventional driving scenarios, vehicles are isolated and
self-secured without interaction although many vehicles may exist in a
surrounding. Driving safety is thus secured by individual driving behavior; that
says, drivers must take care of themselves. Whereas many technologies contribute
to the rapid development of vehicular networking and applications, it can lead to
better quality of driving experience. This paper proposes a system and method
for inter-vehicle media content distribution for driving safety. The system aims
to expand the range of a drivers’ vision by sharing front-end views of neighbor
vehicles on the road. In this system, we use the Wi-Fi facility to establish an inter-
vehicle communication network, use the UPnP protocol to manage vehicles, and
then use RTSP to deliver real-time video to other vehicles in a network. Thus,
drivers can catch a broad view through the sharing services of front views. In
addition, this system provides functions to record images, road features and
geographical information, and then to transfer them onto a back-end database.
The system will be able to notify traffic accidents and situations on the warming
map, so the drivers can browse the information to recognize what happens in front
of them before approaching to the area. Accordingly, we design a system archi‐
tecture, develop a software prototype, and demonstrate practical scenarios.

Keywords: Driving safety · Media distribution · Inter-vehicle networks ·
Vehicular networks

1 Introduction

Traditional usages to learn traffic information are to listen radio broadcasting, browse
traffic news on Web, and launch traffic report applications on mobile phones. These
information services are beneficial to people who are going to drive on the way, but may
be just informative somewhat to drivers who are always on the roads. Drivers care more
about driving safety than traffic information, that is, what dangerous situations and
threats in the surrounding of a driver. For example, in the process of driving, because
of the different size of vehicles, there is a threatening event that a large vehicle blocks
the sight of line of small vehicles nearby. Without clear sight of the road, drivers may
fall in fatal threats because they cannot watch out the traffic road ahead and timely
respond to dangers in front of them. Another example is that when drivers are not familiar
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with routes and use the assistance of traffic navigation systems, they cannot always pay
attention to the front view of the roads.

To boost up the traffic safety, the ordinary approach is based on Intelligent Transport
Systems (ITS). Meanwhile, vehicular ad hoc networks (VANET) provide a vehicular
computing environment, thanks to the advance of wireless communications, portable
information devices, and network built-in vehicles, where new scenarios and services
are burgeoning. From the prospective of service development in vehicular environments,
vehicle- and driver-provided traffic information services will be flexible and time to
market regardless of lengthy system integration and standardization processes.

In this paper, we design an inter-vehicle media distribution system for driving safety
based on self-organized networks among neighbor vehicles on the roads. Ideally, we let
neighbor vehicles communicate with each other, set up a vehicular network and share
front views on the roads, thus expecting to reduce traffic accidents and elevate driving
safety in a cooperative fashion. Our proposed system and methods have the following
characteristics:

• Some vehicles in geographic proximity can build an inter-vehicle communication
group through Wi-Fi technologies with drivers’ willing to join or leave.

• A self-organized network is linked locally, and thus vehicles in a group can discover
each other using the Universal Plug and Play (UPnP) protocols.

• Real-time video transmission is based on Real-Time Streaming Protocol (RTSP).
Captured image and recorded video can be immediately shared to the members of a
group.

• Captured image, recorded video, and road-segment information can be uploaded to
a back-end database on the Clouds.

• Compilation of uploaded traffic information can result in a “warning map.”
• The system can notify drivers of what happened in front of them, and vice versa,

drivers can watch the map to recognize the situation in the neighborhood.

Hence, we design a system architecture, develop a prototype, and demonstrate prac‐
tical scenarios. The result shows that the proposed system can help to solve the problem
of the blind of sight using inter-vehicle cooperation in vehicular networks. Drivers can
pro-actively sense dangerous situations and keep from possible traffic accidents.

The rest of this article is organized as follows. Section 2 presents related work.
Section 3 describes the system design and development. Section 4 shows implementa‐
tion and demonstration. Finally, the paper concludes in Sect. 5.

2 Related Work

Most data distribution technologies in vehicular environments generally arise from two
research aspects, i.e., vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I). In
addition to many layer-1 and layer 2 broadcasting schemes in V2V, [4] proposed a P2P
mixed with V2V. This work used the concept of content dissemination and cache update
(CDCU) and media-service counter (MSC). This work expected to solve the fairness
problem as media sharing between V2V and V2I.
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[5] adopted relay vehicles with more resource and capabilities. A relay node can
provide network information to other vehicles inside its transmission range as defined
by a cluster network. Assume that each vehicle owns sensors to detect its speed, GPS
location, and moving direction. The packets to a relay vehicle will be further broadcast
to the members of a cluster. [6] mentioned an information-sharing scheme for location-
dependent data. They solved how to push or pull messages from vehicles to areas with
different densities. Explicitly, it will be better to find cars in an area of high density to
broadcast messages in urban areas. The messages in a high-density area will be broadcast
fast and scattered efficiently, thus leading to the minimal cost of packet delivery.
Compared with [6, 7] mentioned how to resolve packet collisions in a high-density area.
When one vehicle wants to send packets, it will broadcast hello messages. Only other
vehicles, which send ACK packet back, will be the candidates. Then, they used random
network coding to improve the data throughput. This scheme can reduce the collisions
by adjusting the frequency of hello messages.

Furthermore, when some vehicles inter-contact in a local area as the V2V context,
our study can apply previous results [2, 3] to perform device and service discovery
between vehicles. In [2], the UPnP protocol stack consists of six functional layers,
including IP addressing, discovery, description, control, eventing and presentation. On
top of TCP/IP layers, vehicles can discover other vehicles and advertise some services
in a local network, In [3], a home gateway design was used to integrate P2P and home
networks. Note that this role can play the similar functions to a relay nodes of a cluster
on a V2V network. Thus, media content sharing can be facilitated by relay nodes that
are capable of network bridging and media transformation.

To realize real-time media distribution in a network, prior studies mainly used the
Real Time Streaming Protocol (RTSP) and H.264 as the encoding of the video. [8]
discussed real-time multi-view video broadcasting to other vehicles and focused on
maximizing the video quality. Highway vehicles are in the form of a platoon. Each
vehicle will receive video streaming from road site units. By computing the distance
from the vehicle to RSU, it will allocate the bandwidth and channel capacity. For multi-
view video, users may switch to another view periodically. [9] used H.264 coding as
considering the scenario that the quality of service (QoS) would worsen when vehicles
play media streaming and move simultaneously. This work proposed that the fleet of
vehicles can communicate with each other at the k-hop distance. Also, this work
discussed how to adjust the bandwidth for each downlink to become an adaptive video
streaming scheme.

Besides the connection in the V2V context, some recent works made connections
outwards to the clouds. For example, [10] transferred the data on roads to be a traffic
map in a 3D model. For example, the steep slope may lead to danger, so the color of the
area in the warning map will be red as represented the danger. By analyzing the picture
of roads, they rebuilt risk zones, called a “warning map.”
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3 System Model

We describe the design abstraction of the proposed system, as follows. The primary goal
is to exempt from the problem of “blind vision of a driver” imposed by neighbor vehicles
and roadside obstacles on roads. We think this problem can be resolved if any affected
vehicles could get the visions from other vehicles in front of them.

3.1 Design Abstraction

To support V2V communications among vehicles, this system enables vehicles to build
or join a vehicle’s self-organized wireless network. Following TCP/IP conventions, the
system employs the UPnP technology by which vehicles can discover others and their
services in a local network. The system specifies a new type of vision sharing service.
Vehicles can offer this service and distribute their real-time front visions in a request-
response manner over UPnP communications. Drivers can thus promptly sense potential
danger with other vehicles’ shared visions. In addition, the system can remind drivers
what just happened in front of them using traffic information sharing over a social-like
driver community. The system can timely push location-dependent information to vehi‐
cles in any particular areas wherein some traffic accidents or events may occur. Further‐
more, as a result of the history of traffic information, the system can analyze tendency
of potential hazards. Thus, the system can offer warning information to have drivers’
caution when they will go through some often-dangerous areas.

Accordingly, as Fig. 1 illustrates, we design the system which contains four sub-
systems: real-time video transmission, database management, warning map and voice
control, as mentioned in respective subsections.

Real-time Video TransmissionWarning Map

Voice ControlDatabase Management

Fig. 1. System architecture and key components.
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3.2 Real-Time Video Transmission

The system commences at the first step to connect vehicles in the surrounding. Each
vehicle automatically detects the presence of any existing V2V networks that other
vehicles self-organize with WiFi-enabled hotspots. Otherwise, it creates one and waits
for neighbor vehicles’ joining. Figure 2 depicts the action flow of an initial step.

Fig. 2. Devices added into a V2V network

In a WiFi network, vehicles interact each other in light of standard HTTP/TCP/IP
conventions. Vehicles are aware of others using UPnP-specific SSDP protocols. They
send two types of service packets for inter-vehicle communications, as follows.

< packet type-A > : =< IP address >< User name >< Service name >

< packet type-B > : =< IP address >< Service name >< Level of quality >

There are two types of vehicles: one is to share real-time media, and the other is to
select and watch media. Figure 3 shows, when a driver wants to share real-time captured
view, it creates a specific WiFi hotspot, broadcasts packet type-A, and waits for someone
connects. After another vehicle is connecting, it sends a packet type-B to inform the
hosting vehicle of selecting quality level of data streaming. On the other hand, a driver
can enter the selection mode to indicate which vehicle’s front view. All above interactive
messages follow the UPnP-specific formats. Thus, media format negotiation and trans‐
port will be conducted by IP-based connections.

Fig. 3. Sharing real-time media between vehicles database management
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The system maintains two types of information in a database. One is the information
about roads, including GPS coordinates with events. Three events are defined in the
system, including vehicle crash, traffic jam and illegal checking spots by polices. The
other is driver-provided video content about events. As Fig. 4 shows, a driver can choose
events to upload to the database. The system uses HTTP RESTful API to upload infor‐
mation, so data are formatted using JSON. An uploaded media object will be linked by
a particular URL in reference to the event and object.

Fig. 4. Data uploaded to or downloaded from the database on the server

3.3 Warning Map

The vehicles can download traffic information from the server and accordingly generate
a warning map. On the map, different kinds of events are labeled with colorful icons to
catch drivers’ caution. As Fig. 4 shows, the system uses HTTP GET to download traffic
information. After decoding JSON, the system displays events at the location in a map.

3.4 Voice Control

In addition to manual operations, the system offers the voice control interface based on
Google Speech API. Basically, the system transfers a driver’s voice to string and
compares it with certain control patterns. Two interfaces are supported to select menu
items and to select which a vehicle will be connected to obtain shared media.

4 Demonstration

To realize real-time media distribution in a V2V network, we develop a software imple‐
mentation with Android mobile phones. Drivers can run pre-installed mobile applica‐
tions and place them in the front of vehicles. Figure 5 presents some snapshots.

The usage is that a driver first checks whether any V2V networks exist or not in its
surrounding. If yes, a driver will select a network to connect. Otherwise, a driver can
build a new network whose SSID is set as v2v-USERNAME. As shown in the right-up
picture, there are four menu items of the screen from; from left to right they are “share
real-time video,” “select a video to watch,” “update the map,” and “upload video to the
server.” When a driver wants to share real-time front views, he/she will broadcast the
IP address and license plate number of the vehicle to others in the same network by
UPnP. On the other hand, when a driver wants to watch another view, he/she will select
a vehicle indicated by the license plate number that can be input by typing or voice. In
addition, a driver can adjust the video quality of media streaming over H.264 corre‐
sponding to the list of quality choices that the source vehicle can offer. After a media
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transport task is negotiated by UPnP, the content can be transmitted. Then, a driver can
upload structured data to the server so as to record traffic events. As shown, from left to
right, the events are “vehicle crash,” “illegal driving behavior by the police,” and “traffic
jam.” When a driver selectively touches a button, the information including the type of
event, GPS coordinate, and username will be stored in the database. To bring better user
experience, we use Google Map to show the history of road events, thereby resulting in
a warning map. For example, red is for vehicle crash, yellow is for the spot of detecting
illegal cases and blue is for traffic jam.

Fig. 5. Demonstration with snapshots

Inter-vehicle Media Distribution for Driving Safety 127



5 Conclusion

This paper presents a novel system design for inter-vehicle media distribution for driving
safety on roads. This design can be deployed in a WiFi-enabled V2V network where
neighbor vehicles can discover each other and access shared real-time media services
over UPnP communications. In addition, this design includes a database on the Internet.
Vehicles can upload traffic videos and events to the server, and the server can maintain
the history of traffic information. Accordingly, a vehicle can generate a warning map in
its surrounding by downloading location-dependent traffic information from the server.
As a result of prototype implementation, this system is able to assist drivers in extending
the view scope and avoiding dangerous driving threats on roads.
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Abstract. The authors present an economic way to hide patient diag-
nosis information in electrocardiogram (ECG) signal based on smart off-
set coefficient. Simulations indicated that hiding capacity is larger than
existing techniques while the perceived quality is good. Moreover, the
method is tolerant of the attacks such as inversion, translation, trunca-
tion, and Gaussian noise-addition attacks, which is rare in conventional
ECG steganographic schemes. Since the privacy (or medical message) of
the patients can be fast and effective embedded in ECG host by the pro-
posed method, it is feasible for our method being employed in real-time
applications.

Keywords: Data hiding · ECG steganography · Smart offset
coefficients · Real-time applications

1 Introduction

Due to the ubiquitous broadband services, cloud computing, intelligent robots and
internet of thing, it is convenient and easy for the individuals and organizations
to share their resources and messages among one another. As we know, data can
be eavesdropped and tampered with during transmission in the intranet (or inter-
net) by the third parties (or adversaries). To protect private (or important) data,
people often employ either encryption/decryption systems or data hiding tech-
niques to achieve the goal. However, compared with the encryption/decryption
systems, data hiding techniques have a merit of providing an economic way for
the protection of secret message in multimedia or patient data such as blood pres-
sure, glucose and temperature in biometric signal [1,2]. For example, an electro-
cardiogram (ECG) data is one of biometric signal being used by doctors to diag-
nose patient shape. Namely, an ECG signal provides a clear vision of the activities

c© Springer International Publishing AG 2018
J.-S. Pan et al. (eds.), Advances in Intelligent Information Hiding and Multimedia
Signal Processing, Smart Innovation, Systems and Technologies 81,
DOI 10.1007/978-3-319-63856-0 16



130 C.-Y. Yang and W.-F. Wang

of our heart. The cardiac cycle is characterized by five separate waves of deflec-
tions designated as P, Q, R, S and T [3]. Several ECG steganography approaches
have been suggested to secure patient information [4–9]. Ibaida et al. [4] presented
an ECG watermarking scheme for a wearable sensor-net health monitoring sys-
tem. The payload was approximately 10,000 bits, and the method was tolerant
of manipulations. Ibaida and Khalil [5] suggested an ECG steganographic app-
roach via encryption and scrambling on the basis of discrete wavelet transform
(DWT). The payload size was 2,531 bytes. Based on singular value transform
(SVD) and DWT, Jero et al. [6] proposed an ECG steganography for protecting
confidential data. Simulations indicated that the scheme had a good performance
in percentage residual difference (PRD) and bit error rate (BER) when the high-
high sub-band was used for hiding a 4,489-bit secret message. Based on integer
wavelet domain (IWT), Yang and Lin [7] embedded data bits in an ECG host
signal via a coefficient adjusting technique. Simulations indicated that the per-
ceived quality was good with a high hiding-capacity. Further, Yang and Wang [8]
proposed two hiding methods: lossy and reversible ECG steganographys for ECG
signals. Simulations confirmed that the perceived quality generated by the lossy
ECG steganography method was good, while hiding capacity was acceptable. In
addition, the reversible one can not only hide secret messages but also completely
restore the original ECG signal after bit extraction. In combination use of contin-
uous ant colony optimization and DWT-SVD watermarking schemes, Jero et al.
[9] presented a novel ECG steganography. The scaling factor in the quantization
technique governs the tradeoff between perceived quality and robustness. Simu-
lations indicated that the PRD was 0.007 with payload of size 1.77 kb.

From the above survey, we can see that either perceptual quality or payload
size is not good enough. In this article, we present a better hiding technique to
protect patient diagnosis information in ECG host signal. The remainder of this
paper is organized as follows. Section 2 describes the procedures of bit embedding
and bit extraction. Section 3 presents the simulation results, and Sect. 4 provides
the conclusions of this study.

2 Proposed Method

To provide a high hiding-capacity, the proposed method embeds two data bits
in a bundle of coefficients from the host ECG signal at a time. The details of
bit embedding and bit extraction for our methods are specified in the following
sections.

2.1 Bit Embedding

Let Hj = {sji}n−1
i=0 be the j-th bundle of size n taken from a host ECG data, as

shown in Fig. 1, with n = 3.
Below are the major steps of bit embedding for the proposed method.

Step 1. Input a bundle from the host ECG data. If the end of input is encoun-
tered, then proceed to Step 7.
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Fig. 1. Bundle of size 3.

Step 2. Input two data bits bmbn from the secret message.
Step 3. If bmbn = 00, then call the procedure “HidingCase00” and go back to

Step 1.
Step 4. If bmbn = 01, then call the procedure “HidingCase01” and go back to

Step 1.
Step 5. If bmbn = 10, then call the procedure “HidingCase10” and go back to

Step 1.
Step 6. If bmbn = 11, then call the procedure “HidingCase11” and go back to

Step 1.
Step 7. Stop.

The procedure of “HidingCase00” and the corresponding coefficient-
alignment are shown in Figs. 2(a)–(d). In Fig. 2(a), if the input data bits are
“00” and both conditions sj1 > sj0 and sj1 > sj2 are satisfied, nothing is done

Fig. 2. Flow charts of HidingCase00. (a) Main procedure, (b) HidingCase00
Adjustment-1, (c) HidingCase00 Adjustment-2, and (d) HidingCase00 Adjustment-3.
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Fig. 3. Flow charts of the other three Main procedures. (a) HidingCase01, (b) Hiding-
Case10, and (c) HidingCase11.

(which means that the block carries “00” data bits); otherwise, an adjustment
policy is executed on the target coefficients sj0 and/or sj2 of the bundle (see
Figs. 2(b)–(d)). Figures 3(a)–(d) show the main procedures of “HidingCase01,”
“HidingCase10,” and “HidingCase11,” respectively. Due to the limitation of
the space, the sub-procedures such as “HidingCase01 Adjustment-x,” “Hiding-
Case10 Adjustment-x,” and “HidingCase11 Adjustment-x” were omitted here.

Note that the control parameter τ used in our algorithm was determined
by trial-and-error. An optimal SNR can be generated with the least number of
skipped bundles. Notice as well a skipped bundle was rarely encountered in the
proposed method during simulations. In fact, all input bits were directly (or
undergone successful adjustment and) embedded in the host bundles of ECG
with null skipped blocks.

2.2 Bit Extraction

The procedure of bit extraction for the proposed method is much simpler than
that of bit embedding. The hidden message can be extracted according to the
following steps:

Step 1. Input a bundle Ĥj from the marked ECG data. If the end of input is
encountered, proceed to Step 6.

Step 2. If Ĥj is a skipped block, proceed to Step 1.
Step 3. If ŝj1 > ŝj0 and ŝj1 > ŝj2, are satisfied, then two data bits “00” are

extracted, proceed to Step 1.
Step 4. If ŝj1 > ŝj0 and ŝj1 ≤ ŝj2, then data bits “01” are extracted, proceed

to Step 1.
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Step 5. If ŝj1 ≤ ŝj0 and ŝj1 > ŝj2, then data bits “10” are extracted, otherwise,
“11” are extracted, and proceed to Step 1.

Step 6. Assemble all extracted bits and rebuild the secret message.
Step 7. Stop.

3 Experimental Results

To evaluate the performance of our proposed method, a set of 32 1D ECG host
signal was taken from the Lead-1 in an ECG database, which obtained from the
MIT-BIH arrhythmia database [10]. Each host data consists of 30,000 coefficients.
A binary watermark was used as test data. The size of the bundle was 3 and each
test data used various τ -value. Since two data bits can be embedded in each coef-
ficient, the optimal payload for the proposed method is (30, 000 ÷ 3)× 2 = 20,000
bits. Three objective measurements: signal-to-noise-ratio (SNR), mean absolute
errors (MAE) and percentage residual difference (PRD), which used to assess the
performance of the proposed method was given in Table 1. It can be seen from

Table 1. SNR/MAE/PRD performance of the proposed method with various τ , and
SNR performance comparison with various methods.

ECG data sets SNR/MAE/PRD/τ Ref. [7] Ref. [8] Our method

102 45.44/1.32/0.0053/86 44.44 44.04 45.44

108 50.17/1.25/0.0031/46 40.03 49.2 50.17

109 45.06/1.86/0.0056/61 49.14 42.98 45.06

111 48.22/1.51/0.0039/34 43.42 46.43 48.22

112 46.59/1.28/0.0047/43 44.86 45.28 46.59

114 49.09/1.26/0.0035/60 48.05 47.53 49.09

117 45.81/1.39/0.0031/63 43.87 44.11 45.81

121 49.91/0.98/0.0032/33 48.4 48.25 49.91

124 43.54/1.49/0.0067/71 41.93 42.45 43.54

200 43.98/1.92/0.0063/93 42.18 42.14 43.98

201 47.62/1.25/0.0042/48 46.14 45.72 47.62

202 47.82/1.39/0.0041/53 46.33 46.34 47.82

205 44.84/1.34/0.0057/65 42.91 46.26 44.84

207 49.37/1.33/0.0034/45 47.8 46.66 49.37

221 44.18/1.75/0.0062/80 41.84 42.57 44.18

222 47.65/1.31/0.0041/69 46.49 46.29 47.65

231 41.67/1.82/0.0083/119 39.77 39.92 41.67

232 48.65/1.30/0.0037/58 46.96 46.63 48.65

Average 44.93/1.63/0.0060/– 44.70 45.16 46.65
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Table 1 that the smaller the value of τ , the larger value of SNR with a small MAE
value. Notice that no skipped block was used here during simulations. The SNR,
MAE and PRD are defined as follows:

SNR = 10 log10

∑
i si

2

∑
i(si − ŝi)2

, (1)

MAE =
1
N

N∑

i=1

|si − ŝi| , (2)

PRD =

√∑
i(si − ŝi)2∑

i si
2

, (3)

respectively, where si and ŝi are the values of the coefficients in original ECG
and marked ECG. Performance comparison with Yang and Lin’s technique [7]
and Yang and Wang’s approach [8] was listed in Table 1. It is obvious that the
average SNR of the proposed method is the best among these compared methods.
Notice that the payload provided by both two methods [7,8] was around 15,000
bits.

The marked ECG generated from ECG100, ECG114, ECG121, and ECG201
via the proposed method were depicted in Fig. 4. The perceived quality is quite
good. No apparent distortion existed in the marked ECGs. Close observation of
these marked ECGs (randomly selected in 10–12 s interval) were shown in Fig. 5.
It can be seen that the marked signal introduced by the proposed methods (red
line) was approximately similar to the original one (blue line), i.e., the distortion
generated by the proposed methods was insignificant. Furthermore, the proposed

Fig. 4. Marked ECGs generated by the proposed method. (a) ECG100, (b) ECG114,
(c) ECG121, and (d) ECG201.
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Fig. 5. Close observation of the host and marked ECGs generated by the proposed
method. (a) ECG100, (b) ECG114, (c) ECG121, and (d) ECG201.

Fig. 6. Examples of survived watermarks from the manipulations of marked ECG121.

method has a certain degree of robustness. Examples of survived watermarks
from the manipulations of marked ECG121 (using τ = 33) was given in Fig. 6.
An extra binary logo of size 141 × 141 was used as a test watermark. The value of
PRD equals 0 if a marked ECG were not being manipulated. In spite of the PRD
of the survived watermarks which manipulated by “Inversion” and “Truncation”
were larger than 1, it was recognized. Moreover, the marked ECG data under
white-Gaussian noise attacks of three different signal strengths (with 1–3 dB)
were demonstrated. Although the average PRD was about 0.9291, the extracted
watermarks were recognizable. From Fig. 6 we can see that all extracted marked
were identified.

4 Conclusion

Based on the smart offset coefficient, the patient data can be effectively hidden
in ECG host signal. Experiments confirmed that the hiding capacity provided
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by the proposed method is larger than existing techniques while the perceived
quality is good. In addition, the method is capable of resisting the attacks such
as inversion, translation, truncation, and Gaussian noise-addition attacks, which
is rare in conventional ECG steganography schemes. Because a secret message
can be quickly embedded in ECG host via smart offset coefficients, the proposed
method is suitable being utilized in real-time applications.
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Abstract. In this paper, we propose an automatic people counting sys-
tem by using our low-cost Internet-of-Things (IoT) platform consisting of
a single camera and Raspberry Pi. In this system, we count the number
of moving people in bidirection by observing from a side view. Because
the system can determine the height of the people, our system can be
used to classify them into adults or children. This system is applied for
no people overlapping problem in indoor environment only. The back-
ground subtraction and morphological operations are used to extract
foreground objects from background images. The experimental results
show proposed method can achieve 98% of people counting accuracy. It
can also achieve 91% accuracy in adult/child classification. Although the
algorithms for the people counting and classification are not novel, our
technical contribution is that we have implemented them onto our IoT
platform, whose cost is less than 100 US dollars. In addition, the images
do not need be sent to the server, but all the image processing is done
inside the device and only the results are uploaded to the server. This
system can be applied to for customer behavior analysis or security.

Keywords: People counting · IoT sensing · Raspberry Pi

1 Introduction

People counting is widely used in service, security or data analysis. A gate
counter is a primitive one but it is hard to install and not flexible. Image and
video processing is applied to solve this problem. In [1], they proposed a method
for people counting in monocular video sequences by setting up the camera four
meters above the ground. Block-based background subtraction was introduced
in which each pixel in sub block was modeled by a Gaussian distribution. It
achieved 91% accuracy. The distance from camera to object was discussed in [2].

c© Springer International Publishing AG 2018
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They tested the distance in three levels i.e. 3, 3.5 and 4 m. A camera was fixed
at the wall of the building and used a line in counting. The experimental results
showed that four meters could get the most accurate result similar to [1].

Detecting objects passing through a virtual line in an image is often used in
counting the people [3]. This work could be used in both indoor and outdoor
environments by using a single camera. The results showed the accuracy rate
of 94.95% and low-cost processing at 100 frames per second. Moreover, using
multiple lines for counting could be used to determine the direction of motion.
In [4], they proposed people counting by using a single camera and prevented the
miscalculation for abnormal walking. The results showed that the system could
work well on the normal traffic and get high accuracy rate of 98%. But the accu-
racy will be dropped when objects are moving closely to each other or when the
color of ground and clothes are similar to each other. Furthermore, illumination
and shadow of the object are another issue that needs to be concerned.

In background subtraction, not only objects of interest are detected because
of noise from light condition or environments. In [5], they found that a Gaussian
Mixture Model (GMM)-based method [6] could work well in background sub-
traction and a morphological opening operation. The results showed that the
MAE (Mean absolute error) was 1.15 and the MAP (Mean absolute percentage
error) was 23%.

The light condition and environment are important factors that induce the
system error. The morphological opening and Otsu’s global threshold were
applied in [7] to separate objects from the background for human tracking in
surveillance system. The system was still not robust to environment noise such
as light and shadow. In [8], the counter was applied on the bus that confronted
with the different light conditions. There were three different light conditions
that were strong daylight, side daylight (afternoon) and lamplight (night). They
proposed an algorithm that consists of erosion and dilation for moving object
extraction based on greedy algorithm. The result indicated that strong daylight
got the best accuracy at 90% and mean accuracy was 87%. A method that
deal with the variations of light and shadow was proposed in [9]. This method
updated the background in real-time. This system achieved high accuracy rate
at 97.7%. But the researchers reported that if it the location or position of the
camera is changed, re-adjustment is required, which is not flexible.

In this paper, the people counting supports bi-directional movement and
can classify a moving object into adult or child. This information is useful for
marketing analysis, transportation or security. In addition, the system needs to
be automatic, easy to install, low complexity and low-cost. Therefore, Raspberry
Pi and normal webcam is applied with our proposed method.

Our IoT platform consists of real-time image acquisition, image processing and
alert via LINE Notify. This system is operated on Raspberry Pi 3 model B with
Raspbian version 8.0 (Jessie) and USB webcam (angle of view 60◦). Our system
was implemented in Python version 2.7.9 using OpenCV library version 3.1.0.

For real-time processing, our algorithm can operate at 8.5 frames per sec-
ond for 320 × 240 video resolution, which a sufficient processing speed for this
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application. The source code for the people counter will be made public very
soon and anyone can reproduce our system with low-cost.

2 Proposed Method

The proposed method is suitable for installing at the door to count the number
adults or children, that enter and exit. Image acquisition is set as shown in
Fig. 1. The camera is set 155 cm away from object. The height of an object is
used to classify object into adult or child. If it is smaller than 130 cm, it will
be counted as a child, otherwise it will be counted an adult. People will walk
pass the camera one-by-one in both directions. The algorithm is rather simple
to ensure that they can run in real-time in our IoT platform.

Fig. 1. Side view camera model

2.1 Background Subtraction

The background subtraction attempts to extract foreground objects from back-
ground. To make the people counting algorithm highly accurate, the background
should be updated continuously. In this paper, K-nearest neighbors-based back-
ground subtractor [10] is applied.

2.2 Morphological Operation and Thresholding

Before the morphological operation, we apply Gaussian filter with 21×21 kernel
size to reduce image noise and blinding object details. After that, we apply
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morphological opening operations because it can remove small objects and get
the objects of interest. And then we convert the image to binary by thresholding
at the half value of the intensity.

2.3 People Counting

Figure 2 shows a frame and anchor points for people counting. It can be used to
count objects in bi-direction, which are from Rin to Rout or Rout to Rin, and
classify objects into adult or child. In case of IN direction, when an object moving
through line Cc

in to line Cc
out the object will be counted as IN direction. After

that the height of the object is calculated. If it is higher than the separate line it
will be counted an adult, otherwise it will be counted a child. The separate line
is set at 0.35 of the height of the video resolution, which correspond to setting
the threshold as 130 cm. When an object moving through line Cc

out to Cc
in the

object will be counted as OUT direction.

Fig. 2. Frame area for counting

All of parameters are shown in Table 1. The process is summarized in the
pseudo code in Algorithm 1.
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Data: Sequence of images {It}
Result: Numbers of adults in two directions Na

in, N
a
out and numbers of children

in two directions Nc
in, N

c
out

initialization;
Set Na

in, N
a
out, N

c
in and Nc

out to 0;
Set Pin and Pout to the number of white pixels in their detected areas;
while not end of {It} do

Read images It ;
Apply background subtraction, Gaussian blur and morphological opening to
It, respectively ;

Convert It to a binary image Bt;
Set Cin and Cin to the number of white pixels of Bt in their detected areas;
if Rin > Tin or Rout > Tout then

Set all booleans to FALSE ;
end
if Cin > Tin then

Set din to TRUE ;
end
if Cout > Tout then

Set dout to TRUE ;
end
if X > Ta then

Set da to TRUE ;
end
if Pin > Tin and dout then

if da then
Na

in ← Na
in + 1;

else
Nc

in ← Nc
in + 1;

end
Set Pin and Pout to FALSE;

end
if Pout > Tout and din then

if da then
Na

out ← Na
out + 1;

else
Nc

out ← Nc
out + 1;

end
Set Pin and Pout to FALSE;

end

end
Algorithm 1. People counter algorithm

3 Experimental Results

Our system was designed for side view camera, because from this view point the
system can separate height of the objects. We setup single camera around 155 cm
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Table 1. Parameters of people counting system

Parameter Description

Na
in Number of adults for IN direction

Na
out Number of adults for OUT direction

Nc
in Number of children for IN direction

Nc
out Number of children for OUT direction

Cin Detected area for IN direction

Cout Detected area for OUT direction

Pin Previous value of Cin

Pout Previous value of Cout

X Detected area for adult

Rin Detected area for reset all booleans for IN direction

Rout Detected area for reset all booleans for OUT direction

din Boolean for Cin

dout Boolean for Cout

da Boolean for X

Tin Threshold for Cin

Tout Threshold for Cout

Ta Threshold for X

Table 2. Accuracy rate of people counting

Sequence Direction Counting accuracy Classification accuracy

Video 1 IN 100% 92%

Video 2 OUT 100% 92%

Video 3 IN and OUT 95% 90%

Avg. accuracy 98% 91%

away from objects and separate line at 0.35 of height of the video resolution or
130 cm from the ground.

The experimental results are shown in Table 2, in which counting accuracy
means the percent of the correct number of people that were counted by the
system and classification accuracy means the percent of the correct number of
people that were classified into adult or child. The system can count the number
of people with high accuracy. We tested the performance of our system with 47
subjects in three different scenarios i.e. enter only in Video 1, exit only in Video 2,
and both ways in Video 3. We can achieve 100% in counting accuracy at Video 1
and Video 2. For complex scenario as in Video 3 we got the counting accuracy
at 95%. The average accuracy rate is 98%. For adult and child classification,
its average accuracy rate is 91%. Figure 3a illustrates a sample of incorrect
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(a) Incorrect (b) Correct

Fig. 3. Examples of processed frame

classification that occurred because of the environment noise. A sample of cor-
rect one is demonstrated in Fig. 3b. The average processing speed is 8.5 frames
per second. It can work smoothly in real-time processing.

Table 3 shows the confusion matrix of our system, the row is the actual
values and the column is the classify results. This system can classify children
perfectly and get some error for adult classification around 18%. This occurs due
to environment noise and the variation of distance of objects from camera. The
background subtraction cannot remove it in this case, thus the counting will be
incorrect.

Table 3. Confusion matrix of adult-child classification

Adult Child

Adult 82% 18%

Child 0% 100%

4 Conclusions

An automatic people counter using a low-cost device such as a single webcam and
Raspberry Pi for IoT platform is proposed in this paper. The side view camera is
installed for detecting the height of object and it is easy to install. The algorithm
based on image processing in real-time can perform on small computation unit
such as Raspberry Pi. The background subtraction is used to extract foreground
objects. Our system can count people passing frames IN or OUT directions and
then classify them by their height. The system can be applied in many scenarios
such as at entrance gate in shop, train station or other places which need the
people pass through the gate one by one.
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Abstract. One of the most challenging issues when operating a high-power light-
emitting diode (LED) is to conduct appropriate packaging materials for the reli‐
able thermal management of the entire device. Generally, the considerable
amount of heat produced around the junction area of the LED would transfers to
the entire device, and causes thermal expansion in the packaging material. It
induces strain inevitably, and hinders the output performances and possible appli‐
cations of high-power LEDs. The coefficient of thermal expansion (CTE) is a
physical quantity that indicates the expansion to which value a material will be
upon heating. Therefore, as far as an advancement of thermal management is
concerned, the quantitative and real-time determination of CTE of packaging
materials becomes more important than ever since the demanding of high-power
LEDs is increased in recent years. In this study, we measure the CTE of GaN-
based (λ = 450 nm) high-power LED encapsulated with polystyrene resin by
using optical coherent tomography (OCT). The displacement change between
individual junctions of OCT image is directly observed and recorded to derive
the CTE values of composed components of the LED device. The obtained instant
CTE of polystyrene resin is estimated to be around 10 × 10−5/°C, which is a spatial
average value over the OCT scanning area of 10 μm × 10 μm. The OCT provides
an alternative way to determine a real-time, non-destructive, and spatially
resolved CTE values of the LED device, and that shows essential advantage over
the typical CTE measurement techniques.

Keywords: Light-emitting diodes · Optical coherence tomography · Packaging
materials

1 Introduction

In the past decade, the OCT has been widely adopted as an in vivo imaging modality
that provides noninvasive, high speed, and 3-dimensional construction mainly in the
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field of biological specimens such as gastroenterology, cardiology, dermatology, oral
mucosa, and ophthalmology [1–3]. Typically, OCT can provide high resolutions of
1~10 μm in both axial and transverse directions, and the optical imaging depth can
achieve ~2 mm. Yet, very few studies exerted OCT as the inspection tool on the semi‐
conductor industry has been made [4–6], except for the biomedical applications
mentioned above. Through the examination of 3D OCT images, the spatial distribution
and change in sample structure can be identified, enabling application for optical inspec‐
tion in many kinds of industrial products.

In this study, we examined the temperature-dependent and depth-resolved OCT
images to determine the instantaneous CTE on the packaging materials of InGaN-based
(λ = 450 nm), high-power LED. The distances between individual interfaces of OCT
images is observed and recorded to derive the instantaneous CTE of the packaged LED
device with different injected currents. The relationship between the junction tempera‐
ture and the injected current is established through the forward voltage method. As a
result, the measured instantaneous CTE of polystyrene resin varies from 5.86 × 10−5 to
14.10 × 10−5 °C−1 over a junction temperature range of 25–225 °C, and exhibits a
uniform distribution with static root-mean-square value by an OCT scanning area of
200 μm × 200 μm. Most importantly, this work validates that the OCT can provide an
alternative way to both directly and nondestructively determine the spatially resolved
CTE on the packaged LED device, which offers essential advantages over traditional
techniques for the CTE measurement.

2 Experiments

Figure 1(a) shows an image of packaged InGaN-based (λ = 450 nm), high-power LED
used in this study. The LED chip with the dimension of 1 mm × 0.5 mm is mounted on
the lead frame, and the anode and cathode of the LED chip are connected to the frame
through gold wires. The lead frame is soldered on the printed circuit board (star shape)
with a metal slug design for the supplement of injected currents. The inset of Fig. 1(a)
shows the microscope top-view image focusing on the center of the packaged LED
device. The wire bonding LED chip mounted on lead frame is clearly observed in the
figure. In this study, the polystyrene resin is dispensed to encapsulate and form flat cavity
geometry for the protection of the LED chip underneath. Such polymeric encapsulant
generally exhibits high transparency, high refractive index, high temperature stability,
and good hermeticity. Figure 1(b) shows the Raman spectrum of polystyrene resin
excited by a 532-nm diode-pumped, solid-state laser. The repeating unit of chemical
structure of polystyrene resin is also plotted in the figure. The polystyrene resin consists
of a long-chain hydrocarbon wherein alternating carbon centers are attached to phenyl
groups. A dominant peak associated with the vibration of aromatic carbon rings in the
polystyrene resin appears at around 1000 cm−1. In addition, two distinctive peaks
assigned as low carbon-carbon (C-C) and high carbon-hydrogen (C-H) vibrations are
clearly identified at around 600 cm−1 and 3000 cm−1, respectively. We can also observe
a stronger vibration of two carbon atoms with double bonds (C = C) than that of C-C
single bond at a higher frequency regime of 1600 cm−1. The Raman spectrum confirms
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that the encapsulant material of our LED device is primarily composed of polystyrene.
Figure 1(c) plots the light-output power and the forward voltage versus the forward
current for the packaged LED device. The turn-on voltage and series resistance of the
packaged LED device estimated by the Shockley diode equation are around 2.66 V and
2.40 Ω, respectively, comparable to that of typical InGaN-based high-power LED chips.
The LED’s light output power increases gradually and is saturated at an approximately
injected current of I = 400 mA, implying a considerable dissipation of electrical-input
power was induced in the form of unwanted heat. The electroluminescence (EL) spectra
of the packaged LED device [inserts of Fig. 1(c)] are blue-shifted slightly (from
454.2 nm to 453.1 nm) at lower injected currents of I < 200 mA due to the quantum-
confined stark effect generally found in the InGaN-based LEDs. The EL spectrum
becomes a pronounced red-shift (from 454.2 nm to 460.9 nm) at higher injected currents
of I > 300 mA, validating that a considerable thermal heat was indeed induced and
accumulated inside the LED chip, leading to severe thermal expansion in the packaged
LED device.

Fig. 1. (a) Photography of packaged InGaN-based (λ = 450 nm) high-power LED used in this
study. Inset: Microscope top-view image focusing on the center of the packaged LED device. (b)
Raman spectrum of polystyrene (PS) resin excited by a 532 nm diode-pumped, solid-state laser.
Inset: Repeating unit of the chemical structure of polystyrene resin. (c) Light-output power and
forward voltage versus forward current for the packaged LED device. Inset: EL spectra of the
packaged LED device under different injected currents (from 50 to 500 mA).
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Figure 2(a) depicts a schematic diagram of the SS-OCT system used in this study. The
center wavelength of swept source (SSOCT-1060, AXSUN Technologies Inc., MA) is
located at 1060 nm with a scanning spectral range of 100 nm. Then, the optical beam from
the light source is split into the reference and sample arms by a fiber coupler. In the
sample arm, a two-axis galvanometer (GVS302, Thorlabs Inc., NJ) is utilized to achieve
the lateral and transverse scanning, and then, the optical beam is focused on the sample
by a scanning lens (LSM02-BB, Thorlabs Inc., NJ). To reduce the dispersion resulting
from the scanning lens in the sample arm, a dispersion compensator is inserted in the
reference arm. Finally, the return signal from both arms is received by a balanced detector
(PDB460C, Thorlabs Inc., NJ) and digitized by a high-speed digitizer (ATS-9350, Alazar
Technologies Inc., QC, Canada). The corresponding axial and transverse resolutions of the
developed OCT system are approximately 4 m in the sample and 7 m, respectively. With
the developed OCT system, 2D or 3D scanning can be performed. The physical scanning
range covers a square area of 4 mm × 4 mm and the imaging depth can achieve 2 ~ 3 mm,
which depends on the optical properties of sample. The scan rate of light source is
100 kHz, which corresponds to a frame rate of 100 frames/s. Figure 2(b) shows a photog‐
raphy for the SS-OCT system. Figure 2(c) shows a cross-sectional 3D OCT image of the
packaged LED device without injecting current.

Fig. 2. (a) Schematic diagram and (b) photography of the SS-OCT system. (c) Reconstructed 3D
OCT images of the packaged LED device without injecting current.

3 Results and Discussions

Figure 3(a) presents thickness variance versus injected current, derived by the depth-
resolved OCT signal curve of the package LED device, for polystyrene resin layer. The
thickness of polystyrene resin is sensitive to the variance of injected currents and
increases linearly with the increase in injected currents. Figure 3(b) shows εthermal and
αI of the polystyrene resin against the junction temperature of the packaged LED device.
The measured αI is varied from 5.86 × 10−5 to 14.10 × 10−5 oC−1 over a junction
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temperature range of 25–225 °C, agreeing well with the previously reported values in
the literature. This suggests the adoption of polystyrene resin with such high CTE may
not be appropriate in terms of packaging applications of high-power LEDs, and the
development of advanced polymeric composites with reduced CTE is necessary. Most
importantly, through the layer-by-layer inspection of OCT images over a range of junc‐
tion temperature, our study provides a direct and promising way to quantitatively deter‐
mine the CTE with high accuracy for the constitute elements of the packaged LED
device.

Fig. 3. (a) Thickness variance versus injected current for polystyrene resin (black squares) and
sapphire substrate (blue squares). (b) Thermal strain (εthermal) and instantaneous coefficient of
thermal expansion (αI) versus junction temperature of the packaged LED device for the
polystyrene resin.

4 Conclusion

Benefiting from the advantageous abilities such as nondestructive inspection, real-time
visualization, layer-by-layer tomography, and three-dimensional reconstruction, the
OCT was used to determine the CTE of InGaN-based high-power LED encapsulated
with polystyrene resin as the packaging material. As compared to the LED’s sapphire
substrate, the thickness of polystyrene resin is sensitive to the variance of injected
currents and increases linearly with the increasing of injected currents. The derived
instantaneous CTE of polystyrene resin varies from 5.86 × 10−5 to 14.10 × 10−5 oC−1

over a junction temperature range of 25–225 °C and exhibits a uniform distribution with
static root-mean-square value over a scanning area of 200 μm × 200 μm. We believe
the revealed scheme associated with OCT will contribute essential improvement in terms
of inspection efficacy and measurement accuracy over traditional techniques for the CTE
measurement.
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Abstract. In this paper, we study reversible data hiding schemes for
JPEG images and we propose a method which is constructed by embed-
ding secret data into zero quantized coefficients. In the proposed method,
consecutive zero quantized coefficients in a fixed set of entries of DCT
block are used to embed data in the following way. First, the algorithm
selects several positions from this fixed set according to the first part of
the secret message and modifies selected zero coefficients by small non-
zero values according to the second part of the secret message. Experi-
mental results show that our proposed methods have higher embedding
capacity and obtain lower ratios between the increased file size and pay-
load than previous methods.

Keywords: Reversible data hiding · JPEG images · Zero quantized
coefficients · Compression-efficient

1 Introduction

Reversible data hiding is a technique which can embed a secret message into an
image such that, from the stego image, one can recover losslessly the original
image after the whole embedded message is extracted. This novel technique
has found many applications in the area of medical image processing, military,
and forensics where it is required to restore the original image without any
distortion. Generally speaking, known reversible data hiding techniques focus
on three domains: spatial, transformation, and compression domains. Among
these domains, only a few data hiding schemes are proposed for the compression
domain. Compressed images draw a lot of attention recently when people use
internet as a major transmission tool. Compressed images become popular since
they save much storage space and improve the transmission speed on the internet.
Among many compression methods, JPEG is a popular compressed format used
on many platforms.

There are many reversible data hiding schemes developed for JPEG images.
The method of Chang et al. [1] losslessly embeds secret data into some selected
diagonal arrays of the quantized DCT blocks in JPEG images. The method of
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Xuan et al. [7] shifts the quantized DCT coefficient histogram and embeds secret
data based on histogram pairs. Based on the method of Xuan et al., the adaptive
method of Sakai et al. [5] detects whether a block is suitable for embedding data
or not. The scheme of Liao and Zhang [3] embeds secret data into a selected
zero coefficient from those last remaining zero quantized coefficients in each
DCT block. The method of Wang et al. [6] modifies both the quantization table
and quantized DCT coefficients to embed data bits. The scheme of Nikolaidis
[4] embeds secret data by modifying fixed consecutive zero quantized coefficients
in each DCT block where embedding and extraction procedures are performed
without the need to preprocess the whole image. The scheme of Huang et al. [2]
uses the block-selection strategy to embed secret data into quantized coefficients
with values 1 and −1 by using the histogram-shifting technique.

Existing reversible data hiding schemes for JPEG images can be classified
according to quantization tables used in data hiding schemes. Some schemes
such as [6] use the modified quantization tables to generate the stego JPEG
images. For this approach, the advantage is the good stego-image quality and
large embedding capacity but the disadvantage is that the increased file size
of the generated JPEG file is large. On the other hand, most existing schemes
such as [1–5,7] use the standard quantization table to generate the stego JPEG
images. The advantage is that the increased file size of the generated marked
JPEG file is small but the disadvantage is the degradation of stego-image qual-
ity. These schemes can be further divided into two groups based on quantized
coefficients used for embedding data. Reversible data hiding schemes [1,3–5,7]
embed secret data into zero quantized coefficients. The advantage is that embed-
ding capacity is quite large but the ratio between the increased file size and the
payload is also large. On the contrary, schemes such as [2] embed secret data into
nonzero quantized coefficients. In this approach, the ratio between the increased
file size and the payload is small but the maximum embedding capacity is small.

In this paper, a new reversible data hiding scheme for JPEG images by
embedding secret data into zero quantized coefficients is proposed. The proposed
scheme obtains high embedding capacity and acceptable stego-image quality.
Moreover, in the proposed scheme, the ratio between the increased file size and
the payload is smaller than those reversible data hiding schemes which embed
secret data into zero quantized coefficients. In addition, as the scheme of Niko-
laidis [4], our proposed algorithm requires only a single pass on the quantized
coefficient values during embedding data into the JPEG image.

The rest of this paper is organized as follows. In Sect. 2, the JPEG compres-
sion procedure is briefly reviewed. In Sect. 3, we describe our proposed reversible
data hiding scheme in detail. Experimental results are presented and explained
in Sect. 4. Finally, a conclusion is given in Sect. 5.

2 Background on JPEG Compression Procedure

In this section, we review the standard JPEG compression procedure. Figure 1(a)
shows the flowchart of the JPEG compression. Based on JPEG standard, a given
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(a)

(b)

Fig. 1. (a) The flowchart of the JPEG compression and (b) the flowchart of the JPEG
decompression

512 × 512 image is divided into 4096 non-overlapping 8 × 8 blocks. By using
the discrete cosine transformation, each block is transformed into a DCT-block
where each entry is called a DCT coefficient. In each block, DCT-coefficients
are classified into two groups: AC coefficients and DC coefficients. The top-left
corner entry in each block is the DC coefficient. The remaining 63 coefficients in
each block are the AC coefficients. After quantizing by a quantization table with
fixed quality factor, each DCT-coefficient is converted into a quantized DCT-
coefficient. In Fig. 2(a), the standard quantization table with quality factor 50
is shown. Quantized DC coefficients are then encoded with the Huffman code
after transforming the actual values into difference values. Since many quantized
AC coefficients are zero, quantized AC coefficients in each block are efficiently
encoded with the run-length coding in a fixed zig-zag order shown in Fig. 2(b).

The flowchart of the JPEG decompression procedure is shown in Fig. 1(b).
The procedure consists of entropy decoding, dequantization, and IDCT. First,
the decompression procedure gets the quantized DCT coefficients and the defined
quantization table. Then, for each block and for each position in the block, it
calculates the multiplication of the quantized DCT coefficient and the corre-
sponding entry in the quantization table. The resulting values are approxima-
tions of the original DCT coefficients. Finally, the procedure applies IDCT to
the approximated DCT coefficients to obtain the decompressed image.

3 Embedding Data into Zero Quantized Coefficients

In this section, we propose a high-capacity reversible data hiding scheme for
JPEG images by embedding data into zero quantized coefficients. In order to
obtain high embedding capacity, it is a good way to embed data into zero quan-
tized coefficients since most quantized coefficients are zero quantized coefficients.
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Fig. 2. (a) Standard quantization table (QF = 50) and (b) Zig-zag scanning order in
a single block.

Another issue is to reduce the increased file size of the generated stego-JPEG
image. Based on JPEG standard, modifying zero quantized coefficients by values
1 and −1 would not increase the file size too much but cause low embedding
capacity. So in order to obtain high embedding capacity, we must modify zero
quantized coefficients by values different from 1 and −1. To avoid increasing file
size too much, the proposed algorithm chooses some positions of zero quantized
coefficients to be embedded according to the to-be-embedded secret data. By
using this technique, our proposed method obtains good performance on the
ratio between increased file size and payload. Next, we describe our embedding
algorithm in detail.

3.1 Data Embedding Procedure

Let t, � be integers such that t + � < 64 and k be an integer such that k ≤ �. We
give the detail of the embedding algorithm called P (n, �, k) in the following.

P (t, �, k) Reversible Data Embedding Scheme:
Input: A secret data w and a JPEG image J
The watermarked JPEG image Jw is obtained as follows:

1. Divide w = ((w1,1, w1,2), . . . , (wi,1, wi,2), . . . , (wm,1, wm,2)) where each

(wi,1, wi,2) ∈ {1, 2, . . . ,

(
�

k

)
} × {−3,−2,−1, 1, 2, 3}k.

2. For each block, check whether the coefficients from the (t+1)-st entry to the
(t + �)-th entry in the zig-zag order are all zero. Such a block is called an
embeddable block.
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3. For the i-th embeddable block, the algorithm chooses a k-element subset Si

from {t+1, t+2, . . . , t+ �} according to the data digit wi,1 where wi,1 repre-
sents a unique k-element subset Si of {t+1, t+2, . . . , t+�}. After selecting the
subset Si, the algorithm embeds wi,2 into zero quantized coefficients Ct+j ’s
for t + j ∈ Si as follows. For 1 ≤ j ≤ k,

C̃t+j = Ct+j + (wi,2)j

where (wi,2)j denotes the j-th digit of wi,2.
4. For those non-embeddable block, if Ct+j ∈ {−3,−2,−1, 1, 2, 3} for each 1 ≤

j ≤ �, then record the block index in a location map L.
5. In the JPEG header, write the location map L in it.
6. Apply the entropy coder to the modified quantized DCT coefficients to gen-

erate the stego JPEG image Jw.

3.2 Data Extracting Procedure

The extraction algorithm is described in the following.

Proposed Data Extraction Scheme of P (t, �, k):

Input: A stego JPEG image Jw.
The restored JPEG image J and the secret data w are obtained as follows:

1. By using the location map L written in the JPEG header, the extraction
algorithm can identify embeddable blocks.

2. For the i-th embeddable block, compute the subset Si by checking t + j ∈ Si

if and only if C̃t+j �= 0 for 1 ≤ j ≤ �. After determining Si, the data digit
wi,1 is retrieved. Moreover, it is easily seen that (wi,2)j = C̃t+j for 1 ≤ j ≤ �.
After retrieving wi,2, set C̃t+j = 0 for 1 ≤ j ≤ �.

3. Apply the entropy coder to the restored quantized DCT coefficients to gen-
erate the original JPEG image J .

4 Experimental Results

In this section, we show our experimental results. For the embedding algorithm
P (t, �, k), we set (t, �, k) = (9, 10, 2) or (t, �, k) = (9, 10, 3) in our experiments. We
use Proposed(2) and Proposed(3) to denote P (9, 10, 2) and P (9, 10, 3), respec-
tively. Here, we consider three aspects: the stego JPEG image quality (PSNR),
embedding capacity (payload), and the ratio between the increased file size and
payload (rip). To measure the stego-image quality, we use the well-known peak
signal-to-noise ratio (PSNR) between the original decompressed image and the
decompressed stego JPEG image. The test images are 512 × 512 JPEG images
(Lena, Peppers, and Airplane) constructed by quantization tables with quality
factor 50 for our experiment and the secret data is generated randomly since the
encrypted secret data looks like a random string. Furthermore, we also consider
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Fig. 3. PSNR versus payload for JPEG images with QF = 50 (a) Lena (b) Peppers
(c) Airplane

Fig. 4. PSNR versus payload for Lena image (a) QF = 50 (b) QF = 60 (c) QF = 70

Fig. 5. The ratio between increased file size and payload for JPEG images with QF =
50 (a) Lena (b) Peppers (c) Airplane

Fig. 6. The ratio between increased file size and payload for Lena image (a) QF = 50
(b) QF = 60 (c) QF = 70
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Table 1. Payload (bits) of Lena image with QF = 50, 60, and 70.

QF 50 60 70

[3] 24517 24517 24281

[4] 23760 21330 15480

[2] 14087 15860 19450

Proposed(2) 25332 22741 16504

Proposed(3) 41964 37672 27340

Table 2. Payload (bits) of test images with QF = 50.

QF Lena Peppers Airplane

[3] 24517 24489 24521

[4] 23760 23390 22580

[2] 14087 14299 14575

Proposed(2) 25332 24937 24074

Proposed(3) 41964 41310 39880

512 × 512 JPEG Lena images constructed by quantization tables with quality
factors 60, 70 for our experiment.

We compare our embedding algorithms with the method of Liao et al. [3] and
the method of Nikolaidis [4] since these two methods are zero-coefficient-based
embedding algorithms. Figure 3 shows the PSNR against payload for test images
with quality factor 50. In addition, Fig. 4 shows the PSNR against payload for
Lena images with quality factors 50, 60, and 70. It is expected that our proposed
algorithms obtain lower PSNR values since our embedding algorithms modify
many zero quantized coefficients by the quantized values larger than 1 or lower
than −1. Next, Fig. 5 shows the ratio between the increased file size and payload
for test images with quality factor 50. Figure 6 shows the ratio between the
increased file size and payload for Lena images with quality factors 50, 60, and
70. It is shown that ratios obtained by our proposed methods P (9, 10, 2) and
P (9, 10, 3) are much lower than ratios obtained by the method of Liao et al. [3]
and the method of Nikolaidis [4]. In average, the ratio obtained by P (9, 10, 3)
is approximately 2 while the ratio obtained in [4] is approximately 3.5 and the
ratio obtained in [3] is approximately 2.5. This gives evidence that our proposed
methods are compression-efficient.

In Table 1, we show the maximum embedding capacity for Lena image with
quality factors 50, 60, and 70. We compare our methods with methods in [2–4].
One can see that our proposed method P (9, 10, 3) obtains higher embedding
capacity than other methods. In Table 2, we show the maximum embedding
capacity for test images with quality factor 50. One can see that our proposed
method P (9, 10, 3) also has higher embedding capacity than other methods.
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5 Conclusion

In this paper, we construct a zero-coefficient-based reversible data hiding scheme
for JPEG images which modifies zero quantized coefficients during embedding
data. Our proposed method embeds data by modifying the fixed all-zero coeffi-
cient subsequence in each embeddable block. First, the embedding method selects
several positions from the all-zero coefficient subsequence according to one part
of the secret message. Then, the proposed method modifies zero coefficients
in these chosen positions by small non-zero values according to the remaining
part of the secret message. Experimental results show that our proposed meth-
ods outperform previous methods on maximum embedding capacities and ratios
between the increased file size and payload.
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Abstract. Biomedical materials have different optical properties (e.g. absorp‐
tion) for different wavelengths. Therefore, probing biomedical materials with
multiple wavelengths not only can get in-depth understanding of the detected
biomedical materials but also can differentiate the detected biomedical materials.
To achieve this purpose, in this conference paper, we present our initial results
of building up a portable multiple-wavelength biomedical sensing system. At this
initial phase, we assembled this kind of system with multiple wavelengths of light
sources and photodetectors and preliminarily tested the absorbance of the glucose
solutions with different concentrations. The result shows good linearity of the
absorbance of the glucose solution with concentration. In addition, we also meas‐
ured the absorbance of the glucose solutions using a broadband white light source
and a spectrometer. This result also exhibits linearity but different slop of absorb‐
ance with glucose concentration, which confirms the linearity result obtained
from the built sensing system. The difference of slop maybe relates to the differ‐
ence of optical design between these two systems.

Keywords: Multiple wavelengths · Biomedical sensing · Glucose concentration

1 Introduction

Oral cancer is not a common disease for low-risk group, but is the fifth in the world’s
top ten cancer and estimated new cancer cases and deaths will be 45,780 and 8,650 in
the US in 2015 [1]. Particularly for under-privileged groups in the developed or devel‐
oping countries, the oral cancer has been one of the most important health burdens in
terms of their prevalence, severity and associated healthcare cost. The main etiologies
of oral squamous cell carcinoma (OSCC), which is the most common type of oral carci‐
noma, in Taiwan are areca quid (AQ) chewing, cigarette smoking, and alcohol consump‐
tion. Apart from low public awareness of the oral cancer, current visual examination by
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treatment modalities including radiotherapy or a combination of surgery and chemo‐
therapy or radiotherapy have limited opportunity to manage the oral cancer at early stage
because of subjective criteria of the examiners. In Taiwan, there are two million people
who habitually chew AQs [2]; approximated 80% of all oral cancer deaths are associated
with this habit. The five-year survival rate for oral cancer patients in Taiwan is very low.
Accordingly, necessity for an effective diagnostic tool has been on high demand for
prognosis, diagnosis and early-treatment of the oral cancer and precancer.

A majority of oral cancers are found to develop from oral premalignant lesions such
as leukoplakia, erythroplakia, erythroleukoplakia, dysplasia, and carcinoma in situ. In
addition, these oral premalignant lesions are not homogeneous lesions, i.e., some part
of the lesion may show only hyperkeratosis and acanthosis, while others may show
epithelial dysplasia, carcinoma in situ or invasive carcinoma. Therefore, one lesion may
need multiple biopsies to avoid misdiagnosis of most severe part of the lesion.

In the words of the European Journal of Cancer Prevention, “Early diagnosis and
treatment is the key to improved patient survival” [3]. Due to many diseases of the oral
cavity are accompanied by changes in tissue structure, the ability to perform high reso‐
lution diagnostic imaging is therefore crucial to the detection and treatment of these
diseases. Conventional X-ray radiography has too large resolution, suitable for charac‐
terizing macroscopic structural changes in teeth. Ultrasound (US) is limited by the
wavelength of the source, and sub-millimeter clinical resolutions can be achieved only
under optimal conditions. The increased image acquisition times necessary to achieve
sub-millimeter resolution in Magnetic Resonance Imaging (MRI), as well as its physical
footprint and expense, make it impractical in routine clinical dentistry setting. The recent
development of optical coherence tomography (OCT) has attracted much attention as a
noninvasive optical modality in the realm of biomedical imaging because of its micro‐
meter resolution and appreciable imaging depth, high speed, and high sensitivity and
made it possible to overcome these limitations by using interferometric cross-correlation
techniques to detect the coherent backscattered components of short coherence length
light [4–6]. OCT has become one of the best ways to help us to choose the most appro‐
priate site for diagnoses of oral cancer and precancer [7–9].

In this paper, we make a report about two-dimensional (2D) imaging of structure
and three-dimensional (3D) imaging of microvessel within oral cavity tissues in vivo
using a high-speed swept-source optical coherence tomography (SS-OCT) at 1310 nm
with a designed probe by using 3D printing technique. Volumetric structural OCT
images of the inner tissues of oral cavities are acquired with a field of view of 2 mm
2 mm. A type of detachable probe attachment is devised and applied to the port of the
imaging probe of OCT system that easy to access to deeper cavity tissue. Blood perfusion
is mapped with OCT-based correlation microangiography from 3D structural OCT
images, in which a novel vessel extraction algorithm is used to decouple dynamic light
scattering signals, due to moving blood cells, from the background scattering signals
due to static tissue elements. Characteristic tissue anatomy and microvessel architectures
of various cavity tissue regions of healthy human volunteers are identified with the 3D
OCT images. The initial finding suggests that the proposed method may be engineered
into a promising tool for discovering and treating oral cancer and precancer.
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2 Experiments

Figure 1 demonstrates the flow chart of probe design. First, we should get lost in thinking
probe design, and then purchasing optical components from Thorlab which will use in
probe. What’s more, we devise a scanning probe by SolidWorks and print it by 3D
printing. In addition, to facilitate the access to the tissues in the oral mucosa, we design
a specialized L-shaped and a line-shape probe with three achromatic doublets, as shown
in Fig. 2. And use the ZEMAX software to design the optical path showing in Fig. 3. It
is quite convenient for us to probe any area of oral mucosa. The length of the line-shaped
probe is around 110 mm. If not succeed in assembling parts and scanning 2D images,
we should return to the mechanical design by SolidWorks or optical design by ZEMAX.
When all is well done, we can scan the oral cavity tissue. Figure 4 shows the full view
of oral scanning probe.

Fig. 1. Flow chart of probe design

Fig. 2. The L-shaped scanning probe. The length is around 110 mm and the width is around
11 mm.
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Fig. 3. Optical design of scanning probe

Fig. 4. Full view of oral scanning probe

As shown in Fig. 5, we use a fiber-based OCT system to perform OCT imaging of
oral mucosa. The optical source power incident on the tissue was 20 mW at a wavelength
of 1310 nm and by divided the source light into two beams and directing one beam to
the sample and the other identical beam to a reference mirror whose location is accurately
known. Light returning from the sample and from the reference mirror is recombined at
a detector where the interference between the two beams is registered. The OCT system
used in this study acquired images with 2 mm × 2 mm.
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Fig. 5. Schematic of OCT system for oral mucosa

For vascular mapping of the oral cavity tissues, we adopted a method that utilizes
the algorithms of correlation mapping OCT (cmOCT) where the vessel extraction is
achieved with the combination of two angiograms obtained from each algorithm with
the same OCT data set. The first stage in the cmOCT algorithm is determination of the
correlation between two OCT frames. This is calculated by cross correlating a grid frame
A (IA) to the same grid from frame B (IB) using Eq. (1) [4]. 3D OCT imaging was
performed on the oral cavity tissue region of 2 mm (X) × 2 mm (Y) using scanning of
the galvanometric scnners. The post data processing was performed with a laboratory-
software written by a MATLAB language (R2010b, MathWorks, Inc).

cmOCT(x, y) =
M∑

p=0

N∑

q=0

[
IA(x + p, y + q) − IA(x, y)

][
IB(x + p, y + q) − IB(x, y)

]

√[
IA(x + p, y + q) − IA(x, y)

]2
+
[
IB(x + p, y + q) − IB(x, y)

]2 (1)

Where M and N is the grid size and Ī is the grids mean value. This grid is then shifted
across the entire XY image and a 2D correlation map is generated. The resulting corre‐
lation map contains values on the range of 0 ± 1 indicating weak correlation and strong
correlation respectively.

3 Results and Discussions

The oral mucosa can be divided into three types: the masticatory mucosa (gingival and
hard palate mucosa), the lining mucosa (alveolar, soft palate, labial, and buccal mucosa,
as well as the mucosa of the mouth floor and the ventral surface of the tongue), and the
specialized mucosa (lips, dorsum of the tongue). The two-dimensional images of the
vermilion border of lower lips, lower lip mucosa, and right cheek mucosa, tongue
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abdomen are shown as follows. The last image in each oral cavity tissue describes typical
labial anatomical features; an epithelial layer (EP) and an underlying lamina propria (LP).

4 Conclusion

In this paper, we make a report about two-dimensional (2D) imaging of structure and
three-dimensional (3D) imaging of microvessel within oral cavity tissues in vivo using
a high-speed swept-source optical coherence tomography (SS-OCT) at 1310 nm with a
designed probe by using 3D printing technique. Volumetric structural OCT images of
the inner tissues of oral cavities are acquired with a field of view of 2 mm 2 mm. A type
of detachable probe attachment is devised and applied to the port of the imaging probe
of OCT system that easy to access to deeper cavity tissue. Blood perfusion is mapped
with OCT-based correlation microangiography from 3D structural OCT images, in
which a novel vessel extraction algorithm is used to decouple dynamic light scattering
signals, due to moving blood cells, from the background scattering signals due to static
tissue elements. Characteristic tissue anatomy and microvessel architectures of various
cavity tissue regions of healthy human volunteers are identified with the 3D OCT
images. The initial finding suggests that the proposed method may be engineered into a
promising tool for discovering and treating oral cancer and precancer.
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Abstract. Electronic stethoscope system is the most frequently used approach
to collect respiratory sound to evaluate the lung function of patients or investigate
various kinds of lung diseases of in recent years. However, current electronic
stethoscope systems are just suitable for measuring respiratory sounds under static
state. Under motion, the respiratory sounds are easily affected by the vibration of
the human body. Moreover, it is also inconvenient to wear the conventional elec‐
tronic stethoscope system. In order to improve the above issues, a novel wireless
respiratory sound recording system was proposed to collect respiratory sound
under motion. Here, a wireless and wearable respiratory sound recording device
was designed to collect respiratory sound wirelessly. It is also easy to wear and
monitor respiratory sound under motion due to its advantages of small volume
and wireless transmission. Moreover, the technique of adaptive filter was also
applied to enhance the noisy respiratory sound from single channel trial. From
the experimental results, the noisy respiratory sound can be effectively improved
by the proposed adaptive filter. Therefore, the proposed system exactly contains
the potential of being a good assisting tool for lung diseases and may be applied
in the applications of lung and sports medicine in the future.

Keywords: Respiratory sound · Vibration of human body · Wireless
transmission · Adaptive filter

1 Introduction

According to the statistics of World Health Organization (WHO), more than half (54%)
of the 56.4 million deaths worldwide in 2015 were due to the top ten causes, and the
third, fourth, fifth causes of death in the top ten are breathing-related diseases [1].
Therefore, how to effectively detect potentially lung diseases becomes important in
clinical. Abnormal respiratory sounds (such as crackles, rhonchus, and wheezing
sounds) are often considered to be symptoms of chronic respiratory disease [2], such as
chronic obstructive pulmonary disease (COPD), chronic bronchitis, and bronchial
asthma, etc.
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The traditional diagnosis method of respiratory or lung diseases is using the method
of stethoscope auscultation. However, the state of lung function is usually determined
by the physician with their subjective factors or clinical experiences, it may easily affect
the evaluation of lung function due to this non-quantitative approach. Recently, the
development of electronic stethoscope system became more mature, and they are widely
applied in clinical.

In 2006, Bor-Shyh Lin et al. used an electronic system to recognize wheeze, it not
only is low-cost but also has a high performance [3]. In 2016, Bor-Shyh Lin et al.
proposed a technique of speech recognition to detect wheezes [4], and an electronic
stethoscope system to monitor real-time wheezes [5], these approaches can detect
wheezes simultaneously. Moreover, the approaches to detect sounds under different
noise conditions were proposed [6, 7].

However, the above studies focus on the investigation of respiratory sound under
static state. Under motion, the respiratory sounds are easily affected by the vibration of
the human body. Moreover, it is also inconvenient to wear the conventional electronic
stethoscope system.

In order to improve the above issue, a novel approach of respiratory sound moni‐
toring under motion was proposed to evaluate lung function under motion in this study.
Here, a wireless and wearable respiratory sound recording device was designed to collect
respiratory sound wirelessly. It mainly consists of a wireless respiratory sound acquis‐
ition module and a wearable mechanical design. It is also easy to wear and monitor
respiratory sound under motion due to its advantages of small volume and wireless
transmission. Moreover, the technique of adaptive filter was also applied to enhance the
noisy respiratory sound from single channel trial. The reference signal related to the
clean respiratory sound could be extracted from the noisy respiratory sound signal, and
then applied in the adaptive filter [8–11] to enhance the noisy respiratory sounds. Finally,
the performance of enhancing noisy respiratory sound under motion was also investi‐
gated in this study. From the experimental results, the noisy respiratory sound can be
effectively improved by the proposed approach.

2 Enabling Wireless Respiratory Sound Monitoring

The proposed wireless respiratory sound recording system mainly contains a wireless
and wearable respiratory sound recording device and a host system. Here, the wireless
and wearable respiratory sound recording device mainly consists of a wireless respira‐
tory sound acquisition module and a wearable mechanical design. Here, the wireless
respiratory sound acquisition module, embedded in the wearable mechanical design,
was designed to monitor respiratory sound wirelessly under motion. The wearable
mechanical design was designed to provide a convenient and reliable measuring proce‐
dure. The proposed wireless respiratory sound recording device can be worn easily and
comfortably for long-term monitoring, and transmits respiratory data to the host system
wirelessly. In the host system, a respiratory sound monitoring program is developed to
monitor and record real-time respiratory sounds. An adaptive filter is also built in the
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respiratory sound monitoring program to effectively improve the influence of human
body vibration in recording respiratory sounds.

2.1 Wireless Respiratory Sound Acquisition Module

The block diagram of the wireless respiratory sound acquisition module includes an
acoustic sensor, a front-end amplifier circuits, a microphone driving circuit, a micro‐
processor, and a wireless transmission circuit. The acoustic sensor consists of a stetho‐
scope bell and a microphone. Here, the respiratory sound will be collected by the stetho‐
scope bell and then will be transferred to the electrical signal by the microphone. In
order to eliminate the variability of the power source, the microphone driving circuit is
designed to provide a stable reference voltage. Then, the acquired respiratory sound
signal will be amplified and filtered by the front-end amplifier circuits. Next, an analog-
to-digital converter in the microprocessor will digitize the amplified respiratory sound
signal with 2 k Hz sampling rate. Finally, the processed respiratory sound signal will be
transmitted to the host system by the wireless transmission circuit.

2.2 Wearable Mechanical Design

The proposed wearable mechanical design mainly consists of a shoulder brace, an elastic
band, and an area of Velcro. Here, Velcro is used to fix the proposed wireless respiratory
sound acquisition module on the shoulder brace. Moreover, the length of the elastic band
can be adjusted to suitably fit the user’s chest contour. Based on the above design, the
proposed system can be worn and used easily, and it provides a convenient and reliable
measuring procedure.

2.3 System Software Design

In this study, a commercial laptop is used as the platform of the host system. Here,
Window 10 is used as the basic operation system of the host system. The respiratory
sound monitoring program is designed by using Microsoft C#, and can provide the
functions of real-time monitoring and recording respiratory sound signal.

2.4 Algorithm of Adaptive Filter for Human Body Vibration Cancellation

Under motion, monitoring respiratory sound is easily affected by various kinds of noise,
in particular, human body vibration. In order to effectively improve the above issue, an
adaptive filter is designed to eliminate the interference of human body vibration and
enhance the respiratory sound from the noisy respiratory sound. An adaptive filter is a
commonly used method which can self-regulate and learn to adapt according to the
changes of signal or noise features. The basic scheme of the adaptive filter used in this
study is shown in Fig. 1. Compared with the feature of respiratory sounds, the frequency
band of human body vibration is lower. Therefore, the reference signal related to the
clean respiratory sound will first be extracted from single-channel noisy respiratory
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sound by using a high-pass filter. The extracted reference signal will then be used as the
reference input of the adaptive filter. The recorded noise respiratory sound will be used
as the primary input of the adaptive filter. Next, the noisy respiratory sound signal will
be adjusted by the adaptive filter until the error, which the difference between the filter
output and the primary input signal, is minimized. Finally, the estimated clean respira‐
tory sound will be obtained by the filter output.

Fig. 1. Basic scheme of proposed adaptive filter for human body vibration cancellation.

3 Results

3.1 Simulated Performance of Enhancing Noisy Respiratory Sound

The performance of the proposed approach on enhancing the noisy respiratory sound is
first simulated and investigated in this section. Here, the noisy respiratory sounds are
generated by mix the pre-recorded respiratory sound with the pre-recorded human body
vibration noise or the white Gaussian noise.

Figures 2 and 3 show the simulated results of enhancing noisy respiratory sounds
with different frequency bands Gaussian noise (0 Hz – 150 Hz, and 150 Hz – 800 Hz

Fig. 2. (a) Noisy respiratory sound (SNR = −4.7 dB), (b) estimated clean respiratory sound,
(c) estimated white Gaussian noise, and their frequency spectra.
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respectively) and different signal-to-noise ratio (SNR; −4.7, and −4.3 dB respectively),
and their frequency spectra. Here, mean square error (MSE) is used to validate the
performance of the proposed algorithm. The values of MSE for the noisy respiratory
sound and the estimated clean respiratory sound in Figs. 2 and 3 are (0.1144, 0.0239),
and (0.107, 0.0265) respectively.

Fig. 3. (a) Noisy respiratory sound (SNR = −4.3 dB), (b) estimated clean respiratory sound,
(c) estimated white Gaussian noise, and their frequency spectra.

Figure 4(a), (b), and (c) show the noisy respiratory sound with human body vibration
noise, the estimated clean respiratory sound, the estimated human body vibration noise,
and their frequency spectra respectively. Here, the SNR of the noisy respiratory sound
is set to −3.9 dB. The MSE values of the noisy respiratory sound and the estimated clean
respiratory sound are 0.0155 and 0.0021 respectively.

Fig. 4. (a) Noisy respiratory sound (SNR = −3.9 dB), (b) estimated clean respiratory sound,
(c) estimated human body vibration noise, and their frequency spectra.
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3.2 Performance of Enhancing Real Noisy Respiratory Sound

In this section, the performance of the proposed approach on real-time enhancing real
noisy respiratory sound is investigated. The real noisy respiratory sound is recorded by
the proposed wireless respiratory sound acquisition module during walking. The length
of the trail of noisy respiratory sound is about 16 s. Figure 5(a), (b), and (c) show the
real noisy respiratory sound with human body vibration noise, the estimated clean respi‐
ratory sound, and the estimated human body vibration noise respectively. It showed that
the respiratory sound can exactly enhanced and the human body vibration noise was
effectively eliminated.

Fig. 5. (a) Real noisy respiratory sound, (b) estimated clean respiratory sound, and (c) estimated
human body vibration noise.

4 Discussion

In this study, the wireless and wearable respiratory sound recording device is designed
to measure respiratory sounds under motion. Here the proposed adaptive filtering algo‐
rithm could enhance the respiratory sound and eliminate the noise of human body vibra‐
tion from the noisy respiratory sound. From the experimental results in Figs. 2 and 3,
the noisy respiratory sound could be effectively enhanced, and their MSE also obviously
improved (from 0.1144 to 0.0239 and from 0.107 to 0.0265). However, from the results
of frequency spectra, it indicated that the frequency spectra of respiratory sound and
Gaussian noise in Fig. 2 can be effectively split. Although the noisy respiratory sound
in Fig. 3 could be also enhanced, its frequency spectrum seems to result in a little distor‐
tion. This may be explained by that the frequency band overlap between the reference
signal of adaptive filter and the Gaussian noise increased, and this also affected the
performance of enhancing noisy respiratory sound. From the experimental results in
Fig. 4, it showed that the noise of the pre-recorded human body vibration could be
effectively eliminated to enhance the noisy respiratory sound. The main frequency
feature of human body vibration might be lower than the frequency band of the respi‐
ratory sound, and therefore, the reference signal related to the clean respiratory sound
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could be easily extracted to apply in the adaptive filter to enhance the noisy respiratory
sound. For real-time enhancing noisy respiratory sound (Fig. 5), the noise of human
body vibration could be exactly eliminated by the proposed approach.

5 Conclusions

In this study, a wearable and wireless respiratory sound monitoring system is proposed
to monitor the respiratory under motion. Here, the wireless respiratory sound acquisition
module embedded in the wearable mechanical design is developed to collect the respi‐
ratory sound under motion. Moreover, the technique of adaptive filter was also applied
in enhancing respiratory sounds and eliminating human body vibration noise from
single-channel noisy respiratory sound. The simulated results showed that the value of
MSE of noisy respiratory sound could be exactly improved, and the frequency spectra
of the enhanced respiratory sounds are similar to that of the clean respiratory sound.
Therefore, the proposed system could effectively provide a good performance of moni‐
toring respiratory sound under motion to evaluate the lung function, and might be applied
in the researches of lung diseases or sports medicine in the future.
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Abstract. This paper demonstrated a general algorithm to carry out precision
alignment with UVW or XXY and XYθ stages using two cameras without rotation
center information. Image processing with template match was implemented to
search for fiducial mark under the field of view of a camera as the positioning
tool. We established the relationship between cameras and motion stage by cali‐
bration procedure with inverse regression method. We finished the substrate’s
alignment parallel to the mechanical axis in 2–4 times iterations and applied this
algorithm in sixth-generation LCD prober system successfully.

Keywords: UVW axis · Auto alignment · Precision positioning

1 Introduction

To increase the production efficiency, automatic systems play a very important role in
industry applications and manufacturing. In addition, to promote the high throughputs,
the more precision assembly could be executed using vision servo system to acquire
stable and high quality to replace human labors. A precision alignment function provides
the possibilities to a product in a process or assembly to enhance production quality
especially size downing conditions. A mechanism with precision movement, rotation
mechanism and feedback system is usually implemented to construct this function. With
computation efficiency increasing, vision system also provides a notable function in
alignment, inspection, and quality checking in semiconductor, liquid crystal display
(LCD), automobile, food industry and more applications.

In a precision mechanism, in generally, there are two types displacement and rotation
stage in the industry applications; which are XYθ and UVW or XXY type respectively.
The size of UVW type is compact and thinner than XYθ type but limited in displacement
and orientation range. In a lot of applications, the substrate just only adjusts tiny
displacement and orientation, i.e., print circuit board (PCB), surface mounting tech‐
nology (SMT), IC bounding, solar cells and so on, to align the substrate to parallel the
system. Based on these reasons, an UVW type stage is very suitable for precision align‐
ment functions. Nian and Tarng [1, 2] proposed a new type UVW type stage with
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specifically designed rotation center to archive ±5 um positioning with image processing
technique. The algorithm of auto-alignment was developed to correspond to their design
mechanism and image processing with locking of circle shape fiducial mark to define
object center. Lee et al. [3] proposed a novel XXY stage with the kinematic equation to
derivate the alignment algorithm for the specific mechanism, and finish ±7 um position
accuracy.

The In general, UVW or XXY type axis motion stage is difficult to define the rotation
center to derivate the kinematic equation of the mechanism. In this paper, we proposed
a general alignment algorithm to derivate displacement and rotation for two CCD
cameras system not only for UVW stage but also suitable for XYθ stage. In this study,
we successfully applied this algorithm to the UVW stage in our laboratory and trans‐
ferred this algorithm to the sixth-generation LCD prober equipment achieving precision
alignment function.

2 Alignment Algorithm

2.1 Modeling

This section discusses the ideal conditions the difference between two cameras with
stage orientation. In general, the motion stage provides the movement and rotation
function. Figure 1 shows the layout of rotation stage with two cameras. In generally, the
coordinates of image center could be expressed following Eqs. (1) and (2):

xccd1 = x0 + rccd1 cos 𝛼1

yccd1 = y0 + rccd1 sin 𝛼1
(1)

xccd2 = x0 + rccd2 cos 𝛼2

yccd2 = y0 + rccd2 sin 𝛼2
(2)

where xo and yo denotes the rotation center of motion stage, 𝛼1 and 𝛼2 denotes the angle
camera center to global coordinate with right-hand principal, rccd1 and rccd2 denotes the
distance of two cameras to rotation center. L denotes the length of two cameras. Herein,
we give a small rotation angle Δ𝜃 by motion stage; the new positions are given as
following equations:

x′ ccd1 = x0 + rccd1 cos (𝛼1 + Δ𝜃)

y′ ccd1 = y0 + rccd2 sin (𝛼1 + Δ𝜃)
(3)

x′ ccd2 = x0 + rccd2 cos (𝛼2 + Δ𝜃)

y′ ccd2 = y0 + rccd2 sin (𝛼2 + Δ𝜃)
(4)

where x′ ccd1, y′ ccd1, x′ ccd2 and y′ ccd2 denotes the new position coordinates after rotation
Δ𝜃. The difference of reference and new position in X direction could be expressed as
following Eqs. (5) and (6):
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𝛿xccd1 = x′ ccd1 − xccd1

= 2rccd1(sin 𝛼1 cos Δ𝜃

2
+ cos 𝛼1 sin Δ𝜃

2
) sin −Δ𝜃

2
(5)

𝛿xccd2 = x′ ccd2 − xccd2

= 2rccd2(sin 𝛼2 cos Δ𝜃
2

+ cos 𝛼2 sin Δ𝜃

2
) sin −Δ𝜃

2
(6)

where 𝛿xccd1 and 𝛿xccd2 denotes the offset in X direction with camera 1 and camera 2
respectively. The difference of two cameras with a rotation angle Δ𝜃 in X direction could
be expressed as follow equation with Taylor series expansion when Δ𝜃 is small enough.

𝛿xccd2 − 𝛿xccd1 ≅ −LyΔ𝜃 −
1
2

LxΔ𝜃
2 +

1
6

LyΔ𝜃
3 −

1
24

LxΔ𝜃
4 +⋯ (7)

where Lx and Ly denote the distance between two cameras in X and Y direction respec‐
tively. Similarly, we could obtain the relationship between two cameras in Y direction
shown in Eq. (8):

𝛿yccd2 − 𝛿yccd1 ≅ LxΔ𝜃 −
1
2

LyΔ𝜃
2 +

1
6

LxΔ𝜃
3 +

1
24

LyΔ𝜃
4 +⋯ (8)

Fig. 1. The layout of motion stage and two cameras.

The summation displacement of two cameras after Δ𝜃 rotation in X and Y direction
could also be expressed as following:

𝛿xccd2 + 𝛿xccd1 ≅ SyΔ𝜃 +
1
2

SxΔ𝜃
2 −

1
6

SyΔ𝜃
3 +⋯ (9)
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𝛿yccd2 + 𝛿yccd1 ≅ SxΔ𝜃 −
1
2

SyΔ𝜃
2 +

1
6

SxΔ𝜃
3 +⋯ (10)

where Sx and Sy denotes the summation and subtraction of two cameras in X and Y
respectively. From the modeling in this chapter, we could find the value of summation
and subtraction of two cameras is a polynomial function of orientation. The relationship
could be constructed in the procedure of calibration.

2.2 Algorithm

Figure 2 shows the relationship of reference fiducial mark and new fiducial mark under
the camera field view. The difference between reference pattern and new pattern position
is 𝛿xccd1 and 𝛿yccd1 in CCD1 and 𝛿xccd2 and 𝛿yccd2 in CCD2 respectively. Herein we assume
that the substrate moves with rigid body movement and rotation denoting as (Δx, Δy,
Δ𝜃) which is need to solved. The Eqs. (11) and (12) describes the relationship pattern
offset in X direction under two cameras. In these two equations, where 𝛿xccd1(Δ𝜃) denotes
the displacement in X direction contributed from substrate’s orientation under CCD1
view. Where 𝛿xccd2(Δ𝜃) denotes displacement in X direction contributed from
substrate’s orientation under CCD2 view.

𝛿xccd1 = Δx + 𝛿xccd1(Δ𝜃) (11)

𝛿xccd2 = Δx + 𝛿xccd2(Δ𝜃) (12)

Fig. 2. The relationship between new image positions to reference image under two cameras.

Similarly, the relationship between two cameras and substrate in Y direction could
be described in Eqs. (13) and (14):

𝛿yccd1 = Δy + 𝛿yccd1(Δ𝜃) (13)

𝛿yccd2 = Δy + 𝛿yccd2(Δ𝜃) (14)

where 𝛿yccd1(Δ𝜃) and 𝛿yccd2(Δ𝜃) denotes the Y direction movement contributed from
substrate’s after orientation Δ𝜃. We could obtain Eqs. (15) and (16) by operating
Eq. (12) minus Eq. (12) and Eq. (14) minus Eq. (13):

178 Y.-M. Hung and Y.-C. Wang



𝛿xccd2 − 𝛿xccd1 = 𝛿xccd2(Δ𝜃) − 𝛿xccd1(Δ𝜃) = fx(Δ𝜃) (15)

𝛿yccd2 − 𝛿yccd1 = 𝛿yccd2(Δ𝜃) − 𝛿yccd1(Δ𝜃) = fy(Δ𝜃) (16)

The rigid displacement of substrate will be eliminated in subtraction operation. The
movement Δx and Δy of substrate could be solved by Eqs. (17) and (18), if we could
know Eqs. (15) and (16).

Δx =
𝛿xccd1 + 𝛿xccd2 − 𝛿xccd1(Δ𝜃) − 𝛿xccd2(Δ𝜃)

2
(17)

Δy =
𝛿yccd1 + 𝛿yccd2 − 𝛿ccd1y(Δ𝜃) − 𝛿yccd2(Δ𝜃)

2
(18)

In an alignment process, 𝛿xccd1, 𝛿xccd2, 𝛿yccd1 and 𝛿yccd2 are known values by an image
processing technology. The orientation of substrate could be interpolated through
inversing fx(Δ𝜃) and fy(Δ𝜃) which established in calibration procedure. Then
𝛿xccd1(Δ𝜃) + 𝛿xccd2(Δ𝜃) and 𝛿yccd1(Δ𝜃) + 𝛿yccd2(Δ𝜃) could be interpolated from calibra‐
tion procedure.

3 Experimental Setup

We setup the UVW axes motion stage to implement the movement and orientation,
shown in Fig. 3(a). Three servo motors are used to control the movement of UVW stage.
Moving X travel, it just only controls X-axis servo motor. Moving Y travel, it needs to
control Y1 and Y2 axes motors simultaneously same direction and distance. If want to
move orientation, the X motor moves the same distance with Y1 and Y2 servo motor,

Fig. 3. (a) The hardware of UVW axis with two camera alignment system, (b) the schematic
drawing of UVW axis stage
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but Y1 and Y2 are opposite of its direction, shown in Fig. 3(b). In this figure, a PCB
substrate lies on platform of UVW axis stage. The image capture system which includes
two cameras (WATEC), embedded 35 mm TV lens, connected to PC with image grab‐
bing frame card (Adlink RTV24 Frame Grabber Card). In this study, the Matrox Image
Library (MIL) [4] was implemented in the unknown pattern searching and fiducial mark
location by pattern machine. The normalized cross correlation has been expensively
used in machine vision for industry inspection or alignment, especially in unknown
image definition and registration.

4 Results and Application

4.1 Camera Calibration

Camera calibration is an important procedure to corresponding pixel dimension to
physic dimension. To simplify the hardware installation of cameras, calibration proce‐
dure will find the orientation angle of cameras. In the calibration procedure, we also
construct the relationship for two cameras in 𝛿xccd2(Δ𝜃) − 𝛿xccd1(Δ𝜃),
𝛿yccd2(Δ𝜃) − 𝛿yccd1(Δ𝜃), 𝛿xccd2(Δ𝜃) + 𝛿xccd1(Δ𝜃) and 𝛿yccd2(Δ𝜃) − 𝛿yccd1(Δ𝜃). Figure 4
shows the calibration procedure. After calibration, we could obtain the pixel size and
orientation of cameras, shown in Table 1. Basically, the orientation of camera value is
nearly by zero. In this case, orientation of camera is not equal to zero, means chip sensor
of cameras are not parallel to mechanical axis. Figure 5 shows summation and subtrac‐
tion of two camera’s offset with respect to stage orientation. We could observe
𝛿yccd2(Δ𝜃) − 𝛿yccd1(Δ𝜃) and 𝛿xccd2(Δ𝜃) − 𝛿xccd1(Δ𝜃) is linear with respect to rotation
angle in our experimental setup due to two cameras locating two side of rotating center.
In the case, we establish the polynomial function with order two by least square method.

Fig. 4. The procedure of camera calibration
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Table 1. Calibration data of two cameras

X pixel size (nm) Y pixel size (nm) Orientation (φ, deg)
CCD1 30528 30768 1.949
CCD2 −30545 −30750 1.326

Fig. 5. The relationships of orientation with difference of two cameras applications

4.2 Application

Figure 6 shows six generations LCD Prober system which alignment system’s function
constructed by Y and θ axis motor and two cameras mounted in gantry system is to
achieve precise and automatic contact position for panel testing. Figure 7(a) shows the
fiducial mark under the field of view. Applied the inverse regression method algorithm,
the fiducial marks was in the same line in Y direction, but still have offset in X direction
due to mechanism of LCD prober, shown in Fig. 7(b).

Fig. 6. The 3D drawing of six generation LCD prober
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Fig. 7. (a) Un-aligned fiducial marks under two CCD’s view (b) alignment result applied with
local regression method

5 Conclusion

We proposed a general algorithm for three axis stage in alignment without center infor‐
mation of rotation center and applied in UVW and XYθ stage. Through camera cali‐
bration procedure, we established the relationship between orientation and difference of
offset of two cameras with polynomial function. By pattern matching, we obtain the
offset of two cameras. These data derivate the substrate’s (Δx, Δy, Δ𝜃) from pre-defined
regression function in 2–3 times iterations.
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Abstract. Biomedical materials have different optical properties (e.g. absorp‐
tion) for different wavelengths. Therefore, probing biomedical materials with
multiple wavelengths not only can get in-depth understanding of the detected
biomedical materials but also can differentiate the detected biomedical materials.
To achieve this purpose, in this conference paper, we present our initial results
of building up a portable multiple-wavelength biomedical sensing system. At this
initial phase, we assembled this kind of system with multiple wavelengths of light
sources and photodetectors and preliminarily tested the absorbance of the glucose
solutions with different concentrations. The result shows good linearity of the
absorbance of the glucose solution with concentration. In addition, we also meas‐
ured the absorbance of the glucose solutions using a broadband white light source
and a spectrometer. This result also exhibits linearity but different slop of absorb‐
ance with glucose concentration, which confirms the linearity result obtained
from the built sensing system. The difference of slop maybe relates to the differ‐
ence of optical design between these two systems.

Keywords: Multiple wavelengths · Biomedical sensing · Glucose concentration

1 Introduction

Biomedical materials detection is of increasing importance and has wide applications,
e.g. pathological examination, industrial chemical detection, personal physiological
monitoring, etc. [1, 2]. There are different strategies, e.g. electrical-base and optical-
base measurements, have been proposed to detect biomedical materials. The optical
detection means utilizes the optical properties (e.g. absorption) of detected biomedical
materials. For instance, as shown in Fig. 1(a), the hemoglobin exhibits different char‐
acteristic of optical absorption [3] for oxy- or deoxy-states. Comparing with its deoxy-
state (deoxy-hemoglobin, Hb), oxy-hemoglobin (hemoglobin bound to oxygen, HbO2)
has stronger absorbance in the near infrared regime (wavelength longer than ~ 800 nm)
but weaker absorbance in the spectral regime between ~ 600 nm and ~ 800 nm. And
both show similar value of absorbance for wavelength shorter than ~ 600 nm. Therefore,
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probing hemoglobin with multiple wavelengths can differentiate its state (oxy- or deoxy-
states). For glucose, it has relatively stronger absorption than water for some near
infrared ranges, e.g. ~ 900–1000 nm (Fig. 1(b)) [4–6], so that this spectral and other
near-infrared ranges can be used to sensing glucose. Conventional optical-base meas‐
urements typically use single or single-band wavelength light source and photodetector,
which will limit capability of the differentiation of biomedical materials. For example,
both oxy-hemoglobin and deoxy-hemoglobin absorb the lights in the range of 900 nm-
1000 nm although oxy-hemoglobin has stronger absorption. Hence, for the mixture
biomedical materials of oxy-hemoglobin and deoxy-hemoglobin, it is difficult to quan‐
titatively extract the individual absorption of oxy-hemoglobin and deoxy-hemoglobin
by using single or single band wavelength. However, this issue can possible be solved
by using multiple (band) wavelengths. Besides the detectability, portability is another
consideration for modern biomedical sensing systems. It is even better if the sensing
system can be integrated as a chip. In this conference paper, we present our preliminary
results of building up a portable multiple-wavelength biomedical sensing system. At
this initial phase, we preliminary tested the glucose solution with different concentra‐
tions. The result shows the good linearity of absorbance with the glucose concentration.
In addition, we also measured the absorbance using a broad band white light source and
a spectrometer, which also exhibits good linearity with the glucose concentration but
has different slop from the built multiple-wavelength sensing system. The cause of slop
difference is still under investigation but maybe related to difference of optical design.

Fig. 1. (a) Molar extinction coefficient of oxy-hemoglobin (Hb) and deoxy-hemoglobin (HbO)
[2]. (b) Absorption spectrum of glucose [3].
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2 Experiments

Figure 2(a) shows the schematic of the preliminary design of our multiple-wavelength
biomedical sensing system. The light source, located on the top, is composed of a
multiple-wavelength light-emitting-diode (LED) array with emission colors of blue,
green, red, and near infrared. Their emission spectra are plotted in Fig. 3(a). The bottom
is of a detector array denoting as B, G, R, and IR with (response range, peak wavelength)
of (400–540 nm, 460 nm), (480–600 nm, 540 nm), (590–720 nm, 660) and (880–
1050 nm, 940 nm), respectively, which are obtained from the datasheet of detectors and
replotted in Fig. 3(b). So that, the response ranges of individual photodetectors basically
match the emission spectra of the corresponding LEDs. Both of LED and photodetector
arrays are controlled an Arduino circuit board (model ArduinoUNORev3). Each indi‐
vidual color of LED is turned on (0.5 s) in sequence of near infrared, red, green, and
blue and only the single of the corresponding photodetector is read during the LED is
on. Sample, which is glucose solution here, is placed in between of the LED and photo‐
detector arrays. The distance d between sample and detector is varied (here are 7 and
4.2 cm) to examined the effect of optical design (will be discussed later). In addition,
we also built up another system, as shown in Fig. 2(b), to double check the built multiple-
wavelength biomedical sensing system. The multiple-wavelength LED array is replaced
by a broad band light source (tungsten lamp) with emission light coupled into a fiber.
After passes through the sample, the light was collected by a fiber through a collimated
lens and was then sent into an Ocean Optics spectrometer. To preliminary test the built
multiple-wavelength biomedical sensing system, different concentrations of glucose
solutions were used as samples, which were prepared by added different weights of
glucose into deionized (DI) water of fixed volume (20 ml). The pure DI water is used
as a reference sample. The optical density (OD) of glucose solution was calculated using

Fig. 2. (a) schematic of the preliminary design of our multiple-wavelength biomedical sensing
system. (b) Another biomedical system with a white light source and a spectrometer.
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OD = logI0 − logI, where I0 and I are the transmitted light intensity of DI water and
glucose solution, respectively.

Fig. 3. (a) Emission spectra of blue, green, red, and near infrared LEDs. (b) Response spectra of
photodetectors for B, G, R, and IR.

3 Results and Discussions

Figure 4(a) shows the measured OD (for d = 7 cm) of different glucose concentrations
(different glucose weights) for blue, green, red, and near infrared wavelengths. The
ODs for all different wavelengths shows good linearity with the glucose concentration.
The slop decreases from 0.0468 to 0.0133 as wavelength increases from blue to near
infrared. As shown in Fig. 4(b), the OD for different wavelengths (438.2, 566.24, 688.32
and 988.02 nm) measured by an Ocean Optics spectrometer also exhibits good linearity
with glucose concentration. However, the slops for the wavelengths of blue (438.2 nm),
green (566.24 nm), and red (688.32 nm) have nearly identical slop and are larger than
the slop for near infrared (988.02). Rather than calculate OD using single wavelength,
the ODs were also calculated by the integrated spectral ranges of 415.23 ~ 520.43 nm,
495.38 ~ 585.67 nm, 615.4 ~ 705.65 nm and 900.2 ~ 1049.75 nm for the corresponding
photodetectors of B, G, R, and IR (Fig. 4(d)). The result is similar to the result obtained
from single wavelength. This observed phenomenon is much different from the obser‐
vation by the built multiple-wavelength sensing system. To figure out this issue, we
decreased the distance d from 7 cm to 4.2 cm and re-measured the OD of different glucose
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concentration by the built multiple-wavelength sensing system. The result (Fig. 4(c))
shows that ODs still show good linearity for different blue, green, red, and near infrared
wavelengths. But the slops for blue, green, and red wavelengths now are nearly the same
and are larger than that for near infrared wavelength, which is consistent with the results
obtained by the spectrometer system. In addition, the slop for near infrared is basically
no change for different values of d. This observation is associated with the effect of light
scattering since the OD we calculated includes absorption as well as light scattering.
This argument is based on the two points: (1) for d = 7 cm, the slop decreases as wave‐
length increases which agree with the decrease of light scattering with increase of wave‐
length [7]; (2) glucose has certain absorption for near infrared regime but no absorption
for the spectral range between blue to red. However, for blue, green, and red lights, the
measured ODs are larger than that for near infrared. This result also indicates that the
light scattering could be used as another freedom to differentiate biomedical materials
but more investigations still need to be done. Although, by shortening the distance d,
the observation by the built multiple-wavelength sensing system is similar to the
phenomenon observed by the spectrometer system, the slop of linearity extracted by this
sensing system for all wavelengths is still smaller than that obtained by the spectrum
system. This difference of slop maybe relates to the difference of optical design between
these two systems but more investigations have to be done to confirm this speculation.

Fig. 4. OD vs glucose weight for different colors (blue, green, red, near IR) measured by (a) the
multiple-wavelength sensing system with d = 7 cm, (b) the spectrometer system (single
wavelength), (c) the multiple-wavelength sensing system with d = 4.2 cm, and (d) the spectrometer
system (integrated spectral range).
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4 Conclusion

We tried to build up a portable multiple-wavelength biomedical sensing system by
assembling multiple colors of LEDs and photodetector. To inspect our preliminary
build-up system, we measured the optical density of glucose solution with different
concentrations, which exhibits good linearity with the glucose concentration. We also
find that the scattering light may affect the measurement and probably can be serve as
another freedom to differentiate biomedical materials. It has to be noted that by replace
the Arduino circuit board with wireless function, the built system can become a portable
wireless sensing system. Also the size of the build-up system can be shrunk further.
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Abstract. Public key encryption with keyword search (PEKS) is one of
searchable encryption mechanisms. It not only provides user to retrieve
ciphertext by keyword but also protects the confidentiality of keyword.
In the past, many PEKS schemes based on different cryptosystems were
proposed. Recently. Zheng et al. proposed a certificateless based PEKS
scheme called CLKS. In this paper, we show that Zheng et al.’s CLKS
scheme has some security flaw, i.e. their scheme suffered from an off-line
keyword guessing attack.

Keywords: Public key encryption with keyword search · Certificate-
less · Off-line keyword guessing attack · Cryptanalysis

1 Introduction

In order to solve the problem of searching an encrypted data, public key encryp-
tion with keyword search (PEKS) is proposed for the first time by Boneh
et al. [3] in 2004. This method provides not only the confidentiality of key-
word but also quickly retrieving ciphertext by keyword. Hence, PEKS has a
better security properties and widely applied to real environments such as mail
system and cloud storage system [10]. Afterwards, many variants of PEKS have
been proposed such that supporting single keyword search [2,6,10], supporting
conjunctive keyword search [5,17,22], supporting fuzzy keyword search [13,32],
supporting multi-user environments [17,19,24], supporting keyword updating
functionality [20], and supporting ranking keyword search [7,15,24].
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However, due to the relatively limited number of keywords, numerous PEKS
schemes are vulnerable to off-line keyword guessing attacks [8,14,26–28,34]. The
process of off-line keyword guessing attacks can be divided into two steps. In the
first step, attacker guesses an appropriate keyword kw. Then, it verifies the
guessed keyword kw whether related to captured trapdoor by some equation
and public parameters. If true, this attack is successful. Otherwise, return to the
first step and repeat the process until all possible keywords are tried. In order
to overcome the mentioned off-line keyword guessing attacks, Rhee et al. [25]
defined a new security requirement called “trapdoor indistinguishability” and
showed that if a PEKS scheme provides trapdoor indistinguishability, then the
scheme is secure against off-line keyword guessing attacks. In 2014, Wu et al.
[30] defined a new security model and requirements for PEKS in the ID-based
public key cryptosystems [4,9,31]. Their scheme is demonstrated to resist off-line
keyword guessing attacks by formal security proof.

Certificateless public key cryptosystem is introduced by Al-Riyami et al. [1]
in 2003 to solve the key escrow problem in the ID-based cryptosystems. Later,
several cryptographic schemes and protocols based on this cryptosystem were
proposed such as encryption scheme [11,12], signature scheme [16,18], and two-
party key agreement protocol [21]. Recently, Peng et al. [23] and Zheng et al. [36]
proposed certificateless based PEKS schemes, respectively. However, Wu et al.
[28] had shown that Peng et al.’s scheme is insecure against an off-line keyword
guessing attack. In this paper, we first revisit Zheng et al.’s scheme and show
that it is also insecure against an off-line keyword guessing attack. Concretely,
an external attacker or server can launch this attack.

2 Review of Zheng et al.’s CLKS Scheme

2.1 Bilinear Map

Let G1 and G2 be two groups with large prime p. we define a bilinear map e by
e : G1 × G1 → G2 which satisfies the following properties:

1. Bilinear. For any a, b ∈ Z
∗
p and g1, g2 ∈ G1, e(ga1 , gb2) = e(g1, g2)ab.

2. Non-degenerate. For any identity 1G1 ∈ G1, e(1G1 , 1G1) is also an identity of
G2.

3. Computable. There exist several algorithms to compute e.

For the details of bilinear map, readers can refer to [4,9,29,31,33,35] for a full
descriptions.

2.2 A Brief Review

Zheng et al.’s CLKS scheme [36] consists of the following seven algorithms: Setup,
Partial Private Key Generation, Private Key Generation, Public Key Genera-
tion, CLKS, Trapdoor Generation, and Test as shown in following Fig. 1.
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Fig. 1. Overview of Zheng et al.’s CLKS scheme

1. Setup. Key generation center (KGC) runs this algorithm to initialize the sys-
tem and generates some system parameters as follows.
(a) Inputting a security parameter 1l, it generates a bilinear map e : G1 ×

G1 → G2.
(b) Randomly selecting a, b, c ∈ Z

∗
p and then computing ga, gb, and gc, where

g is a generator of G1.
(c) Randomly select a vector (u, u1, . . . , un) ∈ Gn

1 and define a hash function
H1 by

H1(id) = u
n∏

j=1

u
idj

j ,

where id = id1||id2|| · · · ||idn is an n-bit value.
(d) Choosing another hash function H2 : {0, 1}∗ → Z

∗
p and public parameters

param are defined as {e,G1, G2, p, g, ga, gb, gc,H1,H2, u, u1, . . . , un}.
2. Partial Private Key Generation. The KGC runs this algorithm to generate a

user id’s partial private key did as follows.
(a) Selecting a random value s ∈ Z

∗
p and computing gs and gac · H1(id)s.

(b) The partial private key did is defined as did = (gs, gacH1(id)s) and then
the KGC sends it to user id via a secure channel.

3. Private Key Generation. User id runs this algorithm to generate her/his pri-
vate key skid as follows.
(a) Randomly selecting x1, x2 ∈ Z

∗
p.

(b) The private key skid is defined as skid = (x1, x2, g
s, gacH1(id)s)).

4. Public Key Generation. User id runs this algorithm to generate her/his public
key pkid as follows.
(a) The user id inputs the own private key (x1, x2) and computes gx1 and

gx2 .
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(b) The public key pkid is defined as pkid = (gx1 , gx2).
5. CLKS. Assume that data owner (DO) wants to share his data to user id.

Then, she/he first selects a keyword kw according to the shared data and
runs this algorithm to encrypt kw as follows.
(a) The DO selects two random values r1 and r2 ∈ Z

∗
p and computing

i. C1 = (gc · gx2)r1 = g(c+x2)r1 ,
ii. C2 = (ga · gx1)(r1+r2) · (gb)H2(kw)·r1 = g(a+x1)(r1+r2) · gbH2(kw)r1 ,
iii. C3 = gr2 ,
iv. C4 = H1(id)r2 .

(b) The CLKS ciphertext of keyword kw is defined as C = (C1, C2, C3, C4).
6. Trapdoor Generation. In order to retrieve a CLKS ciphertext of keyword kw,

user id runs this algorithm to generate a trapdoor Tkw as follows.
(a) Selecting a random number r.
(b) Using private key skid and keyword kw to compute

i. T1 = (gs)r,
ii. T2 = [(ga)x2 · (gc)x1 · (g)x1·x2 ]r · [gacH1(id)s]r = g(a+x1)(c+x2)r ·

H1(id)sr,
iii. T3 = (gc · gx2)r = g(c+x2)r,
iv. T4 = (ga · gx1)r · (gb)H2(kw)·r = g(a+x1)r · gbH2(kw)r.

(c) The trapdoor of keyword kw is set by Tkw = (T1, T2, T3, T4).
7. Test. In order to find out user id wants to retrieve, server runs this algorithm

to match the trapdoor Tkw sent by the user and a CLKS ciphertext C as
follows:
(a) Computing α = e(C3, T2)/e(C4, T1).
(b) Verifying e(C2, T3) = α · e(C1, T4).

3 Drawbacks of Zheng et al.’s CLKS Scheme

In Zheng et al.’s CLKS scheme, we know that if user wants to retrieve some
ciphertext C with keyword kw, then she/he must send a trapdoor Tkw to server.
Here, we demonstrate a off-line keyword guessing attack while an external
attacker captures Tkw or server receives Tkw. The detail steps are as follows:

1. To guess an appropriate keyword kw′.
2. To verify e(ga · gx1 · (gb)H2(kw

′), T3) = e(gc · gx2 , T4).

Here, we demonstrate the correctness:

Left hand side = e(ga · gx1 · gbH2(kw
′), g(c+x2)r)

= e(ga+x1 · gbH2(kw
′), g(c+x2)r)

= e(g, g)(a+x1)(c+x2)r · e(g, g)b(c+x2)H2(kw
′)r.

Right hand side = e(gc · gx2 , g(a+x1)r · gbH2(kw)r)
= e(gc+x2 , g(a+x1)r · gbH2(kw)r)
= e(g, g)(a+x1)(c+x2)r · e(g, g)b(c+x2)H2(kw)r.
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4 Conclusions

In this paper, we have demonstrated an external attacker or server can launch an
off-line keyword guessing attack on Zheng et al.’s CLKS scheme. In the future,
we will propose a improvement based on their scheme with formal security proof.
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Abstract. In this paper, we propose an efficient algorithm to discover
HAUIs based on the compact average-utility list structure. A tighter
upper-bound model is used to instead of the traditional auub model used
in HAUIM to lower the upper-bound value. Three pruning strategies are
also respectively developed to facilitate mining performance of HAUIM.
Experiments show that the proposed algorithm outperforms the state-
of-the-art HAUIM-MMAU algorithm in terms of runtime and memory
usage.

Keywords: Data mining · High average-utility itemsets · List struc-
ture · Multiple thresholds

1 Introduction and Background

The main purpose of data mining techniques is to reveal interesting, important
and useful information from databases according to different requirements and
applications [1,5]. Apriori [1] is the well-known algorithm for mining associa-
tion rules (ARs) from databases. The association-rule mining only considers the
occurrence frequency of items in database, thus it is not efficient to mine the
interesting patterns under this limitation.

High-utility itemset mining (HUIM) [8,13] was presented to mine the set
of high-utility itemset. Several algorithms [2,3,9] were respectively presented to
mine the high-utility itemsets (HUIs) based on the TWU model [8]. However,
the above studies suffer from an important limitation that each discovered item-
set is only measured by a single minimum high-utility threshold. High-utility
itemset mining with multiple minimum high-utility threshold (HUIM-MMU)
framework [10] was presented to assign different thresholds for different items.
Although the HUIM can reveal more information than that of the association-
rule mining, the HUIM still suffers, however, from the intrinsic drawback that
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the longer itemset has the greater utility. The high average-utility itemset min-
ing (HAUIM) was proposed [6] by considering the size of the itemset to pro-
vide another measurement for evaluating the utility of the itemset based on
the developed average-utility upper-bound (auub) model [6]. The first algorithm
called high average-utility itemset mining with multiple minimum average-utility
thresholds (HAUIM-MMAU) [11] was presented to mine the HAUIs under mul-
tiple minimum average-utility thresholds based on the Apriori-like approach.

In this paper, we present an algorithm with an efficient list-based structure to
mine the HAUIs without candidate generation and multiple database scans. An
efficient upper-bound model and three efficient pruning strategies are also devel-
oped to reduce the search space. Extensive experiments are conducted on two
real-world datasets to show that the proposed algorithm has better performance
in terms of runtime and memory usage.

2 Preliminaries and Problem Statement

Let I = {i1, i2, . . . , im} be a finite set with m distinct items in the database
D. Each item ij in a transaction Tq, has its purchase quantity (defined as a
positive integer), and denoted as q(ij , Tq). A profit table ptable = {p(i1), p(i2),
. . . , p(im)} shows the profit value of each item ij . A set of k distinct items X =
{i1, i2, . . . , ik} such that X ⊆ I is said to be a k -itemset, in which k is the length
of the itemset. An itemset X is considered to be contained in a transaction Tq

if X ⊆ Tq.

Definition 1 (Average-utility of an item in a transaction). The average-
utility of an item (ij) in a transaction Tq is denoted as au(ij), and defined as:

au(ij , Tq) =
q(ij , Tq) × p(ij)

1
=

u(ij , Tq)
1

. (1)

Definition 2 (Average-utility of an itemset in a transaction). The
average-utility of a k-itemset X in a transaction Tq is denoted as au(X,Tq),
and defined as:

au(X,Tq) =

∑

ij∈X∧X⊆Tq

u(ij , Tq)

|X| = k
. (2)

Definition 3 (Average-utility of an itemset in D). The average-utility of
an itemset X in a database D is denoted as au(X), and defined as:

au(X) =
∑

X⊆Tq∧Tq∈D

au(X,Tq). (3)

Definition 4 (Multiple minimum high average-utility count). The min-
imum high average-utility count of an item ij in the database D is denoted as
mau(ij). A MAU-Table indicates the set of minimum high average-utility count
of each item in D, which defined as:

MAU-Table = {mau(i1),mau(i2), . . . , mau(ir)}. (4)
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Definition 5 (Least minimum high average-utility count, LMAU). The
least minimum high average-utility count is the minimum mau value of each item
in D, which is denoted as LMAU and defined as:

LMAU = min{mau(i1),mau(i2), . . . , mau(ir)}. (5)

Definition 6 (Minimum high average-utility count of an itemset). The
minimum high average-utility count of a k -itemset X in D is denoted as mau(X),
and defined as:

mau(X) =

∑
ij∈X mau(ij)

|X|(=k)
(6)

Definition 7 (Transaction-maximum utility, tmu). The transaction-
maximum utility of a transaction Tq is denoted as tmu(Tq), and defined as:

tmu(Tq) = max{u(ij , Tq)|ij ⊆ Tq}. (7)

Definition 8 (Average-utility upper bound of an itemset in D, auub).
The average-utility upper-bound of an itemset X in a database D is denoted as
auub(X), and defined as:

auub(X) =
∑

X⊆Tq∧Tq∈D

tmu(X,Tq). (8)

Definition 9 (High average-utility upper-bound itemset, HAUUBI ).
An itemset X is called a high average-utility upper-bound itemset (HAUUBI) if
its average-utility upper-bound is no less than the minimum high average-utility
count, which is defined as:

HAUUBI ← {X|auub(X) ≥ mau(X)}. (9)

Problem Statement: An itemset X is considered as a HAUI iff its average-
utility is no less than the minimum high average-utility count, that is:

HAUI ← {X|au(X) ≥ mau(X)}. (10)

3 Proposed Framework and Pruning Strategies

In the past, an Apriori-like HAUIM-MMAU [11] algorithm was first proposed
to discover all HAUIs with multiple minimum high average-utility counts. To
improve mining performance, a more efficient algorithm with multiple minimum
high average-utility count is proposed in this paper to efficiently discover HAUIs
without candidate generation and multiple database scans. A sorted enumeration
tree with the tighter upper-bound model are respectively presented to speed up
mining performance and limit search space for mining HAUIs. Details are given
below.
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3.1 Sorted Enumeration Tree and a Tighter Upper-Bound Model

The previous works [6,12] based on the transaction-maximum utility downward
closure (TMUDC) property does not hold under multiple minimum average-
utility counts. Thus, a sorting strategy is developed here and used in the enu-
meration tree for exploring the HAUIs in the search space.

Definition 10 (Sorting strategy). All items in the MAU-Table are sorted
according to their mau-ascending order as ≺.

Based on the sorting strategy property, the completeness and correctness to
explore the promising itemsets in the enumeration tree for mining the HAUIs
can thus be obtained [10]. Besides, the processed item is extended with the items
after it according to the ≺ in the enumeration tree. This process can help reduce
the tmu value of the processing transaction and obtain lower upper-bound value
of the itemset within it.

Definition 11 (Irrelevant itemsets in the database). The irrelevant item-
set indicates that its auub value does not satisfy the condition against the min-
imum high average-utility count, which cannot be extended for generating the
promising itemsets.

Definition 12 (Revised transaction-maximum utility, rmu). The revised
transaction-maximum utility of an itemset X in transaction T ′

q is denoted as
rmu(X,T ′

q), and defined as:

rmu(X,T ′
q) = max{u(i1, Tq), u(i2, Tq), . . . , u(i|Tq|, Tq)}, (11)

where X ≺ i1 ≺ i2 ≺, . . . , i|Tq|, T ′
q ⊆ Tq, and Tq\X = T ′

q.

Definition 13 (Revised tighter upper-bound model, rtub). The revised
tighter upper-bound of an itemset X is denoted as rtub(X), and defined as:

rtub(X) =
∑

X⊆T ′
q∈D

rmu(X,T ′
q). (12)

Definition 14 (High revised tighter upper-bound itemset, HRTUBI).
An itemset X is called a high revised tighter upper-bound itemset (HRTUBI) if
its revised tighter upper-bound value is no less than the minimum high average-
utility count, which defined as:

HRTUBI ← {X|rtub(X) ≥ mau(X)} (13)

To facilitate the efficiently for removing the irrelevant items, a compact
average-utility (CAU)-list structure is then designed to avoid the multiple data-
base scans.

Definition 15 (Compact average-utility (CAU)-list). The proposed com-
pact average-utility (CAU)-list records the relevant information of itemset (X )
and the transactions Tq containing (X ). Each transaction containing X is rep-
resented by an entry which has three fields: (1) the transaction id of (X ) in Tq

(tid); (2) the utility of (X) in Tq (iutil); (3) the revised maximal utility of (X )
in Tq (rmu).
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3.2 Proposed Algorithm and Pruning Strategies

From the above definitions, we can obtain that if auub(X) < LMAU, the super-
sets of X will not be the HAUIs. Based on this property, the first pruning strategy
can be obtained as follows.

Pruning strategy 1. (Remove unpromising items from database, RUI):
The unpromising itemset, such that auub(ij) < LMAU, is removed from the
database to obtain lower transaction-maximum utility (tmu) of each transaction,
which can be used to limit the search space but would not affect final discovered
HAUIs.

Since the downward closure property holds for the developed rtub model, it is
easily to early prune the unpromising itemsets. To efficiently check the k -itemsets
(k ≥ 2), the estimated average-utility matrix is developed as follows.

Definition 16 (Estimated average-utility matrix). The structure is a com-
pact matrix in which the element is the form of < Ix, Iy, auub >, and Ix, Iy are
co-occurrence items.

Pruning strategy 2. (Estimated average-utility matrix pruning
strategy): If the auub of a 2-itemset in the designed matrix is less than the
LMAU, any supersets of it will not be HAUIs, and can be directly pruned.

Recently, a HUP-Miner [7] algorithm was proposed to improve mining per-
formance of HAUIs. The LA-Prune provides a tighter utility upper-bound value
for each itemset used in join operation while generating the new itemsets and its
utility list. Here, we further extend the auub and rtub model to the LA-Prune
strategy [7] for handling the HAUIM under multiple minimum high average-
utility counts.

Pruning Strategy 3 (LA-Prune strategy): Let Px and Py be the two item-
sets, the join operation is unnecessary to be performed if any of the following
equations is less than the minimum high average-utility count while performing
the join operation:

LAPA(Px) = auub(Px) −
∑

Tq∈tids(Px)∧Tq /∈tids(Py),Tq∈D

tmu(Tq). (14)

LAPR(Px) = rtub(Px) −
∑

Tq∈tids(Px)∧Tq /∈tids(Py),Tq∈D

rmu(Tq). (15)

With the designed tighter upper-bound model and three pruning strategies,
the proposed more efficient algorithm is described in Algorithm 1, and details of
the Search algorithm is shown in Algorithm2.

4 Experimental Evaluation

In this section, the performance of the proposed algorithm is compared to the
state-of-art HAUIM-MMAU algorithm [11]. Experiments were conducted on two
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Algorithm 1. Proposed algorithm
Input: D, a transactional database; ptable, a profit table; MAU-table = {mau(i1),

mau(i2), . . . , mau(ir)}, user-specified multiple minimum high average-utility
counts.

Output: The set of high average-utility itemsets, HAUIs

1 calculate auub of each item;
2 LMAU ← min{mau(i1), . . . , mau(ir)};
3 if auub(ij) < LMAU then

4 remove ij from D;

5 re-calculate auub of each remaining item in D ;
6 sort items in the transactions in mau-ascending order;
7 Search(,I∗.AULs, matrix, MAU-table, LMAU );

8 return HAUIs;

Algorithm 2. Search Algorithm
Input: X, an itemset; extnesionOfX, a set of CAU-list of all 1-items in I∗.AULs; matrix, an

estimated average-utility matrix; LMAU, a least minimum high average-utility count.
Output: The set of high average-utility itemsets, HAUIs.

1 for each Xa ∈ extnesionOfX do

2 if
sum(Xa.iutils)

|Xa| ≥ mau(Xa) then

3 HAUIs ← HAUIs ∪ Xa;

4 if rtub(Xa) ≥ mau(Xa) then
5 extensionOfXa ← φ;
6 for each Xb ∈ extnesionOfX such that a ≺ b do
7 if matrix(Xa, Xb) ≥ LMAU then
8 Xab = Xa ∪ Xb;
9 Xab ← Constrcut (X, Xa, Xb,LMAU);

10 if Xab.AULs /∈ null then
11 extensionOfXa ← extensionOfXa ∪ X.ab.AUL;

12 Search(Xa, extensionOfXa, matrix, MAU-table, LMAU );

13 return HAUIs;

real-world [4] datasets. A simulation model [10] was developed to generate the
quantity and unit profit of items in transactions for all datasets. A log-normal
distribution was used to randomly assign quantities in the [1, 5] interval and item
profit values in the interval [1, 1000]. To generate the mau value of each item [10]
in our proposed algorithm, the following equation is used to automatically set
the mau value of each item as:

mau(ij) = max{β × p(ij), glmau}, (16)

where β is a constant value, which is used to multiply the profit of item p(ij). The
global least minimum average utility named glmau, is a user-defined parameter.

4.1 Runtime

We first compare the runtime of all algorithms to evaluate their efficiency
with various glmau and a fixed β is randomly generated within an interval.
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From Fig. 1, it can be observed that the proposed algorithm performs well than
the state-of-the-art HAUIM-MMAU algorithm and the designed rtub model is
more efficient than traditional auub model. For example in Fig. 1(a), when glmau
is set to 9,000K, the runtime of HAUIM-MMAU for discovering the complete
HAUIs requires 500 s while the proposed algorithm only needs less than 24 s. The
proposed algorithm also utilizes the CAU-list structure to represent the database
as the vertical one and explores the promising itemsets in the enumeration tree,
which is more efficient than the level-wise HAUIM-MMAU approach.

4.2 Memory Usage

The memory usage is measured by means of Java API and the peak memory
usage of compared algorithms for different datasets is recorded as the final mem-
ory usage. From Fig. 2, it can be observed that the proposed algorithm requires
less memory than that the state-of-the-art HAUIM-MMAU algorithm. Thus, the
multiple database scans of the proposed algorithm to keep the promising item-
sets for later mining progress is unnecessary. Therefore, the proposed algorithm
outperforms the HAUIM-MMAU algorithm.
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5 Conclusion

In this paper, we first present an efficient algorithm to discover the high average-
utility itemsets with multiple minimum high average-utility counts. A novel
CAU-list structure and a sorted enumeration tree are respectively developed
to mine HAUIs. A tighter upper-bound model is also designed to lower the
over-estimated value of the promising itemsets compared to the traditional auub
model. Three pruning strategies are then proposed based on the proposed upper-
bound model to further limit the search space for mining HAUIs.
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Abstract. Anonymous authentication allows one entity to be authenti-
cated by the other without revealing the identity information. In mobile
networks, mobile devices communicate with each other to exchange
resources. To achieve anonymous mutual authentication, the devices are
anonymously authenticated under the trusted server. Recently, Chung
et al. proposed a efficient anonymous mutual authentication scheme for
inter-device communication using only low-cost functions, such as hash
functions and exclusive-or operations. However, we find that their proto-
col does not preserve user’s privacy in terms of untraceability. Also, their
protocol is vulnerable to a denial of service attack and a user imperson-
ation attack.

Keywords: Anonymity · Mutual authentication · Privacy · Mobile
network

1 Introduction

Anonymous authentication is an important cryptographic technique to protect
privacy. While it seems paradoxical to combine both anonymity with authenti-
cation together, such technique has been extensively studied in the recent litera-
tures. Some of them focused on the anonymous authentication in a client-server
architecture, where clients authenticate themselves to the server without reveal-
ing their identities [1,2]. The others proposed a scheme for some various network
systems such as peer-to-peer systems [3–5].

Authentication protocols [6–10] preserving user anonymity are also desirable
in mobile networks [11–13]. Under a three-party setting, a trusted third party,
or a trusted server, is introduced into the mobile networks to help the other
two parties authenticate each other anonymously, and establish a session key for
c© Springer International Publishing AG 2018
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Signal Processing, Smart Innovation, Systems and Technologies 81,
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direct communication after successful authentication. In mobile networks, anony-
mous authentication allows authenticated mobile devices to access resources from
local service provider or other mobile devices, to whom their identities remain
anonymous. Under such situations, it is natural and convenient to introduce the
trusted third party. Typically, mobile devices get registered at its home agent,
also known as the trusted third party. When roaming around foreign places, the
resources located at foreign agents or nearby devices will be available. Thus, to
protect mobile devices’ privacy, their identities are hidden when communicating
with foreign agents or nearby devices.

Recently, several anonymous authentication protocols designed for mobile
networks are proposed. These protocols are proposed and enhanced to be effi-
ciently employed for roaming users in mobile networks to anonymously access
resources from local foreign agents. In 2015, Shin et al. [14] improved an authenti-
cation scheme with only low-cost functions, such as hash functions and exclusive-
or operations. However, Farash et al. [15] demonstrated that their scheme does
not protect user’s privacy in terms of untraceablility, and thus proposed a new
protocol. To achieve secure inter-device communication in mobile networks,
Chung et al. [16] proposed an efficient anonymous mutual authentication scheme
that allows registered devices authenticate and communicate with each other,
both anonymously and directly. Unfortunately, we find that their scheme does
not guarantee untraceability neither. A passive attacker can easily identify the
protocol runs initiated by the same user, thus breaking user’s anonymity. Also,
Chung et al.’s protocol is vulnerable to a denial of service attack and a user
impersonation attack.

In this paper, we reconsider Chung et al.’s protocol, and find that their
protocol does not provide untraceability and security against know attacks. The
paper is organized as follows. In next section, we review the protocol proposed
by Chung et al.. In Sect. 3, our cryptanalysis of the protocol shows the attacks
in details. Finally, we conclude the paper in Sect. 4.

2 Review of Chung et al.’s Protocol

In this section, we describe Chung et al.’s protocol, which consists of three phases:
registration, authentication and session key establishment, and renewal. There
are two types of entities involved in the protocol: the mobile devices and the
trusted server. The notations used in the protocol are listed in Table 1.

2.1 Registration Phase

In the registration phase, a mobile device M get registered using its chosen
identity IDM . First, it sends IDM to the server R through a secure channel.
After checking the validity of its identity, R retrieves its secret key x, chooses a
random number xM , and computes a virtual identity for the mobile device as

V IDM = h(IDM‖xM‖x). (1)
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Table 1. The notations used in Chung et al.’s protocol

Notations Descriptions

M,Mi The entity of an mobile device i

R The entity of the trusted server

IDX The identity of an entity X

x The secret key of the server

xX The shared secret between X and the server

h(·) Secure hash function

‖ Concatenation operation

⊕ Exclusive-or (XOR) operation

Then, R stores [V IDM , IDM , xM ] in its database and send back
[V IDM , xM , h(·)]. Finally, M store these values securely.

2.2 Authentication and Session Key Establishment Phase

In the authentication and session key establishment phase, two mobile devices,
M1, M2, authenticate each other anonymously with the help of the server R.
The following descriptions explain this phase in steps.

1. M1 first generates two nonces nM1 and rM1 and retrieves [V IDM1 , xM1 , h(·)]
with input IDM1 . Then, it computes

SIDM1 = V IDM1 ⊕ h(h(x)‖nM1), (2)

V1 = rM1 ⊕ h(xM1‖nM1), (3)

H1 = h(xM1‖SIDM1‖V1‖nM1), (4)

and sends m1 = {SIDM1 , V1,H1, nM1 , IDR} to the nearby mobile device.
2. When M2 receives an authentication request from another mobile device, it

generates a nonce nM2 , retrieves [V IDM2 , xM2 , h(·)] with input IDM2 , and
computes

SIDM2 = V IDM2 ⊕ h(h(x)‖nM2), (5)

H2 = h(xM2‖SIDM2‖V2‖nM2). (6)

Then, it forward m1 together with the computed values to R as m2 =
{SIDM1 , V1,H1, nM1 , IDR, SIDM2 ,H2, nM2}.

3. When R receives m2 from a mobile device, it first recovers the virtual identity
as follows:

V ID′
M1

= SIDM1 ⊕ h((h(x)‖nM1), (7)

V ID′
M2

= SIDM2 ⊕ h((h(x)‖nM2). (8)

Then, R retrieves the records [V IDM1 , IDM1 , xM1 ] and [V IDM2 , IDM2 , xM2 ]
from the database. If the records do not exist, R terminates the session.
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Otherwise, it checks H1 and H2 respectively using the obtained values. If
both are valid, R authenticates both mobile devices. Next, it generates a
nonce nR and computes

r′
M1

= V1 ⊕ h(xM1‖nM1), (9)

V2 = r′
M1

⊕ h(xM2‖nM2), (10)

V3 = h(xM2‖V IDM1‖nM2), (11)

V4 = h(xM1‖V IDM2‖nM1), (12)

H3 = h(xM2‖V2‖V3‖V4‖nR), (13)

and sends m3 = {V2, V3, V4,H3, nR} back to M2.
4. When M2 receive the response from R, it computes the required values to

check H3. Also, it recovers M1’s virtual identity as (7), and check V3 accord-
ingly. If both are valid, it recovers the nonce r′

M1
as (9), generates a new

nonce rM2 , and computes

SK = h(h(x)‖rM1‖rM2‖V IDM1‖V IDM2), (14)

V5 = rM2 ⊕ h(h(x)‖rM1), (15)

V6 = h(SK‖nM1), (16)

H4 = h(rM1‖SIDM2‖V4‖V5‖V6‖nM2). (17)

Then, it sends m4 = {SIDM2 , V4, V5, V6,H4, nM2} back to M1.
5. When M1 receive the response from the nearby mobile device, it computes

the required values to check H4. Also, it recovers M2’s virtual identity as (8),
and M2’s new nonce as

r′
M2

= V5 ⊕ h(h(x)‖nM2). (18)

Then, it checks V4 and V6 accordingly. If all checking procedures return valid,
it computes

V7 = h(SK‖nM2), (19)

and sends m5 = {V7} to M2.
6. When M2 receives the response from M1, it checks the validity of V7. If it is

correct, the session key SK is established between M1 and M2.

2.3 Renewal Phase

In the renewal phase, a mobile device M renews its virtual identity through the
server R. The following descriptions explain this phase in steps.

1. M first generates a nonce nM and retrieves [V IDM , xM , h(·)] with input
IDM . Then, it computes similarly as (5) and (6):

SIDM = V IDM ⊕ h(h(x)‖nM ), (20)

H5 = h(xM‖SIDM‖nM ), (21)

and sends m6 = {SIDM ,H5, nM} to R.
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2. When R receives a renewal request from M , it recovers the virtual identity
similarly as (7) or (8):

V ID′
M = SIDM ⊕ h(h(x)‖nM ), (22)

and retrieves the records [V IDM , IDM , xM ] from the database. If the record
does not exist, or it fails to check H5, R terminates the session immediately.
Otherwise, it generates a nonce nR and a new shared secret x∗

M , computes
the new virtual identity for M as

V ID∗
M = h(IDM‖x∗

M‖x), (23)

and update the database accordingly. Then, R sends back m7 = {SID′
M , V8,

H6, nR} to M , where
V8 = x∗

M ⊕ h(xM‖nM ), (24)

SID′
M = V ID∗

M ⊕ h(h(x)‖x∗
M ), (25)

H6 = h(xM‖SID′
M‖V8‖nR). (26)

3. When M receives response from R, it first checks H6. If it is incorrect, M
terminates the renewal phase immediately. Otherwise, it computes the new
shared secret and virtual identity as

x∗
M = V8 ⊕ h(xM‖nM ), (27)

V ID∗
M = SID′

M ⊕ h(h(x)‖x∗
M ). (28)

Then, R renews the stored values as [V ID∗
M , x∗

M , h(·)], and will use the new
virtual identity for later logins.

3 Cryptanalysis of Chung et al.’s Protocol

In this section, we analyze Chung et al.’s protocol in terms of security against
known attacks. We assume that an attacker obtains a registered mobile device
in all attacks. The analysis shows that their protocol does not protect user’s
privacy in terms of untraceability. Also an acitve attacker can launch a denial of
service (DoS) attack and a user impersonation attack.

3.1 No Provision of Untraceability

In this attack, a passive attacker can trace the mobile devices in different proto-
col runs. First, the attacker E extracts h(x) from the registered mobile device.
Then, E starts to eavesdrop messages comming from other mobile devices in the
authentication and session key establishment phase, and captures m1 and m2

continuously. According to (2) and (5), the virtual identities can be correctly
computed by

V IDMi
= SIDMi

⊕ h(h(x)‖nMi
). (29)
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Thus, E can easily keeps the track of the mobile devices through the same virtual
identity.

In Chung et al.’s protocol, the renewal phase allows the mobile device holder
to renew the virtual identity if it is revealed. As a countermeasure to resist
such attack launched by E, one may think of a simple invocation of a renewal
phase immediately after an authentication and session key establishment phase.
However, this incurs extra communication overhead. Furthermore, it still cannot
resist the attacks discussed in the following subsections.

3.2 Denial of Service Attack

In this attack, an active attacker can force the trusted server to deny a valid
authentication request coming from a registered mobile device. The following
descriptions explain the attack in steps.

1. An active attacker E first eavesdrops a successful protocol run ΠAuth involv-
ing a mobile device as M2, and captures m2 in the authentication and session
key establishment phase.

2. Then, E extracts m′
2 = {SIDM2 ,H2, nM2} from m2, and initiates a fresh

renewal phase by replacing m6 with m′
2.

In the renewal phase, the trusted server R will accept the renewal request.
This is because (1) m′

2 and m6 consists of the same components of values, namely
a masked virtual identity SIDM , a hashed value Hi and a nonce nM , and (2) m′

2

has passed the verification of H2 in ΠAuth, and then it must pass the verification
of H5 in the renewal phase. As soon as R updates its database with the new
generated virtual identity and the shared secret, M2 has no chance to login again
until either R or M2 discover such an attack.

It is essential to prevent the denial of service attacks on those schemes with
an on-line renewal phase. Although the values stored in the mobile device and
those in the server’s database are desynchronized by the attacker, the server
may take measures to avoid desynchronization. It can keep the most recently
renewed virtual identity as well as the values before the renewal. However, such
enhancement incurs computation overhead since the server may query the data-
base twice to find the correct identity for the mobile device. Furthermore, it does
not resist a user impersonation attack described in the next subsection.

3.3 User Impersonation Attack

In this attack, an active attacker can successfully impersonate as another regis-
tered mobile device without knowing its real identity. The attack extends from
the denial of service attack in Subsect. 3.3. The following descriptions explain
the attack in steps.

1. An active attacker E initiates an authentication and session key establishment
phase with target mobile device M2. Let Πauth denotes this protocol run.
Then, E captures m3 to obtain V2 in Πauth, and computes

HE = V2 ⊕ rM1 . (30)
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The value of HE should be equal to h(xM2‖nM2) according to (5).
2. Next, E follows the steps described in the denial of service attack in

Subsect. 3.2. Let Πnew denotes the protocol run of the renewal phase.
3. In Πnew, E also intercepts m7 to obtain V8 and SID′

M . To further obtain
the renewed virtual identity and the shared secret stored in R’s database, E
computes

xME
= V8 ⊕ HE , (31)

and derives V IDME
similarly as (28) using the computed xME

. Both values
should be equal to the renewed ones stored in the database according to (24)
and (25).

4. To impersonate M2, E always retrieves [V IDME
, xME

, h(x)] to compute
required values in the authentication and session key establishment phase
or the renewal phase.

The user impersonation attack is based on the denial of service attack dis-
cussed in Subsect. 3.2. So, the active attacker E can continue to impersonate M2

until someone figures out the attack.

4 Conclusions

In this paper, we reconsider Chung et al.’s anonymous mutual authentication
protocol. Their protocol aims to provide secure authentication and preserve
user’s privacy for inter-device communication in mobile networks. However, we
find that their protocol does not guarantee user’s privacy in terms of untraceabil-
ity. Also, we demonstrate that the protocol is vulnerable to a denial of service
attack and a user impersonation attack.
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Abstract. This paper presents a lossless data hiding scheme for concealing
message in each block of discrete cosine transform (DCT) coefficients. Our
proposed improves the Chang et al.’s scheme for obtaining higher performance
in terms of embedding capacity and image quality. In our scheme, two neighbor
coefficients which are near to zero as an group are selected in each block, and
then, hiding the message into each group. The coefficient is modified by one unit;
therefore, the stego-image can keep the high image quality. Experimental results
show that the proposed scheme not only provides better performance than that of
previous works but also achieves coefficients reversibility.

Keywords: Lossless data hiding · Discrete Cosine Transform (DCT) ·
Coefficient modification · Reversibility

1 Introduction

For decades, many researchers have developed information-hiding schemes [1–7] to
protect the integrity and copyright for digital multimedia. In general, these methods
embed the copyright information/secret data into the raw images and generate a stego
images or a watermarked images. According to the embedding domain, information
hiding methods can be categorized into three main domains: methods in the spatial
domain [1–3], methods in the compression domain [4, 5] and methods in the frequency
domain [6, 7].

Information hiding methods with reversibility [8–12] in the spatial domain are the
most intuitive that are designed to modify the pixel values directly, such as histogram-
based, least significant bit (LSB), difference expansion (DE), pixel value difference
(PVD), etc. In 2016, Dadgostar and Afsari proposed a steganography method based on
fuzzy edge detection and modified LSB [1]. A novel mechanism is used for ensuring
the secret message can be extracted without any distortion in the fuzzy edge detection
area. In 2017, Arham et al. proposed a multiple layer data hiding method based on
difference expansion of quad [2]. To increase capacity and visual quality, the method
can be improved by applying improved reduced difference expansion. A PVD-based
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data hiding method was proposed by Shen and Huang in 2015 [3]. Shen and Huang
adopted the concept of PVD and employ two pixels as an embedding unit.

In the compression domain, cover media are usually stored in compressed formats,
such as joint photographic experts group (JPEG), vector quantization (VQ), search
ordering coding (SOC), etc. In 2017, a reversible data hiding scheme for encrypted JPGE
was proposed by Chang et al. [4]. The scheme is constructed with a reserving-room-
before-encryption manner. The separable scheme for encrypted JPEG has good perform‐
ance on image quality and embedding capacity. In 2015, Tu and Wang proposed a
reversible VQ data hiding method with high payload based on referred frequency [5].
The method can embeds m bits of secret data in each VQ index, where m >= 1.

Information hiding methods in the frequency domain use a transformation function
to embed secret data, such as discrete cosine transform (DCT), discrete wavelet trans‐
form (DWT), fast fourier transform (FFT), etc. In 2014, Lin proposed a DCT information
hiding method based on the ability of human vision [6]. The concept of decomposition
of images is used in the method to improve the image quality of the stego image. In
2007, Chang et al. proposed a reversible data hiding method based on DCT approach
[7]. The secret data of Chang et al.’s method are embedded by two successive zero
coefficients of the medium-frequency components in each block. In order to keep the
image quality, the method modifies the quantization table in the embedding phase.

In this paper, the reversible DCT-based data hiding method using modified quanti‐
zation method is proposed. The proposed method discovers the aspect that many DCT-
quantized coefficients are near to zero. We apply the coefficient shifting to obtain high
image quality. Experimental results demonstrate that the proposed scheme can achieve
both high image quality and large embedding capacity in the stego-image. The remainder
of this paper is organized as follows: In Sect. 2, the related works are introduced. The
proposed DCT-based information hiding method is presented in Sect. 3 and then the
experimental results are given in Sect. 4. Finally, conclusions are presented in Sect. 5.

2 Related Works

In this subsection, we will review the reversible data hiding based on DCT-based
compressed image proposed by Chang et al. [7] and reversible data hiding using histo‐
gram-shifting introduced by Ni et al. [8].

2.1 Chang et al.’s Reversible Data Hiding in DCT-Based [7]

Chang et al. proposed a reversible data hiding scheme in DCT-based compressed image
using adjusted the quantized coefficients. In this method, an image should be first divided
into non-overlapping blocks sized with 8 × 8 pixels. Then, perform the operation of DCT
Transform to each block for obtaining DCT coefficients, and quantize the DCT coeffi‐
cients for all blocks. After that, run the embedding procedure for concealing secret data.

Before hiding the data, the DCT coefficient should be defined into several sets
Ri(i = 1, 2, …, 9), the example of set delimitation is shown in Fig. 1. Each set contains
4 to 7 coefficients according to set delimitation.
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Fig. 1. The example of sets for data embedding

Hide the secret message into each set following the estimation rule. If b >= 2, set
can hide one bit into. Where b indicates the length of consecutive zero in by scanning
order from high frequency coefficient to lowest frequency coefficients. Apply the
parameters tzi1 and tzi2 to record the recover information. The tzi1 means the zero value
of the lowest frequency of set Ri, and tzi2 represents the lower right component of tzi1,
respectively.

The secret message is hidden into set Ri by modifying the value of tzi2, the modifying
equation is give as Eq. (1)

tzi2 =

{
0, if si = 0
1 or − 1, if si = 1 (1)

where 0 or −1 is selected by randomization.

2.2 Ni et al.’s Histogram Shifting Scheme [8]

The Histogram shifting approach is proposed by Ni et al. in 2006. In their approach,
first of all, they applied the statistic method to generate the distribution of pixel values.
The pixel distribution is depicted in Fig. 2. Next, find out the hiding information (P, Z)
of peak point and zero point from this distribution. Here, peak point indicates that the
pixel value has the maximum number. In other words, the zero points means that the

Fig. 2. The example of pixel distribution using Lena as cover image
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pixel value has zero number. The zero points will not be occurred in a special pixel
distribution. In this case, pixel value is the minimum number treated as the zero points.

After determining the hiding information, the range of peak point and zero point is
selected, the secret bitstreams are hidden into the selected range. Before the data
concealing into the peak point, all the pixel values x falling into the range of [P + 1, Z]
or [Z, P − 1] are shifting by one unit. The shifted function is given as Eq. (2).

{
x′ = x + 1, if Z > P and x ∈ [P + 1, Z]

x′ = x − 1, if Z < P and x ∈ [Z, P − 1] (2)

Following up the hiding strategy, for each pixel values x, hide the secret data into x.
The strategy is shown as below.

{
x′ = x + 1, if Z > P

x′ = x − 1, if Z < P
(3)

Finally, all the pixels have been visited, then, output the scanned pixel as the stego
pixel (called as stego image). The receiver can perform the data extraction and pixel
recovering when receiver holds a pair-data (P, Z).

3 Our Proposed Method

In this section, we introduce our reversible data hiding scheme based on modified DCT
coefficient. Our proposed method improves the Chang et al.’s approach. In Chang et al.’s
hiding method, one bit is hidden into a set of Ri when b >= 2. However, Chang et al.’s
manner has the drawback since consecutive coefficients are not existed or less then two
in all the set of Ri, the data hiding procedure will be skipped, leading to fewer hiding
capacity. In order to improve the hiding capacity, we adjust the searching order for set
delimitations, and gather two consecutive coefficients as a group. We apply the histo‐
gram-shifting method to hide the secret data. In addition, we used two side histogram-
shifting to pursue high embedding capacity. The detail of our data embedding algorithm
and extracting algorithm is shown as below.

3.1 Data Embedding Procedure

Input: Cover image CI with size M × N, secret message SMsg = b1b2b3 … bn, bi 
∈ [1, 0].

Output: Stego-coefficient SC, two pair information (LP, LZ) and (RP, RZ).

Step 1: The Cover image CI is divided into non-overlapping blocks with 8 × 8 pixels.
Then, perform the 2-Dimensional DCT to transform each block into 8 × 8 block
of DCT coefficient. Scan each coefficient and select two coefficients (GCi, GCi+1)
as a group.

Step 2: Gather all the groups and generated a 2-D distribution, H(groups).
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Step 3: Find two side-information (LP, LZ) and (RP, RZ) from the group histogram
distribution. Where the pair information of (LP, LZ) is picked in the left-side
of the peak point. In the same way, the pair information (RP, RZ) is picked by
the right-side of the peak point.

Step 4: Shift all group’s coefficient GCi+1 by 1 unit according to following function.

GC′
i+1 =

{
GCi+1 + 1, if RP < RZ and GCi+1 ∈ [RP + 1, RZ]

GCi+1 − 1, if LZ < LP and GCi+1 ∈ [LZ, LP − 1] (4)

Step 5: Scan all the GCi+1 and fetch each secret bits from secret message SMsg, and
then, hide the bitstring into while GCi+1 equals to the peak values RP and LP.
The data embedding function is shown as below.

GC′
i+1 =

GCi+1 + 1, if GCi+1 = RP and bi = 1
GCi+1, if GCi+1 = RP and bi = 0
GCi+1, if GCi+1 = LP and bi = 0
GCi+1 − 1, if GCi+1 = LP and bi = 1

(5)

Step 6: All the secret messages SMsg have been concealed or all group’s coefficients
GCi+1 have been visited, then, obtain the new GC′

i+1 called as Stego-coefficient
SC. Recover the SC to be a stego-image SI according the inverse of DCT-
transform and quantization.

3.2 Message Extracting Procedure

The secret message can be extracted from a DCT-based stego image. The process is the
inverse of the data embedding procedure. Given an M × N stego image performs DCT-
transform and quantization. Two pairs information (LP, LZ) and (RP, RZ) are also
needed in extracting procedure. The data extracting and pixel recovering are described
in detail as below.

Step 1: Input a stego image SI, and divided SI into non-overlapping blocks with 8 × 8
pixels. Perform the DCT-transform and quantization, then, obtain the DCT
coefficients SC.

Step 2: Scan each block and select two coefficients (GC′
i
, GC′

i+1) as a group.
Step 3: For each block, run the following sub-steps to extract the message and recover

the coefficients.
Step 3.1: Shifting operation

GCi+1 =

{
GC′

i+1 − 1, if RP < RZ and GC′
i+1 ∈ [RP + 1, RZ]

GC′
i+1 + 1, if LZ < LP and GC′

i+1 ∈ [LZ, LP − 1] (6)

Step 3.2: Message extracting and pixel recovering
(a) The extracted message bi equals to “1” according to the following func‐

tion.
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GCi+1 =

{
GC′

i+1 − 1, if GC′
i+1 = RP + 1

GC′
i+1 + 1, if GC′

i+1 = LP − 1 (7)

(b) The extracted message bi equals to “0” according to the following func‐
tion.

GCi+1 =

{
GC′

i+1, if GC′
i+1 = RP

GC′
i+1, if GC′

i+1 = LP
(8)

(c) If GC′
i+1 does not satisfy with the request of Eq. (7) or Eq. (8), GC′

i+1

remains the same value, GCi+1 = GC′
i+1.

Step 4: Repeat Step 3 until all blocks are processed. The secret data will be completely
extracted, and the coefficients are successfully recovered.

4 Experiment Results

In section, we present the performance of our approach. Six gray-level images with sized
512 × 512, including Lena, Boat, Airplane, Pepper, Baboon, and Zelda. We used the
program of Matlab to be a simulation tool, and secret bitstring in our experiment is
generated by the random number generator. The visual image quality between the cover
image and stego image is estimated by commonly measure function peak-signal-to-
noise-ratio (PSNR). The measure functions are given as below.

PSNR = 10 × log10(2552∕MSE) (8)

MSE = 1∕MH

M∑
i=1

H∑
j=1

(I(i, j) − I′(i, j))2 (9)

where W and H are defined as the width and height of the image. I(i, j) and I′(i, j) indicates
the values of cover image and stego image, respectively. The Max is the maximum value
of cover image. Notably, the gray-scale image is our tested image, therefore, the Max
value in gray-scale is 255(=28) (Fig. 3).

This paper is to improve the approach of Chang et al. We compare our experimental
results with the Chang et al.’s DCT-based scheme, the comparison result is demonstrated
in Table 1. From this comparison, in average, it is obvious to know that our scheme has
better performance in terms of high embedding capacity and good image quality than
that of Chang et al.’s methods. But the tested image of Baboon has not good result. We
analyzed and inspected the coefficient distribution of Baboon image, we discovered a
phenomenon that the coefficient distribution is randomly scattered and has bad grouping
outcomes, leading to lower embedding capacity. In future work, we will recheck the
coefficient distribution to develop more complicated hiding strategy for pursuing high
efficient performances.
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Fig. 3. Six cover images with size 512 × 512. (a) Lean; (b) Baboon; (c) Airplane; (d) Boat;
(e) Zelda; (f) Pepper.

Table 1. The performance comparison with Chang et al.’s approach

Chang et al.’s approach Our proposed approach
Embedding capacity (L = 3) PSNR Embedding capacity (L = 3) PSNR

Lean 12,288 35.15 28,364 42.42
Baboon 12,288 31.34 6,708 48.17
Airplane 12,288 35.22 27,694 45.73
Boat 12,288 34.92 15,564 45.72
Zelda 12,288 38.04 22,504 43.05
Pepper 12,288 36.32 20,191 48.15
Average 12,288 35.17 20,170 45.54

5 Conclusion

In this paper, based on DCT-based image, an efficient reversible data hiding scheme is
proposed. Our proposed scheme improve the Chang et al.’s DCT-based scheme using
grouping coefficients manner to generate more circumstance for seeking high perform‐
ances. The two side histogram shifting approach is adopted for pursuing large embed‐
ding capacity. Experimental results further show that our proposed scheme can provides
better stego-image quality and high embedding capacity then that of Chang et al. scheme
especially for Baboon tested image. Our future work has to recheck the coefficient
distribution and readjust our hiding method to produce a new scheme with complicated
tactics for pursuing high efficient performances.
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Abstract. In this study, we focus on analysing the relationship
between the foreign exchange rate and the international tourism flow.
Three foreign exchange rate forecasting models including GARCH(1,1),
EGARCH(1,1), and the IABC forecasting model based on the computa-
tional intelligence are employed to produce the forecasting results. The
Mean Absolute Percentage Error (MAPE) is selected to be the eval-
uation criterion for comparing the forecasting results of these models.
The experiments contain the USD/NTD foreign exchange rate and the
inbound international tourism flows in years of 2009 to 2010. The exper-
imental results reveal that adding the international tourism flow as the
new reference in the forecasting process has the positive contribution to
the foreign exchange rate forecasting results.

Keywords: GARCH · EGARCH · IABC · Rate forecasting · Tourism
flow

1 Introduction

Along with the rapid growths and developments of the global economy and
convenient international public transportation, tourism industries are gradually
taken as an important determination of the economic growth for the reason that
it is one of the major activities in the forex. To our knowledge, many researchers
have indicated that the number of the tourism flow is closely relevant to the
foreign exchange rate [9]. On the other hand, the foreign exchange rate is also
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frequently used in the discussion of the tourism demand model and it is with the
explanatory ability to estimate the international flows [10]. When discussing the
forecasting models in the finance expertise, the Time-Series analysis models are
the most common type among many different forecasting models. For instance,
the ARCH model, which is developed by Engle (1982) [1], indicates the condi-
tional heteroscedastic would be influenced by the square of earlier stage error
term, and simultaneously, the distribution of conditional heteroscedastic error
term naturally fits in with the normal distribution. Bollerslev (1986) [2] utilised
the ARCH model as the basis and introduced the GARCH model by expand-
ing the ARCH model. He suggested that conditional heteroscedastic error term
would not only be influenced by the square of the error term in the earlier stage
but also the past conditional heteroscedastic in the earlier stages. When adopt-
ing the GARCH model in the real-world applications, the GARCH(1,1) model is
usually employed. Moreover, the Exponential GARCH model (EGARCH) was
developed by Nelson (1991) [3]. The EGARCH model is frequently used to eval-
uate the influence of different issues on markets.

On the other hand, the swarm intelligence methodology raises with a remark-
able speed along with the development of the computer science. The huge com-
puting power provided by the computers in recent days provides the scientists
many different possibilities in developing new methods for solving problems in
engineering, finance, and management. Unlike the Time-Series models, the algo-
rithms in the swarm intelligence category are developed based on creature’s collec-
tive behaviours and tiny intelligence existing in Mother Nature. For example, Tsai
et al. (2009) [4] proposed the Interactive Artificial Bee Colony (IABC) by improv-
ing the searching ability of the conventional ABC algorithm (Karaboga, 2005) [11].
The IABC utilises the concept of the universal gravitation to enhance the interac-
tion between the artificial agents. The swarm intelligence algorithms not only can
be used to solve problems in optimisation but also can be utilised to construct the
model for forecasting. In 2016, Tsai et al. utilise the swarm intelligence algorithm
to produce the foreign exchange rate forecasting result by reading eleven macro-
economic variables as the input for the decision-making [5]. Although the forecast-
ing result is satisfactory, the potential of information from other data, which may
be contributed to the foreign exchange rate forecasting remains unstudied. Start-
ing from filling up the vacancy, the tourism flow is taken into considering as a new
input variable in this study to investigate whether it provides a positive contribu-
tion to the foreign exchange rate forecasting. The rest of this paper is structured as
follows: a brief review of the related works is presented in Sect. 2, the experiment
design is discussed in Sect. 3, the experimental results and discussions are given in
Sect. 4, and the conclusion is made in Sect. 5.

2 Related Works

Researches on the foreign exchange rate related topics are always popular in
the finance fields. For example, Ito claims three findings of the behaviors in the
Japanese Yen to US dollar exchanging market: the first is that the market par-
ticipants are heterogeneous, the seconds finding shows that the phenomenon of
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violating the rational expectation hypothesis can be found in many institutions,
and the last is the forecasting with long horizons presents less Japanese Yen
appreciation than the forecasting with short horizons [6]. His research findings
provide the observational findings of the foreign exchange rate market in Japan.
In 1990, Baillie proposes a multivariate generalised ARCH approach for mod-
elling the risk in forwarding foreign exchange rate markets [7]. In his method,
the 30-day forward rate forecast errors from using the weekly data are derived
by the time series process. This work provides the proofed conclusion on that
the risk premium is a linear function of the conditional variances. Diebold et al.
provide a framework for both evaluating and improving the multivariate den-
sity forecasts in 1999 [8]. Their work provides the method for the application
in the multivariate high-frequency exchange rate density forecasting. A density
forecast calibration technique under the predefined conditions comes with their
method for improving the deficient density forecasts. Although the findings and
proposed methods in the literature mentioned above are valuable, all of them
are focusing on the risk and the forecasting analysis produced by the time-series
methods. The investigation on the forecasting achieved by other models and the
input data still remain vacant. In 2015, Tsai et al. treat the foreign exchange
rate forecasting in a different way by investigating indexes in the macroeconomic
and other potential elements, which may contribute to the foreign exchange rate
in an indirect way [5]. In their work, ten variables from the macroeconomic are
co-aligned with the Consumer Confidence Index (CCI) as the input data for
feeding to the swarm intelligence based forecasting model. The experimental
results indicate that the swarm intelligence based forecasting model with the
newly involved variables present higher accuracy than the time-series models.

3 Experiment Design

Inspired by Tsai et al.’s research outcome, it gives us the idea to discover what
other elements can be possibly contributed to the foreign exchange rate forecast-
ing. Thus, we employ the inbound international tourism flow in Taiwan as one
of the input variables to the IABC based forecasting model in this work. The
variables utilised in this work are listed in Table 1.

Table 1. Input variables for the IABC forecasting model.

Variables Variables

Exchange Rate (NTD/USD) Consumer Price Index

Commercial Paper Rate Federal Fund Rate

Balance of Trade Foreign Investment

Stock Return M1

M1B Consumer Confidence Index

Monitoring Indicator Tourism Flow
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In this work, twelve variables are applied as the input to the IABC based
foreign exchange rate forecasting model. All data used in the experiment is
collected from the TEJ database in Taiwan. To test the effect caused by the newly
involved input variable, the experimental data covering the period in January
1st in 2009 to December 31st in 2010 is categorised in 2 sets on the annual basis.

The collected variables need to be preprocessed before feeding into the fore-
casting model. The preprocessing operations include the Pearson’s correlation
coefficient test, the autocorrelation examination, and the unit root test. The
series procedures of preprocessing help us to examine whether the input vari-
ables fit the normality and the stationary criteria. The procedures of preprocess-
ing require the steps listed as follows:

1. Conducting Pearson’s correlation coefficient test. As given in Eq. (1), the
tourism flow is the new variable to examine whether it has any relevance
with exchange rates.

rXY =
COVXY

SXSY
(1)

where X and Y are in linear correlation, and the amount is in the range
between minus 1 and positive 1.

2. The JB test is a method, which helps us to determine whether the examined
data is correspondence with the normal distribution status. It is an essential
condition required by the time-series models. The formula of JB test is given
in Eq. (2):

JB =
T − n

6

[
S2 + 0.25 × (K − 3)2

]
(2)

where S stands for skewness and K denotes the kurtosis.
3. For correlation problems, this research conducted Lijun-Box Q tests to exam-

ine whether variables are self-correlated. The formula is given as follows:

Q(p) = n(n + 2)
p∑

k=1

1
n − kρ2k

∼ χ2(p) (3)

where n represents the samples and k stands for lag order. The statistical
results are capable of fitting in the chi-square distribution, which means the
degree of freedom is zero.

4. In Time Series, the data can be classified in to the stationary and the non-
stationary categories. If the data is in the non-stationary category, the regres-
sion analysis will be a spurious regression, which means it is less reliable than
data in the stationary category. Thus, the unit root test is the essential process
to make sure the data is in the stationary category. The unit root tests used
in this research are ADF test and PP test.

5. Utilising GARCH, EGARCH, and IABC models to produce the foreign
exchange rate forecasting results. The GARCH model elaborates the phe-
nomena of data in the time-series by the equations listed as follows:

yt | Ωt ∼ N(xtα, σ2) (4)



Studying the Influence of Tourism Flow on Foreign Exchange Rate 229

εt = yt − xtα (5)

σ2
t = α0 +

q∑
i=1

αiε
2
t−i +

p∑
j=1

βjσ
2
t−j , subject to αi ≥ 0, βj ≥ 0 (6)

where ε2t−i represents the function of squared residues in the past q period,
and σ2

t denotes the conditional variance in the past p period, p and q are both
GARCH levels.

The EGARCH model equations are showing as follows:

yt = xtb + εt (7)

εt | Ωt−1 ∼ N(0, σ2) (8)

ln (σ2
t ) = α0 +

q∑
i=1

[
αi

(∣∣∣ εt−i

σt−i

∣∣∣ − E
∣∣∣ εt−i

σt−i

∣∣∣ + γ
εt−i

σt−i

)]
+

p∑
j=1

βj ln (σ2
t−j) (9)

where βj is the accumulated stats of βj−1, αi stands for the parameter
impacted by αi−1, γ means the parameter in the condition of asymmetry
deviation from last period to current period, and εt−i

σt−i
indicates the normal

residuals. The object function in the IABC model for the training and the
forecasting phases is a bit different. In the training phase, the object function
is listed in Eq. (10):

min f(W ) =
n∑

i=1

∣∣∣
( D∑

d=1

wd × vt,d

)
− Rreal,t

∣∣∣ (10)

where f(W ) represents the fitness value, w = (w1, w2, · · · , wd) stands for
the corresponding weights of the referenced inputs, D is the total amount
of referenced days, v indicates the input variables, n is the total number
of inputs, and Rreal,t stands for the actual exchange rate on day t. In the
forecasting phase, the trained weights are adopted into Eq. (11) to produce
the forecasting result:

Rpd,D+1 =
D+1∑
d=2

wd × vt,d (11)

where Rpd,D+1 stands for the forecasted exchange rate.
6. Calculating the MAPE values of all forecasting models. The MAPE is utilised

as the evaluation criterion to compare the forecasting abilities of all forecast-
ing models. The forecasting model with lower MAPE value implies that it
presents a more accurate forecasting ability. The formula is as follows:

MAPE =
1
n

n∑
t=1

|Ŝt − St|
St

× 100% (12)

where Ŝt represents the predicted exchange rate in period t and St indicates
the actual exchange rate in period t, and n denotes the amount records of
data.
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4 Experiments and Experimental Results

As mentioned in the above section, two sets of experiments are taken in place for
testing the forecasting accuracy of different models. The input variables contain
ten indexes from the microeconomics, the Consumer Confidence Index (CCI),
the Monitoring Indicator, and the inbound Tourism flow from over the world to
Taiwan. The forecasting period covers two years in 2009 to 2010. The exchange
rate forecasting outcomes are produced by GARCH(1,1), EGARCH(1,1), and
IABC models, respectively. To compare the forecasting accuracy of these models,
the MAPE values on a monthly basis is utilised as the measurement.

The MAPE value reveals the forecasting error between the forecasted value
and the actual value. Thus, in the ideal case, the MAPE value is zero; otherwise,
the forecasting model with larger MAPE value implies that the forecasting accu-
racy of the model is lower. We utilise the sliding window strategy on a 30-day
historical data referencing period to compose the forecasting result for all these
three models. The IABC forecasting model contains 16 populations with 120
iterations, the universal gravity effect consideration is set to 4 employed bees,
and 30 runs are executed with different random seeds. The MAPE values of the
experimental results are given in Figs. 1 and 2:

Fig. 1. Monthly MAPE value obtained by GARCH(1,1), EGARCH(1,1), and IABC in
2009.

As the results shown in Fig. 1, the IABC forecasting model presents the lowest
MAPE value in all months except that its MAPE value is slightly greater than
the MAPE value produced by EGARCH(1,1) in May.

In Fig. 2, the IABC model presents the best among all in 66.67% over the
whole year; it presents a greater MAPE value than EGARCH(1,1) in October
and November, and it presents 16.67% chance to have the highest MAPE value
over the whole year. The experimental results are summarised in Table 2 with
the average MAPE value and the standard deviation for all forecasting models
tested in the experiments.
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Fig. 2. Monthly MAPE value obtained by GARCH(1,1), EGARCH(1,1), and IABC in
2010.

Table 2. The before-and-after of adding Monitoring Indicator from 2009 to 2015.

Average MAPE value Standard deviation

GARCH(1,1) 0.01504 0.00826

EGARCH(1,1) 0.00976 0.00071

IABC 0.00424 0.00014

5 Conclusions and Future Works

In this paper, the inbound international tourism flow in Taiwan is included to be
the new input variable with other known variables in the foreign exchange rate
forecasting process. Three existing forecasting models including GARCH(1,1),
EGARCH(1,1), and IABC forecasting model. The experimental results indicate
that by considering the inbound international tourism flow as the new variable
in the IABC model presents higher forecasting accuracy in most cases comparing
to the time series models. Nevertheless, the IABC model, sometimes, is suffered
from trapping in the local optimum and cannot deliver the accurate forecasting
result in some time periods. The stability of the IABC model will be discussed
and improved in the future work.
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Abstract. This paper investigates a kind of bilevel programming with
fuzzy random variable coefficients in both objective functions and the
right hand side of constraints. On the basis of the notion of Er-expected
value of fuzzy random variable, the upper and lower level objective
functions can be replaced with their corresponding Er-expected values.
In terms of probability over defuzzified operator, fuzzy stochastic con-
straints can be converted into the equivalent forms. Based on these, the
fuzzy random bilevel programming problem can be transformed into its
deterministic one. Then we suggest differential evolution algorithm to
solve the final crisp problem. Finally, a numerical example is given to
illustrate the proposed method.

Keywords: Bilevel programming · Fuzzy random variable ·
Er-expected value of fuzzy random variable · Differential evolution
algorithm

1 Introduction

Bilevel programming is a complicated mathematical technique for modeling and
handling hierarchical decision processes consisting in two levels. Over the past
decades, bilevel programming has been widely used in electricity markets [1],
transport network design [2,3], principal-agent problems [4], and others. In the
light of these extensive and diverse applications, many researchers have also
made great contributions to theoretical developments and solution approaches
for such a kind of problem [5–7]. The interested reader is referred to good
textbooks on the subject [8–10]. It is worthwhile to note that all the coeffi-
cients in a conventional bilevel programming problem are usually assumed as
crisp values. However, the coefficient values in most real-world bilevel deci-
sion making are often imprecise and uncertain. Therefore, it is necessary to
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build uncertain bilevel optimization models for meeting the demands of practical
hierarchical decision making situations under various uncertain environments.

In recent ten years, lots of research efforts have mainly centered on two types
of uncertain bilevel programming problems, namely the fuzzy bilevel program-
ming problem and the stochastic bilevel programming problem, respectively.
For example, Zhang, Lu and Dillon [11] proposed fuzzy Kuhn-Tucker approach,
fuzzy branch-and-bound approach and fuzzy Kth-best approach through fuzzy
set techniques to deal with fuzzy linear bilevel programming problems. Gao et al.
[12] developed a λ–cut and goal programming-based algorithm to handle fuzzy
linear multiple objective bilevel programming problems. Besides, Sakawa and
Katagiri [13] used the concept of chance constrained programming and the frac-
tile criterion optimization model to convert bilevel stochastic linear program-
ming problems into deterministic ones, and then introduced interactive fuzzy
programming to find satisfactory solutions. Yano [14] suggested a probability
maximization model and a fractile optimization model to solve hierarchical mul-
tiobjective stochastic linear programming problems. It is worth mentioning that
the above two kinds of uncertain bilevel programming in many applications are
effective in dealing with only one type of uncertainty.

Nevertheless, in practical bilevel decision-making situations, sometimes fuzzi-
ness and randomness exist simultaneously in various input parameters. Fuzzy
random variable, first introduced by Kwakernaak [15], is a powerful tool to
express this hybrid type of uncertainty. In recent years, the fuzzy random bilevel
programming problem with the aid of the concept of fuzzy random variable is
getting attention by many researchers. Nevertheless, research on solution strate-
gies of this kind of problem is relatively little because of NP-hardness of bilevel
programming and complexities of hybrid uncertainties. In some recent studies,
most solution methodologies of the fuzzy random bilevel programming prob-
lem focus on converting the problem into the corresponding equivalent crisp
form through all kinds of defuzzifying and derandomizing approaches. Sakawa
and Katagiri [16] applied level sets and fractile criterion to transform a fuzzy
random bilevel linear programming into a deterministic one, and obtained a
Stackelberg solution. Sakawa and Katagiri [17] developed an interactive fuzzy
programming through level sets based probability maximization to cope with
fuzzy random cooperative two-level linear programming. In addition, Ren and
Wang [18] presented a computational method based on level sets and interval
programming technique to solve bilevel linear programming with fuzzy random
variable coefficients and obtained optimistic Stackelberg solutions.

This study aims to develop a new solution approach to deal with the fuzzy
random bilevel programming problem in which all coefficients in both objec-
tive functions and the right hand side of constraints are fuzzy random variable.
Making use of the concept of Er-expected value of fuzzy random variable, we
substitute Er-expected values of the upper and lower level objective functions for
these two objective functions. Meanwhile, equivalent transformations for fuzzy
stochastic constraints are performed based on probability over defuzzified opera-
tor. As a result, the fuzzy random bilevel programming problem can be converted
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into a deterministic one dealt with by differential evolution algorithm. Finally,
we provide a numerical example to illustrate the proposed method.

The rest of the paper is organized as follows: Sect. 2 gives the basic definitions
and results throughout this paper. Section 3 describes the fuzzy random bilevel
programming model. In Sect. 4, the solution approach by combing Er-expected
value of fuzzy random variable and probability over defuzzified operator is pro-
posed. Section 5 provides a numerical example to illustrate the proposed app-
roach. Finally, Sect. 6 summarizes the paper.

2 Preliminaries

In this section, the definitions of Yager index of fuzzy number, fuzzy random
variable, and Er-expected value of fuzzy random variable are reviewed.

Definition 1 ([19]). The Yager index of a fuzzy number c̃ can be defined as:

I(c̃) =
1
2

∫ 1

0

[c−
α + c+α ]dα,

where [c−
α , c+α ] is the α-level set of c̃.

Definition 2 ([20]). Let (Ω, A, P ) be a probability space, where Ω is a sample
space, A is a σ−field and P is a probability measure. Then a fuzzy random
variable on this probability space, denoted by ˜̄c, is a fuzzy set-valued mapping:

˜̄c : Ω → F0(R), ω → c̃(ω)

such that for any Borel set B of R and for every α ∈ [0, 1],

{ω ∈ Ω|c̃α
ω ⊂ B} ∈ A,

where F0(R) is the set of fuzzy numbers with compact supports in R, and c̃α
ω

represents the α-level set of the fuzzy set c̃(ω).

For any α ∈ [0, 1], we denote the α-level set of a fuzzy random variable ˜̄c by
˜̄cα(ω) = {x|μ˜̄c(ω)(x) ≥ α} = [c−

α (ω), c+α (ω)].

Definition 3 ([21]). The Er-expected value of a fuzzy random variable ˜̄c
denoted by Er(˜̄c) is defined as follows:

Er(˜̄c) =
1
2

∫ 1

0

[E(c−
α ) + E(c+α )]dα.

where E(c−
α ) and E(c+α ) represent expected values of c−

α (ω) and c+α (ω).

Corollary 1 ([21]). Let ˜̄c1 and ˜̄c2 be two fuzzy random variables, then the three
relations are defined respectively as follows:

(1) ˜̄c1 = ˜̄c2 iff Er(˜̄c1) = Er(˜̄c2);
(2) ˜̄c1 ≤ ˜̄c2 iff Er(˜̄c1) ≤ Er(˜̄c2);
(3) ˜̄c1 ≥ ˜̄c2 iff Er(˜̄c1) ≥ Er(˜̄c2).
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3 Problem Formulation

Consider the following fuzzy random bilevel linear programming problem in
which fuzzy random variable coefficients are not only in the upper and lower
level objective functions but also in the right hand side of constraints:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

min
x

˜̄c1x + ˜̄d1y

where y solves
min

y
˜̄c2x + ˜̄d2y

s.t. ai1x + ai2y ≤ ˜̄bi, i = 1, 2, · · · , s,
x ≥ 0, y ≥ 0,

(1)

where x is an n−dimensional upper level decision vector and y is an
m−dimensional lower level decision vector, ˜̄cl = (˜̄cl1, ˜̄cl2, . . . , ˜̄cln), l = 1, 2 are
n−dimensional fuzzy random vectors, ˜̄dl = ( ˜̄dl1,

˜̄dl2, . . . ,
˜̄dlm) are m−dimensional

fuzzy random vectors, ˜̄bi, i = 1, 2, · · · , s are fuzzy random variables, ai1 and ai2

are n−dimensional and m−dimensional crisp vectors, respectively.
Clearly, model (1) is ill-defined owing to hybrid uncertainty. To cope with

this type of problem, it is necessary to develop a reasonable alternative way to
convert the problem into its deterministic equivalent problem.

4 Methodology

In this section, we adopt the concept of the scalar expected value of fuzzy random
variable to model both objective functions and apply probability over defuzzi-
fying operation to deal with fuzzy stochastic constraints, and then transform
problem (1) into its equivalent crisp form. Furthermore, differential evolution
algorithm is suggested to solve the final transformed problem.

4.1 Equivalent Deterministic Bilevel Model

In view of the fact that each coefficient in upper and lower level objective func-
tions of problem (1) is a fuzzy random variable, these two objective functions
are also fuzzy random variables by Zadeh’s extension principle. As we all know,
expected value of fuzzy random variable is one of the most frequently used meth-
ods to perform the defuzzifying and derandomizing processes at the same time.
So far there have been several types of definitions of the expected value of a
fuzzy random variable [22,23]. However, the computation process of some of
the existing definitions is rather complicated and time consuming. For ease of
calculation, we adopt the concept of the scalar expected value of fuzzy random
variable introduced by Eshghi and Nematian [21] to handle the upper and lower
objective functions. In this way, the upper and lower level objective functions of
problem (1) are replaced with their own Er-expected values as follows:

Er[˜̄clx + ˜̄dly], l = 1, 2.
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Next, we deal with fuzzy stochastic constraints of problem (1). In order to
transform fuzzy stochastic constraints into their deterministic ones, probability
over defuzzified fuzzy quantities introduced by Aiche et al. [24] is employed.
Considering that the Yager ranking indices technique has the linear and additive
properties, we use this method as the defuzifying operation. As a result, fuzzy-
stochastic constraints of problem (1) can be written as the following constraints
by combining probability with Yager ranking indices method:

Pr{ω|ai1x + ai2y ≤ I(˜̄bi)} ≥ ηi, i = 1, 2, · · · , s,

where Pr represents probability, I(˜̄bi) denotes the Yager-index of ˜̄bi, and ηi is a
satisfying level of the i−th constraint.

Based on the above these discussions, problem (1) can be converted into the
following problem:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

min
x

Er[˜̄c1x + ˜̄d1y]

where y solves
min

y
Er[˜̄c2x + ˜̄d2y]

s.t. Pr{ω|ai1x + ai2y ≤ I(˜̄bi)} ≥ ηi, i = 1, 2, · · · , s,
x ≥ 0, y ≥ 0.

(2)

For simplicity, here we assume that all fuzzy random variable coefficients of
problem (2) are taken as triangular forms with their mean values being normally
distributed random variables. We denote ˜̄cl = (˜̄cl1, ˜̄cl2, . . . , ˜̄cln) with all their ele-
ments ˜̄clk(ω) = (c̄lk(ω), αc

lk, βc
lk) with c̄lk(ω) ∼ N(mc

lk, (σc
lk)2), k = 1, 2, · · · , n,

˜̄dl = ( ˜̄dl1,
˜̄dl2, . . . ,

˜̄dlm) with all their elements ˜̄dlp(ω) = (d̄lp(ω), αd
lp, β

d
lp) with

d̄lp(ω) ∼ N(md
lp, (σ

d
lp)

2), p = 1, 2, · · · ,m, and ˜̄bi(ω) = (b̄i(ω), αb
i , β

b
i ) with

b̄i(ω) ∼ N(mb
i , (σ

b
i )

2), i = 1, 2, · · · , s.
By Definition 1, the Yager-index of ˜̄bi can be calculated as:

I(˜̄bi) = b̄i +
βb

i − αb
i

4
.

Obviously, I(˜̄bi) is a random variable. Then the i−th constraint of problem (2)
can be represented as follows

Pr{ω|ai1x + ai2y ≤ I(˜̄bi)} ≥ ηi

⇔ Pr{ω|ai1x + ai2y ≤ b̄i + βb
i −αb

i

4 } ≥ ηi

⇔ ai1x + ai2y − βb
i −αb

i

4 − mb
i ≤ Φ−1(1 − ηi)σb

i .

Besides, according to Definition 3, the Er-expected values of the upper and
lower level objective functions of problem (2) can be rewritten as:

Er[˜̄clx+ ˜̄dly] = Er(˜̄cl)x+Er( ˜̄dl)y = [mc
l +

βc
l − αc

l

4
]x+[md

l +
βd

l − αd
l

4
]y, l = 1, 2.
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Thereby, problem (2) can be converted into the following problem:
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

min
x

[mc
1 + βc

1−αc
1

4 ]x + [md
1 + βd

1−αd
1

4 ]y

where y solves
min

y
[mc

2 + βc
2−αc

2
4 ]x + [md

2 + βd
2−αd

2
4 ]y

s.t. ai1x + ai2y − βb
i −αb

i

4 − mb
i ≤ Φ−1(1 − ηi)σb

i , i = 1, 2, · · · , s,
x ≥ 0, y ≥ 0.

(3)

Clearly, model (3) is already deterministic bilevel programming problem.

4.2 Differential Evolution Algorithm

Up to now all kinds of solution approaches including traditional methods and
heuristic algorithms have been developed to deal with different types of bilevel
programming. Particularly, various heuristic algorithms are increasingly applied
due to their simple, efficient and robust characteristics in the recent years. In
this paper, differential evolution algorithm is employed to handle the transformed
problem (3).

Differential evolution algorithm (DE) is a population-based evolutionary
algorithm designed to cope with continuous optimization problems [25]. The
main four phases of this way include initialization, mutation, crossover and selec-
tion. It is noted here that differential evolution algorithm unlike most of other
evolutionary algorithms utilizes the linear combination of the difference vector
between two individuals and a third individual to produce a new candidate solu-
tion in the mutation phase.

In our work, a solution approach which is the combination of differential
evolution algorithm and linear programming technique to cope with problem
(2). Specifically, we adopt differential evolution algorithm to solve the upper
level optimization problem, and then apply linear programming technique to deal
with the lower level programming problem for each given upper level variable.

5 Numerical Example

In order to illustrate the feasibility of the proposed method, we consider the
following fuzzy random bilevel linear programming problem [26]:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
x1

˜̄c11x1 + ˜̄c12x2 + ˜̄c13x3

where (x2, x3) solves
min
x2,x3

˜̄c21x1 + ˜̄c22x2 + ˜̄c23x3

s. t. 2x1 + 5x2 + x3 ≤ ˜̄b1,
5x1 + 3x2 + 2x3 ≤ ˜̄b2,
x1 + 2x2 + 4x3 ≤ ˜̄b3,
x1 ≥ 0, x2 ≥ 0, x3 ≥ 0,

(4)
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Table 1. Values of fuzzy random variable coefficients

˜̄c11 = (c̄11, 1, 1) with c̄11 ∼ N(−4, 12) ˜̄c12 = (c̄12, 1.5, 1.5) with c̄12 ∼ N(−2, 1.22)

˜̄c13 = (c̄13, 1, 1) with c̄13 ∼ N(−6, 1.12) ˜̄c21 = (c̄21, 1.5, 1.5) with c̄21 ∼ N(3, 12)

˜̄c22 = (c̄22, 1, 1) with c̄22 ∼ N(1, 1.22) ˜̄c23 = (c̄23, 1.5, 1.5) with c̄23 ∼ N(−4.8, 1.12)
˜̄b1 = (b̄1, 10, 10) with b̄1 ∼ N(120, 32) ˜̄b2 = (b̄2, 8, 8) with b̄2 ∼ N(115, 22)
˜̄b3 = (b̄3, 5, 5) with b̄3 ∼ N(100, 12)

where all coefficients in both objective functions and constraints are triangular
fuzzy random variables. Tables 1 shows the values of all these coefficients.

From model (3), the above problem can be equivalently converted into the
following problem:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
x1

−4x1 − 2x2 − 6x3

where (x2, x3) solves
min
x2,x3

3x1 + x2 − 4.8x3

s. t. 2x1 + 5x2 + x3 − 120 ≤ 3Φ−1(1 − η1),
5x1 + 3x2 + 2x3 − 115 ≤ 2Φ−1(1 − η2),
x1 + 2x2 + 4x3 − 100 ≤ Φ−1(1 − η3),
x1 ≥ 0, x2 ≥ 0, x3 ≥ 0,

(5)

Next, we use differential evolution algorithm to solve the above problem (5).
We set η1 = η2 = η3 = 0.9, then Φ−1(1 − η1) = Φ−1(1 − η2) = Φ−1(1 − η3) =
−1.28. In addition, we set the parameters associated with differential evolution
algorithm as follows: population size N = 30, maximum number of iterations
M = 50, scaling factor F = 0.8, crossover rate CR = 0.6.

After solving problem (5), the following results can be obtained: (x∗
1, x

∗
2, x

∗
3) =

(14.0160, 0, 21.1760) with the corresponding upper level objective function value
−183.1200.

For this example, Ren and Wang [26] suggested an interval programming
approach based on the α–level set to find the best and worst optimal values. In
this way, the best and worst optimal solutions are obtained at (14.4, 0, 21.5)
and (13.4, 0, 20.7). Corresponding to these two optimal solutions, the upper
level objective values are –186.60 and –177.8000. Obviously, the optimal objec-
tive function value obtained by our proposed method is falling between the two
objective function values found by the existing method. In essence, the two opti-
mal solutions obtained in [26] are two extreme cases, which is more inclined to
theoretical significance than practical value. In view of this, the result obtained
by our approach is valid in some practical problems.

6 Conclusion

This paper focuses on a type of bilevel programming with fuzzy random variable
coefficients in both objective functions and the right-hand side of constraints.
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To cope with such a problem, the concept of the scalar expected value of fuzzy
random variable is applied to model both objective functions and probability
over defuzzifying operation is used to handle fuzzy stochastic constraints, and
then the fuzzy random bilevel programming problem can be converted into its
deterministic bilevel programming. Subsequently, we suggest differential evolu-
tion algorithm to solve the transformed problem. Finally, we provide a numerical
example to illustrate the proposed method. In future, we will apply the proposed
approach to some bilevel practical problems.
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Abstract. Decomposition-based evolutionary algorithms are promising for
handling many objective optimization problems with more than three objectives
in the past decade. In the proposed algorithm, we develop a new dominance rela‐
tion based on - efficiency order dominance (MOEA/D-εEOD) in each sub-
problem to realize the selection and update of the individuals. Besides, a dynamic
adaptive weight vector generation method is proposed, which is able to dynam‐
ically adjust the weight vector setting according to the current distribution of the
non-dominated solution set. The proposed algorithm has been tested extensively
on six widely used benchmark problems, and an extensive comparison indicates
that the proposed algorithm offers competitive advantages in convergence and
diversity.

Keywords: Decomposition · ε-dominance efficiency order rank · Many-
objective

1 Introduction

In the past decades, multi-objective optimization problems (MOPs) have been applied
to the fields of engineering and management [1]. With the optimization problems
becoming more and more complex, the number of objectives increases to 4 or more, and
optimization problems in dealing with more than three objectives are named as many-
objective problems [2] (MAPs). In MOPs, the optimal solution is aiming to find a set of
Pareto optimal solutions, which can be converged as close to the target Pareto front (PF)
as possible in the search space and be distributed as evenly as possible. As an evolu‐
tionary algorithm (EA) works with a population of individuals, it has the potential to
achieve these two goals of MOPs, and actually, multi-objective evolutionary algorithms
(MOEAs) have been successfully utilized to obtain the Pareto optimal solution set with
two or three objective problems.

However, when dealing with many-objective problems which have more than three
objectives, the search ability of MOEAs, such as NSGA-II and SPEA2, may degrade.
The main reason is that the MOEAs rely primarily on Pareto ranking to guide the search,
which can only bring a little selection pressure for many-objective problems [3]. In
particular, as the number of objectives increases, solutions have a greater chance of
becoming incomparable by using Pareto dominance relation. As a result, there is no
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quantitative distinction between solutions, which lead to the loss of the selection pressure
and the algorithm cannot drive the population toward the Pareto front efficiently.
Furthermore, the number of points required to approximate the Pareto front increases
exponentially with the growing number of objectives, which makes it hard to capture
the whole Pareto front in limited computation resources.

Zhang and Li [4] proposed the multi-objective evolutionary algorithm based on
decomposition (MOEA/D), which decomposes the original problem into many single-
objective scale optimization problems and optimizes all the scalar problems simultane‐
ously using the evolutionary algorithm. MOEA/D can easily determine the superiority
or inferiority of solutions through scalarizing function, and it has achieved great success
in MAPs.

Nevertheless, MOEA/D still suffers from several shortcomings [5]. In each sub-
problem corresponding to a specific weight vector, whether or not a new solution
replaces an old one is completely determined by their scalarizing function values during
the update process, and this ignores the actual position in the objective space of the new
solution locates on. In some cases, such replacement can make a severe loss of the
diversity of population. In the proposed algorithm, we develop a new dominance relation
based on -efficiency order dominance in each sub-problem to realize the selection and
update of the individuals. Besides, a dynamic adaptive weight vector generation method
is proposed, which is able to dynamically adjust the weight vector setting according to
the current distribution of the non-dominated solution set.

The rest of this paper is organized as follows. Section 2 introduces the characteristics
of the MOEA/D. Section 3 presents the details of the proposed algorithm. Section 4
makes a comparison between our proposal and the state-of-the-art algorithms. Finally,
conclusions are drawn in Sect. 5.

2 Backgrounds

2.1 The Idea of MOEA/D

MOEA/D is a decomposition based MOEA, which is proposed by Qingfu Zhang. It
combines the evolutionary algorithm with the traditional mathematical programming
method, and decomposes a multi-objective optimization problem into a number of scalar
optimization sub-problems via a scalar function, and optimizes them simultaneously
using evolutionary algorithm. In MOEA/D, Tchebycheff approach is used to decompose
a multi-objective optimization problem into N sub-problems, and the objective function
of the j-th (j = 1,2,…N) sub-problem is as follows.

gte
(x | 𝜆j, z∗) = max

1≤i≤m
{𝜆

j

i
| fi(x) − z∗

i
|} (1)

where 𝜆j
= (𝜆

j

1,… 𝜆j
m
)

T is a weight vector and z∗ = (z∗1,… z∗
m
)

T is a reference point. For
each Pareto optimal point x∗, there exists a weight vector 𝜆j

= (𝜆
j

1,… 𝜆j
m
)

T such that x∗
is the optimal solution of problem (1) and each optimal solution of (1) is a Pareto optimal
solution of problem. Therefore, one is able to obtain different Pareto optimal solutions
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by altering the weight vector, and different weighted vectors will direct the search
towards different regions of the objective space. In MOEA/D, the population is
composed of the best solution found so far for each sub-problem.

2.2 𝜺 -Dominance

Definition 1 (𝜀-dominance)
The concept of 𝜀-dominance is introduced in [6], and it is a kind of relaxed form of
Pareto dominance. It acts as an archiving strategy to ensure both properties of conver‐
gence towards the Pareto optimal sets and properties of diversity among the solutions
found. The idea is to use a set of boxes to cover the Pareto front, where the size of such
boxes is defined by a user defined parameter, called 𝜀. Within each box, it is only allowed
a single non-dominated solution to be retained, and the definition is described as follows.

For any two solutions a and b in the decision space, a 𝜀-dominance b (a ≺𝜀 b), if and
only if

∀i Bi(a) ≤ Bi(b), ∃j Bj(a) < Bj(b), 1 ≤ i, j ≤ m (2)

where Bi(a) =
⌊
(fi(a) − f min

i
) ∕ 𝜀i

⌋
, 1 ≤ i, j ≤ m, and it denoted the partition in the

objective space for a. f min
i

 is the assumed minimum value of the i-th objective and 𝜀i

is the accepted tolerance value in the i-th objective.

2.3 Generalized Decomposition

The generalized decomposition method [7] is a new weight vector generation strategy
proposed by Giagkiozis in 2014, and it can generate weight vector dynamically in order
to guide the search according to the prior knowledge of users.

Definition 2 (Generalized Decomposition)
In MOEA/D, the objective function corresponding to the j-th (j = 1,2,…N) sub-problem
(1) can be rewritten as the equivalent form [28], as shown in the formula (3).

min
x

‖𝜆◦|f (x) − z∗|‖
∞

,
m∑

i=1

𝜆i = 1,

𝜆i ≥ 0, ∀i ∈ {1, 2,…m}

(3)

where ◦ is the Hadamard product of vector 𝜆 and vector |f (x) − z∗|, and ‖‖
∞

 represents
he infinite norm of the vector. In formula (3), given a certain weight vector, the optimal
solution of a single objective optimization problem (3) corresponding to the weight
vector is a non-dominated solution for the multi-objective optimization problem. In turn,
given an optimal solution x∗ of the problem (3), we want to find a unique weight vector
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∼

𝜆 in the convex set of weights, satisfying 
‖‖‖‖
∼

𝜆 ◦|F(x∗) − z∗|‖‖‖‖∞ ≤ ‖𝜆◦|F(x∗) − z∗|‖
∞

, and
∼

𝜆 is the optimal weight vector of the given solution x∗. Therefore, if a set of initial non
dominated solution is known in advance, the optimal weight vector set corresponding
to the given non dominated solution set can be calculated according to formula (3), which
will guide the search and adjust the setting the weight vector dynamically according to
the shape of Pareto front.

3 The Algorithm MOEA/D-𝛆𝐄𝐎𝐃

3.1 Motivation of the Proposed Algorithm

In order to obtain a uniformly distributed optimal solution set on the Pareto front of
target MAPs according to the geometric shape of the Pareto front, we have made two
significant changes with the original MOEA/D. Firstly, we develop a new dominance
relation, called ε-efficiency order dominance instead of scalarizing function to realize
selection and update operation, which can increase the selective pressure and improve
the distribution of individuals in each sub-problem. Besides, through analyzing the
geometric relationship between weight vectors and their corresponding non-dominated
solutions, we develop a novel adaptive weight vector generation method, which will
adjust the setting of weight vector dynamically according to the current distribution of
the non-dominated solutions.

3.2 𝛆-Efficiency Order Dominance

In the proposed algorithm, in order to overcome the shortcoming of the loss of diversity
in sub-population with the use of scalarizing function, we develop a new dominance rela‐
tion to evaluate the quality of non-dominated solutions. On one hand, a more stringent
dominance relation, considering the efficient of order k, is introduced to realize the selec‐
tion and update of the individuals. On the other hand, we borrow the concept of 𝜀-domi‐
nance to maintain the diversity of Pareto optimal solutions in the newly proposed domi‐
nance relation, and the new dominance relation is named 𝜀 efficiency order dominance.

Definition 3 (𝛆-Efficiency Order Dominance).
For a given MOP, xA, xB are two non-dominated solutions in original objective set
{f1(x), f2(x),⋯ , fm(x)}. Consider all possible k-element subsets of the m given objectives
in multi-objective problem (1 ≤ k ≤ m), denoted by 𝜌k, and
𝜌k = {sk|sk ⊆ {f1,⋯ fm} ∧ |sk| = k}.

Given a fixed value of k and 𝛆, we compare the 𝛆 dominance relation with xA and xB in all
possible k-element subsets 𝜌k, and count the number of k-element subsets satisfying xA𝜀-domi‐
nance xB,xB𝜀-dominance xA, and xA and xB are not compared with 𝜀-dominance relation with
k-element objective subset, denoted by nb(xA, xB | 𝜀, 𝜌k), nw(xA, xB | 𝜀, 𝜌k), ne(xA, xB | 𝜀, 𝜌k)

respectively.
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nb(xA, xB|𝜀, 𝜌k) = {|{sk}||xA ≺sk

𝜀
xB,∀sk ∈ 𝜌k} (4)

nw(xA, xB|𝜀, 𝜌k) = {|{sk}||xB ≺sk

𝜀
xA,∀sk ∈ 𝜌k}; (5)

ne(xA, xB|𝜀, 𝜌k) = {|{sk}||¬(xA ≺sk

𝜀
xB) ∧ ¬(xB ≺sk

𝜀
xA),∀sk ∈ 𝜌k} (6)

where xA ≺
sk

𝜀 xB denote xA𝜀-dominance xB in one of the k-element objective subset
sk ∈ 𝜌k.

For two non-dominated solutions xA, xB in original objective set, if xA and xB satisfy
nb(xA, xB | 𝜀, 𝜌k) + ne(xA, xB | 𝜀, 𝜌k) > nw(xA, xB | 𝜀, 𝜌k), xA𝜀 efficient dominance xB with
order k.

3.3 Main Flowchart

In the proposed algorithm, we divide population into N sub-population according to the
weight vectors, and each individual is assigned to the sub-population to which the nearest
weight vector belongs. In the first phase, the uniform design method is adopted to
generate the initial weight vector, so that the objective space can be searched evenly in
the initial stage. In the second phase, we use generalized decomposition to inversely
obtain the optimal weight vector corresponding to the each non-dominated solution, for
the purpose of adjusting the setting of weight vector according to the geometric shape
of the Pareto front. Subsequently, in according to the shape and the property of the Pareto
front, we use the formula ui

= 𝛼1𝜔
i
+ 𝛼2𝛿

i
(i = 1, 2) to obtain the newly adaptive weight

vector 𝜇1,𝜇2. By changing the value of the parameter 𝛼1 and 𝛼2, we can adjust the degree
to the newly adaptive weight vector affected by the current Pareto optimal solutions set.
Here, the smaller the value of 𝛼1, the greater impact will be on the process of adapting
the weight vectors by the current shape of the Pareto front.

Detailed description of the proposed algorithm is shown in Algorithm 1.

4 Simulation Results

4.1 Benchmark Problems and Parameter Settings

In the experimental study, we select 3widely used test problems DTLZ1 [8] to compare
the proposed MOEA/D-εEOD with MOEA/D-M2 M [9], UMOEA/D [10] and NSGA2-
CE [3]. Meanwhile, in order to investigate the capability of MOEA/D-εEOD for solving
MOPs whose PFs are of complex shapes and of degenerate Pareto front, we also use the
test cases F1, and DTLZ5(I,M) for our empirical studies. For DTLZ5 (I, M), where
symbol I represents the actual number of objectives in Pareto front and symbol M
denotes the original number of objectives.
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Here, the IGD (Inverted Generational Distance) index is used to measure the conver‐
gence and distribution of obtained Pareto optimal solutions. For the sake of fairness, the
four algorithms, i.e. MOEA/D-εEOD, MOEA/D-M2 M, UMOEA/D and NSGA2-CE,
adopt the same evolution operator for each test function, which are summarized as
follows. The simulated binary crossover and polynomial mutation are used, and the
probability of crossover and mutation are respectively 0.9 and 1/d, where d is the number
of decision variables; the distribution indexes for crossover and mutation are 10 and 20,
respectively. The number of weight vectors is set to 200, and the size of neighborhood
of each weight vector is set to 20. In each sub-population, the number of individuals is
set to 5. The stopping condition of an algorithm is a predefined number of generations,
which is set to 1000 in this work, and the results of each algorithm are the average value
of 20 times independent runs on each test problem. The value of 𝜀 and iter are set to 0.01
and 100, and the adaptive weight parameter [𝛼1, 𝛼2] is set to [0.5, 0.5] in DTLZ5(I,M)
and [0.01, 0.99] in other test cases.
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4.2 Experimental Studies on MOEA/D-𝛆𝐄𝐎𝐃 and Comparison

This part of experiment is designed to study the effectiveness of MOEA/D-εEOD on
different types of MAPs. Table 1 presents the mean and standard deviation of the IGD-
metric values of the final non-dominated solutions obtained by MOEA/D-εEOD,
MOEA/D-M2 M, UMOEA/D and NSGA2-GE over 20 independent runs, where the best
metric values are highlighted in bold face. The t-test with significance level 𝛾 = 0.05 is
used to study the significance of difference between the results achieved by the MOEA/
D-εEOD and other algorithms for comparison, and the results are also shown in
Table 1. The symbols +, −, = in each column respectively represent the performance
of the proposed MOEA/D-εEOD is better than, worse than and equal to the compared
algorithms.

Table 1. Statistic IGD-metric values obtained by AWVD-MOEAD and the other algorithms on
6 benchmark problems with different number of objectives

Problem Obj MOEA/D-
𝜀EOD

MOEA/D-M2M UMOEA/D NSGAII-CE

mean std mean std t mean std t mean std t
DTLZ1 5 0.0405 0.0029 0.0642 0.0022 + 0.0692 0.0026 + 0.1359 0.0190 +

10 0.1169 0.0314 0.1299 0.0085 + 0.1739 0.0169 + 0.1209 0.0221 +
15 0.0642 0.0096 0.1573 0.0112 + 0.2118 0.0032 + 0.1379 0.0332 +
20 0.1404 0.0397 0.3627 0.0602 + 0.3467 0.0029 + 0.1652 0.0374 +

F1(5) 5 0.0859 0.0020 0.1490 0.0035 + 0.1772 0.0047 + 1.1512 0.1068 +
F1(10) 10 0.2771 0.0553 0.3552 0.0374 + 0.7074 0.0145 + 1.3108 0.1522 +
F1(15) 15 0.4004 0.0751 0.5113 0.0096 + 0.7445 0.0014 + 0.7438 0.0027 +
F2(5) 5 0.1453 0.0009 0.1250 0.0066 − 0.1049 0.0027 + 0.4860 0.1008 +
F2(10) 10 0.4603 0.0135 0.2347 0.0239 − 0.4083 0.0071 + 0.5325 0.0446 +
F2(15) 15 0.5037 0.0816 0.3780 0.0572 − 0.4429 0.0027 + 0.4887 0.0588 +
DTLZ5(3,5) 5 0.0608 0.0033 0.0720 0.0039 + 0.2896 0.0598 + 0.3245 0.0167 +
DTLZ5(2,10) 10 0.1743 0.0156 0.2062 0.0028 + 0.5643+ 0.0855 + 0.7512 0.1132 +

From the experimental results, we can see that MOEA/D-εEOD shows better
performance than the other three EMO algorithms in DTLZ1, F1 and DTLZ5(I,M) with
all 5 to 20 objective cases.

5 Conclusion

In this paper, we focus on a new many objective evolutionary algorithm, which combines
dominance and decomposition-based approaches. In particular, we propose a
MOEA/D-εEOD, which uses an adaptive weight vector design method that can adjust
the weight vector setting dynamically according to the current distribution of the non-
dominated solution set. Furthermore, we develop a new dominance relation 𝜀 efficient
order instead of scalarizing function to realize selection and update operation in each
sub-problem, which can increase the selective pressure and improve the distribution of
individuals. The performance of MOEA/D-εEOD has been investigated on a set of
benchmark problems with up to 20 objectives. The empirical results demonstrate that
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the proposed MOEA/D-εEOD is able to find a well-converged and well-distributed set
of points for most test cases.
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Abstract. Multi-Objective Evolutionary Algorithm (MOEA) is emerg-
ing as a state-of-the-art methodology to solve the ontology meta-
matching problem. However, the huge search scale of large scale ontol-
ogy matching problem stops MOEA based ontology matching technology
from correctly and completely identifying the semantic correspondences.
To this end, in this paper, a large scale multi-objective ontology match-
ing framework is proposed, which works with three sequential steps: (1)
partition the large scale ontologies into similar ontology segment pairs;
(2) utilize MOEA to match the similar ontology segments in parallel; (3)
select the representative ontology segment alignments, which are further
aggregated to obtain the final ontology alignment. In addition, a novel
multi-objective model is also constructed for ontology matching problem
and the MOEA and entity similarity measure that could be used in this
framework are also recommended. The experimental result shows the
effectiveness of our proposal.

Keywords: Multi-Objective Evolutionary Algorithm · Large scale
ontology matching · Ontology partition

1 Introduction

Since its beginning, Evolutionary Algorithm (EA) is appearing as the most
suitable methodology to address the ontology matching problem [5]. But most
EA based ontology matching technologies use a single objective to evaluate
the alignment quality during the generation process, even though a suitable
computation of parameters could be better performed by evaluating the right
compromise among different objectives involved in the matching process. Thus,
Multi-Objective Evolutionary Algorithm (MOEA) is emerging as a state-of-the-
art methodology to solve the ontology meta-matching problem. However, the
huge search scale of large scale ontology matching problem stops MOEA based
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ontology matching technology from correctly and completely identifying the
semantic correspondences. To this end, in this paper, a large scale multi-objective
ontology matching framework is presented, which utilizes the ontology partition
algorithm to reduce the search space of MOEA and works without the reference
alignment.

The rest of the paper is organized as follows: Sect. 2 formulates the multi-
objective ontology matching problem and the profile-based similarity measure;
Sect. 3 presents the details of large scale multi-objective ontology matching
framework; Sect. 4 shows the experimental result; and Sect. 5 draws the con-
clusions.

2 Preliminaries

2.1 Multi-objective Ontology Matching

In this work, an ontology is defined as three-tuple (C,P, I) [12], where C,P, I are
respectively referred to the set of classes, properties and instances. In addition,
an ontology alignment A between two ontologies is a correspondence set and
each correspondence inside is a 3-tuples (e, e′, n), where e and e′ are respectively
the entities of two ontologies, n is the similarity score between them, and the
relation of the correspondence is the equivalence. Supposing one entity in source
ontology is matched with only one entity in target ontology and vice versa, based
on the observations that the more correspondences found and the higher mean
similarity score of the alignment is, the better the alignment quality is [1], the
multi-objective optimal model of ontology matching problem can be defined as
follows: ⎧

⎨

⎩

max (MF (X), avg(X))
s.t. X = (x1, x2, · · · , x|O1|)T

xi ∈ {1, 2, · · · , |O2|}, i = 1, 2, · · · , |O1|
(1)

where MF () and avg() are respectively the functions of calculating the alignment
X’s MatchFmeasure [10] and the average similarity score of X, |O1| and |O2|
respectively represent the cardinalities of two ontologies O1 and O2, and xi, i =
1, 2, · · · , |O1| represents the ith correspondence.

2.2 Profile-Based Similarity Measure

The foundation of ontology matching technology is the similarity measure of
ontology entities [4], which is a function that measures the degree to which
objects are similar to one another. In this framework, an profile-based similarity
measure is recommended to calculate the entities’ similarity values. To be spe-
cific, first, for each ontology entity, a profile is constructed for it by collecting
the information from itself and all its ascendants. Then, the similarity of two
entities is measured based on the similarity of their profiles. With respect to the
details, please see also [11].
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3 Large Scale Multi-objective Ontology Matching
Framework

Figure 1 shows the proposed framework, and as can be seen from the figure, our
proposal consists of three phases:

– ontology partition phase aims to reduce the search space of ontology matching
process by partitioning two ontologies into several similar ontology segments,
and the hereafter matching process only needs to be carried out in similar
ontology segments,

– MOEA based ontology matching phase utilizes MOEA to automatically deter-
mine the non-dominated ontology segment alignments in parallel,

– alignment aggregation phase selects the representative segment alignments
and aggregates them into a final alignment.

Fig. 1. Large scale multi-objective ontology matching framework

3.1 Alignment-Oriented Ontology Partition

Since it is the large scale that makes the large scale ontology matching problem
very difficult to solve, it is important to reduce the scale in order to improve the



A Large Scale Multi-objective Ontology Matching Framework 253

efficiency and reduce unnecessary user interventions in the ontology matching
process. According to [6], partitioning the ontology into various segments can
effectively transform the original large scale matching problem into equivalent
small segment matching problems, where the term “segment” is referred to a
fragment of an ontology which stands alone on its right [8]. In this framework, an
alignment-oriented ontology partition technology is recommended to pre-process
the ontologies before matching. With respect to the details of the algorithm,
please see also [9].

3.2 MOEA Based Ontology Matching

In this framework, NSGA-II [2] is recommended as the matching algorithm.
NSGA-II is considered to be a flexible and robust technique, which is good at
finding various non-dominated solutions quickly. First, the algorithm applies the
standard crossover and mutation operators in the evolution of current popula-
tion. Then, it uses the fast non-dominated sorting technique and a crowding
distance to rank and select the next generation. Finally, the best individuals in
terms of non-dominance and diversity are selected as the solutions. More details
about the NSGA-II based ontology matching technology, please see also [12].

3.3 Segment Alignments Aggregation

In this framework, all the similar ontology segment pairs are matched in paral-
lel. After obtaining each non-dominated segment alignments, the one with the
best MatchFmeasure is selected as the representative solution, and aggregate all
the representative segment alignments to obtain the final ontology alignment.
Finally, the final ontology alignment is evaluated through f-measure for the per-
formance evaluation.

4 Experiment

In order to study the effectiveness of our proposal, we have exploited a well-
known dataset, named benchmark track, provided by the Ontology Alignment
Evaluation Initiative (OAEI) [3] which are commonly used for experimentation
about ontology alignment problem. In detail, each test case consists of a set of
ontologies which are built around a seed ontology and many variations of it.
Variations are artificially generated, and focus on the characterization of the
behavior of the tools rather than having them compete on real-life problems.
They are organized in three groups: Simple tests (1xx) compares the reference
ontology with itself; Systematic tests (2xx) are obtained by discarding/modifying
features, which include names of entities, comments, the specialization hierarchy,
instances, properties and classes, from the reference ontology; Real-life ontologies
(3xx) are found on the web. In this experiment, we utilize the downloadable
datasets from the OAEI official website for testing purposes.
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Table 1. Comparison of our proposal with OAEI participants on benchmark track

Ontology matching system Recall Precision f-measure

AML 0.39 0.92 0.55

AOT 0.53 0.80 0.64

AOTL 0.53 0.85 0.65

LogMap 0.40 0.40 0.40

LogMap-C 0.40 0.42 0.41

LogMapLite 0.50 0.43 0.46

MaasMatch 0.39 0.97 0.56

OMReasoner 0.50 0.73 0.59

RSDLWB 0.50 0.99 0.66

XMap2 0.40 1.00 0.57

Our proposal 0.66 0.81 0.73

In order to compare the quality of our proposal with other approaches, we
evaluate the obtained alignments with traditional recall, precision and f-measure
[7], and the results in Table 1 are the mean values of all the test cases. As can
be seen from Table 1 that the mean f-measure of the alignments obtained by
our approach outperforms all other ontology matching systems, which shows the
effectiveness of our proposal.

5 Conclusion

To improve the efficiency of MOEA based ontology matching technology, in this
paper, a large scale multi-objective ontology matching framework is proposed,
which works with three sequential steps: (1) partition the large scale ontologies
into similar ontology segment pairs; (2) utilize MOEA to match these similar
ontology segment pairs in parallel; (3) select the representative ontology segment
alignments, which are further aggregated to obtain the final ontology alignment.
In addition, a novel multi-objective model is also constructed for ontology match-
ing problem and the MOEA and entity similarity measure that could be used
in this framework are also recommended. The experimental result shows the
effectiveness of our proposal.
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Abstract. For global optimization problems with a large number of local
optimal solutions, evolutionary algorithms are efficient parallel algorithms, but
they drops into local optimum easily, therefore their efficiency and effectiveness
will be much reduced. In this paper, first, a new deleting strategy is proposed
that can eliminate all local optimal solutions no better than this obtained local
optimal solution. Second, when algorithm drops into a local optimal solution, a
new jumping strategy is proposed that can jump out of the current local optimal
solution and then find a better local optimal solution. Based on the above, a new
algorithm called evolutionary algorithm with deleting and jumping strategies
(briefly, EADJ) is proposed, and the algorithm convergence is proved theoret-
ically. The simulations are made on 25 standard benchmark problems, and the
results indicate the proposed deleting strategy and jumping strategy are effec-
tive; further, the proposed algorithm is compared with some well performed
existing algorithms, and the results indicate the proposed algorithm EADJ is
more effective and efficient.

Keywords: Evolutionary algorithm � Global optimization � Deleting strategy �
Jumping strategy

1 Introduction

Global optimization problems with numerous local and global optima have arisen in
many fields such as computer science, engineering design, and decision making. For
solving global optimization problems, in recent years, many new theoretical and
computational contributions have been reported. The research works on global opti-
mization problems are mainly concerned with the efficient algorithms for the
multi-modal functions. In general, the existing approaches can be classified into two
categories: deterministic methods (e.g., [1–4]) and probabilistic methods (e.g., [5–9]).
The typical examples of the former are filled function methods (FFM) [1, 2], trajectory
methods [3], tunneling methods [4], whereas ones of the latter are clustering methods
[5], evolutionary algorithms (EA) [6–8], and the simulated annealing methods [9],
where evolutionary algorithms are one of the most efficient and popular algorithms.
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However, for EAs, the major challenge is that EAs may be trapped in the local optima.
Many researchers have tried to combine some techniques into EAs. Recently,
researchers have successfully combined experimental design methods into EAs. For
example, Li and Smith [11] used Latin squares to improve EAs. Wang and Dang used
Latin squares and level set to enhance EAs [12].

In this paper, a new proposed deleting strategy can eliminate all such local optimal
solutions no better than the best solution found so far, and can keep all better local optimal
solutions than the best solution found so far unchanged. The other proposed jumping
strategy can search a better local optimal solution. Thus, if we can combine EAs with
deleting and jumping strategies properly, not only many local optimal solutions can be
eliminated, but also the process of finding the global optimization solution will be much
fast. Based on this motivation, in this paper, a new algorithm called evolutionary algo-
rithm with deleting and jumping strategies (briefly, EADJ) is proposed. The simulations
are made on 25 famous problems in CEC’2005 standard benchmark problems and the
performance of the proposed algorithm is compared with that of some well performed
existing algorithms. The results indicate the proposed algorithm is more efficient.

2 Basic Concepts and Some Notations

In this paper, we consider the following global optimization problem:

ðPÞ min f ðxÞ
s:t: x 2 Rn

�
ð1Þ

where f ðxÞ : Rn ! R. Suppose f ðxÞ satisfies the condition f ðxÞ ! þ1 as
xk k ! þ1. Then there exists a closed bounded domain X called operating region that

contains all local minima of f ðxÞ. Then the global optimization problem (P) can be
rewritten into an equivalent form as follows.

ðP1Þ min f ðxÞ
s:t: x 2 X ¼ l; u½ � ¼ xjl� x� u; l; u 2 Rnf g:

�
ð2Þ

Because X can be estimated before problem (P) is solved, we can assume that X is
known. We only consider problem (P1) in the following, and adopt the following
symbols.
k: the iteration number;
x�k : the local minimizer of the objective function in the k-th iteration;
f �k : the function value at x�k ;
x�: the global minimizer of the objective function.

Assumption 2.1. The function f ðxÞ in (P1) has only a finite number of minimizers in
X, and therefore every minimizer is isolated.

In the following, we first design a deleting technique. The details are as follows.
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3 A New Deleting Strategy

The existence of multiple local minima makes global optimization become a great
challenge. For the global optimization problem, the key issue is handling a large
number of local optimal solutions and finding the global optimal solution as fast as
possible. In order to tackle this problem, a deleting local optimum function is designed
as follows:

Sðx; x�kÞ ¼ f ðx�kÞþ g f ðxÞ � f ðx�kÞ
� �

;

g tð Þ ¼ r1; t� 0;

r2 � t3; t\0:

� ð3Þ

where r1 � 0 is an adjustable real number, and r2 [ 0 is an adjustable positive real
number. On one hand, this deleting function Sðx; x�kÞ will eliminate all local optimal
solutions no better than the current local optimal solution x�k , i.e., for 8x 2 X, if
f ðxÞ� f ðx�kÞ, then Sðx; x�kÞ ¼ f ðx�kÞþ r1; on the other hand, Sðx; x�kÞ will keep any better
local optimal solution than x�k of f ðxÞ unchanged.

The deleting function eliminates many local optimal solutions, but keep the better
local optimal solutions unchanged. However, the deleting function often loses the
descent direction around x�k . To overcome this shortcoming, we design a new jumping
strategy to handle this issue. The proposed jumping strategy can be constructed as
follows.

4 A New Jumping Strategy

In this section, we propose a new jumping function at a local minimizer x�k as follows:

Fðx; x�kÞ ¼ arctanð� x� x�k
�� ��2Þþ q f ðxÞ � f ðx�kÞ

� �
;

qðtÞ ¼ 0; t� 0;

�r3 � t2; t\0:

� ð4Þ

where r3 is an adjustable positive real number.
Note that the proposed jumping function has the following advantages: first, it has

one parameter r3 which is a positive real number and is easy to adjust; second,

arctan � x� x�k
�� ��2� �

2 � p
2 ; 0

� �
is bounded, which ensures that the calculation of

Fðx; x�kÞ will not overflow and is of numerical stability; third, arctan � x� x�k
�� ��2� �

2
� p

2 ; 0
� �

makes the algorithm have the descent direction, and its value range is small so
that the algorithm find the global optimum much easier.

In the following section, we will design a new algorithm: A new evolutionary
algorithm with deleting and jumping strategies (EADJ).
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5 A New Evolutionary Algorithm with Deleting and Jumping
Strategies: EADJ

In EADJ, one most popular algorithms SaNSDE [13] is used directly in the part of
evolutionary algorithm. Based on all considerations above, A new evolutionary algo-
rithm with deleting and jumping strategies (EADJ) is proposed as follows.

Algorithm 5.1 (EADJ)

Step 1. Initialization Step
Let k = 0. Choose three positive real numbers r1, r2,r3, and the population
size is N. Generate ½N=2� points by using a uniform design method in [14],
and N � ½N=2� points randomly, and put them into the initial population
POPðkÞ.

Step 2. Evolve POPðkÞ by SaNSDE on original function f ðxÞ for one generation and
get set OFFðkÞ of all offspring. Select the best individual among
POPðkÞ [OFFðkÞ.
This best individual is denoted as xk . Execute the local search at xk on f ðxÞ to
get a local minimizer x�k , then go to step 7.

Step 3. Eliminate all local minima no better than x�k : Construct a deleting function
Sðx; x�kÞ at x�k by Eq. (3).

Step 4. Escape from the minimizer x�k via jumping function:
Construct a jumping function at x�k by Eq. (4)

Fðx; x�kÞ ¼ arctanð� x� x�k
�� ��2Þþ q Sðx; x�kÞ � f ðx�kÞ

� �
; ð5Þ

qðtÞ ¼ 0; t� 0;
�r3 � t2; t\0:

�

Step 5. Evolve POPðkÞ by SaNSDE on jumping function Fðx; x�kÞ for one generation
and get POPðkþ 1Þ and set OFFðkÞ of all offspring, and select the best
individual of the jumping function among POPðkÞ [OFFðkÞ. This best
individual is denoted as yk . Execute the local search at yk on Fðx; x�kÞ by
Algorithm1 to get a local minimizer y�k of the jumping function.

Step 6. Update the current best solution: Starting from y�k , do the local search on
f ðxÞ to obtain a local minimizer x�kþ 1 of f ðxÞ. Let k ¼ kþ 1, go to Step 7.

Step 7. If the termination condition is satisfied, x� ¼ x�k is taken as a global
minimizer of f ðxÞ, stop; otherwise, go to Step 3.
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6 Numerical Experiments

6.1 Test Problems and Parameters Setting for EADJ

• In this section, the proposed algorithm is tested on 25 benchmark functions pro-
posed in CEC’2005, the detailed description of these benchmarks can be found in
[15].

• The proposed algorithm EADJ is executed for 25 independent runs on each test
problem. In experiments, EADJ was tested on an Intel(R) Core(TM) i7 CPU 870
with 2.93 GHz in Matlab R2012a.

• Population size: NP ¼ 100, r1¼100, r2¼100,r3¼50.
• Parameters in Algorithm EADJ: e ¼ 1:0e� 10.

6.2 The Simulation Results

The results of EADJ are compared with those of SaNSDE, NSDE, DE and CMAES in
[16–19], respectively. These results are given in Tables 1 and 2, and the best results are
shown in bold. The symbols used in Tables are as follows:

No.: the number of the test problems;
f-mean: the mean function value in 25 runs;
FEs: The maximum number of fitness evaluations.

(a) Comparison between EADJ and SaNSDE

To demonstrate the effect of the deleting function and jumping function on evolu-
tionary algorithm, we compare the experimental results of EADJ and SaNSDE, and the
results are listed in Table 1. To be consistent with the SaNSDE experimental setting in
reference [13], we only use the first 14 functions in our experiments. The number of
evolution generations is set to 3000 for all functions.

Functions F1-F5 are unimodal. Both EADJ and SaNSDE can find the optimal
solution on Shifted Sphere function F1. For functions F2-F5, EADJ outperformed
SaNSDE.

Functions F6-F14 are multimodal. Both EADJ and SaNSDE can find the optimal
solution on the function F9. EADJ outperforms SaNSDE than all the others. These
experimental results show that the proposed algorithm is more efficient and effective
than SaNSDE. This also indicates the deleting and jumping functions can greatly
enhance evolutionary algorithms.

(b) Comparison between EADJ and other algorithms

To evaluate EADJ further, we compare EADJ with NSDE, DE and CMAES[16−19].
The results of 25 independent runs are summarized in Table 2.
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Table 1. Comparison between different algorithms with 3000 generations on 30 dimension
problems.

No. EADJ SaNSDE No. EADJ SaNSDE

F1 0.00e + 00 0.00e + 00 F8 2.08e + 00 2.09e + 01
F2 7.41e-18 5.68e-14 F9 0.00e + 00 0.00e + 00
F3 1.03e + 04 5.43e + 04 F10 2.05e + 00 4.21e + 01
F4 1.26e-06 1.22e-04 F11 8.40e + 00 1.02e + 01
F5 1.11e-02 2.45e-01 F12 2.31e + 02 4.06e + 04
F6 1.55e-12 1.59e-01 F13 1.89e + 00 2.12e + 00
F7 0.00e + 00 8.57e-03 F14 1.20e + 00 1.27e + 01

Table 2. f-mean of different algorithms over 30 dimensions (averaged over 25 runs, and
FEs = 3.0e + 05).

No. EADJ NSDE DE CMAES

F1 0.00e + 00 0.00e + 00 0.00e + 00 5.28e-09
F2 2.06e-28 5.62e-08 3.33e-02 6.93e-09
F3 2.56e-15 6.40e + 05 6.92e + 05 5.18e-09
F4 1.26e-28 9.02e + 00 1.52e + 01 5.18e-09
F5 1.36e-08 1.56e + 03 1.70e + 02 8.30e-09
F6 7.13e-26 2.45e + 01 2.51e + 01 6.31e-09
F7 2.22e-02 1.18e-02 2.96e-03 6.48e-09
F8 2.03e + 01 2.09e + 01 2.10e + 01 2.00e + 01
F9 0.00e + 00 7.96e-02 1.85e + 01 2.91e + 02
F10 3.88e + 01 4.29e + 01 9.69e + 01 5.63e + 02
F11 2.07e + 01 1.41e + 01 3.42e + 01 1.52e + 01
F12 9.49e + 01 6.59e + 03 2.75e + 03 1.32e + 04
F13 4.94e-01 1.62e + 00 3.23e + 00 2.32e + 00
F14 1.20e + 01 1.32e + 01 1.34e + 01 1.40e + 01
F15 4.00e + 02 3.64e + 02 3.60e + 02 2.16e + 02
F16 6.15e + 01 6.90e + 01 2.12e + 02 5.84e + 01
F17 7.74e + 01 1.01e + 02 2.37e + 02 1.07e + 03
F18 9.10e + 01 9.04e + 02 9.04e + 02 8.90e + 02
F19 9.12e + 01 9.04e + 02 9.04e + 02 9.03e + 02
F20 3.12e + 02 9.04e + 02 9.04e + 02 8.89e + 02
F21 4.83e + 02 5.00e + 02 5.00e + 02 4.85e + 02
F22 8.54e + 02 8.89e + 02 8.97e + 02 8.71e + 02
F23 5.34e + 02 5.34e + 02 5.34e + 02 5.35e + 02
F24 2.00e + 02 2.00e + 02 2.00e + 02 1.41e + 03
F25 2.00e + 02 2.00e + 02 7.30e + 02 6.91e + 02
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For unimodal functions F1-F5, three algorithms (EADJ, NSDE and DE) can find
the global optimal solution on Shifted Sphere function F1. EADJ performed far better
than all the other algorithms on F2-F4. EADJ performed better than NSDE and DE on
F5, but was slightly weaker than CMAES. In conclusion, for unimodal functions, the
performance of EADJ is optimal.

For basic and expanded multimodal functions F6-F14, EADJ outperformed all
others on almost all functions except F7, F8 and F11. For F7, EADJ performs similar to
NSDE (the same order of magnitude), and performs a little bit worse than DE. For F8,
EADJ outperforms NSDE and DE, and performs similar to CMAES (the same order of
magnitude). For F11, EADJ outperforms DE, and performs similar to NSDE and
CMAES (the same order of magnitude). Therefore, EADJ is more efficient than the
other algorithms for basic and expanded multimodal functions.

For hybrid composition functions F15-F25, these functions are much more difficult.
In Table 2, for F15, EADJ performs almost same as the compared algorithms. For F16,
EADJ outperforms NSDE and DE, and performs a little bit worse than CMAES (in
fact, they perform almost the same, and the analysis results are of the same order of
magnitude). For F17-F25, EADJ outperforms all the compared algorithms. This also
indicates that EADJ is still suitable to these composition multimodal functions, and is
more efficient than the other algorithms.

7 Conclusions

In this paper, A new global optimization algorithm called evolutionary algorithm with
deleting and jumping strategies (EADJ) has been proposed. The deleting strategy could
filter a lot of local optimal solutions. The jumping strategy could help EAs to jump one
local optimal solution and find another better one. The experiment results also indicated
that EADJ was efficient for problems with a lot of local optimal solutions and more
efficient than the compared algorithms.
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Abstract. The water temperature plays a major role in application of Water-
Source Heat Pump (WSHP) system. The water temperature is directly related to
the energy efficiency of heat pump unit and economy of WSHP system. As the
air temperature is the most influential factor in the water temperature in all mete‐
orological parameters, the effect of air temperature on the changing water temper‐
ature should be considered first when estimating the river water temperature. In
this paper, we dedicate to study the changing rule of water temperature with the
air temperature by analyzing over one year water temperature data. Particularly,
the least square method is used for the regression analysis of 1st-order to 6th-
order curve, and a fitting curve is educed, based on Cubic model of the air temper‐
ature and the average of the corresponding water temperature. The 88% of the
difference values between average water temperatures and fitted water tempera‐
tures are in the range of −1.5–1.5 °C. Therefore, it can provide a simple method
to determine the daily average water temperature through analyzing the relation‐
ship between the water average temperature and air temperature by using the
method of Cubic fitting. The study in this paper can be used as a reference for the
design and analysis of WSHP system.

Keywords: Water-source heat pump (WSHP) · Least square method · Water
temperature · Air temperature · Changing relationship

1 Introduction

In recent years, the river water-source heat pump (WSHP) system has been paid more
and more attention to internationally. Compared with the air-source heat pump system,
WSHP system has larger heat capacity, and less temperature fluctuation. The water
temperature decides the quality and stability of the river water as cold and heat sources
of the water source heat pump system. But compared with the air temperature, it is
difficult to forecast and access to water temperature. If we can find out the changing
relationship between the water temperature and air temperature by comparing the testing
water temperature and air temperature, which is easy to get from the official weather
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website, then the water temperature can be calculated by air temperature, which can be
applied in the water source heat pump system to achieve the better effect with less effort.

At present, the river water temperature is mainly calculated and forecast by numerical
calculation and empirical formula. Based on the analysis of the main factors influencing
the water temperature, the former establishes the mathematical model according to the
principle of heat and mass balance, which has certain universality and high precision,
but the calculation is more complicated. The latter method is based on the measured data
to establish the water temperature and air temperature regression equation to find the
water temperature. The method is simple, but the accuracy is slightly worse.

Since the river is characterized by the huge amount of water and fast flow, the
temperature of such water source depends largely on the water temperature. The transfer
process of water temperature and local heat is slow, so the second method is adopted.
This study measured the water temperature in the lower Minjiang River for over a year,
further analysis of the changing relationship between water temperature and air temper‐
ature. On this basis, the least square method was used to do the regression analysis of
1st-order to 6th-order curve to find out the best one. This study is to provide a simple
method to determine the water temperature. The water temperature is directly related to
the energy efficiency of heat pump unit and economy of WSHP system.

2 Measurement of Water Temperatures

2.1 Ocation of Measurements

The Minjiang River is a 577 kilometers-long river in Fujian Province, southeast of China.
It is the largest river in Fujian, and also an important water transport channel. Fuzhou,
the capital city of Fujian province, sits on the lower Minjiang River. Although currently
in Fuzhou city there are few projects using raw water in Minjiang River water as cooling
and heat sources, Minjiang River WSHP system has not been popularized in Fuzhou [1–
3], because of the lack of survey of water temperature of Minjiang River. This test is
mainly to monitor the water temperature of the lower Minjiang River in Fuzhou. With
the comprehensive consideration of Fuzhou city urban planning and the promotion of
the Minjiang River WSHP project, test section is through the city north port of the
Minjiang River.

2.2 Description of Measurements

The HOBO data logger (model: U20-001-02) is used to test the water temperature. The
temperature measurement range is from −20 °C to 50 °C. The temperature measurement
accuracy is 0.37 °C. The distinguishability is 0.1 °C. The temperature reaction time is
3.5 min. The water level range is 0–30.6 m.

The air temperature is obtained from the official weather website. The air temperature
observations are made in thermometer shelters about 1.5-meter above the ground where
the turf is planted. Since the thermometer maintains good ventilation and avoids direct
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sunlight, it is well represented. The thermometer is made of mercury, alcohol or bimet‐
allic as the thermal expansion and contraction of the sensor. The unit of temperature is
in degrees Celsius (°C).

2.3 Measuring Data

Minjiang River has a continuous flow of water bodies, in which the heat exchanges, so
it is not easy to form the distribution of the temperature stratification along the depth
direction. The water flow in a cross section distribution is isothermal. By measuring the
water temperature of the lower Minjiang River in Fuzhou in different depths and different
offshore distance monitoring, the results show that different depth is less than 0.1 °C,
and the maximum temperature difference of offshore distance of maximum temperature
difference is less than 0.1 °C.

The water temperature of the lower Minjiang River was monitored in Fuzhou from
July 2013 to March 2015. The data show that the water temperature of the lower
Minjiang River in Fuzhou is from 14.2 °C to 29.3 °C. The monthly average temperature
in summer is from 28.2 °C to 29.3 °C. The monthly average temperature in winter is
from 14.2 °C to 17.3 °C [4].

As is shown in Fig. 1, the water temperature is more stable than air temperature. The
variation of water temperature in a day is usually within 1 °C. This is especially in the
winter with obvious advantages. Testing data of December 22, 2013, for example, the
water temperature in 24 h is 16–16.5 °C, which is far higher than the lowest air tempera‐
ture 4 °C and highest air temperature 12 °C. Testing data of August 27, 2014, for
example, the water temperature in 24 h is 27.2–28.1 °C, which is much lower than the
highest air temperature 34 °C on the same day but close to the lowest air temperature 27 °C.
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Fig. 1. The daily variation of testing water temperature and air temperature of Minjiang River

The variation of monthly average value of air temperature and water temperature of
the lower Minjiang River in Fuzhou is shown in Fig. 2. From the figure, it can be find that
the monthly average water temperature changes with the monthly average air tempera‐
ture. From April to August, the monthly average water temperature is less than the average
temperature, and the monthly average water temperature is higher than the monthly
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average air temperature in the rest. As can be seen from the figure, the water temperature
is lower than the air temperature in summer, but higher than the air temperature in winter.
This is because the water heat capacity is larger than the air, which results to the slower
changes of water temperature than those of the air temperature. The above analysis shows
the advantages of the water source heat pump over the air source heat pump.
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Fig. 2. The variation of monthly average value of air temperature and water temperature

3 Analyze the Relationship Between the Water
Temperature and Air Temperature

The air temperature plays an important role in the water temperature. To study the
changing rule of water temperature with the air temperature, the regression analysis and
test are carried out between the water temperature and air temperature, which is collected
from the official weather website.

3.1 The Air Temperature and the Measured Water Temperature

According to the measured data, putting aside the influence of time factor, and taking
just each air temperature and its corresponding water temperature into consideration,
we can see the hourly air temperature and its corresponding relationship with water
temperature. The variation of the hourly water temperature with the air temperature is
shown in Fig. 3. Under the same air temperature, there are multiple water temperatures,
and at the same time, there are multiple air temperatures under the same water temper‐
ature. There is a nonlinear relationship between the water temperature and the air
temperature, because a variety of factors will affect the water temperature, including
solar radiation, relative humidity, dry bulb temperature, wind speed, air pressure and
the upstream water characteristics [5, 6]. In general, in a certain temperature range the
higher the air temperature, the higher the water temperature is.
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Fig. 3. The variation of the hourly water temperature with air temperature

3.2 The Average Water Temperature and the Air Temperature

When the average water temperature under the same air temperature is calculated, the
relationship between air temperature and the average water temperature is more simple
and clearer than the relationship between the water temperature and air temperature, as
Fig. 4 shows. These two kinds of temperature present a strong coupling relationship.

y = 0.549x + 11.13
R² = 0.9048
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Fig. 4. The variation of the average water temperature with air temperature

Linear regression model is used to fit the air temperature and the corresponding
average water temperature. The form of the linear regression model form is:

y = A + Bx

The variation of the average water temperature with the air temperature is shown in
Fig. 4. The linear fitting equation is:

Tw = 11.13 + 0.549Ta

Symbols: Tw-the water temperature, Ta-air temperature, unit-°C, R2 = 0.904 > 0.90.
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In order to further explain the relationship between the average water temperature and
the air temperature, Cubic model is used for further research. The Cubic model form is:

y = A + Bx + Cx2 + Dx3

The fitting analysis of the average water temperature and the air temperature in the
lower Minjiang River is shown in Fig. 4. When the air temperature is lower than 20 °C,
the measured average temperature around the fitted curve has large fluctuations; when
the air temperature is higher than 20 °C, the measured average temperature matches the
fitted curve.

The fitted equation is:

Tw = 20.95 − 1.586Ta + 0.122T2
a − 0.002T3

a

Symbols: Tw-the water temperature, Ta-air temperature, unit-°C, R2 = 0.972 > 0.95.
This suggests that the Cubic model can explain the average measured data well.

Significance F = 0.000000 < 0.05. This shows that the regression equation of the
regression effect is remarkable.

Then the least square method is used to do the regression analysis of 1st-order to
6th-order curve. The results are shown in Tables 1 and 2

Table 1. First to sixth order model regression equations

Model Regression equation Equation number
1st-order y = 0.549x + 11.13 (1)

2nd-order y = −0.001x2 + 0.588x + 10.82 (2)

3rd-order y = −0.002x3 + 0.122x2 – 1.586x + 20.95 (3)
4th-order y = 6E-05x4 − 0.006x3 + 0.258x2–3.044x + 25.74 (4)
5th-order y = 7E-06x5 − 0.0006x4 + 0.019x3 − 0.198x2 + 0.391x + 17 (5)
6th-order y = −4E-07x6 + 5E-05x5 − 0.002x4 + 0.071x3 − 0.831x2 + 4.0

32x + 9.419
(6)

Tw = y, Ta = x

Table 2. First to sixth order model regression indexes

Model type Prob (t-Statistic) maximum R2 Adjusted R2 Prob (F-statistic)

1st-order(1) 0.0000 < 0.05 0.904 0.902 0.000000

2nd-order(2) 0.7961 > 0.05 0.905 0.899 0.000000

3rd-order(3) 0.0000 < 0.05 0.972 > 0.95 0.970 0.000000
4th-order(4) 0.0243 < 0.05 0.977 > 0.95 0.974 0.000000
5th-order(5) 0.7960 > 0.05 0.981 > 0.95 0.978 0.000000
6th-order(6) 0.2625 > 0.05 0.982 > 0.95 0.978 0.000000
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Analysis of Tables 1 and 2:

1. T test: The maximum of Prob (t-Statistic) of type (2), type (5) and type (6) are all
above 0.05. After inspection, it is found that the 2nd-order variable Prob (t-Statistic)
of type (2) is above 0.05, the 2nd-order to 4th-order variable Prob (t-Statistic) of
type (5) above 0.05, and the 1st-order to 6th-order variable Prob (t-Statistic) of type
(6) above 0.05. Therefore, the above three types are eliminated by T test. The 1st-
order to 3rd-order variable Prob (t-Statistic) of type (3) is 0.0000. The 4th-order
variable Prob (t-Statistic) of type (4) is 0.0243.

2. F test: The Prob (F-statistic) of all the types are<0.05 so that the regression equation
through F test.

3. R2 of type (3) and type (4) are both>0.95, and adjusted R2 of type (3) and type (4)
are both>0.95, so that the regression effect of type (3) and type (4) is better.

3.3 Fitting Value is Compared with the Measured Values

In order to verify the applicability of the fitting curve, the comparison of the fitted and
the average water temperatures of Minjiang River are shown in Fig. 5. In type (3) with
the increase of air temperature, the trend of the fitted and the average water temperatures
are consistent; but in type (4) the fitted temperature greatly deviates from the average
water temperature. Therefore, the type (3) is the best regression equation.

Type(3) Type(4)

Fig. 5. Comparison of the fitted and the average water temperatures of Minjiang River

In type (3), the average water temperatures are waving around fitted water temper‐
atures. Further studies conclusively show that the biggest difference value between the
average water temperature and the fitted water temperature is about 2 °C. The difference
between the average and the fitted water temperature of type (3) is shown in Fig. 6. The
88% of the difference values are in the range of −1.5~1.5 °C, among which 62% of the
difference values are in the range of −1.0~1.0 °C, close to half of the difference values(in
the range of −0.5~0.5 °C). This suggests that the fitting formula has relatively high
precision.
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Fig. 6. The difference between the average and the fitted water temperature of type (3)

4 Conclusions

The main conclusions can be drawn as follows:
The hourly water temperature within 24 h of the design of the WSHP system can be

replaced by daily average temperature because the change in daily water temperature is
small. Although many factors affect water temperature, there is a remarkable relationship
between the average water temperature and air temperature by data analysis, which
indicates that the water average temperature can be obtained on the basis of this related
coupling relationship. The fitted curve of Cubic model is obtained by fitting. The 88%
of the difference values between average water temperatures and fitted water tempera‐
tures are in the range of −1.5–1.5 °C. Therefore, it can provide a simple method to
determine the daily average water temperature through analyzing the relationship
between the average water temperature and air temperature by using the method of Cubic
fitting.
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Abstract. Forecasting is an important technique in many industries
and business fields for reading the terrain. The category of technology
industry stock, which includes 7 independent stocks, in Taiwan Stock
Exchange (TWSE) is selected to be the study subject in this paper.
The goal is to forecast the return index of the individual stocks base on
the information observed from the trading historical da-ta of the sub-
jects. By including the trading volume, the number of trading rec-ords,
the opening price, and the closing price in the inputs to the representa-
tive models in time-series and computational intelligence: EGARCH(1,1)
and the In-teractive Artificial Bee Colony (IABC), respectively, the fore-
casting accuracy are compared by the Mean Absolute Percentage Error
(MAPE) value. The experi-mental results indicate that the IABC fore-
casting model with the selected input variables presents superior results
than the EGARCH(1,1).

Keywords: IABC · EGARCH · Return index · Technical industry stock

1 Introduction

An accurate forecasting result is an important and crucial support for business
and industry managers to make decisions. The demand for the forecasting lies
in many different places such as the customers’ needs, the product production
capacity, the trading costs, and the expected net profit, so on so forth. The for-
eign exchange rate forecasting is one of them directly related to the net profit and
the trading costs for the companies involving in the international trading busi-
ness. In addition, the business circle is a series of fluctuated economic experiences
c© Springer International Publishing AG 2018
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composed of four circulating phases: the expansion, the peak, the contraction,
and the trough. Motions of the circulation provide the impact to the trend of the
long-term growth in Gross Domestic Product (GDP), which is closely related to
the economic cycle. During the past two decades, globe stock markets undergo
two significant episodes that can use economic cycle to spell out a rough sketch
about the current globe stock markets: the first event takes place in the US that
the dot-com bubble took globe stock markets a nose dive in 2001, and the other
is subprime mortgage crisis culminated in the financial crisis of 2007 to 2008
that lasted over seven years’ bear market over the world. In accordance with
the laws of the business circle, globe stock markets took a jump in 2016 and
the prediction on the next tendency becomes a crucial problem to be monitored.
Investors can obtain the flow of stock market by the industrial sectors’ indices
which commonly assemble stocks into groups and are the primary form to con-
vey the level of prices. The indices provide more encyclopaedic comparability
and the more wide-spread angle of industrial performances we can grasp.

Base on the ground truth mentioned above, a swarm intelligence algorithm
called Interactive Artificial Bee Colony (IABC) is utilised to compose the fore-
casting model. It produces the forecasting result of the return index by receiving
inputs from the trading volume, the number of trading records, the opening
price, and the closing price. The same inputs are used in a time series model
called EGARCH to produce the baseline for compare. The rest of the paper is
composed as follows: the literature review is given in Sect. 2, the experiment
design is discussed in Sect. 3, the experimental results are given in Sect. 4, and
the conclusion is given in Sect. 5.

2 Literature Review

Time-series Model is a typical technique used in the financial analysis [1]. It
can bring data to light and conjecture that the reactions are taking place by
analysing the mass data. Autoregressive Conditional Heteroscedasticity (ARCH)
is brought up by Robert F. Engle (1982) [5] and that included Mean and Vari-
ance equations. Mean equations denote that the Efficient-market, the long-term
arbitrage, and the speculation are unworkable. The variance equations denote
that the risks are foreseeable and handleable. In ARCH model, the conditional
variance will be adjusted with the time, which provides the ability of enhanc-
ing the characteristics of accuracy of the model. In recent years, ARCH mod-
els are expanded in a bunch of linked time-series models called ARCH family
under many improvements and developments made by the scholars. For exam-
ple, Tim Bollerslev (1986) proposes the Generalised Auto-regressive Conditional
Heteroskedastic model (GARCH) [2] based on the ARCH [3] fundamental to sim-
plify the setting of parameters that presumes the conditional variance is affected
by both the error sum of squares and the conditional variance in the previous
period. The ARCH and the GARCH models are both constructed base on the
symmetric in fluctuation. Different from these models, French et al. (1986) [10]
consider the same subject in a different angle of view. They point out that the
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impacts of the markets brought by the good news and the bad news are asymmet-
ric. The bad news always trigger more variations than the good news when the
event appears. In 1991, Nelson presents the Exponential GARCH (EGARCH)
[11] model to include the asymmetric fluctuation phenomenon in the considera-
tion. It has been proofed that the EGARCH model has better explanatory power
in the analysis.

Different from the time-series models, the swarm intelligence is a research
field containing algorithms designed based on the observation and simulation of
the collective behaviours in natural or artificial [12]. The Artificial Bee Colony
Algorithm (ABC) algorithm [13], which is proposed by Karaboga (2005). A few
years later, Tsai et al. (2009) embed the Newtonian law of Universal Gravitation
in the ABC algorithm to reform the selection mechanism for broadening the
development capability of onlooker bees, the trial probes the interactive affection
of ABC algorithm with the Interactive Artificial Bee Colony (IABC). The IABC
algorithms has been used in foreign exchange rate forecasting in 2014 and 2016
[8,9], renewable energy unit distribution [6] and pattern recognition [7]. And the
outcomes obtained in the foreign exchange rate forecasting is satisfactory.

3 Experiment Design

In this work, the historical data of the trading volume, the number of trading
records, the opening price, and the closing price in the past 30 days are collected
for feeding into the EGARCH(1,1) and the IABC forecasting models, respec-
tively. The experimental data includes those collected in January 10th in 2009
and December 31st in 2015. By the lubrication of the sliding window strategy,
the forecasting models are capable to produce the outcomes for all targeting
observational periods. According to the published classification in Taiwan Stock
Exchange (TWSE), the category of technology industry stock contains seven
independent stocks. The stocks in the technology industry category are the sub-
ject studied in this paper. The forecasting accuracy is measured via the Mean
Absolute Percentage Error (MAPE) value. The MAPE tells the distance between
the forecasted result and the actual return index in an objective way.

The experiment is composed of the steps listed as follows:

1. Fundamental statistical tests of the input data: The input data need to be pre-
processed by the Ljung-Box Q test and the Augmented Dickey-Fuller (ADF)
Unit Root Tests [4]. The details will be given in the following subsection.

2. Feeding the input data into both the EGARCH and the IABC forecasting
models for training and testing.

3. Calculating the MAPE values corresponding to the forecasting results of both
models.

3.1 Input Data for the Forecasting Models

The study subjects are the stocks in the technology industry category in
TWSE market. This category includes seven stocks of computers and computer
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peripheral equipment, the optoelectronics, the communication technology and
internet, the electronic parts and components, the electronic product distribu-
tion, the information service, and the other electronics.

For every stock, the collected trading volume, the number of trading records,
the opening price, and the closing price are examined to make sure they are
with the expected statistical characteristics and distribution. In general, the
stock price should fit in the normal distribution by logarithm as a log return.
The rate of the return is calculated by Eq. (1):

pr = log (
pt

pt−1
) (1)

where pt refers to the price on day t, and pr denotes the rate of the return.
If the outcome of Eq. (1) fits in the normal distribution, the original input

data can be further processed by the Ljung-Box Q text for analyzing the residual
correlation by Eq. (2):

Q = n(n + 2)
h∑

k=1

p̂2k
n − k

(2)

where Q denotes the test result, n refers to the size of the sample, p̂k indicates
the autocorrelation at lag k, and h is the test number of lags.

The ADF unit root test is applied after the Ljung-Box Q test for verifying
the sta-tionary of the series data by Eq. (3):

�yt = α + βt + γyt−1 + δ1Δyt−1 + · · · + δp−1Δyt−p+1 + εt (3)

where α stands for a constant, β indicates the coefficient on a time trend, and p
is the lag order of the Autoregressive (AR) process.

3.2 The Time-Series Model: EGARCH

In this study, the classical EGARCH(1,1) model is used in the experiments. The
EGARCH model can be depicted as follows:

yt = xtb + εt (4)

where yt refers the function of exogenous variable xt, xtb is the conditional mean
of yt, and εt denotes the residuals.

εt | Ωt−1 ∼ N(0, ht) (5)

where Ωt−1 means all set of information to period t−1 and ht refers conditional
variance of yt.

ln (ht) = α0 +
∑q

i=1 αi

{
γi

εt−i√
ht−1

+ ϑi

[
|εt−i|√

ht−i

−
√

2
π

]}
+

∑p
j=1 βj ln (ht−j),

subject to α0 > 0, αi ≥ 0, βj ≥ 0, ∀i, j
(6)
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where γi is the parameter of the asymmetric volatility effect, γi
εt−i√
ht−i

denotes

the sign effect, ϑi indicates the parameter of scale of unexpected variation, and

ϑi

[
|εt−i|√

ht−i

−
√

2
π

]
represents the magnitude effect.

3.3 The Interactive Artificial Bee Colony (IABC) Model

IABC is a branch of ABC algorithm, which involves the universal gravitation
into the onlooker movement process in the conventional ABC algorithm. The
IABC model can be depicted as follows:

1. Initialization: Randomly spread ne percent of the population into the solution
space, where ne refers the ratio of employed bees to the total population.

2. Move the onlookers: Calculating the probability of selecting a food source by
Eq. (7) and choose G of them as the reference by the roulette wheel scheme
for every on-looker bees.

Pi =
F (Θi)∑S
k=1 FΘk

(7)

where Pi denotes the probability of selecting the ith employed bee, S stands
for the total number of the employed bees, F (Θk) and F (Θi) represent the
fitness value of employed bees k and i, respectively. Move the onlookers by
Eq. (8) based on the selected G reference employed bees.

xi(t + 1) = Θi +
G∑

k=1

{F̃ik · [Θi(t) − Θk(t)]} (8)

where xi is the coordinate of the ith onlooker bee, t indicates the iteration
number, Θi and Θj denote the coordinates of the ith employed bee and the
randomly chosen employed bee, respectively, G is the number of the selected
employed bees, and F̃ik refers to the normalized universal gravitation.

3. Move the scouts: The employed bee will become the scout and be moved again
if none of the onlooker bees selected it as a reference after a predefined Limit
iterations. Nevertheless, there are two randomly selected employee bees can
be exempted from the rule. The rest of the employee bees, which matches the
condition to become the scouts will be moved by Eq. (9):

Θij = Θjmin + r(Θjmax − Θjmin) (9)

where Θjmax denotes the maximum value over all dimensions of Θi, Θjmin

indicates the minimum value appears in all dimensions of Θi, and r is a
random variable in the range of [0, 1].

4. Update the near best solution: Keep the best fitness value and the corre-
sponding co-ordinates of the bee.

5. Termination checking: As the termination conditions are satisfied, terminate
the algorithm and output the kept near best solution; otherwise, go back to
Step 2 and repeat the processes.
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In the IABC forecasting model, the input data is merged from four variables
into two variables by Eqs. (10) and (11):

TP =
TV

VR
(10)

where TP denotes the trading power, TV is the trading volume, and TR is the
number of the trading records.

PD =
PO

PC
(11)

where PD stands for the price difference of a trading day, PO and PC represents
the opening price and the closing price of a trading day, respectively.

In the training phase, 30-day historical data (denoted by Data(t−31:t−1)

is feed into the IABC model for training the corresponding weighting mask
(denoted by W ). The desired output should be as much close to the actual
return index on day t − 1. The trained W is later used in the testing phase with
the input data Data(t−30:t) to produce the forecasting return index for day t.

3.4 Calcuation of the MAPE Value

The MAPE is calculated by Eq. (12):

MAPE =
1
m

m∑

t=1

|Ŝt − St|
St

× 100% (12)

where Ŝt and St stand for the prediction and the actual value, respectively, and
m is the total number of the data.

4 Experiments and Experimental Results

The experimental results include seven independent stocks in the technology
industry category in 2009 to 2015. Totally, 1731 observations are included in the
data. The experimental results are presented base on the stocks in Fig. 1.

According to the experimental results obtained with 7 independent stocks, we
can find that the IABC forecasting model produces much smaller MAPE values
than the EGARCH(1,1) model. Nevertheless, it is still suffered from trapping in
the local optimum, sometimes, and produces a significant jump of the MAPE
value.
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Fig. 1. MAPE values of all stocks in 2009–2015.

5 Conclusions and Future Works

The goal of this work is to forecast the return index of the individual stocks base
on the information observed from the trading historical data of the subjects.
The category of technology industry stock, which includes 7 independent stocks,
in Taiwan Stock Exchange (TWSE) is selected to be the study subject. The
EARCH(1,1) and the IABC forecasting models are utilized to generate the fore-
casting results. The forecasting accuracy is measured by the MAPE value. The
experimental results indicate that the IABC forecasting model presents superior
results than the EGARCH(1,1). In the future work, we will focus on increasing
the stability of the IABC forecasting model to reduce the unsteadiness of the
outcome. The forecasting models and the forecasting return index provides the
shareholders additional references for operating the investments.

Acknowledgement. This work is funded by the Key Project of Fujian Provincial
Education Bureau (JA15323).
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Abstract. The chest computed tomography (CT) is the most commonly used
imaging technique for the inspection of lung lesions. In order to provide the physi‐
cian more valuable preoperative opinions, a powerful computer-aided diagnostic
(CAD) system is indispensable. In this paper, we aim to develop an ant colony opti‐
mization (ACO-based) classifier to extract the lung mass. We could calculate some
information such as its boundary, precise size, localization of tumors, and spatial
relations. Final, we reconstructed the extracted lung and tumor regions to a 3D
volume module to provide physicians the more reliable vision. In order to validate
the proposed system, we have tested our method in a database from 15 lung patients.
We also demonstrated the accuracy of the segmentation method using some power
statistical protocols. The experiments indicate our method results more satisfied
performance in most cases, and can help investigators detect lung lesion for further
examination.

Keywords: Lung tumor · Ant colony optimization · Segmentation ·
Reconstruction

1 Introduction

Pulmonary carcinoma is the first rank of cancer in Taiwan. Early detection and treatment
of lung cancer can effectively prohibit its progress and decrease mortality rate. However,
many diseases of lung often cannot be found and diagnosed early; the conditions of
patients were become more and more serious. The chest is the most important coelom, and
the heart and lungs are included in the chest. The heart controls the blood circulation, and
the lungs control the gas exchange. Because the volume of chest is finite, when the diseases
occurred in the heart or lungs, it may be influenced by each other. In recent years, the
computed tomography (CT) imaging for chest examination become more and more impor‐
tant. Moreover, the quality of CT images can be guaranteed, so it usually can correctly
display the location, size and shape of the organizations and tissues within the human body.
Furthermore, the CT image is high DPI, and can show the very small variations between
the tissues [1–4].

In this study, the procedure of lung tumor segmentation is very important, and it may
affect the efficacy of system performance. Several researches have discussed automatic or
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semi-automatic segmentation methods to extract known anatomic structures from the chest
CT images. Some of these algorithms extract a region of interest (ROI) out and may rely
on a priori shape information of features or structures [2, 5–8]. Chen, et al. proposed a CAD
system based on fuzzy C-means clustering that considered the shape information for liver
tumor such as area, circularity and minimum distance from liver boundary to tumor. They
obtained an accuracy of 91% for classifying normal and abnormal slice [7]. In addition,
their method was performed in three-dimension (3D) so as to improve its accuracy.
However, it is difficult to segment liver lesion on abdominal CT using a predefined math‐
ematical model because the shape of liver varies among humans. Conventionally, knowl‐
edge-based methods are usually used to solve this problem.

In this paper, we proposed a full automated method to detect lung lesions on chest CT
scan images. The proposed method combines a segmentation approach for extracting lung
mass and an ACO-based (Ant Colony Optimization) classifier for select abnormal pixels.
In the addition, we used DICOM images as source images and proposed a method to
compute adaptive liver window level to enhance the abdominal CT images. This study not
only considers the commonly used Haralick textures, but also regards more morpholog‐
ical information to obtain a higher accuracy for the classification. The experiment shows
that our method results in higher accuracy in most cases.

2 Materials and Methods

The proposed system flowchart is shown in Fig. 1. The original testing image slices were
first processed by the pre-processing procedure to reduce the noises in images. Then an

Segmentation Procedure

Data Acquisition

Results

• Pre-processing

• Tumor Segmentation

• Post-processing

3D Image Reconstruction

Fig. 1. The flowchart of proposed system framework.
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efficient segmentation method was applied in the following image data. In order to
improve the segmentation result, a post-processing procedure was used. It could reduce
the redundant regions after segmentation procedure.

2.1 Image Pre-processing

The gray-value of current pixel is replaced by the median value of 8-neighbor pixels.
There are several low-pass filters, such as median filter and averaging filter, can be
adopted for reducing the noise in medical image. The averaging filter may efficiently
reduce noise, but the boundary information and texture patterns have also been blurred,
which would makes it difficult on extracting contour information. Hence, for reducing
noise and preserving the object information, we apply median filter to eliminate the
speckle noise.

The pixel values in binary image are only 0 (black) and 255 (white). We can set a
threshold for a gray image to divide all pixel values into black and white, and the function
is defined as follows

{
p(x, y) = 255, if p(x, y) ≥ th

p(x, y) = 0, if p(x, y) < th
, (1)

where th is threshold; then the image will become a binary image.
Through the binary threshold processing, the image will become simpler than orig‐

inal gray image. Then the following procedure, segmentation, will also easy to process
and recognize.

For medical images, there are some fundamental requirements of the noise filtering
methods should be noticed. First, do not lose the important information such as object
boundaries and detailed structures. Second, reduce the noise in the homogeneous regions
efficiently. Because the quality of CT images is better than other medical images, such
as X-ray and ultrasound, the conventional smooth filtering and linear diffusion can be
used to reduce noise before segmentation. Therefore, the pre-processing in this study
was applied two methods: median filtering and binary threshold.

2.2 Tumor Segmentation by ACO-Based Classifier

The proposed ant colony optimization (ACO-based) classifier is used to track the tumor
contour in the lung CT images. This algorithm is simulated as ant investigation from the
initial start point and end point [9, 10], as described in Fig. 2, where R is the number of
rounds and N is the number of ants that can update the pheromone in each round. The
ACO-based Classifier obtained the optimize contour for N ants that can track the lobe
fissures on the sagittal view of lung CT. First, the input image is a sagittal view of lung
CT image. Second, we select start point, end point and pheromone table for the initial
procedure. Then, the process found several candidate contours that choose the best
contour to update pheromone for each round. Finally, we can use the updating rules of
pheromone and find out the best contour which could be the lung tumor. The results of
lung mass segmentation by ACO-based classifier is shown in Fig. 3.
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procedure ACO ( )
initialize_ant( );
initialize_pheormone( );
for R=1 to number_of_rounds

for N=1 to number_of_ants
while (current_point!= end_point)

ant_following_types;
end while
local_updating_ rule;
record_optimal_path;

end for
global_updating_ rule;

end for
end procedure

Fig. 2. The algorithm of ant colony optimization (ACO-based) classifier.

Fig. 3. The results of lung mass segmentation by ACO-based classifier.

2.3 Post-processing for Outside Contour Excision

In previous procedure, the segmentation regions are included the contours of body
(outside) and lung (inside). However, we only want to obtain the contours of lung in this
study, so we proposed the following method to reduce the outer contour of human body
for all segmented images.
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2.4 Tumor Reconstruction

There are 520 continuous images for each case, so we could combine the information
of 2D continuous images into a 3D stereo picture. In this paper, we applied the 3D
structured-grid method to reconstruct the 3D volume [11–14]. We depended on the
contour images after the ACO-based classifier segmentation function, and found the
corresponding relationships between the neighboring images to reconstruct the triangle
structured-grids. Then, we used the adequate filter to modify the non-smooth surfaces,
such as marching cubes algorithm, which is a high-resolution 3D surface construction
algorithm. For marching cubes algorithm, there are 15 surface filters to modify the non-
smooth surfaces. The flowchart of 3D structured-grid method is shown in Fig. 9. The
two examples for 3D reconstruction (with tumor) by the structured-grid method are
shown in Fig. 4.

Fig. 4. The first example for 3D reconstruction (with tumor) by the structured-grid method.

3 Results and Conclusion

In the experiment, there were 15 testing cases and each case has 520 continuous testing
images with axial-view. All images were processed by the proposed segmentation and
reconstruction framework. The results of precision, recall and F-measure is listed in
Table 1; the experiments indicate our method results more satisfied performance.
Because all of features in the lung were preserved, we can integrate all the segmented
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images to reconstruct a three-dimensional (3D) module to process the further observa‐
tion and diagnosis in the future.

Table 1. The results of precision, recall and F-measure.

Lung Mean (%)
Precision Recall F-measure

Left 80.32 ± 4.62 81.79 ± 5.72 82.94 ± 5.18
Right 88.72 ± 2.34 85.73 ± 3.16 85.14 ± 3.37

In this study, we will integrate the computer-aided diagnosis (CAD) system to
provide the physician the more reliable vision for preoperative diagnosing and
analyzing. We develop a novel method for segmenting lung and lung tumors to assist
the physician diagnosing and evaluating preliminary. We also reconstruct the extracted
lung and tumor regions to a three-dimensional (3D) image module to provide physicians
the more reliable vision. The current results show that the contours of organ and body
can be detected and segmented precisely.

In the future, we will integrate all the segmented and reconstructed results to develop
a preoperative 3D computer-aided diagnosis system and help the preoperative procedure
more precisely.
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Abstract. A novel idea of automatic recovery from photo QR Code is proposed.
The photo QR code can be generated by the proposed pyramid QR coding method.
The original photo is then embedded into the generated QR code. The experi‐
mental result demonstrates that the original photo is with very high quality and
the photo QR code can be used for decoding the embedded words or URLs by
common QR code decoders.

Keywords: Block matching · Data hiding · Image hiding · Steganography

1 Introduction

Nowadays, users adopt the mobile phones browsing the web pages, which has brought
much more conveniences to their life. However, the time consumption of typing URL
(Uniform Resource Locator) on the mobile phone brings less conveniences and diffi‐
culties for linking to the web pages compared to traditional keyboard. To solve this
problem, the quick response (QR) code [1] which stores textual information can be read
by any smart device including most mobile phones.

The QR codes can be usually found from web pages, products, and posters. It is a
two-dimensional code seen as a square shape, and it is mostly represented by binary
form (black and white pixels) which looks like a random pattern. QR code can be also
regarded as the visible watermark. Due to the fact that visible watermark cause the
degradation of image quality, Huang et al. [2] proposed a reversible data hiding method
to recover the original image from an image with QR code as a visible watermark.

For visual art, Chu et al. [3] proposed a halftone QR coding method to generate an
art QR code in gray scale. Figure 1 shows the generated art QR code by their method.

QR code is a kind of error-tolerant code. Lin et al. [4] use the encoding characteristics
to design a visual QR code with high quality visual content. However, none of these
photo QR codes can be reused as its original view. The data hiding methods [5–8] can
be adopted for hiding the original photo into the corresponding QR code. In this paper,
a hybrid encoding method for generating photo QR code is proposed. It will be intro‐
duced later.

The rest of this paper is organized as follows. Section 2 describes how the photo QR
code is generated. Section 2 states the process that enables the photo QR code with
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ability of auto recovery. Experimental results are demonstrated in Sect. 3. Finally, the
conclusions are given in Sect. 4.

Fig. 1. The halftone QR code generated by Chu et al. [3]

2 Photo QR Code Generation

For each input text, an on-line QR code generator can generate a standard QR code. A
standard QR code is a matrix consisting of a series of black and white squares, for
example, shown in Fig. 2.

Fig. 2. The example of QR code

The position-detection patterns and the alignment pattern, shown in Figs. 3 and 4,
are located in three corners of each symbol and are to align symbol, respectively.

Finder pattern

Alignment pattern 

Fig. 3. Finder patterns and alignment pattern
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Finder pattern

Alignment pattern 

Fig. 4. Finder patterns and alignment patterns of larger QR code

Given a user-selected photo, a photo QR code can be simply generated by the
following process:

1. Keep finder patterns and alignment patterns of the standard QR code in the photo
QR code.

2. Shortened other pixels of QR code and fill them into the photo QR code.
3. The unused region of the photo QR code are painted by the corresponding pixels of

original photo.

Figure 5(a) shows the tested photo and Fig. 5(b) shows an example of the photo QR
code generated by the above process.

(a) (b)

Fig. 5. (a) The original photo. (b) The photo QR code.

In Fig. 5(b), the black and the white pixels are so obvious that the look of the photo
QR code is not satisfactory. To improve the situation, the following process is to lighten
the black and the white pixels of the photo QR code. Figure 6 shows an example of the
photo QR code generated by the below improved process.
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1. Keep finder patterns and alignment patterns of the standard QR code in the photo
QR code.

2. Shortened other pixels of QR code and fill them into the photo QR code.
3. The unused region of the photo QR code are painted by the corresponding pixels of

original photo.

Fig. 6. The photo QR code generated by improved code

To recover the original photo from the photo QR code, the regions of finder patterns,
alignment patterns, and the shortened areas of other pixels of the QR code should be
restored. The data hiding method that uses optimized modulus least significant bits is
adopted for hiding these areas.

3 Experimental Results

In the experiment, firstly, a string should be input for generating standard QR code. A
given photo, then, is resized by the size of the standard QR code by the image resizing
method, for example, Rubinstein et al. [9] and Dong et al. [10]. The string used for
generating standard QR code is “http://www.google.com”. The generated QR code is
shown in Fig. 7(a). Figure 7(b) shows the resized original photo.

Figure 8(a) shows the result that hides the QR code regions of a photo QR code with
lighter black pixels into the photo QR code itself. Figure 8(b) shows the recovering result
from the photo QR code. The recovered result has very good photo quality with
PSNR = 45.21.
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(a) (b) 

Fig. 7. (a) The standard QR code of string “http://www.google.com” (b) The resized original
photo

(a) (b) 

Fig. 8. (a) The embedded photo QR code with lighter black pixels (b) The recovered photo with
PSNR = 45.21.

4 Conclusions

This paper has introduced a kind of photo QR code generating method and furtherly
hides the original photo into the photo QR code without extra storage. The experimental
result demonstrates that the recovering result is with very high quality compared to the
original photo.
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Abstract. Recently, it is very popular to convert image or video to different
format. For example, copy a color printed paper to gray scale paper or show video
with different devices. This paper proposes a fast removable watermark gener‐
ating method. The watermark disappears after the watermarked image converts
to another format. As a gray image can be generated from different color images
with same converting approach, the goal of this paper has been achieved. An
example shows that it is possible to create recoverable contour style watermark
by control hue and saturation properly. A vision quality optimum approach also
presented. The advantages of proposed method includes the recover image is
identical to the converted image without watermark, people can remove the
watermark without computer or the computational cost is very low. The result of
this paper is useful for secret removing or demo video transmitting.

Keywords: Lossless recovery · Watermark · Fragile · Color model · Color
converting

1 Introduction

Nowadays, a lot of multimedia transmits frequently. People use many kinds of media
in everyday. The style of media includes text, audio, video and animator. During the
data storing as the form of the images and videos, it is possible to remove some infor‐
mation for copyright protection or security issue. For example, it will be convenience
for teachers when the correct answers disappear after the sheets have been picture copy
as shown in Fig. 1. Another example is we can remove the watermark but blur a demo
video for product preview as Fig. 2. This paper provides a fast, user-friendly approach
for these situations.

There are many researchers study the relative approaches. For example, Yang,
Hengfu and Yin [1], proposed a secure removable visible watermarking for BTC
compressed images. Barni and Bartolini [2] proposed the watermarking system. Lin,
Zhao and Liu [3] proposed theoretic strategies and equilibriums in multimedia finger‐
printing social networks. Rial et al. [4] actual implement protocols for realistic multi‐
media contents. However, these discuss seldom remove the gap of digital and printed
watermarking scheme.
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The rest of this paper is organized as follows: the background knowledge is shown
in Sect. 2; the method is proposed in Sect. 3; Experimental results are shown in Sect. 4.
Finally, the discussion is represented in Sect. 5.

(a) (b) 

Fig. 1. The application of proposed method. (a) is the original image (b) is the image after specific
filter.

(a) (b) (c)

Fig. 2. The application of proposed method (a) is the watermark (b) is an original image of (c)
is the video after specific filter which watermark disappear but became gray. (The copyright of
snapshot is belongs to Alejandro González Iñárritu)

2 Relative Research

2.1 RGB Color Space

The RGB color space [2] is an additive color model in which red, green and blue light
are added together in various ways to reproduce a broad array of colors. The name of
the model comes from the initials of the three additive primary colors, red, green and
blue (named r, g and b).
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2.2 HSL Color Space

HSL color space [5] is similar to the way of how human’s eyes “feel” colors. H represents
hue, value from 0 to 360, refers to a pure color. S represents saturation, value from 0 to
100%. As saturation increases, colors appear more pure. As saturation decreases, colors
appear more washed-vomiting. H is lightness (also called luminance), value from 0 to
100%. As lightness goes up, colors get brighter.

2.3 Color Converting

Because RGB model is not linear for human vision, HSL model is a better approach in
the proposed application. HSL stands for hue, saturation, and luminosity. The color
converting method is shown as below:

RGB to HSL conversion formula:

M = max{r, g, b} (1)

m = min{r, g, b} (2)

H =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0◦, if M = m

60◦ ×
g − b

M − m
+ 0◦, if M = r and g ≥ b

60◦ ×
g − b

M − m
+ 360◦, if M = r and g < b

60◦ ×
b − r

M − m
+ 120◦, if M = g

60◦ ×
r − g

M − m
+ 240◦, if M = b

(3)

S =

⎧⎪⎪⎨⎪⎪⎩

0, if l = 0 or M = m
M − m

M + m
=

M − m

2l
, if 0< l≤

1
2

M − m
2 − (M + m)

=
M − m

2l
, if l>

1
2

(4)

L =
1
2
(M + m) (5)

On the contrast, the formula that convert HSL to RGB is shown as below.
As S = 0, the result of color is achromatic or gray.
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In this case R, G and B are equal to L. The H value in this situation is undefined.
When S ≠ 0 use following as below:

q =

⎧⎪⎨⎪⎩
L × (1 + S), if L <

1
2

L + S − (L × S), if L ≥
1
2

(6)

p = 2 × l − q (7)

hk =
h

360 (8)

tR = hk +
1
3 (9)

tG = hk (10)

tB = hk −
1
3 (11)

if tC < 0 → tC = tC + 1.0 for each C ∈ {R, G, B} (12)

if tC > 1 → tC = tC − 1.0 for each C ∈ {R, G, B} (13)

ColorC =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

p +
(
(q − p) × 6 × tC

)
,

q,
p +

(
(q − p) × 6 × (

2
3
− tC)

)
,

q,

if tC <
1
6

if 1
6
≤ tC <

1
2

if 1
6
≤ tC <

1
2

otherwise

for each C ∈ {R, G, B}

(14)

A common method is to use the principles of photometry to match the luminance of
the grayscale image to the luminance of the original color image. The gray value can be
gotten by Eq. 6.

Gray = 0.2126 R + 0.7152 G + 0.0722 B (15)

2.4 Visible Watermarking

A digital watermark [6] is a kind of marker covertly embedded in a noise-tolerant signal
such as an audio, video or image data. It is typically used to identify ownership of the
copyright of such signal. The visible watermarking scheme used to embedding an image
which has changed its opacity or tone. In order to conserve feature of the image and
protect the content of digital media from unauthorized use.
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A general notion of reversible visible watermark was proposed by IBM in 1997 [7]
and the concept of invertible authentication was first presented by Honsinger et al. [8].
In spatial domain, a visible watermarking algorithm has been proposed, embedding a
binary logotype on the host image, which is a JND [9] (Just Noticeable Distortion)
multiplied by a constant. Furthermore, though the managing visibility [8], quality of the
watermarked image can improve.

2.5 Picture Copy Model

Today, it is popular to use copier to reproduce a gray color image. A simple testing is
shown as Fig. 3. It is obvious that it is possible generate similar printed image from
different color images.

(a) (b) (c) (d)

Fig. 3. The test of lemma 1. (a) is the original image (b) is the yellow version image (c) is the
gray image which converted from (a) or (b) (d) is the printed and then hard copy image

3 Proposed Method

This paper proposes a fragile watermarking method for visual watermarking. The goal
of the proposed method is shown as Fig. 4. The goal of the proposed method is to design
a watermarking scheme which the watermark is easy to remove by optical operation.
The notation of the algorithm is shown in Table 1.

𝐎
′ = 𝐎⊕𝐖 (7)

𝐓
′ = F

(
𝐎

′
)

(8)

𝐓 = F(𝐎) (9)
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Original Image 
(color image) O 

Watermarked image 
(color image) O’ 

Transferred Image 
(gray image) T 

Watermark W 

Transferred image 
(gray image) T’ 

Fig. 4. The goal of proposed method.

Table 1. Notation list

Notation Explain
O Original image
O′ Watermarked image
W Watermark
T The transferred image which generated from original image
T′ The transferred image which generated from watermarked image
⊕ Embed watermark
F Watermark remove filter

Here, T is identical to T′

The choice of filter depends on the applications. The common filters include gray
value, saturation modification and picture copy.
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If the filter is convert color image to gray value image, the watermark embedding
algorithm is shown as Embedding Algorithm 1:

Embedding algorithm1

Input: Original image (color image) which size is w , watermark (binary image) which is m ,

location of watermark (x0, y0), predefine degree d.

Output: Watermarked  image

Determine thegray valueof original image in the region P(x, y) which x= x0~ x0+m, y= y0~ y0+nby 

equation (6), named Gray(x, y).

Let O’=O

For x=1 to m

For y=1 to n 

 if W(x, y)=white then 

O’(x0+x, y0+y)=O(x0+x, y0+y) 

else 

random select R’(x0+x, y0+y) and G’(x0+x, y0+y) 

where Gray-R’-G’>0

B’(x0+x, y0+y)=

end if 

end for 

end for 

     ---end of algorithm 
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However, it is difficult to control the quality of watermarked image. Another filter
approach is proposed as below. Assume the filter is picture copy, the watermark embed‐
ding algorithm is shown as Embedding Algorithm 2:

Embedding algorithm2

Input: Original image (color image) which size is w , watermark (binary image) which is m ,

location of watermark (x0, y0), quality parameter degree d. 

Output: Watermarked  image  

First, Determine the h(hue), s(saturation), and l(luminosity) values of original image in the region 

P(x, y) which x= x0~ x0+m, y= y0~ y0+nby equation (3)-(5), named L(x, y), H(x, y), S(x, y).

For x=1 to m

For y=1 to n 

 if W(x, y)=white then 

O’(x0+x, y0+y)=O

else 

L’(x0+x, y0+y)= L(x0+x, y0+y) 

S’(x0+x, y0+y)= S(x0+x, y0+y) 

H’(x0+x, y0+y)= H(x0+x, y0+y)+ d Mod 360 

end if 

end for 

end for 

     ---end of algorithm 

Watermarking remove method
The watermark can be removed by just picture copy. However, it is possible that there
is no solution to generate the watermark. For example, if the original is a pure white
image. Although it is seldom to generate a blank image which just has watermark in real
application. The problem can be solved by shift all pixel values as a preprocessor. And
then adopt the Algorithm 2.
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If the filter is the saturation modifier the embedding algorithm is shown as below:

Embedding algorithm3

Input: Original image (color image) which size is w , watermark (binary image) which is m ,

location of watermark (x0, y0), quality parameter d. 

Output: Watermarked image  

First, Determine the h(hue), s(saturation), and l(luminosity) values of original image in the region 

P(x, y) which x= x0~ x0+m, y= y0~ y0+nby equation (3)-(5), named L(x, y), H(x, y), S(x, y).

For x=1 to m

For y=1 to n 

 if W(x, y)=white then 

O’(x0+x, y0+y)=O

else 

L’(x0+x, y0+y)= L(x0+x, y0+y) 

S’(x0+x, y0+y)= S(x0+x, y0+y)+d 

H’(x0+x, y0+y)= H(x0+x, y0+y) 

end if 

end for 

end for 

     ---end of algorithm 

Watermarking remove method
The watermark can be removed by just picture copy. Or just transfer the color image to
gray level image.

4 Experimental Result

There are three cases in the experiments. The first case is to generate watermarked image
by changing the corresponding pixel values with Algorithm 1 as shown in Fig. 5. The
printed image is the same as the gray version of original image. The second case is to
changing the corresponding hue to generate watermarked image. As shown in Fig. 6.
The reversed method is to change the hue. The third case is to change the saturation and
hue to make the watermarked image and the reverse method is hard copy the color image
by copier (Fig. 7).

Case 1: Gray values modification
Case 2: Hue modification
Case 3: Same luminosity
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(a) (b) (c) (d)

Fig. 5. The experiment of case 1. (a) is the watermark (b) is original image (c) is the watermarked
image (d) the hard printed result.

(a) (b) (c) (d) (e)

Fig. 6. The experiment of case 2. (a) is the watermark (b) is original image (c) is the watermarked
image (d) is the gray image converted from original image. (e) is the image that set the saturation
to zero.

(a) (b) (c) (d)

Fig. 7. The experiment of case 3. (a) is the watermark (b) is original image (c) is the watermarked
image (d) the hard printed result.

5 Discussion and Conclusion

This paper proposed a fast removable watermarking embedding method. The method is
suitable for digital and printed application. There are three cases to demonstrate the
approach. The case 1 can be applied to pure digital image processing. The case 2 and
case 3 can be applied to printed application. The result of this paper can be used in hand
write examination and copyright protection of multimedia.
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Furthermore, the visual quality of watermark can be controlled by selecting different
hue. For example, Fig. 8(c) and (d) are generated by hue and saturation modification. This
need more human vision model testing. In the future, an optimum approach will be study.

(a) (b) (c) (d) (e)

Fig. 8. The experiment of case3 (a) is the watermark (b) is original image (c) is the watermarked
image with hue modification (d) is the watermarked image with saturation modification (d) the
hard printed result.

Compare with exist watermark embedded methods, as shown in Table 2, the appli‐
cation of this proposed method can both adopt with and without computer. It is suitable
for printed image or demonstration of preview video as mention in introduction.

Table 2. Comparison with exist study

Method Medea Feature
[7] Digital image Cannot remove
This paper Color watermarked image Remove with and without computer
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Abstract. Visible watermarking is a common intellectual property protection
mechanism for digital images. It is fulfilled by translucently overlaying a visual
logo and/or a segment of text onto an image to declare the ownership of the image
and thus deterring unauthorized usage to the image. This paper presents a novel
visible watermarking technique by considering HVS characteristics and applying
a distance transform function to evaluate appropriate stamping strength for indi‐
vidual watermark pixels. It exhibits lucid watermark pattern under moderate
modification to the host image. Compare to uniform-contrast watermarks gener‐
ated using conventional HVS based visible watermark schemes, the proposed
method achieves better balance to the visual quality between the watermark and
the image content beneath it.

Keywords: Digital watermarking · Visible watermark · Distance transform ·
Human Visual System

1 Introduction

Visible watermark [1] is an artificial logo or text translucently overlaid on a host image,
which can directly be viewed by naked eye. It is typically utilized to notify and declare
the ownership of the host image. In order to display the watermark lucidly while main‐
taining the context of the original the image, contemporary visible watermarking
schemes [2–5] usually apply characteristics of Human Visual System (HVS) to evaluate
appropriate strength for stamping the watermark. These methods often exhibit the
watermark with uniform visual contrast, and small alternation to the image is required
to maintain the fidelity of the original content.

The visible watermarking algorithm proposed by Kankanhalli et al. [2] divides the
image into non-overlapping blocks with 8 × 8 pixels, and each block is classified into
one of 8 classes depending on the sensitivity of block distortion parameters include
texture, edge and luminance information. The watermark bits are embedded in the
discrete cosine transform (DCT) domain and the embedding strength of the watermark
in a block depends on the class to which the block belongs, which obtains pleasant and
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unobtrusively watermarked image irrespective of the type of image. Huang et al. [3]
proposed a visible watermarking technique by analyzing the image content such as
textures, edges, smooth areas, and wavelet coefficients contrast-sensitive function (CSF)
of perceptual importance weight. The watermark in different regions of the image is
stamped with varied strength depending on the underlying content of the image and
human’s sensitivity to spatial frequencies, which ensures the perceptual uniformity of
the embedded watermark over different regions of the image. Zeng and Wu [5] proposed
an image adaptive watermarking method by considering the HVS characteristics. In their
method, the scaling factor and the embedding factor for watermarking inserting is
calculated by combining image features such as luminance and texture from both the
host image and the watermark image, and the watermark is embedded into the host image
by adjusting adaptively the scaling factor and the embedding factor. The method obtains
the watermarked image with good visual perceptual quality and exhibits the watermark
in high contrast. Agarwal et al. [6] proposed a visible watermarking algorithm in which
watermarking positions are automatically found using visual saliency or eye fixation
density map. They presented a mathematical model in terms of importance of portion
of an image, which automatically determines the optimal embedding energy during the
implementation. The method stamps the watermark in such a way that important portions
of image are not occluded by watermarks.

In general, an efficient visible watermark should have the following properties:

1. The watermark should be visible to naked eye and must not significantly obscure
the image details beneath it.

2. The watermark should spread in a large and important area of the image in order to
prevent its deletion by clipping.

3. The watermark must be hard to remove automatically by computer programs.

The remainders of this paper are organized as follows. Section 2 introduces the
distance transform for digital image. The details of proposed method are described in
Sect. 3. Experimental results are shown in Sect. 4, and conclusions are made finally in
Sect. 5.

2 Distance Transform

The distance transform (DT) [7] is a derived representation for binary images, it maps
each pixel into its smallest distance to region of interests. Typical DT represents a black/
foreground pixel by the distance from it to the closest boundary, and represents a white/
background pixel by value 0. The result of DT is usually shown using a gray level image
with the same scale to the input image, in that the gray level intensities of points inside
foreground regions depicts the distance to the closest boundary from each point.

DT can be defined in terms of arbitrary distance metrics. Three common metrics are
(1) Euclidean distance, (2) City block distance (or Manhattan distance), and (3) Chess‐
board distance. The equation to evaluate the distance between two pixels p = (x1, y2)
and q = (x2, y2) for the three metrics are summarized in Eqs. (1) to (3).
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DEuclidean(p, q) =

√(
x1 − x2

)2
+
(
y1 − y2

)2, (1)

DCityBlock(p, q) = |x1 − x2| + |y1 − y2|, (2)

DChessboard(p, q) = max{|x1 − x2|, |y1 − y2|}. (3)

3 The Proposed Method

In general, the process of stamping watermark W on host image H to obtain the water‐
marked image Hw can be expressed by the equation

𝐇 +𝐖 → 𝐇
w. (4)

In this paper we focus on the issue of stamping a binary visible watermark on a true
color host image. The flowchart of the proposed watermarking stamping process is
depicted in Fig. 1.

H W

Watermark embedding

V D

Distance transform

HVS Map Distance Map

Image Complexi-
ty Analysis

Hw

Fig. 1. Flowchart of the proposed visible watermarking scheme.
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In this study it is assumed the host image H and the watermark W have the same
dimension M × N, i.e. there is one to one correspondence between image pixels pij on
H and watermark bits wij on W. The host image H is first transformed to CIE Lab color
space, and all the operations are applied on the L channel. The watermark stamping
process is characterized by the function about modifying the luminance component lij

of pixel pij according to the watermark bit wij = {0, 1}, which is given below:

lw

ij
=

{
lij + tij × Δl, if wij = 1,
lij, if wij = 0, (5)

where lij and lw
ij
 are luminance values before and after the watermark stamping process,

respectively; Δl is a user-specified threshold that controls the amount of change to the
luminance, and tij is the watermark stamping strength for pij.

The watermark stamping strength tij controls the degree of change to the luminance
of pixel pij. It consists of two parts: the HVS term V = {vij} and the distance term
D = {dij}, which is combined by a weighted sum function as follows:

tij = 𝛼 × vij + (1 − 𝛼) × (1 − dij), (6)

where α is a real number in the range [0, 1]. The HVS term vij is applied to evaluate the
visual impact to the luminance change of image pixels, and the distance term dij is applied
to derive the visual stress of watermark pixels. Both of them are real numbers with value
normalized to the range from 0 to 1.0.

In terms of HVS property, there were many researches [8–10] devoted to understand
the HVS. The sensitivity and masking properties of HVS are usually applied in the design
of digital watermark [11, 12], and most of them have chosen to work only on the lumi‐
nance. In this paper we measure the masking effect of luminance change by estimating
the neighborhood complexity of a pixel, and design a function to decide the modification
strength. It follows the property of HVS that human eyes are less sensitivity to the
luminance change in noisy region than smooth region, hence the modification to the
pixel in smooth region should be smaller in order to keep the fidelity to the content of
the host image. The HVS term vij is determined using the following equation

vij = exp(
𝜎

2
ij
− 𝜎

2
min

𝜎
2
max − 𝜎

2
min

− 1), (7)

where 𝜎2
ij
 is the variance of 3 × 3 block with center point pij, and 𝜎2

max and 𝜎2
min are the

maximum value and minimum value of variance.
The distance term dij is applied to derive the visual stress of the pixels on the water‐

mark, which is calculated using the Euclidean distance transform shown in Eq. (1) to
the watermark image. Let the distance obtained by applying Euclidean distance trans‐
form to W is denoted by E = {eij}, and the maximum distance obtained is emax, all of
the distance is divided by emax to get the normalized distance in the range [0, 1]. A pixel
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with small distance value represents the pixel is located nearby the boundary of the
watermark pattern, which should has enough contrast in order to exhibit the contour of
the watermark. The normalized distance transform term dij is calculated using the
following equation

dij = exp(
−2 × eij

emax
). (8)

4 Experimental Results

The test program was implemented in C++ language, and ran on a personal computer
with Intel Core i7 CPU with 2.80 GHz and 4 GB memory. Figure 2 illustrates watermark
stamping examples of the proposed scheme. The parameter α in Eq. (6) is set 0.2. The
images shown in Figs. 2(a) and (b) are the true color host image and the binary watermark
used in this test, both of them are with size 512×512. Figure 2(c) is the stamping strength
map evaluated using Eq. (6), which has higher stamping strength in the regions corre‐
sponding to the boundary region of the watermark and the noisy region of the host image.

 (a) (b) (c)

(d) (e) (f)

Fig. 2. Illustration of the proposed visible watermark. (a) Host image, (b) Watermark, (c)
Stamping strength map, (d)–(f) are watermarking results obtained by setting Δl to 40, 60 and 80,
respectively.
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The watermarked images obtained by setting Δl to 20, 40 and 60, respectively, are shown
in Figs. 2(d) to (f). It can be seen from these Figs. that the contrast of the watermark gets
higher when the stamping strength increases, and the content of the host image beneath
the watermark can be viewed lucidly.

Figures 2 and 3 compare the three watermarking schemes: (a) Uniform strength
(Δl∕2) watermarking, (b) HVS watermarking, (c) the proposed method. The parameter
Δl set to 60. It can be seen that the proposed watermarking method by combining the
HVS term and the DT term has the best visual quality, both on the visible watermark
and the content of the host image beneath (Fig. 4).

(a) (b) (c)

Fig. 3. Comparison of visible watermarks obtained using different stamping schemes: (a)
Uniform strength watermarking, (b) HVS watermarking, (c) the proposed method.

(a) (b) (c) (d)

Fig. 4. Another example of visible watermarks obtained using different watermarking schemes:
(a) host image, (b) Uniform strength watermark, (c) HVS watermark, (d) the proposed method.

5 Conclusion

Most visible watermark schemes in the literature exhibit watermark in uniform contrast
to make it be perceived clearly by viewers; however, the image content underneath the
watermark is obscure, especially in the region containing objects in low resolution. In
this paper we presents an efficient watermarking scheme by considering the visual clarity
both to the watermark and to the watermarked image. The proposed method apply the
DT to evaluate the stamping strength for the watermark, which yields a good
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compromise between the lucidness to the watermark and the visibility to image content
beneath the watermark.
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Abstract. This paper proposes architecture to hide proverb data in the corre‐
sponding animator image. The method not only stores data but also prevents the
relation between image and proverb data lose. The hiding data includes the word
of proverb, pronunciation and the explanation. Base on the digital data hiding
algorithm, the goal has been achieved. A prototype system is also established in
this study. The result can help the traditional culture preserve in the internet.

Keywords: Lossless recovery · Watermark · Fragile · Color model · Color
converting

1 Introduction

Chinese traditional proverb is the shortest literary style, it can describe a natural
phenomena or life truth with fluent words that can be read smoothly, Chinese traditional
proverb contain Chinese traditional sense of worth, scientific truth, it is the great intel‐
ligence of the people. Chinese traditional proverb was carried by word of mouth in the
interpersonal communication, it met also be inherited by the next generation for thou‐
sand years. But in recent years, with the develop of internet technology, change of the
society and the migration of the population, Chinese traditional proverb began to lose
their condition for communication. There are many countries and international organi‐
zations try to use digital technology to save traditional culture in the world [1], such as
American’s Memories project [2]. At the same time, we have gotten so much experience
about digitizing traditional culture. As the most projects about digitizing traditional
culture, traditional culture were recorded as in text, picture, video and audio. The digital
files should be saved with reasonable structure. American Memories set up standard
document library in Encoded Archival Description (EAD) and Text Encoding Initiative
(TEI), which provide efficient files for users. EAD was applied for describe documents
and manuscript resource, including text, video and scanning document, it can set up a
standardized coding system. TEI is a text document encoding standard which is applied
for digital document exchanging. It provides rules for describe text, markup tags and
structure of record. Every record of traditional culture has metadata and content data,
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all the information such as the edition, author, notes can be saved in the library, so that
the library can be flexible, extendable and integration. In Bulgarian national folklore
digital archive library, they use image watermarking in spatial domain to keep the images
from unauthorized distribution. They also used method for audio watermarking with
amplitude modulation and text watermarking with encoding by row offset. Their func‐
tional specification based on the internet environment for registration, documentation,
access and exploration of a practically unlimited number of Bulgarian folklore artefacts
and specimens digitally included in the “Bulgarian Folklore Heritage” archive, including
content annotation, preview, complex search, selection, group and management. The
above two methods bring us so much experience, they convert intangible heritage into
digital documents, then the information was saved as a structured library, presented on
the webpage for users. Water marking was used the copyright of the digital document
from unauthorized use. This paper use digital watermarking for spreading Chinese
traditional proverb, there are two methods used to hide information in the pictures. (a)
the information is hide in meta header, it can be reveal with common tools, but it might
be modified easily. (b) hiding the information by modifying local palette, it cannot reveal
directly, it is a loosely method and the capacity of hiding information is limited (Fig. 1).
The rest of this paper is organized as follows: the background knowledge is shown in
Sect. 2; the method is proposed in Sect. 3; Experimental results are shown in Sect. 4.
Finally, the discussion is represented in Sect. 5.

(a) (b)

image 

audio 

text 

image 

audio 

text 

Fig. 1. The different between traditional store format and the proposed method. (a) is the
traditional format that save image, audio, text in individual position. (b) is the proposed format
that save all in one file.
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2 Relative Research

2.1 Digital Archives

Digital preservation [3] is the method of keeping digital material alive so that they remain
usable as technological advances render original hardware and software specification
obsolete. In library and archival science, digital preservation is a formal endeavor to
ensure that digital information of continuing value remains accessible and usable. The
goal of digital preservation is the accurate rendering of authenticated content over time.
The one approach of digital preservation method is digital archive. A digital archive is
a repository that stores one or more collections of digital information objects with the
intention of providing long-term access to the information.

2.2 Data Hiding

Digital watermarking [4] appears mainly to protect and guarantee the ownership of
intellectual property rights. Digital watermarking refers to embed a message into a
picture, movie or audio. [5] There are two types of digital watermarking: visible water‐
marking and invisible watermarking. Visible watermarking uses to display the creator
or copyright owner’s name or trademark. Invisible watermarking does the opposite;
insert information into an image that cannot be seen, although it can be detected with
the right software. There are four categories of using digital watermarking, including:
Copyright protection watermarking, tampering tip watermarking, anti-counterfeiting
watermarking and anonymous mark watermarking.

2.3 The Format of Graphics Interchange Format

The Graphics Interchange Format [6] is a bitmap image format that has since come into
widespread usage on the World Wide Web due to its wide support and portability. The
format supports up to 8 bits per pixel for each image, allowing a single image to reference
its own palette of up to 256 different colors chosen from the 24-bit RGB color space. It
also supports animations and allows a separate palette of up to 256 colors for each frame.
It is well-suited for simpler images such as graphics or logos with solid areas of color.
The format of GIF is shown as Fig. 2.
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GIF Signature 

Screen Descriptor  

Global Color Map 

Image Descriptor  

Local Color Map 

Raster Data 

GIF Terminator 

Repeated 

Fig. 2. The file format of GIF.

An example of local color table of GIF is shown in Fig. 3. There are 256 colors per
color map. The depth of color is 24 bits. There are three channels stores interleave. The
sequence is red, green and blue.

Fig. 3. An example of local color table syntax

2.4 The Characteristic of Traditional Chinese Proverb

A proverb is a simple and concrete saying, popularly known and repeated, that expresses
a truth based on common sense or experience. They are often metaphorical. A proverb
that describes a basic rule of conduct may also be known as a maxim. An example of
traditional Chinese proverb is shown as below. The characteristic of traditional Chinese
proverb is brief and more meaning. Often, the pronunciation of traditional Chinese
proverb is different from the official format. It is necessary to preserve the pronunciation
and meaning of it (Fig. 4).
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  Transliteration (pinyin): 

Traditional: 

Simplified: 

Translation: When the tree falls, the monkeys scatter. 

English equivalent: Rats desert a sinking ship. 

"When a leader loses power, his followers become disorganized. 

This proverb is often used to describe fair-weather friends. 

Fig. 4. An example of traditional Chinese proverb

3 Proposed Method

This paper proposes a method to hide data in animated image such as GIF, that is suitable
for hiding text data. The text data is hided in color maps of Gifs. There are two situations
for data hiding: lossy and lossless hiding. The difference between lossy and lossless
hiding is based on the image characteristic. If the number of colors is less than 256, it
is possible to create a lossless stego-image. As shown in Fig. 5, the information is hided
in many frames. The hiding data will be convert to bit stream, hiding material might be
text, audio and video.

Original 
GIF 

text audio video 

Modified 
GIF 

Frame3

Frame2 

Frame1 

Fig. 5. The proposed method

Before hiding procedure is performed, the necessary number of color map shall be
predicted. Assume that the size of hiding data (bit stream) is l, the necessary number of
color map is n. The minimum value of n can be determined in Eq. 1.

n =
⌈

l

256 × 3

⌉
(1)

After predict the number of necessary color map, a least significant bit hiding method
will be performed. If the original color maps are Mj(i) and the modified color maps are
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𝐌
′

j
(i), j ≥ n and 1 ≤ i ≤ 256 × 3 (if the animator is GIF, the size of every color map is

256 with 3 channels). The hiding data bit stream is B.
The hiding method is shown as Eq. 2.

𝐌
′
j
(i) =

⌊
Mj(i)

2

⌋
× 2 + 𝐁(k) (2)

Where k is from 0 to l.

j =
⌊

k

256 × 3

⌋
(3)

i = kmod(256 × 3) (4)

The detail is shown as below:

The information can be gotten by reverse the hiding method.
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4 Experimental Result

This paper proposes a method to hide information in animator image, such as GIF. There
are two situation: lossless and lossy recovery. If the information is limited, a lossless
recovery result has been gotten by reorder the index of color map. An example of lossy
experimental result is shown in Table 1. There are four types of experimental images,
including grayscale image, color image, smoothing image and binary image. The differ‐
ence between original image and stego-image is determined by Peak signal-to-noise
ratio (PSNR). It is hard to find out the difference between the original image and stego-
image by naked eye because the PSNR is bigger than 51.61 dB. It is the minimum value
of the frames.

Table 1. Example hiding text message in GIF result

5 Discussion and Conclusion

This paper proposed a method to hide Traditional Chinese Proverb in an animated
image(in the format of GIF) based on the LSB hiding method. Data are hided in the
color maps of the Gif. The goal has been achieved. Different from the traditional LSB
hiding method, this method is possible to make the original image and stego-image
identical. If the number of colors are less than 256, the data can be hide in the useless
fields.
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Moreover, because the goal of this paper is to prevent placing wrong pair of image
and its content together, the security method is not the issue in this paper. Data size and
easy to manage is more important in this application. As shown in Table 2, two exist
methods and the propose method characteristics are shown. Traditional method saved
the information in separate position and present in the webpage, the method in this paper
can save the information in a picture. To summary of this paper, this paper proposed a
mistake prevent embedding method for Revitalize Traditional Chinese Proverb.

Table 2. Comparison with exist study

Format Purpose Water marking
American memories Webpage Storage No
Bulgarian Folklore digital library Webpage Storage Protecting intellectual rights
Method in this paper Picture Spreading Saving information
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Abstract. In 2D-to-3D video conversion process, 3D video can be generated
from 2D video and its corresponding depth map by depth image based rendering
(DIBR). The depth map is the key in the conversion process as it provides immer‐
sive experience to viewers. So the copyright protection for depth map must be
considered. Traditional unseen visible watermarking (UVW) for depth map
protection cannot resist filtering attacks. In this paper, a robust unseen visible
watermarking (RUVW) scheme is proposed, in which the watermark regions
without interference are detected for embedding, the copyright information is
enhanced with Discrete Cosine Transformation (DCT) and watermark can be seen
directly when the rendering conditions are changed. The experimental results
show that the proposed method has good robustness against various attacks such
as scaling, filtering, noises and compression.

Keywords: Depth map · Copyright protection · Robust unseen visible
watermarking (RUVW) · Depth image based rendering (DIBR) · DCT

1 Introduction

The popularity of 3D videos is on the rise in recent years, therefore the demand for 3D
content has increased gradually. There are mainly two major ways to produce 3D videos.
One is directly capturing left view and right view by two cameras simultaneously. The
other method is using 2D-to-3D conversion system. Compared with the first method,
the second one can directly use 2D video and corresponding depth map to synthesis left-
eye and right-eye view, which can enrich the existing 3D resources.

As we known, the quality of depth map determines the three dimensional effect of
3D video. So the depth map plays an important role in the 2D-to-3D conversion system
and the protection for depth map cannot be ignored.

As for information security and content protection for 3D videos (2D video plus
depth map format), digital watermarking is widely used to avoid the illegal distribution
of depth map and 3D video. There are mainly two ways to protect the depth map: one
is unseen visible watermarking (UVW) scheme [1], unseen visible watermarking
(UVW) information is a hiding scheme which is unseen for human visual system (HVS)
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in the normal rendering condition. But when the rendering condition changes, the UVW
information will appear in the carrier and can be easily recognized by naked eyes.

Researches [2, 3] applied UVW watermark to protect the depth map. The embedding
regions in method [3] are the farthest regions in depth map which can avoid that the
disparity value is overflowed. The method [3] proposed a D-nose model to modify the
suitable regions mentioned in method [2]. Both schemes embed the watermark into depth
map in the spatial domain, so they have poor robustness to various attacks. In several
attacks, the watermark may be destroyed.

The other one is the scheme based on Quantization Index Modulation (QIM) algo‐
rithm [4]. In this method, the copyright information is embedded in the DCT coefficients
of depth map and the watermark can be extracted from depth map with IDCT. This
method shows a good performance in perceptibility and robustness compared with
method [2]. But both the embedding and extraction process is complex compared with
UVW methods [2, 3].

To improve the robustness of the traditional UVW methods, In this paper, we propose
a robust UVW module based on DCT which has good robustness compared with method
[2, 3] and the embedding and extraction process is more easier than method [4].

2 Proposed Method

The proposed RUVW method is similar with the UVW scheme [2, 3] for depth map
protection that utilizes the non-linear property of DIBR to embed copyright information
into depth map. In this part, we mainly focus on how to detect watermark embedding
regions without interference and to embed UVW appropriately into depth map. The
framework of the proposed method is shown in Fig. 1.

RUVW
embedding

module
DIBR

Change rendering 
condition

Watermarking

Depth map 

Depth map 
with unseen 
watermark 

Watermark 
appear 

Attacks 

Fig. 1. The framework of proposed method
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A. Theoretical analysis for DCT

In the proposed method, the DCT is exploited since embedding watermarking in
frequency domain coefficients is more robust than that embedded in spatial domain
coefficients. Two-dimensional 4*4 DCT and IDCT can be mathematically expressed as
Eqs. (1) and (2):

F(u, v) =
1
2

c(u)c(v)

3∑

x=0

3∑

y=0

f (x, y) cos (2x + 1)u𝜋
8

cos
(2y + 1)v𝜋

8 (1)

f (x, y) =
1
2

3∑

u=0

3∑

v=0

c(u)c(v)F(u, v) cos (2x + 1)u𝜋
8

cos
(2y + 1)v𝜋

8 (2)

where f(x, y) is the depth value of the points in the spatial domain, F(u, v) is the corre‐
sponding value of the points in the frequency domain. When u = 0 and v = 0, the F(0,
0) can be calculated as the DC coefficient. According to the Eq. (2), if DC coefficient
varies Δ, f(x, y)(x = 0…3; y = 0…3) vary Δ/4.

B. Embedding regions selection

As there are some holes in the virtual view after DIBR process, and the depth value may
overflow after the embedding process, the watermark cannot be seen when embedded
in these regions. To avoid this happens, it is necessary to find the watermark regions
without interference to embed the watermark.

Assuming that the size of the depth map is wd*hd, and the size of the watermark is ww*hw.
The suitable appearance region of watermark is S = {(x, y)|xm ≤ x < xm + ww,ym ≤ y < ym + hw},
hn(S) is the number of holes in area S, the region S should satisfy two limitations: (1) all the
pixels’ depth value in S cannot exceed 255-Δ/4 to avoid the depth value overflow. (2) the hole
percentage in S cannot exceed β(β = 0.05 in our experiment), in other word, hn(S) < β*ww*hw.
Then the suitable embedding region G in original depth map is inverse warped from S.
Figure 2 shows the suitable starting position regions to embed UVW information.
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(a) (b)

(c) (d)

Fig. 2. The embedding region selection result of test data Ballet. (a) the synthesized view under
extraction condition. (b) the hole regions of (a). (c) the suitable start position for embedding. (d)
the suitable region in original depth map inverse warped from (c).

C. The embedding module

This part focuses on how to embed UVW watermarking to rise the robustness against
the attacks. The embedding flowchart of the proposed robust UVW method is shown in
Fig. 3. Firstly, calculating the right regions to embed UVW information according to
the embedding regions mentioned above. Secondly, the embedding positon can be
randomly selected in the suitable regions. Thirdly, depth frame is split into several non-
overlapping 4*4 blocks and determine if the block contains watermark pixels. If it
contains UVW pixels, the DCT conversion is conducted to the block and the DC coef‐
ficient of the block is increased by Δ. Finally, IDCT conversion is conducted and the
watermarked depth map is obtained.
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Fig. 3. The flowchart of the embedding process
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3 Experiment Results and Discussion

In our experiment, the color images and corresponding depth maps are used to evaluate
the performance of the proposed robust UVW method. The test datasets are Interview
[5], Ballet [6], Middlebury [7].

In the DIBR process, we set f = 1910, Zfar = 130, tc = 0.5, Znear = 42 for normal
rendering condition, we set Z’near = 0.1*Znear for watermark extraction process.
Figure 4 shows the watermarks we used in this paper. The extraction results of book and
reindeer are shown in Fig. 5.

mark-one mark-two(b)(a)

Fig. 4. Test watermark mark-one, mark-two.

(a) (b)

(c) (d)

Fig. 5. The extraction result of test data book, reindeer.

Robust Unseen Visible Watermarking for Depth Map Protection 327



A. Invisibility test

Figure 6 shows the original and the watermarked depth map. The change of the water‐
marked depth map is near to none, and the watermark cannot been seen in the synthesized
view under normal rendering condition. Meanwhile, the peak of signal-to-noise ratio
(PSNR) is used to measure the quality of the watermarked depth map in comparison
with the original one. In our experiments, every PSNR value is larger than 65 dB as
shown in Table 1 which meet the requirements of invisibility.

B. Robustness test

In this part, we make a robustness comparison between the proposed method and
Lin’s method [2]. Test data Ballet and Interview are adopted to test the robustness. The
signal distortions are applied to the watermarked depth map to evaluate the robustness
of watermark method. The signal distortions consist of scaling, filtering, salt noise, and
JPEG compression. For scaling, scaling factor 0.8 and 0.5 are tested respectively. For
filtering, median filter, mean filter, and Gaussian filter are used for both 3*3 and 5*5
filtering windows. For salt noise, noise density 0.04 and 0.08 are tested respectively. For
JPEG compression, the compression ratio is 1/32 and 1/26. The comparison results are
shown in Tables 2 and 3. (The extraction effect are enlarged). The results indicate that
our method can provide strong robustness against all attacks cases referred above, while
the watermarks cannot been seen under most of attacks in Lin’s method.

Table 1. PSNR of original depth map and watermarked depth map.

Data Stones Reindeer Books Toys Interview Ballet
PSNR 70.2774 71.0809 72.1751 72.1751 67.0558 66.3305
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(d) Toys

(c) Books

(b) Reindeer

(a) Rocks2

Fig. 6. The imperceptible test. The first column shows the original depth map; the second column
shows the depth map with watermark mark-two; the third column shows the virtual views under
normal rendering condition.
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Table 2. Result of Ballet.

Scaling
0.5 0.8

Proposed method Lin’s method Proposed method Lin’s method

Gaussian filter
3*3 5*5

Proposed method Lin’s method Proposed method Lin’s method

Median filter
3*3 5*5

Proposed method Lin’s method Proposed method Lin’s method

JPEG compression
1/32 1/26

Proposed method Lin’s method Proposed method Lin’s method

salt_pepper_noise
0.04 0.08

Proposed method Lin’s method Proposed method Lin’s method
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Table 3. Result of Interview.

scaling
0.5 0.8

Proposed method Lin’s method Proposed method Lin’s method

Gaussian filter
3*3 5*5

Proposed method Lin’s method Proposed method Lin’s method

Median filter
3*3 5*5

Proposed method Lin’s method Proposed method Lin’s method

JPEG compression
Proposed method Lin’s method Proposed method Lin’s method

salt_pepper_noise
0.04 0.08

Proposed method Lin’s method Proposed method Lin’s method

4 Conclusion

In this paper, a robust UVW method for depth map protection is proposed, in which the
copyright information is enhanced in special areas with Discrete Cosine Transformation
(DCT). The experimental results show that the proposed method has good robustness
against various attacks such as scaling, filtering, noises and compression.
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Abstract. The ViBe algorithm is a powerful technique for the back-
ground detection and subtraction in video sequences. Compared to the
state-of-the-art algorithms, ViBe algorithm is better in fast speed and
less memory consumption. However, when applying ViBe algorithm to
the moving objects appeared in the first frame of videos, all pixels in
first frame will be used to build the background model that will result
in the foreground pixels in sample set. This problem causes the ghost
areas emerge. And it will remain for a long time. In this paper, a salient
region detection based ViBe algorithm is proposed to eliminate the ghost
areas fast. First, the foreground region is extracted from the first frame
of videos using the salient region detection algorithm. According to the
result of salient region detection, the background area of image is sepa-
rated from the foreground area. The foreground pixels are dislodged from
the sample set. Then, only background pixels are used for background
model initialization. The experimental result shows that the improved
algorithm can eliminate ghost in few frames quickly.

Keywords: ViBe algorithm · Ghost area · Background model · Object
detection

1 Introduction

With the development of computer vision technology, target detection technol-
ogy is widely used in intelligent video surveillance system. The effective structure
is to build background model, and use the frame difference method in the cur-
rent frame and the target detection. Because of the differences in application
scenarios, many scholars propose different algorithms. The common algorithms
are inner-frame difference algorithm, Gauss Mixed Model (GMM) algorithm,
Optical Flow algorithm and the Code-Book algorithm. The inner-frame differ-
ence algorithm is simple and with small calculation amount [1]. It can meet
real-time requirement. However if the foreground objects moving speed is low,
the algorithms accuracy rate decreases. The Optical Flow algorithm has high
accuracy rate. However the algorithm is complex and with high computation

This work was supported by the National Natural Science Foundation of China under
Grants No. 61571346.

c© Springer International Publishing AG 2018
J.-S. Pan et al. (eds.), Advances in Intelligent Information Hiding and Multimedia
Signal Processing, Smart Innovation, Systems and Technologies 81,
DOI 10.1007/978-3-319-63856-0 41



334 Y. Zhang and B. Guo

cost [2]. The Gauss Mixed Model algorithm also has high accuracy rate [3]. The
disadvantage of GMM is the difficulty to meet the real-time requirement because
of its large computational cost. The Code-Book algorithm has high robustness
and high computational efficiency [4]. However, the fixed learning-threshold will
cause code unlimited expansion.

The ViBe algorithm is proposed by Oliver Barnich and other scholars in 2011
[5]. It is a pixel-level video background model for foreground detection algorithm.
The basic thought of ViBe uses the first frame of video sequence to build back-
ground model. The ViBe algorithm stores a sample set for each pixel. The sample
value is the pre-pixel value of the pixel and the pixel value of the neighbor pix-
els (generally 20 pixels). Because of the mode of building background model,
compared to the state-of-the-art algorithms, the ViBe algorithm is of fast speed,
high accuracy rate, and less memory consumption. However, when applying the
ViBe algorithm to the moving objects appeared in the first frame of videos, the
ghost areas will emerge and remain for a long time. In this paper, the principle
of ViBe algorithm is introduced firstly, followed by its disadvantage analysis.
Then, the improved ViBe algorithm is detailed narrated. Last, the results of the
different algorithms experiment show the availability of the improved algorithm.
The follow is the detailed description.

2 ViBe Algorithm Analysis

2.1 The Principle of Vibe Algorithm

The ViBe algorithm mainly includes three steps: the background model defini-
tion, the model initialization method, the updating strategy of the model [6].

Fig. 1. ViBe background model
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(a) Background model definition
The background object is a stationary or low-speed object. The foreground
object correspond a moving object. So the object detection is considered as
a classification problem. A background model stores a sample set for each
background pixel. For each new pixel value and the sample set are compared
to determine whether it be-longs to the background or foreground.

M(x) = {v1, v2, ...vN} (1)

Each pixel in the background model is composed of N background samples
(N = 20 in the paper). In each frame image, the point x at the pixel value is
denoted as v(x). vi represents the background sample value of the index i.

m = M(x) [{SR(v(x)) ∩ M(x)}] >= 2 (2)

The background model M is defined as Fig. 1, let the area centered at x with
a radius of R denote as SR(v(x)). The intersection of M(x) and SR(v(x))
satisfies a certain threshold m. If m>= 2, x is a background pixel, otherwise
x is the foreground pixel.

(b) Background Model Initialization
The ViBe algorithm only needs the first frame of video sequence to initialize
back-ground model. Due to one frame can not contain 20 values of the
pixel. So with the spatial consistency principle of pixels, the ViBe algorithm
selects 20 sample values from the 8 neighborhood NG(x) of x to initialize
the background model.

M0(x) = {v0(y|y ∈ NG(x))} (3)

(c) Updating Strategy
In order to adapt to the background change, such as illumination change,
background object change and so on, the background model update itself.
The ViBe algorithm adopts the strategy of random update background
model. When a pixel x is classified as background pixel, it has 1/a prob-
ability to update the background model. At the same time, it has 1/a prob-
ability to update neighborhood background model from 8 neighborhood of
it. After dt time, the probability of one sample in background model is shown
as mathematical Eq. 4.

P (t, t + dt) = e−ln(N/(N−1))dt (4)

2.2 The Disadvantage of ViBe Algorithm

The ViBe algorithm only uses the first frame of video sequence to initialize back-
ground model. On the one hand, the algorithm accelerates the initialization,
on the other hand it will produce ghost when the first frame includes moving
object, the ViBe algorithm takes the moving object as the background to build
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Fig. 2. The ghost of Vibe algorithm

the model. After the moving object exits the frame, the real background pixel
can not match the back-ground model. This will cause the background points
are incorrectly detected as the foreground points. Then the ghost will appear as
shown in Fig. 2.

The original ViBe algorithm simply treats the ghost as the foreground area.
The ghost will influence the target detection, tracking and count. Many scholars
have proposed solution to counter the ghost problem. The algorithm based on
inner-frame difference is proposed to suppress ghost problem [7]. However, this
method relative high computational cost to complete the detection of moving
target. Inspired by the above article, the algorithm is proposed based on salient
region detection.

3 Proposed Method

As mentioned above, when the first frame has moving object, ViBe algorithm
regards the foreground pixels as background pixels to build background model.
In order to eliminate this drawback, the following work is distinguished the fore-
ground pixels from background pixels in the image. Then the improved ViBe

Fig. 3. The procedure of improved algorithm
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algorithm only uses the background pixels to complete initialization. The inte-
grated procedures of our algorithm are shown in Fig. 3.

Detailed steps are as follows.

(1) The algorithm gets first frame image from video, denoted as F1. The
salient region detection will be used for the frame. This paper uses Doc-
tor MingMing-Chengs salient region detection method [8]. The method is
based saliency computation methods, namely histogram based contrast and
spatial information-enhanced region based contrast. The algorithm has high
precision and better recall rates. After the salient region detection, the fore-
ground region gained.

(2) From the result of salient region detection, the foreground pixels are marked.
The other points are background pixels. After this step, the algorithm gets
part of background pixels. In order to get a full background, the algorithm
needs a further procedure to fill the moving object area with background.

(3) According to the spatial consistency principle of adjacent pixels, the near
pixels are approximately equal at the same time. So the algorithm uses the
background pixels near the foreground region to replace of the foreground
pixels. After this step, the algorithm gets the full background. Then the
algorithm uses this pixels build back-ground model.

(4) After the model initialization, the algorithm uses ViBe algorithm to detect
the moving object in video.

4 Experiments and Analysis

The experiments are run on PC with an i5-4590@3. 30 GHZ CPU, 8 GB memory
and a Windows 7 operating system. All the algorithms are developed in c++
by using Microsoft Visual Studio 2013 and openCV 2.4.9. The video sequence
is from a digital camera. The frame rate is 25 frame/s. The resolution ratio is
320 ∗ 240. Four algorithms are used to do this experiment. In order to analyze the
real-time performance of different algorithms, the cost of time is got by different
algorithms. The detection results and cost-time result of experiments are shown
as Fig. 4 and Table 1.

From the experimental results, the inner-frame difference algorithm will not
produce the ghost. But the detection object has cavities. And in frame 61, the
moving object is almost undetectable. The GMM algorithm also produces the
ghost area. And the ghost will not disappear until 61 frame. The result of GMM
algorithm appears a lot of hot pixels because of the swaying leaves in the video.
The proposed algorithm for the inhibitory effect of ghost is significantly better
than the original ViBe algorithm. In the 61 frame of the video, the ViBe algo-
rithm can still detect the complete ghost area, while the improved algorithm will
completely eliminate ghost in 7 frames.

From the data of Table 1, the Optical Flow algorithm costs most time when
it applies in object detection. GMM algorithm and inner-frame algorithm also
cost more time than the improved ViBe algorithm. The conclusion is got that
our algorithm can quickly suppress ghost when the moving object in the first
frame. It can meet real-time requirement.
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Table 1. Time-cost of different algorithms (Units: ms)

Data-sets Inner-frame Optical flow GMM ViBe This paper

1 4736 6256 4451 2582 2569

2 11562 17023 11556 6162 6069

3 10009 14147 9579 4866 4712

4 27914 41663 27932 14055 14000

5 19033 111611 19351 10035 9981

6 36922 63746 37265 18640 18082

7 7668 11053 7664 4179 3991

8 12111 76697 12387 6278 6050

9 34544 51398 34711 17511 17211

10 64227 311670 72478 31436 31818

11 47875 257340 67230 24619 25200

12 31110 46722 31440 15656 15625

Fig. 4. Detection of different algorithms

5 Conclusion

The original ViBe algorithm has no special treatment of the ghost. When the first
frame has moving object, the ghost area will appear. The elimination of ghost
requires a long process. This will effect detection, tracking and classification.
To solve this problem, this paper proposes an improved ViBe algorithm based
on salient region detection. The algorithm can eliminate ghost in few frames.
The experiment shows that this method can suppress ghost quickly. However,
the algorithm still has some shortcomings, such as the shadow problem. This
problem should be further study in the future work.
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Abstract. Nowadays, traffic accidents is universally decreasing due to
many advanced safety vehicle systems. To prevent the occurrence of a
traffic accident, the first function that a safety vehicle system should
accomplish is the detection of the objects in traffic situation. This
paper presents a popular method called boosted HOG features to detect
the pedestrians and vehicles in static images. We compared the differ-
ences and similarities of detecting pedestrians and vehicles, then we use
boosted HOG features to get an satisfying result. In detecting pedestri-
ans part, Histograms of Oriented Gradients (HOG) feature is applied as
the basic feature due to its good performance in various kinds of back-
ground. On that basis, we create a new feature with boosting algorithm
to obtain more accurate result. In detecting vehicles part, we use the
shadow underneath vehicle as the feature, so we can utilize it to detect
vehicles in daytime. The shadow is the important feature for vehicles
in traffic scenes. The region under vehicle is usually darker than other
objects or backgrounds and could be segmented by setting a threshold.

Keywords: Pedestrian detection · Vehicle detection · Hog feature

1 Introduction

Pedestrian and Vehicle detection is an important issue for enhancing traffic safety
in Intelligent Transportation Systems. Detecting pedestrians and vehicles in sta-
tic image is a challenging task. Unlike other road-users like automobiles, pedestri-
ans are highly articulated objects with various statures, shapes and postures. In
recent years, a plenty of pedestrian and vehicle detection approaches have been
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proposed. They could be approximately classified into two categories, holistic
and part-based approaches. Holistic approaches discriminate human from back-
ground by features extracted from the whole human body. Dalal and Triggs first
proposed the use of dense grids of Histogram of Oriented Gradient (HOG) fea-
ture descriptors and linear SVM classifiers for human detection [1]. A similar
but much faster approach is proposed by Zhu et al. [2]. It uses a wild range of
HOG features in different sizes and locations. Tuzel et al. [3] further improved
the performance by utilizing the covariance matrix as the descriptor and learning
on nonlinear space. Wojek and Schiele [4] used multi-features including HOG,
shape-context and Haar features to reach an outperforming performance.

However, we found that in all related works, up to our knowledge, there was
no attempt to use boosting with Local binary pattern as discriminative features,
and no investigation on how to combine detection results at classifiers level for
further improving detection rate.

Recently, a popular method is called boosted HOG features on the basis of
HOG feature to detect pedestrians and vehicles in static images. Although vari-
ous algorithms proposed by researchers have good performance in solving pedes-
trian and vehicle detection, they are not effective. After comparing the differences
and similarities of detecting pedestrians and vehicles, we selected boosted HOG
features finally to get an satisfying result. We proposed new methods which
can be just adapted in traffic scenes to improve accuracy of the detection. The
experiment shows that our proposed method has advantage in detection accuracy
comparing with conditional HOG method.

The remainder of this paper is structured as follows: The background knowl-
edge are illustrated in the Sect. 2. In the Sect. 3, the authors propose a new
method to detect vehicle quickly and effectively. At the end of detection, we
remove some wrong detection by using pedestrian-vehicle relationship when mix-
ing pedestrian detection and vehicle detection. The experimental results are
shown in Sect. 4, while Sect. 5 draws the conclusion.

2 Background Knowledge

2.1 Boosted-HOG Feature

Boosting is a method in machine learning that combines weak learners to form
strong ones. It has been extensively studied and applied in pedestrian detection
tasks. Viola et al. train simple rectangle features to build a classifier cascade
[5]. More recently, Sabzmeydani and Mori propose the shapelet feature (derived
from low-level gradients with adaboost) which sheds new light on the issue.

The resulted HOG feature in each cell contains important information on
how to separate pedestrians from other objects, yet redundant information may
also be included in the feature. Now the adaboost is applied to learn a new
feature from the HOG feature at hand. For each cell, the set of weak classifiers
should be firstly created. As the HOG is a histogram with bins indicating local
gradient distribution, we compare the value on one bin with a threshold to
determine whether the image contains pedestrian. This forms our weak classifiers
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in adaboost, which are decision stumps. If the histogram has ten bins, then we
have ten weak classifiers corresponding to each bin. As the following formula
shows, the weak classifier is defined by two parameters: the threshold qi, and the
parity pi.

hk;j(image) =
{

1 if piHistk,i(image) < piθi

0 otherwise
(1)

In the above equation, image signifies input image. For the cell k, the feature
Histk,i(image) presents the value on i-th bin of the histogram in that cell. The
value is regarded as a feature to detect objects in the image. The threshold qi is
used to make a decision according to the Histk,i(image). The parity pi can be
either −1 or +1, which is used to change the direction of the inequality.

The adaboost algorithm starts with assigning weights to the training samples.
In each iteration, the weak classifier with the least error rate is selected, and is
given a weight to determine its importance in the final classifier. Before the next
iteration begins, the weights of those misclassified samples are increased so that
the algorithm can focus on those hard samples. The final classifier is constructed
as a weighted combination of weak classifiers selected in each iteration.

The details of the algorithm are illustrated as follows:

1. All samples are presented in the form of (Xi;Yi), where Xi indicates sample
images and Yi signifies the category of the sample:

1 for pedestrians or vehicles,
0 for non-pedestrians or non-vehicles.

2. For each sample, initialize a sample weight; supposing the training set includes
m positive samples and n negative samples, the corresponding weight for each

sample is
1

m + n
.

3. Enter the adaboost iteration, set the iteration times as T ; Normalize the
sample weight; All the weak classifiers are tested on the training sample set.
For each classifier, collect all the misclassified samples, and sum up their
weights to obtain classification error εj , where j indicates the index of the
weak classifiers. Choose the one with the least error. Use the chosen classifier
to perform classification on all samples. If the sample is correctly classified,
maintain its weight.

4. After all T iterations, the final strong classifier obtained from cell k is as
follows:

Hk(Xi) =

⎧⎪⎨
⎪⎩

1 if

N∑
i=1

αthk,j(xi) >
1
2

N∑
t=1

αt

0 otherwise

(2)

where αt = log
1
βt

As the output Hk(Xi) of the adaboost is a strong classifier, the weighted sum of

weak classifiers
N∑

t=1

αthk,j(Xi) in cell k must contain important information that
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differentiates pedestrians from other objects. This forms the new feature in our
approach, which we name as boosted HOG feature. The feature vector is built
by combining them from all cells. A linear SVM is used to train on the feature
vector for the final classification.

3 Proposal Method

In this paper, we first use boosted-hog descriptor extract feature points of pedes-
trians and vehicles respectively and train them by linear support vector machine.

3.1 Detection of Shadow Under the Vehicle

The shadow is the main characteristic for forward vehicles. The region under
vehicle is usually darker than other objects or backgrounds and could be seg-
mented by setting a threshold. While a fixed threshold applies to particular light
and weather conditions only. In order to adapt to different lighting and weather
conditions, the statistical histogram was used to estimating the upper limit of
the threshold. Assume that the gray value of road obey to normal distribution
with the mean m and standard deviations. So, the statistics histogram could be
described by a Gaussian curve approximately [6]. The probability distribution
function of gray-scale value f(x) could be approximated as:

f(x) ≈ 1
k
√

πx
e
−−x − m2

2s2 (3)

where k is constant.
The gray value statistical analysis of shadow area shows that the proportion

of underneath vehicle pixel is less than 10 percent under different light conditions.
The shadow regions could be obtained after the above processing, the initial

candidate of vehicle was generated by combining horizontal and vertical edge
feature of shadow.

First, the row by row search was done in shadow image. The number of pixels
was counted, which grayscale value was greater than zero. If the number of pixels
less than 20 and greater than 200, the row ik1 would be considered as the likely
bottom location of vehicle. Then, in order to find the left vertical edge feature
of shadow, the col by col search was done in rectangle region which located at
the left starting point of ik1 with a range of 10 pixels. The number of pixels was
counted, which grayscale value was greater than zero. If the number of pixels
was not less than 5, the row ik1 would be considered as the left border of vehicle.
Next, in order to find the right vertical edge feature of shadow, the col by col
search was done in rectangle region which located at the right end point of ik1

with a range of 10 pixels. The number of pixels was counted, which grayscale
value was greater than zero. If the number of pixels was not less than 5, the col
jk2 would be considered as the right border of vehicle. At last, the top location
of vehicle was determined by the left border jk1 , the right border jk2 and the
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bottom location ik1 with an aspect of 1:1. The initial candidate of vehicle was
represented as (jk1, jk2, ik1, ik2).

For the aspect of HOG, First, the gradient of an image obtained by applying
two 1- D filters, which are (−1, 0, 1) for the horizontal direction and (1; 0; 1)T for
the vertical direction. The signed gradient was used whose values form −π to π.
Then, the signed gradient was divided into nine bins with the same range, and
the range of each bin was 20. Next, the histogram of orientation was computed
in each bin. The size of cell was 6 by 6, each block was consisted of four cells,
and values were imposed on the histogram of each block. The number of blocks
was 3 × 3 in a 24 by 24 pixels image. HOG feature vectors were extracted by
concatenating the four new cells of histogram of oriented gradient in one block,
so, the dimension of HOG feature vector was 4×9×9 = 324 in a training sample.
At last, the L2- norm was used to normalize HOG feature vector.

Fig. 1. Shadow segmentation in the traffic scene

As the Fig. 1 shows, we can detect the shadows easily due to the shadow is
brighter than other background in grey-scale image. The images of vehicles that
are used the experiment are compiled partly from the internet and partly from
the images in Caltech Pedestrian Dataset. A total of 525 images of the vehicles
are collected and 125 of them are negative samples. These cropped sample images
are resized to 45 × 45 in the training. We also apply the 100 frames from the
testing set on Caltech Pedestrian Dataset as the testing images.

3.2 Pedestrian-Vehicle Context in Traffic Scenes

A lot of pedestrian detections are located around vehicles in traffic scenes. Since
it is difficult to capture the complex relationship by handcraft rules, we build a
context model and learn it automatically from data.

We split the spatial relationship between pedestrians and vehicles into five
types, including: We denote the feature of pedestrian vehicle context as g(p, v).
If a pedestrian detection p and a vehicle detection v have one of the first four
relationships, the context features at the corresponding dimensions are defined
as (σ(s),∇cx,∇cy,∇h, 1), and other dimensions retain to be 0. If the pedestrian
detection and vehicle detection are too far or no vehicle, all the dimensions of
its pedestrian-vehicle feature is 0. Here ∇cx = |cνx

− cpx
|, ∇cy = cνy

− cpy
,
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and ∇h =
hν

hp
, where (cνx

; cνy
), (cpx

; cpy
) are the center coordinates of vehi-

cle detection v and pedestrian detection p, respectively. σ(s) = 1
1

1 + exp(2s)
is

used to normalize the detection score to [0, 1]. For the left-right symmetry, the
absolute operation is conducted for ∇cx. Moreover, there also has a relationship
between the coordinate and the scale of pedestrians under the assumption that
the cameras is aligned with ground plane. We further define this geometry con-
text feature for pedestrian detection p as g(p) = (s(s); cy;h; c2y;h2), where s, cy,
h are the detection score, y-center and height of the detection respectively, and
cy and h are normalized by the height of the image (Fig. 2).

Fig. 2. The image shows that the detection above a vehicle, and detection at the wheel
position of a vehicle can be safely removed.

To fully encode the context, we defined the model on the whole image. The
context score is the summation of context scores of all pedestrian detections, and
context score of a pedestrian is further divided to its geometry and pedestrian-
vehicle scores. Suppose there are n pedestrian detections P = p1; p2; · · · ; pn and
m vehicle detections V = (v1; v2; · · · ; vm) in an image, the context score of the
image is defined as:

S(P ;V ) =
n∑

i=1

(ωT
p g(pi) +

m∑
j=1

ωT
v g(pi; vj)) (4)

where wp and wv are the parameters of geometry context and pedestrian-vehicle
context, which ensure the truth detection (P, V ) has larger context score than
any other detection hypotheses.

Given the original pedestrians and vehicles detection P and V , whether each
detection is a false positive or true positive is decided by maximizing the context
score:

argmax
n∑

i=1

(tpiw
T
p g(pi) + tpi

m∑
j=1

tvjw
T
j g(pi; vj)) (5)

where tpi
and tvj

are the binary value, 0 means the false positive and 1 means
the true positive.

By training the samples, we can obtain an threshold of the pedestrian-vehicle
context score and recognize whether the detection is right or not. It improve the
accuracy of our detection observably.
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4 Experimental Results

Testing Datasets. There are a lot of training sample libraries in the pedes-
trian detection field. We choose Caltech Pedestrian Detection Benchmark [7,8]
as the database. The Caltech Pedestrian Dataset consists of approximately 10 h
of 640× 480 30 Hz video taken from a vehicle driving through regular traffic
in an urban environment. About 250,000 frames (in 137 approximately minute
long segments) with a total of 350,000 bounding boxes and 2300 unique pedestri-
ans were annotated. The annotation includes temporal correspondence between
bounding boxes and detailed occlusion labels. At last, we choose 100 images in
which pedestrians and vehicles both exist as testing materials.

Fig. 3. The sample of Caltech Pedestrian Detection Benchmark

As the Fig. 3 shows, Calthch Pedestrian Detection Benchmark includes many
photos related to traffic scenes. Therefore, we decided to use this dateset to help
us accomplish our research.

Fig. 4. The procedures of our experiment



Boosted HOG Features for Object Movement Detection 347

As Fig. 4 shows, our method is based on HOG feature descriptor, adaboost
method and linear SVM.

Pedestrian Detection. We use Caltech Pedestrian Dataset as the training
date. The training data (set00-set05) consists of six training sets (1 GB each),
each with 6–13 one-minute long seq files, along with all annotation information.
We choose 500 positive image and 300 negative image from the video and all
their size is 75 × 75 pixels. After training, we select 100 frame from testing
data(set06-set10). Besides, we test these images using conditional HOG feature,
the result is as Table 1.

Table 1. Performance of the pedestrian detection in traffic scenes

Feature type Testing Positive Negative Detected
number result result rate

Conditional HOG 100 75 25 75%

Boosted HOG 100 86 14 86%

Proposed method 100 93 7 93%

Experimental results shows that proposed method has better performance
than other conditional methods in traffic scenes.

4.1 Vehicle Detection

In the detection of vehicles, The shadow is the main characteristic for the detec-
tion of vehicles. The region under vehicle is usually darker than other objects
or backgrounds and could be segmented by setting a threshold. Our work is to
detect these shadow so we can get the contour of vehicles. Some of the successful
detection is shown in Fig. 5.

Fig. 5. Successful detection in Caltech Pedestrian Detection Benchmark

5 Conclusions

In this paper we propose a combined method for pedestrian detection and vehicle
detection in static images. The original HOG feature is adopted first and we train
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it with adaboost algorithm to obtain the boosted HOG feature. A linear SVM
is trained to accomplish the detection. Shadow feature underneath vehicle is the
important feature of vehicle detection in road image and can be used to generate
hypotheses quickly and reliably. HOG feature and SVM has good generalization
ability and can remove the non-vehicle regions such as buildings, clouds, flow-
ers, fence presuming effectively. Experiments on Caltech Pedestrian Benchmark
show that proposed method can get better performance than conditional HOG
method. Shadow Detection made us detect vehicles more conveniently and effec-
tively. The accuracy of our pedestrian detection increased significantly due to
Pedestrian-Vehicle Context which removed plenty of wrong detections after all
the detection.
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Abstract. Panoramic image mosaic is a technology to match a series of
images which are overlapped with each other. Panoramic image mosaics
can be used for different applications. Image mosaic has important val-
ues in various applications such as computer vision, remote sensing
image processing, medical image analysis and computer graphics. Image
mosaics also can be used in moving object detection with a dynamic cam-
era. After getting the panoramic background of the video for detection,
we can compare every frame in the video with the panoramic background,
and finally detect the moving object. To build the image mosaic, SURF
(Speeded Up Robust Feature) algorithm is used in feature detection and
OpenCV is used in the programming. Because of special optimization in
image fusion, the result becomes stable and smooth.

Keywords: Panorama · SURF · Stitching · Feature point · Video frame

1 Introduction

Nowadays, in our daily life computers and cameras become cheaper and more
widely used, and we are now using digital image almost everywhere. Panoramic
image mosaic plays a pivotal role in this large use of digital equipment. A
panorama is a single wide-angle image of the environment around the cam-
era. However, as the size of a single photo and a single frame in a video is
limited, image mosaic may be necessary in getting a panoramic background.
With a panoramic background of a video or a series of images, we can get a
complete image of the scene or get some help in object tracking with a dynamic
camera. Image mosaic has important value in applications such as computer
vision, remote sensing image processing, medical image analysis, and computer
graphics. Image mosaics also can be applicable to moving object detection with a
c© Springer International Publishing AG 2018
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dynamic camera. After getting the panoramic background of the video for detec-
tion, we can compare every frame in the video with the panoramic background,
and finally detect the moving object.

Any expression of wide angle or physical space can be summarized as
Panorama. In the past, when digital information had not been developed,
panoramic drawing is the most common manifestation to show the landscape and
historical events. In recent years, Lopez-Molina, B. De Baets and H. Bustince
studied generating fuzzy edge images from gradient magnitudes in 2011 [1].
Alireza Kasaiezadeh and Amir Khajepour studied multi-agent stochastic level
set, and used the method in image segmentation [2] in 2013. In 2014, Gianluigi
Ciocca, Claudio Cusano, Simone Santini and Raimondo Schettini used super-
vised features for unsupervised image categorization and Minsik Lee, Chong-Ho
Choi tried to do the real-time facial shape recovery for unknown lighting by rank
relaxation from a single image under general [3,4].

The remainder of this paper is structured as follows: The background knowl-
edge are illustrated in the Sect. 2. In the Sect. 3, the authors propose SURF
algorithm-based Panoramic Image Mosaic method to optimization in image
fusion, the real cases test and numerical results analysis are shown in Sect. 4,
while Sect. 5 draws the conclusion.

2 Background Knowledge

2.1 SIFT Feature Detector

SIFT (Scale-invariant feature transform) algorithm is a Local feature descrip-
tor proposed by David G. Lowe in 1999, and improved in 2004 [5]. Sift feature
detector and SIFT feature matching algorithm can deal with the matching of
translation, rotation, affine and other transformation between two images. Over-
all, SIFT operator has the following features:

1. SIFT feature is the local feature of a image. It has good invariance of the
translation, rotation, scaling, brightness change, occlusion and noise. To a
certain extent, it also has stability against visual changes, affine transforma-
tions.

2. Good specificity, informative, suitable for fast and accurate matching in large-
scale property database.

3. Even a small amount of objects may also produce a large number of SIFT
eigenvectors.

4. Relatively fast, optimized SIFT matching algorithm can even achieve real-
time requirements.

5. Scalability is strong, and can easily be combined with other forms of vectors.

After extracting key points, SIFT adds local feature to the key points and SIFT
uses the feature vectors. In order to ensure that the extracted feature vectors
have “rotation invariant”, the first thing to do is to find a “direction” in each
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feature point, and this direction should be same with the local image properties
(Fig. 1).

Below is the equation to calculate the angle and size.

m(x; y) =
√

(L(x + 1; y) − L(x − 1; y))2 + (L(x; y + 1) − L(x; y − 1))2

Θ(x; y) = tan−1
( (L(x; y + 1) − L(x; y − 1))

(L(x + 1; y)L(x1; y))

)

In order to get the vector, we “quantize” the angle(for example, we divide
360 degrees into 8 equal parts), and then add them up according to the posi-
tion. Figure 2 is a 2 × 2 eigenmatrix after local sampling calculation of an 8× 8
eigenmatrix. Actually, we generally use a 4× 4 eigenmatrix 16 Chap. 2 Research
Design and Methodology

Fig. 1. Gradient magnitude and gradient direction in SIFT&SURF feature detector

After calculating the feature vector, the next step is to match the key points.
The most basic way is “Nearest Neighbor”. In fact, the searching method is to
find a feature vector which has the nearest straight line distance in the 128-
dimensional space. The way to calculate straight line distance has no difference
with that in 2-dimensional space and the nearest eigenvectors are considers as
corresponding points.

2.2 SURF Algorithm

SURF, Speeded Up Robust Features in other words, is the speeded up version of
scale invariant feature transform algorithm (SIFT algorithm). SURF algorithm
can deal with most real-time object matching under moderate condition.

Construct Hessian matrix Hessian matrix is the core of SURF algorithm.
First we suppose the function f(z, y), and the partial derivative is:

H(f(x; y)) =

⎡

⎢⎢
⎣

∂2f

∂x2

∂2f

∂x∂y
∂2f

∂x∂y

∂2f

∂y2

⎤

⎥⎥
⎦

The matrix discriminant is:

det(H) =
∂2f

∂x2

∂2f

∂y2
−

( ∂2f

∂x∂y

)2
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Value of discriminant is the eigenvalue of Matrix H and we can classify all the
points according to plus or minus of the discriminant and also determine whether
a point is an extreme point or not. In SURF algorithm, we use the pixel of image
I(x,y) instead of function f(x,y) and use second order Gauss function as a filter.
After calculating second-order partial derivative by specific kernel convolution,
we can calculate the parameters of the matrix and get matrix H.

H(x;σ) =
[
Lxx(x;σ) Lxy(x;σ)
Lxy(x;σ) Lyy(x;σ)

]
(1)

L(x,t) is an image in different resolutions. In this way, we can calculate the value
of H determinant of every pixel in the image and use the value to determine
feature points. Again we look back to Fig. 2. We make a 8 × 8 window taking the
key point as the central point. The center of the left figure is the position of the
key point; each small cell means a pixel in the scale space of the neighborhood
of the key point.

2.3 Corresponding Methods

If we need to get the transformation matrix to stitch two frames, we need infor-
mation of corresponding points to do the calculation. Here X ′ is one of the feature
points of the target frame in the search area. We use the following equation to
compare the two points:

ρ(x;x′) =

n∑

−n

m∑

−m

[I(u + i; v + j) − E(x)][I ′(u′ + i; v′ + j) − E(x′)]

√√√√
n∑

−n

m∑

−m

[I(u + i; v + j) − E(x)]2[I ′(u′ + i; v′ + j) − E(x′)]2

E(x) =

n∑

−n

m∑

−m

[I(u + i; v + j)]

(2n + 1)(2m + 1)

(2)

where I(u, v) is a gray level of (u, v) in the frame E(x) is the average value of
gray histogram at point X(u, v) and ρ(x;x′) is the coefficient correlation of x and
x′. The value range of coefficient correlation is usually [−1, 1]. If the coefficient
correlation is larger than the given threshold, the two feature points would be
detected as corresponding points.

Choose some data to estimate the model parameters; after this, it compares
the data error and take the one which has smallest error as the best one to
separate inliers and outliers. RANSAC can be used to find the parameter of the
line. The points on or around the line are inliers and the others are outliers.

After detecting the corresponding points, we can use their coordinates to get
the transformation matrix and do the image fusion.
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2.4 Image Fusion

Image fusion is one kind of data fusion. It means to automatically analyze and
synthesize the image data in certain rules using computer image processing tech-
nology. We should try to avoid losing original image information due to image
fusion as far as possible.

1. Directly average fusion method Directly average fusion method directly add
the grey level of pixels in overlapping area and calculate the average value.
This method is simple but the trace of stitching may be obvious. f1 and f2
means the two original images and f is the result image.

f(x; y) =

⎧
⎪⎨

⎪⎩

f1(x; y) (x; y) ∈ f1
(f1(x; y) + f2(x; y))

2
(x; y) ∈ f1 ∩ f2

f2(x; y) (x; y) ∈ f2

(3)

2. Weighted average fusion method Weighted average fusion method does not
simply add the grey level of the pixels together. It weights the data and then
do the average calculation. As the equation below says, w1 and w2 are the
weight of corresponding points in original images and w1+w2 = 1, 0 < w1 <
1, 0 < w2 < 1.

f(x; y) =

⎧
⎨

⎩

f1(x; y) (x; y) ∈ f1
w1f1(x; y) + w2f2(x; y) (x; y) ∈ f1 ∩ f2
f2(x; y) (x; y) ∈ f2

(4)

To choose the weight value, we can use the following two methods:

wi(x; y) =
(
1 −

∣∣
∣

x

widthi
− 1

2

∣∣
∣
)(

1 −
∣∣
∣

y

heighti
− 1

2

∣∣
∣
)

In this method, pixels near the central area have higher weight value and the
ones near the edge have lower weight value.

f(x; y) =

⎧
⎨

⎩

f1(x; y) (x; y) ∈ f1
d1f1(x; y) + d2f2(x; y) (x; y) ∈ f1 ∩ f2
f2(x; y) (x; y) ∈ f2

(5)

where d1 + d2 = 1, 0 < d1 < 1, 0 < d2 < 1. In this method, the more the
pixel is near to the central area of f1, d1 is larger and d2 is the opposite. In the
overlapping area, d1 grades from 1 into 0 and d2 grades from 0 into.

3 Real Scenario Cases and Numerical

The computer we used to do the experiment used Intel Core 15-3470S CPU
2.90 GHz, 4.00 GB memory and 64-bit Window7 operating system.
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3.1 SURF Feature Detection Matching

Steps: 1. Use SURF feature detection to get the feature points. 2. Use interface
DescriptorExtractor to find the feature vector of key points. 3. Use SurfDescrip-
torExtractor and its function compute to accomplish the calculation. 4. Use
BruteForceMatcher to match the feature vector. 5. Use the drawMatches func-
tion to draw the corresponding points detected.

3.2 Image Fusion and Stitching

⎡

⎣
x′

y′

z′

⎤

⎦ R × KT ×
⎡

⎣
x
y
z

⎤

⎦ (6)

U = scalea tan
(x′

y′
)

(7)

W =
y′

√
x′2 + y′2 + z′2 (8)

V = scale × (PI − a cos(W )) (9)

where (x, y, z) is the original point, R is the rotation matrix, K is the camera
parameter matrix, (x′, y′, z′) is the point after transformation and (u,v,w) is the
coordinate of the point mapping to spherical coordinates.

Fig. 2. Original frames of Example-2

3.3 Multi-band Fusion and Illumination Compensation

I(i; j) =

∑

N(i.j)

√√
R +

√
G +

√
B

N(i; j)
(10)

where N(i.j) means the number of points that coincide with each other and
I(i, j) is the average brightness of i and j in the coincide area.
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Figure 2 shows the frames used in modeling and result is Fig. 3. It takes 21 s.
Example-3 a video which has 250 frames is used. Use 4 frames(size: 856 × 480)
to build the panoramic image. Figure 4 shows the frames used in modeling and
result is Fig. 5. It takes 22 s.

3.4 A Video Which Has 260 Frames Is Used

Use 9 frames(size: 432 × 240) to build the panoramic image.

Fig. 3. Example-2 of panoramic modeling

Fig. 4. Original frames of Example-3

Fig. 5. Example-3 of panoramic modeling

Fig. 6. Original frames of Example-4
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Fig. 7. Example-4 of panoramic modeling

Figure 6 shows the frames used in modeling and result is Fig. 7. It takes 38 s.

4 Discussion

This program can be applied to colorful images or a colorful video and get a col-
orful panoramic image. Because the program uses several smooth method while
doing the fusion such as waveform correction, multi-band fusion and illumina-
tion compensation, the result is more smooth and stable. Figures 8 and 9 are
examples of former work that did less in image fusion such as fusion method and
wave form correction and Fig. 10 is one example of result of our program.

The speed of the program is greatly affected by the quality or the size and
number of pixels of original images. Of course the more images waiting to be
transformed, the longer time it costs. The detailed time of some examples are in
Table 1.

Table 1. Detailed time of examples

Number of images Size Time

6 frames 400× 240 16 s

4 frames 480× 856 21 s

4 frames 856× 480 22 s

9 frames 432× 240 38 s

Fig. 8. Example-1 of former image fusion
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Fig. 9. Example-2 of former image fusion

Fig. 10. Example of image fusion in this program

5 Conclusions

This thesis introduces some methods of feature point detection and panoramic
image mosaic using OpenCV. To do the panoramic image mosaic, after image
acquisition, preprocessing is necessary so that the following registration and
fusion will be easier and more accurate. As the camera is moving, transformation
becomes necessary in stitching and to get the transformation matrix of two
images, corner points are detected first, and then do the comparing so that some
pairs of corresponding points can be found and finally we use their coordinates
to get the transformation matrix. After getting the transformation matrix, we
choose a fusion method to do the image fusion and use methods such as waveform
correction, multi-band fusion and illumination compensation to make the result
clearer and more smooth.
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Research, MEXT (No.23500289), and parially by Peronas Corpolation, Petroleum
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Abstract. This paper proposes an evaluation framework for an audio
data hiding system that can be used for long-distance aerial transmis-
sions where the stego speech signal is emitted by outdoor loudspeakers
of voice evacuation and mass notification systems. Typical disturbances
of aerial transmissions are modeled and implemented by signal process-
ing units in series. The results of computer simulations for long-distance
(70–800m) aerial transmissions show that a bilateral time-spread echo
hiding combined with a novel frame synchronization technique exhibits
better detection performance than the conventional time-spread echo
hiding under extremely low signal-to-noise ratios of 0 and −5 dB. More-
over, high-frequency attenuation and frequency shifts at the receiving
side degrade the detection performance of the time-spread echo hidings.

Keywords: Time-spread echo hiding · Bilateral time-spread echo ·
Frame synchronization · Bit error rate · Frequency response

1 Introduction

This paper proposes an evaluation framework for audio data hiding systems that
can be used for long-distance aerial transmissions where the stego speech signal
is emitted from outdoor loudspeakers of voice evacuation and mass notification
systems. The evaluation process is based on a computer simulation that models
the typical disturbances caused by the long-distance (from 50 to 1,000 m) out-
door aerial transmissions of sounds and audio equipment for reproduction and
receiving.

A number of audio data hiding technologies that embed some information into
aerial sounds and utilize the decoded information at the smartphones of users have
been proposed. Some of the studies intended to use audio data hiding technologies
for an evacuation and mass notification system [7,8]; however, their evaluation of
the proposed system was not based on outdoor long-distance transmissions. These
studies did not consider background noises and their relative intensities, the fre-
quency response of outdoor horn loudspeakers, and the absorption of sound by
the atmosphere. Other studies on audio data hiding for aerial transmission [1,4,5]

c© Springer International Publishing AG 2018
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Fig. 1. A block diagram of the simulated environment.

conducted experiments in actual space. However, these studies tested only indoor
environments, where the transmission distance was less than 10 m, and the back-
ground noise power was not strictly controlled [1,4].

The following section proposes a realistic simulated environment that takes
the typical disturbances in the long-distance aerial transmission of sounds emit-
ted from outdoor loudspeakers of voice evacuation and mass notification systems
into account. The next section describes the time-spread hiding technology and
its improved method combined with a novel synchronization technique. Addition-
ally, the results of computer simulations of audio data hiding for long-distance
aerial transmissions are presented.

2 Simulated Environments

Figure 1 presents a block diagram of the simulated environment. The models and
implementations of signal processing for each disturbance are described in this
section. All signal processing units are connected in series.

2.1 Frequency Response of a Distant Horn-Array Loudspeaker
System

To estimate the frequency response of the horn-array loudspeaker system used in
actual space, a testing speech signal of a female was reproduced from the loud-
speaker system produced by TOA Corp. located on the roof of an elementary
school in Itami City, Japan. The signal was recorded on a road located approx-
imately 70 m away from the loudspeaker system in its frontal direction. There-
fore, the absorption of the sound by the atmosphere at a distance of 70 m was
included in the recorded sound. The speech waveform and recorded speech wave-
form were synchronized, and logarithmic power spectra of both waveforms were
calculated after applying a synchronized 16-s Hanning window. Subsequently,
the logarithmic power spectrum of the original signal was subtracted from that
of the recorded signal to obtain an estimated detailed frequency response. The
spectral envelope of the frequency response was estimated by taking the inverse
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Fig. 2. Estimated spectral envelope of the loudspeaker system at a distance of 70m,
including the frequency characteristics of absorption by the atmosphere and the fre-
quency response of the IIR filter that simulates the loudspeaker system.

Fig. 3. Frequency attenuation characteristics per 100m calculated using the ISO
9613-1 method under typical atmospheric conditions.

Fourier transform of the cepstrum of the detailed frequency response, liftered
above the 40-th coefficient.

The high-frequency envelope of the loudspeaker system is approximated by
designing a second-order low-pass Butterworth IIR filter with a cutoff frequency
of 2 kHz. The low-frequency characteristics are designed using a third-order high-
pass Butterworth IIR filter with a cutoff frequency of 300 Hz, simulating a typical
low-frequency response of the horn-array loudspeaker system (−18 dB at 150
Hz). Figure 2 shows the estimated spectral envelope and the frequency response
of the IIR filter that simulates the loudspeaker system.

2.2 Absorption of Sound by the Atmosphere

It is important to consider the absorption of sound by the atmosphere in long-
distance sound transmission. ISO 9613-1 defines the standard attenuation char-
acteristics by absorption as a function of frequency. Figure 3 presents the fre-
quency attenuation characteristics per 100 m calculated using the ISO 9613-1
method under typical conditions, that is, temperature, relative humidity, and
air pressure of the atmosphere. The attenuation characteristics at 15 degrees
Celsius, 60 % relative humidity, and 1013 hPa pressure are applied for the fol-
lowing simulation experiment. It is simulated using a 33-tap FIR filter.

2.3 Reverberation and Long-Path Echo

Sounds emitted from a loudspeaker system are received as a directly transmitted
sound and its reverberation, which include a large number of reflected sounds
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Fig. 4. An example of an impulse response consisting of a direct sound succeeding its
reverberation and a long-path echo succeeding its reverberation.

from the ground, surrounding buildings, and trees. The reverberation is simply
modeled by the impulse response, which consists of an exponentially attenuated
Gaussian random noise. Long-path echoes from buildings of flat structures or
another loudspeaker in the same mass notification network are mixed with the
received sounds. The number of echoes and their relative amplitudes depend on
the outdoor environment and the distribution of the located loudspeaker system.

In the following simulation, the reverberation time is set to 1.0 s, and the
direct to reverberant ratio is set to 4 dB, which realizes an STI (speech trans-
mission index) [6] of 0.6. Additionally, a single long-path echo with a random
delay time from 0.1 to 1.0 s is added to the direct sound. Figure 4 presents an
example of an impulse response consisting of a direct sound succeeding its rever-
beration and a long-path echo succeeding its reverberation.

2.4 Frequency Shift

The frequency of the received sound is slightly fluctuated or shifted compared
with the emitted sound due to changes in speed and wind direction and a Doppler
shift caused by movement of the receiver. The following simulation introduces a
+0.1 % constant frequency shift before mixing of the background noise.

2.5 Background Noise

The background noise is ‘SPSQUARE/01.wav’, which was recorded at a public
town square with many tourists and is selected from DEMAND (Diverse Envi-
ronments Multichannel Acoustic Noise Database) [9]. A randomly selected seg-
ment is mixed with the stego speech signal at an SNR (signal-to-noise ratio) that
is calculated as the difference between A-weighted equivalent levels of the signal
and the noise. In the following experiment, 0 and −5 dB SNRs are simulated.

3 Audio Data Hiding Technology for Evaluation

The payload data embedded in the speech signal are information for refuges
from disasters that is coded into a small number of bits. Therefore, the bit rate
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of the payload can be smaller than 10 bps. Combined with an error correction
code, the actual bit rate is considered to be from 1 to 2 bps.

In this section, the conventional time-spread echo hiding and its improvement
of bilateral time-spread echo hiding are described. Then, a novel frame synchro-
nization technique that can be applied to both hiding methods is proposed.

3.1 Conventional Time-Spread Echo Hiding

The embedding process segments the host signal s(n) into F + Tr samples with
an overlap of Tr samples. The stego signal r(n) is obtained by the convolution of
the framed host signal s(n) with the impulse response k(n), consisting of Dirac
delta function δ(n) and an echo kernel P (n) of length L and a delay time of d0.

k(n) = δ(n) + αP (n − d0), (1)

r(n) = s(n) ∗ k(n), (2)

where ∗ means convolution and α is the echo gain, which is maximized to α =
1/

√
L. Subsequently, the framed stego signals are concatenated with an overlap

of Tr samples. The payload data are embedded in every segmented frame signal.
The original echo hiding [3] represents a binary bit by switching the delay

time between d0 and d1. The current hiding scheme circularly shifts P (n) to
obtain P ′(n), depending on the integer value m encoded by payload bits, as
follows:

P ′(n) =

{
P (n + L − m) (1 ≤ n ≤ m),
P (n − m) (m + 1 ≤ n ≤ L).

(3)

m is quantized by m′ steps, in other words, m ∈ {0,m′, 2m′, ..., �L/m′�m′}, to
be robust against frequency shift to the stego signal. Consequently, the amount
of payload is log2(�L/m′� + 1) per segmented frame.

In the detection process, the cepstrum transform ˜ of the stego sig-
nal r(n) is calculated using DFT (discrete Fourier transform). r̃(n) =
IDFT(log(DFT(r(n)))), where IDFT represents the inverse DFT. Equation (4)
is the cepstrum transform of Eq. (2). The cross-correlation (xcorr) of r̃(n) and
P (n) exhibits a peak at the amount of circular shifting m.

r̃(n) = s̃(n) + k̃(n), (4)

x(n) = xcorr(r̃(n), P (n)). (5)

3.2 Bilateral Symmetric Time-Spread Echo Kernel

The bottom panel of Fig. 5 presents an example of the impulse response of the
bilateral symmetric time-spread echo kernel [2]. The detection gain, which rep-
resents a gain of the peak of the cross-correlation (Eq. 5), exhibits a maximum
value when the echo gain α = 1/(2

√
L). It achieves approximately 1.7 times

greater detection gain than that of the conventional unilateral condition, result-
ing in better performance.
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Fig. 5. The top panel shows an example of the impulse response of time-spread echo
hiding, and the bottom panel shows that of bilateral echo kernel.

3.3 Frame Synchronization

Previous works on echo hiding technologies have not addressed the frame syn-
chronization because a detection frame that is shorter than the size of the embed-
ded frame F can extract the payload data. To maximize the detection perfor-
mance, the following method is proposed and used for frame synchronization.

During the detection process, payload detection is conducted for shifting
the frame of the stego signal by every F/8 samples. The probability of correct
detection is maximized when the stego frame is synchronized to the embedded
frame, and the same payload can be extracted from before and after the syn-
chronized frame. Therefore, differentiation of the extract payload exhibits one
or more zeros in every eight frames. The period of eight frames can be detected
by Fourier analysis of the differentiated payload data. The correct payload can
be detected from the zero-phase frame of the period.

4 Simulation and Evaluation

4.1 Conditions of Simulation

A total of 753 speech files spoken by 10 male speakers, of which two speech
files are concatenated, and 903 speech files spoken by 12 female speakers serve
as cover data. These files are recorded in the Continuous Speech Database for
Research (Vol. 1) published by the Acoustical Society of Japan. All speech files
are sampled at 16 kHz and 16-bit quantization.

The conventional and bilateral time-spread echo hidings combined with the
frame synchronization technique, which are described in Sect. 3, are evaluated by
the computer simulation described in Sect. 2. The baseline condition provides all
factors of disturbance. The other conditions modify one of the disturbances. The
simulated conditions of ‘no loudspeaker response’, ‘no echo’ and ‘no reverbera-
tion’ represent the conditions excluding each factor from the baseline condition,
and 400 and 800 m distance conditions and a 0.5 % frequency shift condition are



Simulation of Long-Distance Aerial Transmissions 367

also individually simulated. The parameter values for the spread echo hiding are
shown in Table 1. Watermarks of a random bit are embedded in.

4.2 Results

The bit error rates obtained from the male speakers are generally better than
those from the female speakers from 1% to 7% because of the lower fundamental
frequencies of the male speakers. The following results are the results obtained
from the female speakers.

Figures 6 and 7 show the bit error rates obtained from the simulation of SNRs
of 0 dB and −5 dB, respectively. The bilateral spread echo hiding outperforms
in all conditions. Under an extremely low SNR of −5 dB baseline condition,
the bilateral method can transmit 87.5% of the payload at 3.9 bps for half of
the female speech files. A long-path echo and reverberation slightly degrade the
detection performance.

The frequency responses of aerial transmission are a crucial factor for the
time-spread echo hiding because removing the loudspeaker response significantly
improves the detection performance. Moreover, the attenuation of the high-
frequency signals induced by absorption by the atmosphere at a distance of
greater than 400 m deteriorates the detection performance even under constant
SNR conditions. The effect of absorption by the atmosphere at a distance of
70 m, which is included in the baseline condition, is not serious, as estimated
from the amount of absorption shown in Fig. 3.

A frequency shift also degrades the detection performance because a slight
temporal misalignment between r̃(n) and P (n) in Eq. (5) caused by a frequency
shift causes the peak of the cross-correlation function to be less strong.

5 Discussion

The benefit of the time-spread echo hiding is that the timbre formed by the
echo kernel is similar to that formed by random reflections observed at indoor
and outdoor environments; thus, the quality of the stego speech is not severely
degraded. The current study did not confirm the subjective quality of the stego
speech signal. This topic is one of the research interests for further work.

Table 1. Parameter values of the spread echo hidings.

Parameter Values

Delay time (d0) 80 samples (5 ms)

Frame overlap (Tr/2) 50 samples

Frame length (F ) 16,384 32,768

Bit rate [bps] 7.8 3.9

Length of PN series (L) 1,023

Payload bits per frame 8
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Fig. 6.Median, 10th, and 90th percentiles of bit error rates for the simulated conditions
of SNR 0dB.

Fig. 7. Bit error rates for the simulated conditions of SNR −5 dB.

The present results of the simulated long-distance aerial transmission suggest
that the development of technologies for robust aerial audio data hiding requires
evaluation using computer simulations of concatenated disturbances in an actual
environment.

6 Summary

This paper proposed an evaluation framework for audio data hiding systems
that can be used for long-distance aerial transmissions where the stego speech
signal is emitted by outdoor loudspeakers of voice evacuation and mass notifica-
tion systems. The results of computer simulations for long-distance (70—800 m)
aerial transmissions showed that a bilateral time-spread echo hiding combined
with a novel frame synchronization technique realized better detection perfor-
mance than the conventional spread echo hiding under extremely low SNR of
0 and −5 dB. Additionally, high-frequency attenuation and frequency shifts at
the receiving side degrade the detection performance of the time-spread echo
hidings.
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Abstract. Digital watermarking is a technique used for embedding information
in digital content and protecting its copyright. The important issues to be consid‐
ered are robustness, quality and capacity. Our goal is to satisfy these requirements
according to the Information Hiding and its Criteria for evaluation (IHC) criteria.
In this study, we evaluate our watermarking scheme along the IHC criteria Ver.
3 as the primary step. Although image watermarking techniques based on machine
learning already exist, their robustness against desynchronization attacks such as
cropping, rotation, and scaling is still one of the most challenging issues. We
propose a watermarking scheme based on machine learning which also has crop‐
ping tolerance. First, the luminance space of the image is decomposed by one
level through wavelet transform. Then, a bit of the watermark and the marker for
synchronization are embedded or extracted by adjusting or comparing the relation
between the embedded coefficients value of the LL space and the output coeffi‐
cients value of the trained machine learning model. This model can well memorize
the relationship between its selected coefficients and the neighboring coefficients.
The marker for synchronization is embedded in a latticed format in the LL space.
Binarization processing is performed on the watermarked image to find the lattice-
shaped marker and synchronize it against cropping. Our experimental results
showed that there were no errors in 10HDTV-size areas after the second decom‐
pression.

Keywords: Digital watermarking · Machine learning · Binarization · Lattice-
shaped marker · Cropping

1 Introduction

Today, pictures and sounds are digitalized and such digital content is easily available
from various sources. It is easy to copy such digital content without degradation and
distribute it on the Internet. Therefore, the problem of unauthorized use of digital content
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is very serious. Digital watermarking is a technique that is used for protecting the copy‐
right of digital content such as images, audio, and videos. This technique changes the
structure of digital content in such a manner that it cannot be perceived by humans. The
important issues of digital watermarking to be considered are robustness, quality, and
capacity. However, evaluation for watermarking schemes was not standardized until
recently. The Information Hiding and its Criteria for evaluation (IHC) committee was
established for the purpose of unification of the evaluation standards and their revision.
Our goal is to satisfy these requirements according to the IHC evaluation criteria [1]. In
this study, we evaluate our watermarking scheme along the IHC criteria Ver.3, as the
primary step [2–4].

To achieve the IHC evaluation criteria, we focus on machine learning. Machine
learning is a technology that replicates the process of human learning on the computer
[5, 6]. The invariable features are found from the original image, the watermarked image,
and the attacked image, and a well-trained model is obtained by learning these features.
We propose a new, robust digital watermarking scheme using this model.

An image watermarking scheme based on machine learning has been proposed by
very few researchers [7–10] till date. One of the first watermarking schemes based on
machine learning was proposed by Chun-hua Li et al. [7]. In this method, a watermark
bit is embedded or extracted by adjusting or comparing the relation between the
embedded pixel value and the output pixel value of the trained machine learning model.
This model memorizes the relationship between the selected pixel and its neighboring
pixel because of its good learning and generalization capability.

However, in this area, robustness against desynchronization attacks such as crop‐
ping, rotation, and scaling is still one of the most challenging issues.

In this study, we propose a watermarking scheme having cropping tolerance and
based on machine learning. The luminance space of the image is decomposed one level
through wavelet transform [11, 12], and the LL space of this luminance space is divided
into contiguous 3 × 3 blocks. Then, a watermark bit and the synchronization marker are
embedded or extracted by adjusting or comparing the relation between the embedded
coefficient values and the output coefficient values of the trained machine learning
model. We use BCH code [13, 14], a type of error-correcting code for the watermark.
The synchronization marker is embedded in a lattice-shape in the LL space. Binarization
processing is performed on the watermarked image to find the lattice-shaped marker and
synchronize against cropping.

The remainder of this paper is organized as follows: Sect. 2 describes the synchro‐
nization to cropping attacks. Section 3 describes the proposed watermarking scheme,
including a concise explanation of the BCH code, wavelet transform, machine learning,
embedding and extraction processes. The experimental results and conclusion are
presented in Sects. 4 and 5, respectively.
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2 The Synchronization to Cropping Attacks

In this section, we explain the synchronization to cropping attacks in detail.
First, we uniformly embed the same information as the bit ‘1’ or ‘0’ in a latticed

position in the LL space of the luminance of the image, which is referred to as the marker.
Figure 1(a) shows the watermarked image. The watermarked image is binarized by
comparing the coefficients of the watermarked image to the coefficients obtained from
the machine learning model. Figure 1(b) shows the binarized image. A lattice-shaped
marker is observed in this binarized image. Even when the watermarked image is
cropped, this lattice-shaped marker is still retained. Figure 2 shows the cropped image
from the watermarked image. Our watermark scheme gains cropping tolerance by
embedding the information as a watermark inside the lattice. Furthermore, we believe
that this marker can henceforth be used for synchronization against scaling and rotation
attacks.

Fig. 1. Watermarked image (a) and Binarized image (b) with 4608 × 3456 pixels

Fig. 2. Cropped image with 1920 × 1080 pixels

3 Proposed Watermarking Scheme

In our scheme, a watermark bit and a synchronization marker are embedded or extracted
by adjusting or comparing the relation between the embedded coefficients in the LL
space of the luminance of the image and the output coefficients of the trained machine
learning model. Due to its good learning and generalization capability, this model can
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well memorize the relationship between its selected coefficients and the neighboring
coefficients.

3.1 BCH Code

The BCH code [13, 14] is an error-correcting code named after Bose, Ray-Chaudhuri,
and Hocquenghem. They published research in 1959 and 1960 that describes a method
for designing codes over GF(2) with a specified design distance.

The BCH encoder generates a BCH code with message length K and codeword length
N. For a given codeword length N, only specific message lengths K are valid for a BCH
code. The error-correcting capability is decided by N and K.

3.2 Wavelet Transform

The wavelet transform is a strong tool for image analysis [11, 12]. Wavelet transform
decomposes the image into four sub-bands denoted by LL, LH, HL, and HH at one level
transform in the wavelet domain. The LL space contains the low frequency wavelet
coefficients while the LH, HL, and HH spaces contain the detailed wavelet coefficients.
The LL space has stronger signals than any other space. Low frequency coefficients of
the LL space are less sensitive to image processing operations compared to detailed
coefficients of the other spaces.

3.3 Machine Learning

Machine learning is a technology that replicates the process of human learning on a
computer [5, 6].

It is assumed that the output data is determined by the input data. The machine
learning model developed through training data predicts the output for any new data that
is input to the model.

The invariable features are found from original image, the watermarked image and
the attacked image, and we obtain a well-trained model by learning its features. We
thought a new robust digital watermarking scheme could be proposed using this model.

3.4 Watermark Embedding

We describe the watermark embedding method below.
Let C be a host color image of size m × n. Suppose that W is a watermark bit that has

L bits.

1. Encode the watermark

To improve the robustness of the watermarking system, the watermark W is encoded by
BCH code.

The BCH encoder generates a BCH code with message length K and codeword length
N. For a given codeword of length N, only specific message lengths K are valid for a BCH
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code. The error-correcting capability T is decided by N and K. This error-correcting capa‐
bility T of the valid [N, K] pair used in this study can be represented as follows: [N, K, T].

The encoded watermark has L1 bits, denoted by

W1 =
{

W1t|1 ≤ t ≤ L1
}

. (1)

2. Obtain the space used for embedding and learning

The host image C is converted from the RGB color space to the YCbCr color space.
Accordingly, the luminance component Y  is obtained, such that

Y =
{

Yi,j | 1 ≤ i ≤ m, 1 ≤ j ≤ n
}

. (2)

The luminance component Y  is decomposed one level through wavelet transform,
and the LL space is obtained:

LL =
{

LLi,j | 1 ≤ i ≤ m / 2, 1 ≤ j ≤ n / 2
}

. (3)

The LL space is divided into contiguous 3 × 3 blocks.

3. Train the machine learning model

To model the relationship between the selected coefficients and their neighboring coef‐
ficients in the LL space, select some blocks as the dataset of training patterns, Ω. Select
the center positions of some blocks as

𝜌1t =
(
it, jt

)(
1 ≤ it ≤ m, 1 ≤ jt ≤ n

)
. (4)

The dataset Ω can be represented by:

Dt =

{
LLit−1,jt−1, LLit−1,jt

, LLit−1,jt+1, LLit ,jt−1, LLit ,jt+1,
LLit+1,jt−1, LLit+1,jt

, LLit+1,jt+1

}

t=1,…,k
(5)

rt =
{

LLit ,jt

}
t=1,…,k (6)

Ω =
{

Dt, rt

}
t=1,…,k (7)

where k stands for the number of training patterns, rt is the desired output of the machine
learning model, Dt is the input vector of the machine learning model. According to our
previous research, we know that the number of training patterns do not have a big
influence on the watermark scheme, so it is possible to reduce the number of training
patterns to a minimum and increase the number of embedded positions.
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In this scheme, we use support vector regression (SVR), which is a type of machine
learning. A proper kernel function and model parameters are selected and SVR model
F is trained to learn the dataset Ω. The model F can predict the output corresponding to
the input vector.

F(x) =
∑k

t=1

(
𝛽∗

t
− 𝛽t

)
Ker

(
Dt, x

)
+ b1 (8)

where 𝛽 stands for the coefficients of Lagrangian, Ker is kernel function, b1 is the value
of bias.

4. Embed the marker and the watermark

To protect against cropping attacks, the markers are embedded as shown in Fig. 3. If the
watermarked image cropped with the size m′′ × n′′, the size of the watermarked area in
the LL space is a × b. The limits of a and b are a ≤ m′′ / 4 and b ≤ n′′ / 4 respectively.
The markers are embedded in the blocks at the upper end and the left end in the water‐
marked area. All embedded markers contain the same bit, ‘1’ or ‘0’.

Fig. 3. Representation of the areas of the marker and the watermark

Randomly select L1 blocks for embedding the encoded watermark. The center posi‐
tion of the selected blocks is

𝜌2t =
(
it, jt

) (
1 ≤ it ≤ a, 1 ≤ jt ≤ b

)
. (9)

As the input to the trained model F, construct the dataset Φ of input vectors. The
dataset Φ can be represented by:

Φ =
{

Dt

}
t=1,…,L1 (10)

Calculate the output V𝜌2t
 using the dataset Φ as input for the model F. A watermark

bit and the synchronization marker are embedded by adjusting the relation between the
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coefficients of the center of the embedded block in the LL space and the output coeffi‐
cients of the trained model. The embedding operation is performed by:

LL𝜌2t
=

{
max

(
LL𝜌2t

, V𝜌2t
+ 𝛼

)
if W1t = 1

min
(
LL𝜌2t

, V𝜌2t
− 𝛼

)
otherwise

(t = 1,… , L1) (11)

where 𝛼 is the positive constant that determines the watermark strength. Note that a
larger value of 𝛼 can offer better robustness; however, it degrades the visual quality of
the watermarked image. 𝛼 is determined by balancing the robustness and the quality of
the watermarked image. In the same manner, the marker is embedded.

5. Reconstruct the watermarked image

We obtain the watermarked luminance component by inverse wavelet transform and
convert colors from YCbCr to RGB. Finally, we construct the watermarked image C′.

3.5 Watermark Extraction

We describe the watermark extraction method below.
The cropped image from the watermarked image C′ is represented by C′′. The size

of the cropped image C′′ is m′′ × n′′.

1. Binarization

Load the trained model F, which is used for embedding. The cropped image C′′ converts
colors from RGB to YCbCr. Accordingly, the luminance component Y ′′ is obtained,
where

Y ′′ =
{

Y ′′

i,j
| 1 ≤ i ≤ m′′, 1 ≤ j ≤ n′′

}
. (12)

The luminance component Y ′′ is decomposed through one level of wavelet transform
to obtain the LL′′ space, where

LL′′ =
{

LL′′
i,j | 1 ≤ i ≤ m′′ / 2, 1 ≤ j ≤ n′′ / 2

}
. (13)

The obtained LL′′ space is divided into contiguous 3 × 3 blocks. The coordinates of
the centers of all blocks are

𝜌3t =
(
it, jt

) (
1 ≤ it ≤ m′′∕2, 1 ≤ jt ≤ n′′∕2

)
. (14)

For input to the trained model F, construct a dataset Ψ of input vectors. The dataset
Ψ can be represented by:

Ψ =
{

D′′
t

}
t=1,…,A (15)

where A stands for the number of all blocks. The output V ′′
𝜌3t

 is calculated using the
input dataset Ψ and the model F.
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The binarized image B′′ is obtained by comparing the coefficients of the center of
the blocks in the LL′′ space with the output coefficients V ′′

𝜌3t
. The binarization operation

is performed by:

B′′
𝜌4t

=

{
1 if LL′′

𝜌3t
> V ′′

𝜌3t

0 otherwise
(t = 1,… , A) (16)

where B′′ is the binary image, and

𝜌4t =
(
it, jt

) (
1 ≤ it ≤ m′′∕6, 1 ≤ jt ≤ n′′∕6

)
. (17)

2. Synchronization and Extract watermark

To synchronize against cropping attacks, we find the vertex of the lattice-shaped marker
from the binary image B′′. At least 4 vertices should be found to obtain the watermarked
area. In this method, we find these vertices geometrically. The obtained watermarked
area is represented by B′′′. Load the embed position 𝜌2t. The watermark extraction is
performed by:

W1′
t = B′′′

𝜌2t

(
t = 1,… , L1′

)
(18)

Finally, the watermark W1′ is decoded by the BCH code to obtain the decoded
watermark W ′.

4 Experimental Results

We used six IHC [1] standard images to carry out the watermark scheme evaluation
experiment using MATLAB 2016a [6, 12, 14]. The embedding parameter was strictly
adjusted to satisfy both the image quality and the robustness criteria. Our goal is to satisfy
these requirements according to the IHC evaluation criteria. In this study, we evaluate
our watermarking scheme against the IHC criteria Ver.3. These criteria require a
minimum coding tolerance and cropping tolerance. The specified image sources were
six color images with more than 10M pixels each. Ten types of information (200 bit)
were embedded into the whole image as a watermark, and the compressing-decom‐
pressing cycle was performed twice. The file size should less than 1/15th the original
size after the first compression, and the decompressed images should again be
compressed, which is referred to as the second compression. After the second compres‐
sion, the file size should be less than 1/25th the original size. The original unwatermarked
images were also be compressed using the same coding rate. The peak signal to noise
ratio (PSNR) and the mean structural similarity (MSSIM) were calculated for each pair.
The PSNR of each pair, which is calculated with the luminance signal, should be higher
than 30 dB. The file was decompressed after the second compression, HDTV-size
(1920 × 1080) images were cropped from each decompressed 4608 × 3456 image. Ten
types of vertices are present in these cropped images. The watermark embedded in each
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cropped image should be detectable with no reference information, and without using
the original image for its detection.

According to the IHC evaluation criteria Ver.3, there are two competition categories:
highest tolerance and highest image quality. We focus on the competition for the highest
image quality (Table 1).

Table 1. Cropping positions used in the IHC evaluation criteria

Position (x1, y1) (x2, y2) (x3, y3) (x4, y4)
1 (16, 16) (1935, 16) (1935, 1095) (16, 1095)
2 (1500, 16) (3419, 16) (3419, 1095) (1500, 1095)
3 (2617, 16) (4536, 16) (4536, 1095) (2617, 1095)
4 (16, 770) (1935, 770) (1935, 1849) (16, 1849)
5 (1500, 770) (3419, 770) (3419, 1849) (1500, 1849)
6 (2617, 770) (4536, 770) (4536, 1849) (2617, 1849)
7 (1344, 768) (3263, 768) (3263, 1847) (1344, 1847)
8 (16, 1520) (1935, 1520) (1935, 2599) (16, 2599)
9 (1500, 1520) (3419, 1520) (3419, 2599) (1500, 2599)

10 (2617, 1520) (4536, 1520) (4536, 2599) (2617, 2599)

Table 2 shows the results for the highest image quality, including the average
compression ratio, the PSNR value and the MSSIM value. The average for the first
compression ratio is 6.54%, under the given compression condition of 6.67% (1/15). The
average for the second compression ratio is 3.82%, which is under the given compression
condition of 4.00% (1/25). The image qualities in PSNR are 41.2579 dB for the first
compression and 40.6678 dB for the second compression. They exceed the minimum
condition of 30 dB. As shown in Table 2, our scheme satisfied the image quality criteria.
The image quality in MSSIM is 0.9816 for the first compression and 0.9787 for the
second compression.

Table 2. Average compression ratio, PSNR value, and MSSIM value for the highest image
quality

Compression ratio PSNR MSSIM
1st coding 2nd coding 1st coding 2nd coding 1st coding 2nd coding

Image1 0.0655 0.0387 42.2507 41.1787 0.9909 0.9889
Image2 0.0649 0.0381 41.9447 42.0595 0.9801 0.9796
Image3 0.0635 0.0376 38.4955 38.6804 0.9689 0.9683
Image4 0.0665 0.0367 42.0696 40.7871 0.9869 0.9820
Image5 0.0663 0.0400 41.0439 40.0965 0.9769 0.9683
Image6 0.0659 0.0385 41.7427 41.2044 0.9859 0.9851
Average 0.0654 0.0382 41.2579 40.6678 0.9816 0.9787

Table 3 shows the average error rates for 10 HDTV-size areas after the second
decompression. No errors were detected in any case. As shown in Table 3, our scheme
satisfied the robustness criteria.
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Table 3. Average error rates for 10 HDTV-sized areas after the second compression of the highest
image quality [%]

Position
1 2 3 4 5 6 7 8 9 10

Image1 0 0 0 0 0 0 0 0 0 0
Image2 0 0 0 0 0 0 0 0 0 0
Image3 0 0 0 0 0 0 0 0 0 0
Image4 0 0 0 0 0 0 0 0 0 0
Image5 0 0 0 0 0 0 0 0 0 0
Image6 0 0 0 0 0 0 0 0 0 0
Average 0 0 0 0 0 0 0 0 0 0

5 Conclusion

In this study, we have proposed a digital watermarking scheme with cropping tolerance
based on machine learning. The synchronization marker is embedded in a lattice-shape
in the whole LL space. Binarization processing is performed on the watermarked image
to find the lattice-shaped marker and synchronize against cropping. As a result, our
scheme achieved sufficient image quality to satisfy the IHC evaluation criteria Ver.3.
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Abstract. We propose a watermarking method using scale-invariant
feature transform (SIFT) features that have both scale and rotation
invariance, and evaluate our method in accordance with the information
hiding criteria (IHC) ver. 5. It is defined as evaluation criteria against sev-
eral possible attacks; these attacks are JPEG compression and geometric
attacks, e.g., scaling, rotation, and clipping. In our method, we use local
feature regions located around the SIFT features that are robust against
scaling and rotation. The regions are normalized in size and selected as
marked regions. Watermarks are embedded in the marked regions. We
also introduce two error-correction techniques: weighted majority vot-
ing (WMV) and low-density parity-check (LDPC) code. When a stego-
image is attacked by scaling or rotation, the image is spatially distorted.
WMV and LDPC code can correct errors of extracted watermarks in
the distorted stego-image. On the other hand, it is not easy to detect
rotated marked regions. Therefore, the correct orientation is searched
for by brute force. We evaluated the proposed method in accordance
with IHC ver. 5. Our method can achieve robustness against scaling and
rotation attacks in the highest tolerance category.

Keywords: Feature-based watermarking · SIFT · IHC · Geometric
attack

1 Introduction

Usage of digital watermarking techniques include protecting digital content (e.g.,
image, video, or audio data) from being modified either legally or illegally. Even
if the digital content were attacked, the watermark could be extracted from the
attacked content. Therefore, a robust watermarking method should be devel-
oped. By focusing on watermarking for still images, we want to extract water-
marks from a processed image. Image processing, e.g., lossy compression, clip-
ping, scaling, or rotation, is usually applied to an image. Therefore, the image
processing is regarded as an attack on the image.

Evaluation standards are required to evaluate robustness and image quality
for the watermarking techniques. Therefore, the Institute of Electronics, Infor-
mation and Communication Engineers (IEICE) proposed information hiding cri-
teria (IHC) [1]. In the IHC ver. 5, for example, the stego-images are attacked
c© Springer International Publishing AG 2018
J.-S. Pan et al. (eds.), Advances in Intelligent Information Hiding and Multimedia
Signal Processing, Smart Innovation, Systems and Technologies 81,
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by JPEG compression, clipping, scaling, rotation, and combinations of these
attacks. The watermarks should be extracted from attacked images with almost
no errors. The extraction should be performed blind, that is, the decoder cannot
use any information about both the original images and the attacks. IHC ver. 5
[1] is summarized as follows. There are three roles in the model: watermarker,
attacker, and detector. It is supposed that the six original IHC standard images
are provided with a 4608 × 3456 pixel size. Ten messages are generated by using
an M-sequence. The message length is 200 bits. The watermarker encodes the
messages for the purpose of correcting errors. An encoded message is embedded
into the original image. Since the JPEG format is popular, the image is com-
pressed with JPEG to be distributed (1st compression). The file size should be
less than 1/15 of the original size. The compressed image is called a stego-image
in this model. The image quality of the stego-image is measured by peak signal-
to-noise ratio (PSNR) and mean structural similarity (MSSIM) [2]. The PSNR
of the stego-image should be more than 30 dB.

The attacker performs a geometrical attack, such as scaling, rotation, and
combinations of these two attacks on the stego-image. After the geometrical
attack, the image is clipped to an HDTV-size area (1920×1080) at four specified
coordinates. The clipped images are compressed with JPEG again to be saved in
the JPEG format (2nd compression). The obtained image is called an attacked
image. The detector extractes the message (200 bits) from a given attacked
image without referring to the original image, attack parameters, and any related
information. The watermarks should be decoded from the attacked image with
an almost zero bit error rate (BER). The accuracy of the decoded message is
measured by the BER [1].

Once an image has been geometrically attacked (i.e. rotation, scaling, and
clipping have been performed on the image), the positions of the pixels in the
image would be moved, and then the marked regions would also be moved. To
extract watermarks from the marked regions, the original marked positions need
to be detected. This is called synchronization and is used to find the marked
positions. Watermarking methods using a marker or synchronization code have
been proposed [3,4]. In these methods, a watermark consists of an encoded mes-
sage and a marker. The marker is a specific bit sequence, and is effective for a
clipping attack to find marked positions. When the image is subjected to geo-
metric attacks, the synchronization is performed by searching for markers in the
attacked image. However, it is hard to find the marked positions due to distor-
tion of the image. Since the attack parameters of the scaling ratio and rotation
angles are unknown, the marked positions can only be searched for by brute
force. Therefore, we focus on a synchronization technique using rotation- and
scale-invariant features.

We propose a watermarking method using scale-invariant feature transform
(SIFT) features for synchronization in accordance with IHC ver. 5. A message
is encoded by using low-density parity-check (LDPC) code [5] as a watermark.
Marked regions are selected around the SIFT feature points. The size of the
regions is normalized for robustness against scaling. The watermark is embedded
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into the discrete cosine transform (DCT) domain of each region for robustness
against JPEG compression. In the detecting process, the extracted regions are
rotated due to synchronization. The correct orientation is searched for by brute
force.

2 Related Works

Scale-invariant feature transform (SIFT) [6] is a promising feature detector.
Even if rotation and scaling attacks are applied, the same feature points can
be extracted by the SIFT detector, and the scale parameters, which are propor-
tional to the scaling ratio, can also be extracted. Therefore, the SIFT features
are represented by circular patches or disks whose centers are feature points,
and their radii are equal to the scale parameters. Since the circular patches are
rotation- and scale-invariant, we can obtain the same marked regions. There are
two major embedding domains for invariant feature-based methods: pixel-value
domain and frequency domain. For pixel-value domain watermarking, the circu-
lar patches are extracted by SIFT or other invariant feature detectors. The bit
sequence of watermarks are converted to polar coordinates, and then they are
embedded into the patches directly [7–11]. The image quality of stego-images
created by these methods is not good due to directly changing of the pixel val-
ues. Also, the watermarks in the stego-image are vulnerable to compression.
Moreover, the conversion to polar coordinates involves loss of the watermarks.

For frequency domain watermarking, watermarks are embedded into some
frequency domains in marked regions around the feature points. Since the dis-
crete Fourier transform (DFT) has invariance for scaling, the methods involv-
ing embedding in the DFT domain are robust against scaling attacks [12–15].
However, they are sensitive to compression. Embedding in the DCT domain is
effective for robustness against compression [16,17], but existing methods are
non-blind ones. The method of Pham et al. [16] needs a database to store the
SIFT features. Wei and Yamaguchi’s method [17] needs the original watermark
to find the watermarks.

Since a rotation attack changes the marked regions, robustness against rota-
tion should be considered. The Fourier-Mellin transform domain is effective for
rotation, scaling, and translation (RST) [18]. The Fourier-Mellin transform is
equivalent to computing the Fourier transform of a log-polar mapping. Tone
and Hamada’s method [12] uses a Harris-Affine detector and a log-polar map-
ping as the invariant feature detector. It can extract scale- and rotation-invariant
features. However, the log-polar mapping distorts the watermarks, resulting in
the number of errors of the watermarks becoming high. Therefore, these methods
could not achieve the IHC.

Methods without the log-polar mapping seem to be better for loss-less embed-
ding. The orientation of the marked regions is worthy of consideration. In one
study, the dominant orientation, which is the peak of the histogram of the gradi-
ent direction of the pixels, was used [19]. In another study, the dominant orien-
tation was obtained by SIFT detector to align the direction of the features [14].
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In two studies, the characteristic orientation based on the moments of a local
region was used [10,20]. These methods detect the significant orientation and
rotate the local regions. Therefore, the region has robustness against rotation.
Since the process rotating the region involves distortion of the image, watermarks
are also damaged in the embedding process. Moreover, since the orientation is
low precision, the probability of failing to detect the orientation is higher in the
detecting process.

3 Proposed Feature-Based Watermarking Method

3.1 Watermarking Process

In the proposed method, a message, m, of length Nm = 200 is encoded to a
codeword, c of length Nc = 300 by using LDPC code [5,21]. Since difficult attacks
will be performed on the stego-images in accordance with IHC ver. 5, a lot of
errors will appear in the extracted codewords. To measure the error rate, a check
bit, s, of length Ns = 87 is introduced, where it is given by s = (1, 1, 1, · · · , 1).
Therefore, the watermark, w, consists of the codeword c and check bits s, and
is given by

wi =
{

ci, 1 ≤ i ≤ Nc

1, Nc < i ≤ Nc + Ns
. (1)

The marked regions are selected around the SIFT feature points. The fea-
ture points (xi, yi) and the scale parameters σi are obtained by using the SIFT
algorithm [6], and then the circular patches are constructed. However, circular
forms should be avoided due to distortion of the watermarks. Therefore, the
bounding squares of the circular patches are selected as marked regions in our
method. The bounding squares are squares of side 2dσi pixels, where d is the
radius magnification. In this paper, we set d = 7 in view of the length of the
watermark. The scale parameters in the range of σL < σi < σU are selected,
since large bounding squares will overlap each other, and small ones will vanish
as a result of shrinking [10]. We set σL = 4 and σU = 10. Even if the range
of the scale parameters are limited, some of the squares may be overlaped each
other. In this case, the feature point which has the largest value of difference of
Gaussian (DoG) filter is selected. Each marked region is normalized to a square
of side h = 96 pixels in preparation for the scaling attack.

The watermarks w are embedded in the DCT domain of the normalized
regions. In the method of Hirata and Kawamura [3,4], the normalized region is
divided into 8 × 8 pixel blocks. One bit of the watermark is embedded in one
block. In our method, the region is divided into 32 × 32 pixel blocks, since the
8 × 8 pixel region was too small to embed a watermark in it. Each block is
transformed by using the 2D DCT. A more than one bit (NB > 1) watermark
is embedded in the DCT coefficients of the block by using quantization index
modulation (QIM) [22], where NB is given by

NB =
⌈

32 × 32
h × h

(Nc + Ns)
⌉

, (2)
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where �x� stands for the ceiling function. In the case of h = 96, Nc = 300,
and Ns = 87, the number of the bits is NB = 43. Since a stego-image will be
clipped, the same watermarks are repeatedly embedded throughout an image.
After embedding the watermarks, the stego-image is compressed by JPEG com-
pression to be less than 1/15 of the original size.

3.2 Extraction and Decoding Process

The stego-image is attacked by JPEG compression, clipping, scaling, rotation,
and combinations of these attacks in accordance with IHC ver. 5. Watermarks
must be extracted from the attacked image. The synchronization is performed by
SIFT. The process to obtain the marked regions is the same as the watermarking
process except for the range of the scale parameters. In extraction, the scale
parameters in the range of 0.8σL < σi < 1.2σU are selected, since the stego-image
is magnified or shrunk by the scaling attack. We assume P marked regions are
extracted from the attacked image and P candidates for watermarks are obtained
by QIM [22].

Since the marked region may be rotated by the rotation attack, the region
is rotated to find the correct marked position in the extraction process. Let
a candidate for the p-th watermark rotated by a θ-degree angle be ŵp(θ) =
(ĉp(θ), ŝp(θ)). Note that the first Nc bits correspond to the codeword bits, and
the residual Ns bits correspond to the check bits. Now, the matching ratio for
the check bits ŝp(θ) is defined by

Rp (θ) =
1

Ns

Ns∑
i=1

ŝp
i (θ) . (3)

Since all of the check bits are 1, the estimated degree of the angle, θ̂p, can be
calculated by

θ̂p = arg max
0≤θ≤90

{Rp (θ)}. (4)

By using the SIFT features and searching for the rotation angle, the synchro-
nization for clipping, rotation, and scaling can be performed.

After the synchronization, a message will be estimated from the candidates
ĉp(θ̂p). The candidates include bit sequences extracted from incorrect feature
points, in which the watermarks are not embedded. Even if candidates are the
bit sequences in which the watermarks are embedded, they may be distorted
by the attacks. Therefore, the candidates contain a lot of errors. To remove
incorrect candidates, we introduce a weighted majority voting (WMV) algorithm
[3,4]. The estimated codeword ĉ = (ĉ1, ĉ2, · · · , ĉNc

) can be calculated from the
weighted candidates by the WMV, that is,

ĉi = Θ

⎛
⎝ P̂∑

p=1

α
(
Rp(θ̂p)

) {
ŵp

i (θ̂p) − 0.5
}⎞

⎠ , 1 ≤ i ≤ Nc, (5)
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where α(x) is the weight function of the ratio Rp(θ̂p) and is defined by

α(x) =
{

tanh (β (x − T )) , T ≤ x
0, x < T

, (6)

where T is the threshold and β is the weight coefficient. The function Θ (x) is
the step function defined by

Θ(x) =
{

1 , x ≥ 0
0 , x < 0 . (7)

After obtaining the estimated codeword ĉ, the estimated message m̂ = (m̂1, m̂2,
· · · , m̂Nm

) can be calculated by the sum-product algorithm of the LDPC code
[23]. The BER is defined by

BER =
1

Nm

Nm∑
i=1

mi ⊕ m̂i, (8)

where ⊕ stands for exclusive OR (XOR).

4 Evaluation by Computer Simulations

We evaluate our method by computer simulation on the basis of the IHC ver. 5.
The attack procedure is shown in Fig. 1. Before attacking the stego-image, the Q-
value of the JPEG compression is computed in advance to be less than 1/25 of the
original size. The stego-image is attacked by scaling, rotation, and combinations
of these two attacks. The scale parameter is s ∈ {80, 90, 110, 120%}, and the
rotation angle is θ ∈ {3, 5, 7, 10◦}. The combinations of the scaling and the
rotation attack are (s, θ) ∈ {(80, 9), (90, 7), (110, 5), (120, 3)}. These parameters
are defined in the IHC ver. 5 [1]. The term ‘No attack’ in Fig. 1 means that the
stego-image is not attacked by any geometric attacks. The next stage is clipping;
the image is clipped by an HDTV-size area at four specified coordinates. The
center points of the four clipped areas are (xc ± 700, yc ± 500), where the point
(xc, yc) is the center point of the stego-image. Each clipped area is saved as a
new image by using the Q-value, which is computed in advance. The compressed
image is called the attacked image.

The step size of the QIM is Δ = 72. The threshold T and the weight coef-
ficient β in the weight function are T = 0.7 and β = 0.7, respectively. We use
a (3, 4)-regular LDPC code generated by the progressive edge-growth (PEG)
algorithm [4,21]. The channel error rate in the sum-product algorithm [23] is
0.05. Ten different messages are generated by the M-sequence, they are embed-
ded in six IHC standard images, and then four areas are clipped. Therefore, 240
attacked images are generated.

There are two categories of evaluation criteria for comparing methods: “high-
est image quality” and “highest tolerance.” Table 1 shows the average compres-
sion ratio, PSNR, and MSSIM. Since ten different messages were embedded, the
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Fig. 1. Attack procedure

Table 1. Average compression ratio, PSNR, and MSSIM

Compression ratio [%] PSNR [dB] MSSIM

Image 1 6.628 33.313 0.917

Image 2 6.588 33.800 0.917

Image 3 6.609 35.462 0.937

Image 4 6.621 36.851 0.949

Image 5 6.629 35.108 0.926

Image 6 6.656 33.718 0.919

Average 6.622 34.709 0.927

values are the average values for ten trials. The compression ratio was under
1/15 = 6.67% for the first compression. The PSNRs and MSSIMs were calcu-
lated for the luminance signal of the generated stego-images before these images
were attacked. All PSNRs were over 30 dB.

Table 2 shows the average error rate for the attacked images with additional
attacks. In accordance with the highest tolerance category of the IHC [1], there
are four clipped areas in each stego-image, and the BERs for three of the four
areas must be zero. In other words, one area can be discounted. Therefore, the
best three of the four BERs were used for the evaluation. The compression ratio
in Table 2 was less than 1/25 of the original size for the second compression. As
a result, the proposed method could achieve a BER of 0.0 for scaling or rotation
attacks. However, the BERs for combined attacks were over 0.0 for many images.
For the highest image-quality category of the IHC, the BER must be no more
than 1% on average. In the worst case, the BER for the three clipped images
must be less than 2%. The proposed method could not achieve this criterion.
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Table 2. Average error rate for attacked images with additional attacks (%)

Image no. No attack Scaling (%) Rotation (◦) Combination (s, θ)

80 90 110 120 3 5 7 10 (80, 9) (90, 7) (110, 5) (120, 3)

1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.000 0.000 0.000

2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.005 0.003 0.004 0.001

4 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.004 0.003 0.001

5 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.001 0.000 0.000

6 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.000 0.002 0.002

However, the BERs for almost 80% of the attacked images were zero. In a few
cases, the BERs were over 2%.

5 Conclusion

We proposed a SIFT feature-based watermarking method aimed at achieving the
IHC ver. 5. To accomplish the criteria, the method has to be robust against com-
pression, clipping, scaling, rotation, and combinations of these attacks. Since the
IHC ver. 5 is the newest criteria, we demonstrated the ability of our method to
operate in current conditions. We introduced SIFT against scaling and rotation
attacks and WMV and the LDPC code against compression and clipping. As a
result, our method does not have enough robustness against combined attacks
of a scaling attack and a rotation attack but does have robustness against an
individual attack.
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Abstract. Among data hiding methods for documents, the spaces
between words and paragraphs are popular features for embedding infor-
mation. However, in order to avoid the visible distortions, the embedding
capacity is limited to be small in conventional methods. In this paper, we
regard a collection of space lengths as one dimensional feature vector and
apply signal processing approaches for the vector to embed more infor-
mation with less distortions. We also focus on the Portable Document
Format (PDF) files and propose a new data hiding method for PDF files
with large capacity. Considering the secrecy of the embedded informa-
tion, a random permutation and dither modulation are introduced in the
operation.

Keywords: Portable Document Format · QIM · Dither modulation ·
Permutation

1 Introduction

Data hiding technique enables us to embed information into digital content with-
out causing perceptual degradation. There are many media for digital content
such as image, video, audio, and text document. Depending on the purpose of
its application, the data hiding technique is classified into two classes; steganog-
raphy and watermark. The former conceals secret communication using digital
content, while the latter protects the digital content by embedding information.
In both classes, it is desirable to embed more information with less distortions.
For convenience, the embedding information is called “watermark” in this paper.

Portable Document Format (PDF) is developed by the Adobe Systems Soci-
ety as a page description language, and it is an evolution of PostScript format
which can preserve the formatting of a file. Because of its popularity, some data
hiding methods for PDF files have been studied. Zhong et al. [8] changes the pre-
set distance between each word in PDF files. In [7], the spaces between words and
paragraphs are used for embedding, which is extended from the basic embedding
algorithm in [1]. In the PDF file, the TJ operator displays text strings with posi-
tion and space lengths between characters. So, it is easy to apply the method
to the PDF file. The main drawback in this method is one-to-one correspon-
dence between a space length and embedding bit. A malicious party will be able

c© Springer International Publishing AG 2018
J.-S. Pan et al. (eds.), Advances in Intelligent Information Hiding and Multimedia
Signal Processing, Smart Innovation, Systems and Technologies 81,
DOI 10.1007/978-3-319-63856-0 47
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to edit the embedding watermark by modifying specific space lengths. As the
hexadecimal text encoding of “20” and “A0” are displayed as blank characters in
PDF files, such specific characters are used for embedding watermark in [5]. Lin
et al. [6] proposed an interesting method based on PDF files of ISO-8859 encod-
ing. It combines a data hiding method for PDF files and an encryption method
based on quadratic residue. The method is, however, suffered from the removal
of inserted watermark. In [2], the spread transform dither modulation is used for
embedding information into PDF files. Each bit of watermark is embedded into
some x-coordinate (horizontal position) values. Because of its spreading effects,
the method retains transparency and robustness. However, the capacity is small.
In [4], the object in each line of PDF files are divided into some groups accord-
ing to watermark. The advantage of the method is that no visual distortion is
appeared on the display of PDF viewer. However, the capacity is not large, and
a malicious party will easily find the irregularities in the watermarked PDF file
if the descriptions of the document are observed.

In this paper, we propose a new data hiding method for PDF files with large
embedding capacity and low distortions, by embedding watermark into spaces
among characters in each lines in consideration of inside structure of PDF file.
Different from the conventional methods, the proposed method regards a collec-
tion of the space lengths as a host vector, and modifies the vector using signal
processing techniques. To control the changes of space lengths produced by the
embedding, the watermark is inserted into the frequency components converted
from the vector by DCT(Discrete Cosine Transform). The embedded watermark
signal is spread over the vector after IDCT. In order to keep the sum of the
space lengths in each line, the watermark is embedded only into AC compo-
nents avoiding its DC component. Considering the secrecy of the watermark, the
Dither Modulation Quantization Index Modulation(DM-QIM) [3] is employed,
which introduces randomness on the embedding process based on a secret key.
In addition, before performing the DCT, the host vector is permuted using a
secret key in order to enhance the secrecy of the watermark and its existence in
a PDF file.

2 Preliminaries

2.1 PDF File Structure

PDF is based on a structured binary file format composed of 4 components;
Header, Body, Cross-Reference Table, and Trailer. The Header is the first line of
PDF file and indicates the version of the PDF specification. In the Body, there
are objects including text streams, images, other multimedia elements, etc. The
Body is used to hold all the data of documents to be shown on a PDF viewer. The
Cross-Reference Table contains the references to all the objects in the document.
It allows random access to objects in the file. Each object is represented by one
entry in the table. The Trailer is used to find the Cross-Reference Table, which
is like a dictionary indicating a link to each object.
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Fig. 1. Example of text syntax in an
object.

Fig. 2. Displayed example of the object
in Fig. 1.

An example of PDF syntax in object is shown in Fig. 1. Each object has
its unique number, and it starts from “obj” to “endobj”. The script and data
for displaying text, figure, images are appeared in between “stream” and “end-
stream”. “BT” and “ET” represent Begin Text and End Text, respectively. There
are some operators to represent text document. “Tf” operator specifies the text
style and font size, and “Td” operator specifies the offset of the beginning of the
current line. When a current coordinate is (x, y), the Td operator shift the coor-
dinate into (x+Δx, y+Δy). “TJ” operator shows the text characters and spaces
between characters. In this example, the syntax “[(He)−50(llo)]TJ” represents
the characters “He” and “llo”, and the space length “−50” between them. The
displayed example of this object is shown in Fig. 2. Generally, the spaces between
characters are observed at English sentences in PDF files.

2.2 DM-QIM

Let w ∈ {0, 1} be a watermark bit, and δ be a quantization step size to control
the distortion level. Assume that d is an element of selected host signal and it
is a real number. In the QIM method [3], d is rounded into a nearest odd/even
quantized value d� according to the watermark bit w using the step size δ.
It is noticed that d� becomes a multiple of δ. If a malicious party knows the
embedding algorithm, the DCT coefficients selected for embedding can be found
by simply observing the values. In order to avoid such an attack, a random dither
modulation should be introduced into the above algorithm. Such a method is
called RDM-QIM in this paper.

Let r be a real number randomly selected from a range [−δ/2, δ/2]. The
embedding operation is performed as follows.

d′ =
{

δD if D mod 2 = w
δ
(
D + 1

)
otherwise (1)
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where
D =

⌊d + r

δ

⌋
, (2)

The above operation quantizes d+r into nearest even/odd value according to the
watermark bit w. If w = 0, �d′/δ� becomes an even value; otherwise, it becomes
an odd value. Finally, the random number r is subtracted from d′ to obtain the
output d�.

d� = d′ − r (3)

It is remarkable that d� is not the multiple of δ. As the watermark bit w cannot
be extracted without r, it is regarded as a secret key in this method.

At the detection, the watermark w is extracted as follows.

w = D̄ mod 2, (4)

where

D̄ =
⌊d� + r + δ

2

δ

⌋
. (5)

3 Proposed Data Hiding Method for PDF File

In conventional studies, the spaces among characters and words are regarded
as scalars and each watermark bit is embedded into each selected space length.
The proposed method regards a collection of space lengths in each line as one
dimensional signal, and introduces signal processing techniques to embed multi-
bit watermark information into the signal.

Assume that the number of spaces among characters in t-th line, denoted
by �t, is more than 1. The collection of space lengths in t-th line is denoted
by a vector st = (st,0, st,1, st,2 . . . , st,�t−1). We can embed at most (�t − 1)-bit
watermark information into st.

Let wt = (wt,1, wt,2, . . . , wt,�t−1) be (�t − 1)-bit watermark information for
t-th line, where wt,j ∈ {0, 1}, (1 ≤ j ≤ �t − 1). The following operation is
performed to embed the watermark.

1. Extract the collection of space lengths st from t-th line.
2. Permute randomly the elements of st according to a secret key.
3. Perform one dimensional DCT to st. The DCT coefficients are denoted by

dt = (dt,0, dt,1, dt,2, . . . , dt,�t−1).
4. Embed j-th watermark bit wt,j into the corresponding DCT coefficient dt,j

for 1 ≤ j ≤ �t − 1 using the RDM-QIM method with a secret key. The water-
marked DCT coefficients are denoted by d�

t = (dt,0, d
�
t,1, d

�
t,2, . . . , d

�
t,�t−1).

5. Perform IDCT to d�
t , and permute the result in the inverse order to obtain

the watermarked space lengths s�
t .

6. Replace the original space lengths in t-th line with s�
t .
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st = (st,0, st,1, st,2, . . . , s t− 1)

dt = (dt,0, dt,1, dt,2, . . . , d t− 1)

original spaces

DCT coefficients

permutation

DCT

embedding

IDCT

permutation

secret key

secret key

secret key

wt = (wt,1, wt,2, . . . , w t− 1)

dt = (dt,0, dt,1, dt,2, . . . , d t− 1)

st = (st,0, st,1, st,2, . . . , s t− 1)watermarked spaces

Fig. 3. Procedure of the proposed embedding operation.

Figure 3 illustrates the above operation. It is remarkable that the DC component
dt,0 is avoided for embedding in the above operation. It assures that the total
length of the spaces are unchanged after the embedding, namely,

∑
st,j =

∑
s�

t,j .
If the total length is changed, irregularities are clearly appeared at the end of
lines, which will become noticeable distortions. By excluding the DC component,
we avoid such distortions. The capacity C of the above embedding method is

C =
n∑

t=1

(�t − 1), (6)

where n is the number of lines in a PDF file.
Because of the permutation of st and the RDM-QIM method, it is difficult

for malicious party to modify the embedded information without the secret key.
Even if the number of space lengths is small in a certain line, the RDM-QIM
method prevents a malicious party from getting useful information about the
permutation and watermark. It is possible to be robust against addition of noise
by reducing the bit-length of the watermark. Without the secret key used for the
permutation, the energy of additive noise will be spread over all DCT coefficients
because the direct modification of DCT coefficients is difficult. If the bit-length
of the watermark is (�t − 1)/2, only half of the noise energy is expected to affect
the embedded signal, which reduces the effects of additive noise. By properly
selecting the quantization step size δ and the payload (equal to or less than C),
it is possible to control the trade-off between the perceptual distortions and the
robustness.
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4 Experiment

We create a PDF file from a document file produced by the Microsoft Word 2013
ver.15.0.4893.1000 using a Century font with 10.5pt. The document is an English
version of Japanese old story “Peach Boy”1, which created PDF file has 36 lines
with 3,097 characters. Since the document of PDF file is compressed, we use the
“pdftk” toolkit2 to decompress the file before embedding watermark. The size
of original PDF file is 55,164 Bytes, while the size becomes 104,369 Bytes after
the decompression. The embedding capacity in the PDF file is C = 1, 448 bits.
We use a random sequence as watermark, and embed into the PDF file using
the quantization step size δ = {3, 6, 12}. When δ < 3, the watermark cannot be
extracted correctly even if no attack is performed. It is because of the round-off
noise at the embedding operation. With the increase of δ, the round-off noise
does not cause the detection error.

Figure 4 shows the first 3 lines of the original and watermarked files. No
visible distortion is appeared in space lengths among characters. Because the
DC component is avoided for embedding, we can see that the total length of

Fig. 4. Visual differences in the first 3 lines.

1 http://www.geocities.co.jp/HeartLand-Gaien/7211/momo.html.
2 https://www.pdflabs.com/tools/pdftk-the-pdf-toolkit/.

http://www.geocities.co.jp/HeartLand-Gaien/7211/momo.html
https://www.pdflabs.com/tools/pdftk-the-pdf-toolkit/
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each line is not changed. Figure 5 shows the descriptions of spaces at the first
line of the PDF files. In case of δ = 3, the changes in the spatial domain are very
small. Although the changes becomes large with the increase of δ, no irregularity
is observed from these descriptions. Table 1 enumerates the file size of the PDF
files. As expected, the file size is increased with the step size δ because the
distortions caused by embedding is increased accordingly.

[(L)-2(ong,)6( )-130(l)-2(o)11(ng )-130(ago,)7( )-130(ther)12(e

)-130(l)-2(i)8(ved )-133(an)-2( )-130(o)11(l)-2(d)-5( )-130(m)14(an)-2(

)-130(a)11(nd)-7( )-130(h)9(i)-2(s)8( )-130(ol)-2(d)-5(

)-130(w)5(i)-2(f)3(e )-130(i)8(n )-133(a )-131(vil)-2(l)8(age.)7(

)-130(H)3(e )-130(w)5(ent )-130(to )-127(th)11(e)11( )] TJ

(a) original

[(L)-2(ong,)5( )-130(l)-1(o)12(ng )-130(ago,)8( )-130(ther)9(e

)-132(l)-2(i)8(ved )-134(an)-1( )-131(o)11(l)-2(d)-8( )-131(m)17(an)-3(

)-132(a)9(nd)-10( )-128(h)10(i)-1(s)7( )-129(ol)1(d)-2(

)-131(w)7(i)-3(f)2(e )-131(i)8(n )-131(a )-132(vil)-1(l)5(age.)8(

)-132(H)4(e )-127(w)1(ent )-131(to )-125(th)12(e)15( )] TJ

(b) δ = 3

[(L)-1(ong,)14( )-130(l)3(o)11(ng )-132(ago,)8( )-121(ther)15(e

)-134(l)-2(i)5(ved )-134(an)-3( )-126(o)7(l)-3(d)-7( )-131(m)9(an)-6(

)-134(a)11(nd)-6( )-126(h)9(i)-8(s)5( )-135(ol)2(d)-6(

)-127(w)6(i)0(f)2(e )-128(i)8(n )-131(a )-129(vil)2(l)6(age.)8(

)-134(H)1(e )-132(w)9(ent )-130(to )-125(th)11(e)7( )] TJ

(c) δ = 6

[(L)-12(ong,)7( )-128(l)2(o)12(ng )-125(ago,)9( )-135(ther)4(e

)-140(l)-9(i)10(ved )-134(an)1( )-132(o)14(l)2(d)-11( )-134(m)23(an)-3(

)-108(a)9(nd)-19( )-131(h)22(i)6(s)20( )-129(ol)2(d)-8(

)-136(w)10(i)-7(f)-11(e )-135(i)3(n )-126(a )-130(vil)6(l)10(age.)10(

)-138(H)11(e )-135(w)1(ent )-139(to )-124(th)13(e)9( )] TJ

(d) δ = 12

Fig. 5. Changes of space lengths in the first line.

Due to the permutation and RDM-QIM method using a secret key, a mali-
cious party will not be able to find any useful information from the observation
of frequency components without the secret key. Hence, the proposed method
could be used for the application of steganography if the step size δ is small.
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Table 1. Comparison of the average file size [Bytes] when 1,448 bits watermark is
embedded.

uncompressed compressed

original 104,369 55,164

δ = 3 104,348 55,964

δ = 6 104,346 56,156

δ = 12 104,440 56,319

δ = 24 104,676 56,512

δ = 48 104,951 56,726

5 Concluding Remarks

In this paper, we proposed a novel data hiding method for PDF files. The main
idea is to regard a collection of space lengths in each line as one dimensional
signal, and to use the signal processing operations in order to embed watermark
with less distortions. By avoiding a DC component, the total length of each line
is kept unchanged so as to control the distortions caused by the embedding. We
also consider the secrecy of the watermark by introducing the permutation and
the dither modulation according to a secret key. If the quantization step size is
small, we will be able to apply for steganography. If the amount of embedding
information is reduced, it will be used for robust watermarking method.

It is possible for malicious party to insert random noise to the watermarked
space lengths. If the noise energy is smaller, the watermark can be extracted
correctly, and vice versa. For the further investigation on the robustness, the
evaluation criteria should be considered for watermarking methods for PDF
documents. Similar to multimedia watermarking schemes, there is a trade-off
among transparency, robustness, and capacity. The numerical measurement of
transparency in PDF documents is not studied though it will be measured by
the energy of signal-to-noise (watermark) ratio in the proposed method. The
robustness should be also measured under possible attacks on PDF documents.

Acknowledgements. This research was partially supported by JSPS KAKENHI
Grant Number JP16K00185.
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Abstract. In this paper, we propose a novel digital audio watermarking
system inspired by the tally trade. In ordinary digital audio watermark-
ing, a single stego signal is produced through the embedding process
and the hidden message is extracted from the stego signal. In tally-based
system we propose, multiple stego signals are tallied to produce and the
hidden message which is extracted from the temporally mixed signal
composed of the required number of stego tallies. When the extractor
can’t mix the required number of stego tallies, it misses the hidden mes-
sage. The system’s performances are evaluated in terms of the number
of tallies (shares).

Keywords: Tally · Audio secret sharing · Time-spread echo method ·
Digital audio watermarking

1 Introduction

Due to the widespread presence of video sharing sites, anyone can easily share
videos and music. Such illegal uploading, ignoring the copyright of contents,
illegal copies without permission from the producer, illegal buying and selling
correspond to infringement of copyright, etc. are regarded as problems. Copy-
right holders have used similar music search technology and embedding of digital
watermarks of contents in order to detect such illegal usage and protect legiti-
mate earnings from the distribution of the material.

Recently many algorithms for embedding watermarks in acoustic digital
watermarks have been studied. However, even if the algorithm is complicated,
once the algorithm becomes known, confidential information may be extracted.
For that purpose, we have been taking countermeasures using secret parame-
ters such as random numbers, but the random numbers are easily generated
from predefined seed value. Once the seed value is leaked, the system becomes
defenseless. In this paper, we aim to create a new audio tally which was inspired
by tally-trade. A kind of tally is shown in Fig. 1, which was used for trade in
medieval Japan. In tally trade, a watermark letter is written on a piece of wood,
or paper, etc. and it is split/torn in two. The both parties held one piece each
and then combined it to confirm it’s validity. Here, a watermark letter is a kind
of secret, but both of the corresponded connect pair and appropriate connect
way are still required for evidence even if the watermark letter is known.
c© Springer International Publishing AG 2018
J.-S. Pan et al. (eds.), Advances in Intelligent Information Hiding and Multimedia
Signal Processing, Smart Innovation, Systems and Technologies 81,
DOI 10.1007/978-3-319-63856-0 48
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Fig. 1. Tally trade in medieval Japan

2 Tally-Based Watermarking System

In this section, we propose a tally-based watermarking system. The tally-based
system aims to make the hidden message by decomposing it and embeddeding it
to N pieces of stego-tally signals. The K pieces of stego-tally signals are mixed
temporally and the hidden message is extracted by decoding the mixed stego
signal.

Similar strategies are studied in a secret sharing system. The secret sharing
is a distributed management method of hidden data and it was independently
proposed by Blakley [1] and Shamir [2] in 1979. In (K,N) – threshold secret
sharing, secret datum s is divided into N shares of data. You can restore secret
datum s when K shares are combined but cannot restore from K − 1 shares or
less.

With regard to an acoustic secret sharing method studied in order to make use
of the characteristics of sound, Desmedt et al. [3] and Lin et al. [4] proposed an
acoustic secret sharing of binary bit strings. Desmedt’s method is (2, 2)-threshold
secret sharing and they construct two shared signals such that any two shares
have counter phases if the secret data is ‘0’ or the same phases if the secret
data is ‘1’. Lin extends Desmedt’s method to (2, N)-threshold by representing a
sharing bit with the main counter/same phase in consequent multiple sub-blocks.
In Lin’s study, this was implemented in Rock music.

These acoustic secret sharing methods are methods of acoustic information
hiding. However these approaches do not consider the quality of the audio signals
that are shared and results in quality degradation. Therefore, we introduce this
concept to an audio watermarking system in this report.

In some audio watermarking methods, the hidden message is spread by a
pseudo-noise (PN) sequence (key), and the spread data is added or convolved
with a host signal to produces a stego signal. The embedded hidden message
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is extracted by auto-correlation of time-sequences or the cepstrum of the stego
data and the predefined pseudo-noise.

The PN sequence p(n) ∈ {−1,+1} is used as a key here can be composed
by the summation of N pieces of pk(n) ∈ {−1,+1} as p(n) =

∑N
k=1 pk(n).

A signal group spread using pk(n) instead of p(n) is the same as the signal
diffused using p(n) by addition synthesis. Therefore, by mixing and synthesizing
all the stego signal groups sk(t) generated by using pk(n), the stego signal s(t)
generated by using p(n) can be reproduced. Due to the noise immunity of the
base watermarking technique, it is possible to detect the watermarks even when
K or more pieces of sk(n) are used without using all N pieces. However, it
should be noted that ˆs(t)K obtained by mixing and synthesizing K items has an
embedding strength of 1/K as compared with the base watermarking method.

2.1 Decomposion of Pseudo-noise Sequence

We decompose each element of the PN sequence p(n) so that it is generated by
addition of each element of N pieces of pk(n). Here, N is an odd number. This
means that (N + 1)/2 pieces in pk(n) (k = 1 . . . N) are equal to p(n) and the
remaining (N −1)/2 pieces are −p(n). Therefore (N −1)/2 pairs equaling +p(n)
and −p(n) are canceled in summation and only one piece equaling p(n) remains.
You can choose any tally index k of (N +1)/2 randomly for each element n, but
you do not need to know how to choose this on the detection side.

For example, for an original PN sequence p(n), n = 1 . . . 5 is decomposed to
N = 3 sequences pk(n), k = 1 . . . 3 as following:

p(n)
↓⎡

⎢
⎢
⎢
⎢
⎣

+1
+1
−1
+1
−1

⎤

⎥
⎥
⎥
⎥
⎦

=

p1(n) p2(n) p3(n)
↓ ↓ ↓⎡

⎢
⎢
⎢
⎢
⎣

+1 + 1 − 1
+1 + 1 − 1
−1 − 1 + 1
−1 + 1 + 1
+1 − 1 − 1

⎤

⎥
⎥
⎥
⎥
⎦

⎡

⎣
1
1
1

⎤

⎦

3 Message Detection Performance in Tally-System

Because the proposed tally-based system has not changed the base embedding
scheme, the sound quality of stego-tally signals conform to the performance of
the embedding scheme. On the other hand, the message detection performance is
expected to depend on the proportion k/N . k is the number of mixing stego-tally
signals, and N is the whole number of stego-tally signals.

In this section, we evaluate the message detection performance with several
k values.

Remark 1. In this report, we use the Time-spread Echo method [5] as a base
watermarking method. In the time-spread echo method, a PN sequence is used
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Table 1. Parameters of time-spread echo method

Echo-gain β 0.08

Time-delay of watermark bit “0” τ0 4.5 ms

Time-delay of watermark bit “1” τ1 6.8 ms

Length of PN LPN 1023 samples (23.2 ms)

Frame length LFr 8192 samples (185.7 ms)

embedding bit rates Remb 5.38 bps

Table 2. SQAM tracks and genres

SQAM track # Genre

35 Glockenspiel

69 ABBA

as a component of the echo generating kernel with predefined time-delays rep-
resenting the hidden bits. The component “+1” yields same phase echo and
the component “−1” yields anti-phase echo. Therefore mixing the echo of a tally
with the component “+1” and one of another tally with component “−1” cancels
the echo. The parameters used in this method are listed in Table 1.

Remark 2. Payload data embedded in stego signal is 0/1 binary random bit
sequence and it is published on the IHC website [6].

Remark 3. Tested host signals were monaural and selected from SQAM (Sound
Quality Assessment Material) [7] published by EBU (European Broadcasting
Union). Table 2 shows the track numbers and genres.

3.1 K Out of N Tally System

We carried out the BER evaluation test with the proposed tally-based system
with N = 11 tallies.

Figure 2 shows the result of BER in the case of k out of 11 tallies for SQAM
Track #35 (a solo performance). The result shows that BER exponentially
decreases and mixing whole tallies (K = 11) achieved under 10% and K = 6
(K/N = 0.6) or more tallies are required for a BER of under 20%.

While in the case of using another type of music (club music), similar results
are achieved as shown in Fig. 3. K = 7 (K/N = 0.6) or more tallies are required
for under a BER of less than 20% for this case.

Regarding these results, mixing whole tallies (K = N condition) resulted in
missing a few hidden bits and BER is not zero. It is assumed that the embedding
strength is insufficient to detect successfully after mixing tallies. The echo gain
β = 0.08 set in the time-spread echo method was degraded to β̂ = β/K in
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Fig. 2. BER in k out of 11 tallies; SQAM Track: 35, echo gain: 0.08

mixing K tallies. In condition of K = N = 11, that β̂ is degraded to 0.08/11.
Larger echo-gain, longer PN sequences, or smaller sharing size are required for
a lower BER.

We will expect the required relationships between the embedding strength
β, threshold K and size of shares N from the experimental results in Sect. 3.1.

The no-bit-error least strength of our base time-spread echo method is rep-
resented by β2L ≥ S0 depending on a length of PN sequence (L) and a echo
gain (β). In our N tally-based system, the echo can detect from N -mixed signal.
N -mixed signal has N times bigger signal component and same level of echo
component compared with normal stego signal. Thus, the tally signal must be
embedded by the strength of greater than β2L ≥ N · S0.

Here, echo gain β is usually bounded by required imperceptibility. Therefore,
our system required to embed the echoes of N times longer PN sequence than
base time-spread echo method.

Reason why the result of BER is not zero in K = N = 11 in figures of
Sect. 3.1 might because the experiment condition: N = 11, β = 0.08, L = 1023,
has not suffered the relationship.

From the result of Sect. 3.1, our tally-based system can detect many of bits
from K-mixed signal (K ≤ N). K-mixed signal has statistically correct LK = L·
K+1
N+1 components of embedded PN sequence. Therefore the embedding strength
is β2LK in K-mixed. Supposing all-bit-error threshold strength S100, (K,N)
tally system requires β2LK−1 ≤ (K − 1) · S100 and β2LK ≥ K · S0.

The practical setting of these parameters are feature works.
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Fig. 3. BER in k out of 11 tallies; SQAM Track: 69, echo gain: 0.08

4 Discussion

Proposed our tally-based watermarking system is managing a hidden message
by N tally audio signals in while conventional watermarking system managing
by just one stego signal. Moreover, in the proposed method, larger echo-gain
and longer PN sequence, those deteriorate the audio quality, are required for
attaining the same correct detection rates with the conventional time-spread echo
watermarking. However, the risk of leakage is expected to ramp down compared
with the conventional one, because the proposed one requires the cooperative
other tally signal physically for message detection.

5 Conclusion

In this report, we propose a novel tally-based audio watermarking system. Our
system decomposes a PN sequence, which is used as a spread kernel for payload
bits in a hybrid audio watermarking method, for N tally sequences. A stego
signal watermarked using the tally sequence restores the stego signal to the
original watermarking method by mixing. The results of BER for some music
sources show that the proposed system supports 60% whole tallies to restore the
hidden message.



Tally Based Digital Audio Watermarking 405

References

1. Blakley, G.-R.: Safeguarding cryptographic keys. In: International Workshop on
Managing Requirements Knowledge, p. 313. IEEE Computer Society (1899)

2. Shamir, A.: How to share a secret. Commun. ACM 22(11), 612–613 (1979)
3. Desmedt, Y., Hou, S., Quisquater, J.-J.: Audio and optical cryptography. In:

Advances in Cryptography, ASIACRYPT 1998, pp. 392–404. Springer (1998)
4. Lin, C.-C., Laih, C.-S., Yang, C.-N.: New audio secret sharing schemes with time

division technique. J. Inf. Sci. Eng. 19(4), 605–614 (2003)
5. Ko, B.S., Nishimura, R., Suzuki, Y.: Time-spread echo method for digital audio

watermarking using PN sequences. In: IEEE International Conference on Acoustics,
Speech and Signal Processing, ICASSP 2002, pp. II-2001–II-2004 (2002)

6. IHC Evaluation Criteria and Competition (2017). http://www.ieice.org/iss/emm/
ihc/IHC criteriaVer5.pdf

7. European Broadcasting Union (EBU): SQAM (Sound Quality Assessment Material)
(2008). http://tech.ebu.ch/publications/sqamcd

http://www.ieice.org/iss/emm/ihc/IHC_criteriaVer5.pdf
http://www.ieice.org/iss/emm/ihc/IHC_criteriaVer5.pdf
http://tech.ebu.ch/publications/sqamcd


Variable-Length Key Implementation Based
on Complex Network WSN Clustering

Hongbin Ma, Wei Zhuang, Yingli Wang(B), Danyang Qin, and Xiaojie Xu

School of Electronic Engineering,
Heilongjiang University, Harbin 150000, Heilongjiang, China

wangyingli@hlju.edu.cn

Abstract. We use the adaptive clustering method that is the division of
network by following the complex network theory model to manage nodes
in case of WSN node scale changes and node data traffic surges, which
complicates the node relationship at the same time and puts forward
higher requirements for security management. In this paper, it is pro-
posed to generate a variable-length random key to manage the relation-
ship between the nodes to ensure that the complex relationship between
the node changes and the security of the entire network, and provide an
easy-to-implement variable security management mechanism.

Keywords: WSN · Security · Chaos · Clustering · Variable-length

1 Introduction

With the increasingly extensive application of wireless sensor networks, the lay-
out of the network is also growing, and the early plane network structure has
been difficult to meet the various requirements of wireless sensor networks, and
clustered network structure has occupied a dominant position. Therefore, the
key management scheme that corresponds to the requirements based on clus-
tering has been proposed in order to meet the security requirements of wireless
sensor networks [1].

Key technologies of node scale, security control and energy management in
WSN are interrelated, inter-conditioned and interacted, when the node scale
changes, flexible control of WSN security and energy distribution, rational use
of tripartite constraints, to ensure the relevance and robustness of the tripartite,
which is the key technology in this paper. When the node scale and data flow are
changing constantly, the topology and management mechanism of the nodes is
constantly updated. In order to deal with the changing node relations, a variable-
length random key generation algorithm based on complex network clustering
is proposed, and the relationship between nodes is managed by variable-length
random keys to ensure the security of the whole network.

The traditional encryption method that does not distinguish the security
level uses the fixed key length to encrypt, which lacks application elasticity and
affects communication efficiency, meanwhile wastes the sensor energy, making
c© Springer International Publishing AG 2018
J.-S. Pan et al. (eds.), Advances in Intelligent Information Hiding and Multimedia
Signal Processing, Smart Innovation, Systems and Technologies 81,
DOI 10.1007/978-3-319-63856-0 49
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the transmission delay increases. The variable-length random key proposed can
change the key length according to the change of the external environment, and
reduce the transmission delay while improving the communication efficiency.

2 Clustering Based on Complex Network

Complex networks can be widely reflected in a large number of actual networks
and in real life. The structure of large-scale complex networks often changes with
time, and it has limitations in obtaining network global information for assessing
the importance of nodes [2]. At present, the research of scale-free evolution model
of wireless sensor networks often regard the network as homogeneous network,
and do not fully consider the evolving characteristics of the network under the
real situation, which leads to the obvious difference between the network topol-
ogy and the actual network [3]. Therefore, based on the theory of the complex
networks, the clustering evolution model of wireless sensor networks is proposed
considering the typical clustering structure of wireless sensor networks, the sen-
sitivity of energy consumption and the dynamic behavior of node and link exit
which are prevalent in real networks [4].

Barabasi and Albert proposed the formation mechanism of complex network
with power law degree distribution from a dynamic and growing view, called
scale-free network and established B-A scale-free network model. The scale-free
network node degree distribution P (k) is consistent with the power law distrib-
ution, which determines that a small number of nodes in the network occupies
most of the connections, and the vast majority of nodes in the network are low.
Thus, scale-free network has better fault-tolerant performance. Scale-free net-
work and its related theory provide a new thinking and methods for establishing
a new fault-tolerant WSN topology structure [3]. According to the reasons of the
above network congestion, it can be found that network congestion is more in the
case of WSN traffic imbalance, when part of the node traffic is too large, the data
transmission in a small number of nodes, i.e., nodes with higher node degrees are
more prone to cause congestion. Because the data of B-A are easy to converge
to higher node degree, the probability of congestion in the network structure
formed by B-A model will be greatly enhanced. Therefore, based on the scale-
free network topology model, combined with the D.Shi model and WSN itself
Characteristics, taking into account WSN energy consumption control, we use
an energy-aware survival of the fittest evolution model [5]. The specific algorithm
based on this model is as follows.

1. In the initialization process, assume that WSN initially has M0 nodes, e0
edges.

2. The preferred mechanism is enabled, that is, a new node will join the wire-
less sensor network within each timestamp, and the new node will be given
energy value according to specific probability model, next it is connected to
m(m ≤ m0x) connectable old nodes. By using the fittest mechanism of the D.Shi
model, when the new nodes in the cluster are connected with the cluster head
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to establish the data link, the selection probability is selected according to the
merit probability. The cluster head selection is performed according to selected
probability

∏
(ki). And

∏
(ki) is still determined by the energy, the degree of

the selected node, and the communication distance, so that the probability of
the newly added node and the connectable node establishing the link is subject
to the following distribution,

∏
(ki) =

M

m0 + t
· Eiki∑

j

Eiki
· (1 − ki

kmax
) · P (dij ≤ djmax) (1)

where M(m ≤ M ≤ m0+tm) is the number of nodes available in the local world
Ω network when evolving to time t, ki is the degree of the node, kmax is the
saturation of the cluster head, that is the remaining energy of the node. It can be
seen that if the current cluster head degree ki satisfies the saturation constraint
kmax, then 1 − ki/Kmax = 0, depending on the model used, the probability of
this node is selected for connection is

∏
(ki) = 0.

3. Reverse selection mechanism, we can assume that there are m links within
each timestamp, and these links are disconnected at probability p, there will be
mp links disconnected and at least one link is disconnected by the probability∏∗(ki), that is, the smaller the residual energy of the node, the greater the
probability of the link being selected to be disconnected.

∗∏
(ki) =

(Eiki)−1ρ−1
i∑

j

Eiki
−1 (2)

where, ρ−1
i is the reciprocal of the node data flow, the larger the ρ−1

i , the smaller
the node data flow. Node j is deleted in the neighborhood O(i) of the node i
with the anti-preferential probability K−1

i

∏∗(ki), where Ki =
∑

j∈Oi

∏∗(ki),
and then the links that contain nodes i and j are disconnected, repeat this
step mp times. It can be seen that when a cluster head node has more residual
energy value, it is likely to be selected to establish a new connection, but this
possibility will decrease with the increase of ki/kmax, where ki/kmax is the ratio
of the node degree to the maximum degree, when its degree of connectivity
reaches its maximum value, the probability that the node is marked is 0, that
is, it will not be connected again. Therefore, the evolutionary mechanism can
maintain the dynamic balance of the node energy in the whole network, which
can effectively avoid some nodes died soon due to premature depletion of energy.

3 Variable - Length Chaotic Key Design

3.1 Complexity of Clustering WSN Network

It is necessary to add or delete some nodes in wireless sensor network for the
requirements of different situations, which leads to the change of the cluster
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head and the distribution of the cluster key. Therefore, the network structure
is intricate. In order to ensure the security and reliability of communication, it
is necessary to classify the key and use key hierarchical management for key
updates. In addition, due to the roles of different nodes are different, and the
status is different, so we can design a variable-length key algorithm to manage
the key between the nodes. Actually, common node is in the bottom position
for small traffic, so we can use a shorter key to transmit information, both to
protect the security, but also to protect the transmission efficiency and reduce
unnecessary energy consumption. Cluster head is in the middle and is responsi-
ble for forwarding the node’s information, requiring higher security, so it can be
transmitted using a medium-length key. Base station is in the peak, occupy the
most important position of the whole network, security requirements are very
high, so there is need to use long keys to encrypt the transmission of data to
ensure that users are not intercepted by illegal users. According to this situa-
tion, this paper designs a variable-length key generation algorithm using chaotic
system.

3.2 Design of Variable - Length Chaotic Key Model

A variable-length chaotic key generation state is shown in Fig. 1. The system first
randomly generates the initial value of the chaotic key x0, and the key length
is determined according to the length field of the initial value. The chaotic key
is obtained by the iterations in [6], and the process is repeated. Then we can
obtain the required number of variable-length keys.

Fig. 1. The generation state based on variable-length key

3.3 Generation of Real - Valued Chaotic Sequences

By selecting the appropriate nonlinear equation, the periodicity of the sequence
can be greatly improved, and the branch coefficient is adjusted so that the current
state is in a chaotic state. The logistic one-dimensional mapping method is a very
simple mathematical model used to explain about the growth population. It is
given by the equation,

xk+1 = μxk(1 − xk) x ∈ (0, 1) (3)

where μ is bifurcation parameter. When 3.57 < μ ≤ 4, the mapping is in a
chaotic state.
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3.4 Digital Chaotic Sequences Are Obtained from Real - Valued
Sequences

Each element in the chaotic real sequences can be transformed into binary
sequences via the intermediate multi-bit quantization method. The binary
representation is as follows,

|xn| = 0.c0c1c2..., ci ∈ 0, 1 (4)

Since the resulting system is mapped over the interval (0, 1), it is necessary to
convert the fractional part into a binary representation,

x =
∞∑

v=0

av2−(v+1) = (a0a1a2...), av = 0 or 1 (5)

The quantization method uses the former L-bit approximate the decimal, and
truncates the number of digits behind, so the quantitative sequence is

x̃ =
L−1∑

v=0
av2−(v+1) = (a0a1a2...aL−1) = (6)

(2−L
L−1∑

v=0
av2(L−1)−v) = 2−LX, av = 0 or 1)

Where, X =
L−1∑

v=0
av2(L−1)−v). X is an L-bit binary number that corresponds to

the fraction. Among them, the choice of L has a strict limit, if the value of L
is small, will make the binary sequence lose chaotic character due to the large
cycle. Therefore, this paper adopts the quantification method of [6], which avoids
the problem above by improved the intermediate multi-bit quantization method.
The quantification is as follows,

1. Assume that the length of the desired sequence is M , after the iteration
M − 1 times, the absolute value of M real chaos, including the initial value,
are converted to binary,

⎡

⎢
⎢
⎣

x1

x2

...
xm

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

c0(x1) c1(x1) c2(x1) ...
c0(x2) c1(x2) c2(x2) ...

... ... ... ...
c0(xm) c1(xm) c2(xm) ...

⎤

⎥
⎥
⎦ (7)

Where ci belongs to {0, 1}.
2. If the chaotic real value is less than 0, then take the anti-code of the binary

sequence that is converted by its absolute value, and then starts from the first
N bit value, where N is a random value, and truncate the L-bit, forming a
matrix of M × N .

3. Each column in the matrix as a chaotic sequence of length M , and we can
get N sequences.
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4 Simulation Analysis

4.1 Sequence Correlation Analysis

Correlation is the most significant property of verifying security of sequence.
Excellent correlation is one of the important guarantees of communication secu-
rity. When the correlation of the sequence is high, it will lead to a significant
increase of security risks in data communication, and data interceptors can
decrypt data based on data correlation, which results in data degradation.
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Fig. 2. Mean of correlation of variable length

In this paper, we analysed the correlation of variable length sequences by
numerical methods and obtain the mean through 500 random initial values, see
Fig. 2. It can be seen from the Fig. 2 that the difference between the correlations
of variable length sequences is different. In order to save the hardware and soft-
ware resources, the obtained data can be classified according to comparison of
means.

4.2 Statistics of Sequence Security Level

The classification of sequence length can be defined according to comparison of
means of correlation between neighboring length sequences.

By calculating the mean of the difference between correlation values, we can
obtain the mean is 0.0178, as shown in Fig. 3. When the difference is greater
than 0.0178, it can be concluded that the correlation between the two sequences
is large and can be divided into two security levels. Provide that the difference
is less than the average, it is necessary to accumulate the current difference
and the next difference. If the accumulated value is greater than the mean, the
intermediate part can be divided into the same level. As is shown in Fig. 3, We
can divide security levels of sequence of different lengths into 8 bits, 16 bits,
24 bits, 40 bits, and 56 bits.



412 H. Ma et al.

Adjacent length sequence number
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Fig. 3. Adjacent sequence correlation difference

4.3 Encryption Time of Different Length Key

In the process of data encryption simulations using the keys in different lengths,
the comparison of the encryption times that can be obtained with the keys in
different lengths is shown in Fig. 4. In the normal operation of wireless sensor
nodes, computing time is the main factor that restricts the real time of system
encryption. Surely, encryption operation for a long time, the number of iterations
can also cause a large number of energy consumption. In addition, a large number
of ordinary nodes send information more frequently, the use of short keys not
only can guarantee the safety and reliability of communication but also can
reduce the energy consumption and prolong the lifetime of nodes. Besides, the
medium and long keys are used for data aggregation of cluster heads and base
stations to improve security.

Key length

56.0048.0040.0032.0024.0016.008.00.00

T
im

e
 c

o
n

s
u

m
in

g

0.0075

0.0070

0.0065

0.0060

0.0055

.0074

.0068

.0065

.0061

.0058

Different length key encryption time

Fig. 4. Different length key encryption time consumption



Variable-Length Key Implementation 413

5 Conclusion

In this paper, an adaptive network clustering algorithm is used to manage the
nodes and to divide the network by establishing the complex network theory
model under the circumstance that WSN node scale is changing constantly and
the node data flow is complicated and changing unceasingly. As clustering man-
agement of the network, making the complexity of the node relationship, and
the higher requirements are put forward for security management. Therefore,
a variable-length key management algorithm is proposed to adapt to complex
changes in node relationships, and to provide a variable security management
mechanism that is easy to implement. The simulation results show that the pro-
posed scheme has higher security, lower update cost, and support analysis of
large-scale network.
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Abstract. Aiming at improving the real-time performance of infrared
weapon systems, a method based on block compressed sensing is pro-
posed to detect infrared small target, which is also easy to be imple-
mented with hardware. The proposed method can detect and locate small
infrared targets by classifying compressed results of blocks. In addition,
in order to solve the low detection accuracy caused by using uniform
block, the proposed method uses overlapping blocks to reduce the max-
imum distance between the center of the test sample block and that of
the target. Experiments show that the proposed method can effectively
improve the detection accuracy of infrared small targets.

Keywords: Compressed sensing · Infrared target detection · Overlap-
ping blocks

1 Introduction

With advantages of good concealment, strong penetration and all-weather capa-
bilities, infrared imaging technology has been adopted in the fields of national
defense and scientific research, and has become an important component of mod-
ern photonics technology part [1]. In particular, infrared small target detection
plays a critical role in large amounts of practical projects such as infrared warn-
ing and defense alertness. In the past decades, the development of infrared focal
plane arrays improves the infrared image quality greatly, which helps promote
the target detection accuracy of infrared weapons [2]. However, it also confers
the problem of channel blocking for infrared image transmission [3].

The traditional way to solve above problem is to compress the original image
data after imaging and to transfer the compressed data in the wireless channel.
However, data compression of infrared image data is very inefficient because it
gets involved in many complex calculations. Moreover, the data decompression
procedure is also time-consuming because target detection process can only be
performed on the reconstructed image data. Recently, the emerging theory of
compressed sensing [4,5], which can sample and compress data with hardware-
based system simultaneously, provides a new way to address this issue.

The first hardware-based system for compressed sensing theory was a single-
pixel camera implemented by Richard Baraniuk in 2008 [6,7]. After that, some
c© Springer International Publishing AG 2018
J.-S. Pan et al. (eds.), Advances in Intelligent Information Hiding and Multimedia
Signal Processing, Smart Innovation, Systems and Technologies 81,
DOI 10.1007/978-3-319-63856-0 50
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researchers introduced compressed sensing theory into the field of infrared imag-
ing and made some encouraging progress [8]. The parallel sampling technology
was developed to reduce the sampling time by the combination of compressed
sensing theory and infrared focal plane arrays [9,10].

With the increasing requirements for the real-time performance, the efficiency
of data reconstruction in compressed sensing theory has become the primary
bound to infrared weapon systems. Many algorithms have been proposed to
address this issue. Li et al. [11] proposed a method based on the low rank recov-
ery, which can combine image restoration with target detection. However, it still
suffers from the performance degradation because of the complex data recon-
struction process. Zhang et al. [12] developed a novel target detection method,
which can implement target recognition in compressed domain. Based on that,
Zhang et al. [13] added the local search mechanism to avoid data reconstruction
process. However, most methods are based on objective image segmentation in
non-even background, which means they cannot be achieved in hardware-based
systems.

In an attempt to address the shortcomings of existing methods, this paper
proposes an effective infrared small target detection method based on block
compressed sensing theory. This method not only can be easily implemented by
the hardware, but also should be able to solve the low detection accuracy caused
by using uniform block in traditional block compressed sensing.

2 Target Detection Based on Block Compressed Sensing

2.1 Compressed Sensing and Target Detection

Compressed Sensing (CS) theory is a disruptive approach for signal sample
device. This method, proposed by Donoho et al. [4], is completely different from
the traditional Shannon-Nyquist sampling and coding techniques. CS can make
full use of the sparseness of the signal and process high-speed signal with a
low-speed sampling process.

The key technologies of CS theory, based on sparse signal processing [4],
include sparse representation of the signal, the measurement matrix and recon-
struction algorithm [5]. CS observes an N -dimensional signal and gets M obser-
vations (M << N), which can be represented as Eq. (1). The restructuring
procedure uses ΦM×N to decompress Y . Equation (1) can be represented more
intuitively as Fig. 1.

YN×1 = ΦM×NXN×1 (1)

As shown in Fig. 1, the method of restructuring the original signal X from the
measuring result Y is achieved by solving an under-determined equation system.
CS transforms the signal to another domain, in which most of the transformed
coefficients are zero [6].

The traditional method of target detection based on compressed sensing is
implemented on compressed results of image sub-regions, which extracted by
image segmentation or randomly sampling. The aim of the method is to identify
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Fig. 1. Schematic diagram of compression observation matrix

the sub-regions which contain the targets. However, above method cannot be
implemented in the hardware system, because there is only optical equipment
in the CS hardware device, thus, it cannot perform image preprocessing and
non-uniform block operation.

2.2 Block Compressed Sensing for Target Detection

Block compressed sensing (BCS) is a kind of parallel compression technology,
which can fulfil the image acquisition in the form of block [9]. BCS divides the
original image into uniform blocks (see Eq. (2)) and observes these sub-blocks
independently (see Eq. (3)). Since the image sub-blocks have the same size, it is
unnecessary to change the observation matrix.

X =

⎡
⎢⎢⎢⎢⎣

g11 g12 · · · g1l

g21
. . .

...
...

. . . g(r−1)l

gr1 · · · gr(l−1) grl

⎤
⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎣

X1 · · · X l
lb

...
. . .

...
Xn− l

lb
+1 · · · Xn

⎤
⎥⎥⎦ (2)

Y =

⎡
⎢⎣

Y1

...
Yn

⎤
⎥⎦ =

⎡
⎢⎣

Φ
. . .

Φ

⎤
⎥⎦

⎡
⎢⎣

X1

...
Xn

⎤
⎥⎦ (3)

Although the whole image processing method achieves better results, BCS
can bring more convenience. Large amount of information in the image makes the
complexity of measurement matrix unacceptable. Therefore, the way of process-
ing the whole image as several independent small pieces has become an effective
solution.

The uniform blocking strategy of block compressed sensing makes it possi-
ble to detect and locate targets in the field of view, and the framework of the
system is shown as Fig. 2. The system samples the original image by the optical
equipment and uses the compressed sampling results to identify these sub-blocks.
Then, all sub-blocks are classified into target blocks or background blocks. By
identifying the location of the target blocks, the location of the target can also be
achieved. Based on manifold learning theory, the compressed domain recognition
method is employed to identify sub-blocks.
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Fig. 2. The framework of target recognition based on block compressed sensing

3 Improvement of Blocking Strategy

3.1 Existing Problems

Through the theoretical analysis, the target detection strategy based on block
compressed sensing is feasible in hardware-based sampling system, but still has
the problem of low classification accuracy. Figures 3, 4, 5 show the results of using
the method proposed in Sect. 2.2 to detect three groups of IR images sequence.
When each block is identified, the classification result is distinguished by the
box with different colors. The red box is correctly identified and the blue box is
misidentified. It is obviously that the proposed target detection method based
on block compressed sensing is inefficient on locating and classifying targets.

(a) (b) (c)

Fig. 3. Blocking recognition of image I

Because of the test sample center is not consistent with the target center,
the test samples obtained using the uniform block deviate from training samples
in the manifold significantly. Assuming that each image sub-block has a size of
8 × 8 pixels, the distance between the test sample center and the target center
may reach the maximum

√
42 + 42 pixels. However, the distance between the

training sample center and the target center is always smaller. Although the
distance between the test sample center and the target center can be reduced
by cutting down the size of the block, it also brings the problem of incomplete
expression of the sample information.

3.2 Solution

The most straightforward way to solve this problem is to increase the number
of training samples, which is difficult to be achieved in practice. Because the
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(a) (b) (c)

Fig. 4. Blocking recognition of image II

(a) (b) (c)

Fig. 5. Blocking recognition of image III

training samples is difficult to collect, and too many training samples may result
in large computation complexity. Therefore, we hope to improve classification
accuracy without expanding the existing training sample set.

In this paper, we use overlapping blocks to solve this problem. All blocks in
the BCS do not intersect with each other. In the case that the sub-block has a
size of 8 × 8 pixels, a 128 × 128 pixels image can be split into 16 × 16 blocks.
We overlap these sub-blocks with their adjacent blocks by using a smaller step
size. For instance, in the case of splitting a 128 × 128 pixels image by 8 × 8
block, we may change the block step size from 8 pixels to 4 pixels. Thus, the
maximum distance between the center of the target to the sub-block center is
changed from

√
42 + 42 to

√
22 + 22. The overlapping block compressed sensing

is shown in Fig. 6.

Fig. 6. Overlapping block compressed sensing
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4 Performance Evaluation

Experiments on the real IR image sequence have been carried out. The exper-
imental data includes several group of images with a resolution of 128 × 128,
obtained from United States Army Aviation and Missile Command (AMCOM).
All experiments were implemented by MATLAB software on a PC with 4-GB
memory and 3.2-GHz Intel i5 dual processor.

According to the principle mentioned in Sect. 3.2, three groups of image
sequence are selected to validate the conclusion of Sect. 3.1. As shown in
Figs. 7(a), 8(a) and 9(a), the original block compression sensing method may
miss target. By contrast, the overlapping block compression sensing method
gets positions of the targets accurately, which can be found in Figs. 7(b), 8(b)
and 9(b). Although false detections exist in both methods, missed target may
lead more serious consequences in weapon systems. Therefore, the qualitative
analysis shows that the classification result of the overlapped BCS is better than
the original BCS.

Then, quantitative analysis is performed to show the performance of our
method more intuitively. The evaluation indexes are detection rate (DR) and
false alarm rate (FA). Equation (4) is the definition of detection rate. Here, AO
is the number of all targets present in the image sequence, DO is the number of
targets detected in the image sequence.

DR = DO/AO × 100% (4)

The false alarm rate is defined as Eq. (5). Here, AB is the number of all
blocks in the image sequence, WB is the number of background blocks detected
as target blocks.

Fig. 7. Overlapping block compression recognition for image I

Fig. 8. Overlapping block compression recognition for image II
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(a) (b)

Fig. 9. Overlapping block compression recognition for image I

FA = WB/AB × 100% (5)

To further demonstrate the advantages of the proposed method, both original
and overlapping methods are evaluated with the same conditions. The block has
as a size of 8×8 pixels and the sampling frequency is set to 8. The SVM classifier
is employed. The penalty factor is set to 1 and the parameter of Gaussian kernel
is set to 10. Results of three sequences are shown in Table 1.

Table 1. Comparison results of three sets of sequences

Image sequence Processing method DR FA

L1415S Original BCS 85.1 11.1

L1415S Overlapping BCS 99.0 8.7

L1608S Original BCS 100 31.5

L1608S Overlapping BCS 100 29.9

L1720S Original BCS 94.2 14.3

L1720S Overlapping BCS 100 9.7

Table 1 shows that the overlapping BCS method gets a high value in the
detection rate and a lower value in false alarm rate. This is due to the overlapping
blocks may locate the target center easier, and the test samples of the target are
more similar to the training samples in manifold.

5 Conclusion

In this paper, an infrared small target detection method based on block com-
pressed sensing is developed. This method can detect and locate infrared small
targets without reconstructing the original IR image, which ensures its real-time
performance. Furthermore, it is convenient for hardware implementation which
guarantee it can be employed in actual weapon systems. The overlapping mech-
anism makes the proposed method achieve a high detection rate and low false
alarm rate without expanding the training sample set.
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Abstract. At present, most of the complex electronic systems use com-
munication protocols for data transmission. In the process of system
joint test, the system usually needs to monitor the communication pro-
tocol data, that is, protocol data decoding,or replace the equipment in
the system in a semi-physical way to debug the system. This requires a
semi-physical device to dynamically generate protocol data frame into a
complex system, that is, the encoding of the protocol data.

Keywords: Communication protocol · Protocol data decoding ·
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1 Introduction

At present, most of the complex electronic systems use developing special debug-
ging or test system, through the programming way to achieve the protocol
codec [1]. This method is less versatile and heavy workload. This paper designs a
free programming mode of the protocol and the automatic codec of the protocol
data. Through the analysis of the protocol format of the communication between
the equipment of the complex electronic systems [2], the protocol data structure
designed in this paper can support the description of protocols with this feature
such as multi-nesting, multi-branch, designed by bit, containing dynamic ele-
ments and so on. At the same time codec software also supports the automatic
codec of the above complex protocol.

2 Description of the Protocol Format

Based on the idea of protocol hierarchical management, the protocol is repre-
sented as follows: protocol item, protocol header/protocol tail, element item,
element bit [3]. The format of the protocol description is shown in Fig. 1.

(1) Protocol item: The protocol item is a complete description of a protocol,
including the protocol header, protocol tail, protocol element.

c© Springer International Publishing AG 2018
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426 X. Tian et al.

Fig. 1. Description of the protocol format

(2) Header and tail: The protocol header is used for protocol item match recog-
nition, The protocol tail is used for protocol item validation.

(3) Element: The content specified by the protocol element is the physical data
unit during the actual communication transmission. A protocol element can
also contain a sub-protocol item, that is, a nested protocol item in an ele-
ment, that element is called “protocol item element”. The protocol element
can also have a number of different branch paths depending on the ele-
ment values, There can be multi-branch paths in a protocol element, Each
branch can contain multiple element information. The element that contains
branches is called “branch item element”. There may also be repeated ele-
ments in the protocol, called dynamic elements. The element containing the
dynamic element is called “dynamic item element”. If the protocol element
does not nest a subprotocol item and does not have branches or dynamic
elements, it is called the “common item element”.

(4) Element bit: It represents the meaning of some specific bit combinations in
the element.

(5) Branch: It represents a branch of a “branch item element” that contains the
branch item number, the jump value, and the elements in the branch.

3 Design and Development of Protocol Codec Software

General protocol codec software mainly provides users with protocol encoding
and protocol decoding [4]. Protocol encoding means that this software provides
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users with a visual protocol data editing interface, the software also supports
object model to protocol data conversion, The software can package user-edited
protocol data or object model converted protocol data into protocol packets,
Protocol packets can be sent through the network interface, can also be stored,
loaded. Protocol decoding means that this software can receive protocol packets
and parse it according to the protocol template at the same time. The software
can display the parsed protocol format data and supports two types of protocol
data distribution: data flow or object model.

General protocol codec software support the new radar 97, the original 97,
the target track, measuring radar intelligence information frame, AIS system
information transmission specification, XX control center internal information
interface specification, XX model missile car communication specification and
other communication protocol codec.

General protocol codec software functional requirements:

(1) The software has an Ethernet interface that supports data transfer;
(2) The software supports codecs in the following protocol formats:

(a) The codec of the communication protocol designed by bit;
(b) The codec of multi-branch path elements;
(c) The codec of nested protocol;
(d) The codec of repeated elements;
(e) The codec of string type data elements;
(f) The codec of array type data elements;

(3) The software supports protocol packet checksum calculations;
(4) The software supports the conversion of object model attribute values and

protocol data values;
(5) The software supports two types of protocol data distribution: data flow or

object model.

4 Use Case Analysis

General protocol codec software is provided in HIT-TIDE component, When
the TIDE platform is in edit mode, the user needs to configure this software’s
network transmission parameters, At the same time the software can load the
protocol description file into memory and display the loaded protocol informa-
tion in a tree-like manner to provide users with a visual protocol data editing
interface [5]. The software also provides the interaction between the object model
and the protocol data. The user needs to configure the association between the
object model and the protocol data and edit the type of protocol data distribu-
tion when editing the test scheme.

Participants in the software include the user and the HIT-TIDE platform.
General protocol codec software mainly provides users with functions such as
configuring network transmission parameters, viewing protocol templates, edit-
ing protocol data, configuring protocol and object model association, parsing
protocol, observing running data, sending protocol data and so on. The software
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provides the interface with the HIT-TIDE platform, supports drawing compo-
nents, saves the component parameters, stores the order information, and con-
trols the running status of the components and other functions.

Figure 2 shows use case diagram of the software.

Fig. 2. Use case diagram of codec software

4.1 Static Model

(1) Component base class: Components that conform to the HIT-TIDE com-
ponent interface specification are required to be derived from this class for
use by the HIT-TIDE platform.

(2) Protocol codec class: This class derives from the component base class, pro-
viding protocol encoding and protocol decoding.

(3) Middleware class: This class represents middleware that provides data inter-
action services.

(4) Hardware communication processor class: This class provides data transfer
function.

(5) Display interface class: This class provides display of protocol information
and object model information.

(6) Protocol class: This class represents the protocol structure, including proto-
col item class, protocol header and tail class, protocol element class, protocol
element bit class, branch class.
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Fig. 3. Class diagram of codec software

(7) Object Model Class: This class represents the object model structure in the
HIT-TENA architecture.

(8) Attribute/Event Class: This class represents the base element in the object
model in the HIT-TENA architecture (Fig. 3).

4.2 Dynamic Model

When the platform is in edit mode, the sequence diagram of the user editing the
component parameter process is shown in Fig. 4. When the platform is in running
mode, the software receives protocol packets and parse it shown in Fig. 5.

During the protocol analysis process, the software will automatically handle
the following:

(1) For bitwise design of the communication protocol, the software can parse
the data by bit, and convert the data to the target data type according to
the user’s settings.

(2) For the branch item element, it can analyze the branch data value according
to the received data, jump to the corresponding branch path according to
the protocol, and analyze the subsequent protocol data;

(3) For the sub-protocol items in the protocol, the data is parsed in units of sub-
protocol items, the software can automatically resolve multiple sub-protocol
items that are repeated;
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Fig. 4. Sequence diagram of configuring component parameters

Fig. 5. Sequence diagram of protocol resolution process



Codec Software Based on User Interface Protocol 431

(4) For the dynamic item element, the length of the element can be calculated
according to the meaning of the element, and then all the dynamic elements
are parsed according to the length information;

(5) For the string type data element with the string length information, the char-
acter string can be parsed according to the length information; For string
type data elements without string length information, the string terminator
‘0’ can be automatically recognized and the character string can be parsed
according to it;

(6) For the array type element, the elements in the array can be resolved in
turn based on the element data type of the array;

(7) The elements that need to be processed can be converted according to
the processing function specified by the protocol to obtain the target data
elements;

(8) For the protocol items that need to be verified, the checksum calculation
can be carried out according to the calibration method set by the user.

5 System Testing and Verification

Distributed debugging verification system shown in Fig. 6. In the sending node
protocol codec software constructs protocol data and sent protocol packets to the
external device or HIT-TIDE other nodes through the network interface. In the
receiving node protocol codec software through the network interface to receive

Fig. 6. Structure diagram of verification system
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protocol packets and parse them. When the packet is parsed, the parsed protocol
data is sent to other nodes of HIT-TIDE through SDO or data stream, the other
nodes use the protocol data display software to display the protocol data.

6 Conclusion

Through the research of this paper, according to the communication protocol of
the system under test and the HIT-TIDE platform, the user can quickly build
the debugging and testing system, thereby greatly improving the efficiency of
debugging tests.
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Abstract. Hyperspectral image Contains rich information, so improving the
classification ability of hyperspectral image has become a hot spot of research
recently. Image segmentation is one of the most basic and important problems of
the image processing and low level computer vision and the precondition of the
image processing, some hyperspectral image classification method based on
image segmentation. In this study, an image segmentation method based on kernel
methods was proposed. First reduce the dimension of hyperspectral images by
KPCA, then the k-means method are used to cluster, finally finish the image
segmentation in the high-dimensional space by gaussian kernel mapping. In
simulation experiment, changing the parameters of the experiment and comparing
with standard hyperspectral image segmentation, the results show that the method
is good enough in image segmentation, which can be used for visual analysis and
pattern recognition, and realize hyperspectral image segmentation.

Keywords: Image segmentation · Hyperspectral image · Kernel · Clustering
method · Graph cut

1 Introduction

Hyperspectral images combine imaging technology and spectroscopy technology, the
improvement of spectral resolution makes it is possible of the detection of complex
ground material. So the hyperspectral images are widely used in civil and military fields
in recent years. High dimension and low spatial resolution of hyperspectral image bring
some difficulties in data processing. So it’s necessary to Process the data before the
hyperspectral data is applied to every field. Classification is an important link in
processing, the result of which can not only be directly applied to the actual demand,
but also provide useful data for the subsequent application information and technical
support as the premise of a variety of applications.

In the study of hyperspectral image segmentation method, Bilgin proposed a simi‐
larity segmentation based on subtraction clustering [1] and use one class support vector
machines (OC-SVM) as a new kind of clustering validation method. Erturk proposed
an unsupervised hyperspectral image segmentation method based on the calibration of
phase correlation [2]. In the literature [3], the author used a fuzzy C - average clustering
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(FCM) algorithm to segment hyperspectral images. Literature [4] used a neural fuzzy
clustering method based on weighted increment neural network to realize the unsuper‐
vised segmentation of hyperspectral images. Some scholars proposed a hyperspectral
image automatic clustering method via histogram threshold [5] and a threshold segmen‐
tation method based on histogram principal component [6]. Besides hyperspectral image
segmentation method based on the model has got widely attention and research, Mercier
and Derrode put forward hyperspectral image segmentation using multivariate markov
chain model [7]. Acito and Corsini proposed hyperspectral image segmentation methods
based on gaussian mixture model [8]. Farrell put forward hyperspectral image segmen‐
tation method using the gaussian mixture model [9]. Literature [10] put forward a hybrid
model based on independent component analysis (ICAMM) algorithm. Hyperspectral
image segmentation based on active contour of space - spectral constraint region [11],
make full use of the data space information and spectral information. In the literature
[12] watershed segmentation technology is used in the classification of hyperspectral
image, the segmentation tags diagram is used to further improve the classification
performance. Hierarchical segmentation method provides a flexible way of image inter‐
pretation through the tree structure, which was used in the literature [13, 14]. Literature
[15] is a minimum spanning tree (MSF) bases method. However the application of these
methods have limitations because of high dimension and nonlinear characteristics of
hyperspectral images. The purpose of this study is to investigate kernel mapping to bring
the unsupervised graph cut formulation to bear on multiregion segmentation of images
more general than others. The image data is mapped implicitly via a kernel function into
data of a higher dimension so that the piecewise constant model, and the unsupervised
graph cut formulation thereof, becomes applicable.

2 Hyperspectral Image Segmentation Using Kernel Method

Hyperspectral image segmentation method based on kernel method include four parts:
pretreatment, clustering, kernel mapping, graph cut. The framework of the algorithm is
shown in Fig. 1:

Gragh cut
reduce the 
dimension

cluster Kernal mapinput image
Segmentation 

result

Fig. 1. Schematic diagram of hyperspectral image segmentation based on kernel method

The Specific process is as follows: Preprocess the hyperspectral image data, find the
clustering centers. Map data and clustering centers to high-dimensional space, then
apply mapped data to the graph cut function, image segmentation results are obtained.
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2.1 Dimension Reduction

Complexity is connected with the band number and quantitative accuracy in hyperspec‐
tral data analysis. The more image band and the higher quantitative accuracy, the greater
the complexity of the data. If the dimension of the data is too high or quantitative accu‐
racy is too high will lead to the decrease of the classification accuracy. It is the famous
Haghes phenomenon, and dimension reduction is one of the important method is to
eliminate Haghes phenomenon. There is little data in high-dimensional space of hyper‐
spectral image, data is usually concentrated in low dimensional space. So it’s possible
to reduce the dimension without loss of meaningful information and separability. The
existing dimension reduction methods can be divided into two categories: Feature
extraction method and wavelength selection method. The former mainly transform the
original data to another space through certain transform. In another space, most of the
original data information is concentrated in the low dimension, reduction can be realized
by using the low dimensional data replace the original dimension data. The latter mainly
choose the representative band subsets from the original band and use these subsets
instead of the original image so that dimension reduction can be realized. The feature
extraction method is adopted here in KPCA method for dimension reduction processing.

2.2 Clustering

Clustering is a process to divide physical or abstract objects into multiple classes, and
each class are composed of similar objects. A set of data objects generate a clustering
of the generated clusters. The objects in the same cluster are similar to each other, and
objects in different clusters are different. We use k-means clustering method for the data
processing.

The basic idea of k-means clustering method is choosing K points from the data
sample as the initial value clustering center and successive move the clustering center
in the iteration until the clustering center of the adjacent two iterations do not change
and clustering criterion function is the optimal.

The basic steps are as follows:

(1) Randomly assign k cluster center (m1, m2, …, mk);
(2) Find the nearest clustering center for each data and assign it to the class;
(3) Recalculate the clustering center:

m1 = mi −
1
N

∑Ni

i=1
Xij, i = 1, 2, 3 (1)

(4) Calculation the deviation

J =
∑k

j=1

∑ni

j=1
‖‖‖Xij − mi

‖‖‖
2

(2)

(5) If J is convergent, return (m1, m2, …, mk) as the final clustering center and the
algorithm stop; otherwise back to step 2.
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2.3 Kernel Mapping

In low dimensional space, it is difficult to classify a set of linear inseparable vector. The
image data is mapped implicitly via a kernel function into data of a higher dimension
so that the piecewise constant model becomes applicable. The mapping is implicit
because the dot product, the Euclidean norm thereof, in the higher dimensional space
of the transformed data can be expressed via the kernel function without explicit eval‐
uation of the transform.

K(y, z) = 𝜙(y)T
⋅ 𝜙(z) (3)

where “⋅” is the dot product in the feature space.
Gaussian radial basis function is used as kernel function, the form is

k(‖‖x − xc
‖‖) = e

−

‖‖x − xc
‖‖2

(2𝜎)2 (4)

Where xc is Kernel function center, 𝜎 is the width parameters of the function, which
control the function of the radial range. Substitution of the kernel functions gives

Jk

(
Ip,𝜇

)
=
||||||𝜙

(
Ip

)
− 𝜙(𝜇)

||||||
2
= K

(
Ip, Ip

)
+ K(𝜇,𝜇) − 2K

(
Ip,𝜇

)
(5)

Which is a nonEuclidean distance measure in the original data space corresponding
to the squared norm in the feature space.

2.4 Graph Cut

The common image is divided into two sides and two points by graph cut algorithm: the
first kind of common vertices corresponding to each pixel in the image, there are two
other terminal vertex. Every two ordinary vertex connection is a kind of edge, each
connection between ordinary vertex and terminal is the second edge. Cut refers to a
collection of the edges, breaking of all the edges lead to “S” and “T” figure separated,

T

S

Original image

Fig. 2. Graph cut
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so it is called “cut”. If the edge sum of a cut is minimum, then this cut is called a minimum
cut, also graph cut is finished (Fig. 2).

To write down the segmentation functional, let be an indexing function. Assigns
each point of the image to a region where is the finite set of region indices whose
cardinality is less or equal. The segmentation functional can then be written as

F(𝜆) = D(𝜆) + 𝛼R(𝜆) (6)

where D(𝜆) is the data term and R(𝜆) is the prior. 𝛼 is a positive factor.
The MAP formulation using a given parametric model defines the data term as

follows:

D(𝜆) =
∑

p∈𝛺
DP(𝜆(p)) =

∑∑(
𝜇l − Ip

)2
(7)

The prior is expressed as follows:

R(𝜆) =
∑

r(𝜆(p), 𝜆(q)) (8)

r(𝜆(p), 𝜆(q)) = min
(

const2, |||𝜇𝜆(p) − 𝜇𝜆(q)

|||
2)

(9)

r(𝜆(p), 𝜆(q)) is a smoothness regularization function given by the truncated squared
absolute difference, where const is a constant, 𝜇l is a region parameter. Now, the simpli‐
fications in lead to the following kernel-induced segmentation functional

F
(
{𝜇l}, 𝜆

)
=
∑∑

Jk

(
Ip,𝜇l

)
+ 𝛼

∑
r(𝜆(p), 𝜆(q)) (10)

3 Experiments Results and Analysis

Experimental data was gathered by AVIRIS sensor over the Indian Pines test site in
North-western Indiana and consists of 145 times 145 pixels and 224 spectral reflectance

a) pseudo color image b) standard segmentation results

Fig. 3. Hyperspectral image
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bands in the wavelength range 0.4–2.5 10−6 m. The initial dimension is 220, reduce to
the dimension of 20. Set the kernel function parameter 𝜎 to 0.3, 0.4, 0.5, 0.6 respectively.
Set the cluster number k to 12, the smoothing coefficient of 0.1. Figure 3 is the pseudo
color image of experimental hyperspectral image and standard segmentation results.
Figure 4 are the experiment results.

It can be seen from the pictures that we can separate hyperspectral image through
the algorithm presented in this paper. When 𝜎 = 0.5 or 0.6, the segmentation results is
close to standard segmentation results.

a) =0.3        b) =0.4 c) =0.5     d) =0.6  

Fig. 4. Segmentation results of different parameters

4 Conclusion

This study implements the hyperspectral image segmentation based on kernel method,
the algorithm uses KPCA dimension reduction method to reduce the complexity of the
data at the same time keep the adequacy and effectiveness of the data. A nonlinear
problem can be solved by a linear classifier using the method of kernel function. We can
get a good segmentation result by adjusting the parameters of the kernel.
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Abstract. According to JPEG2000 image encryption algorithm based
on confusion of the wavelet coefficients cannot support region-of-
interest(ROI) image coding, an encryption method for ROI images is
proposed. The proposed method Generates the confusion table using
Chaotic sequences, confuses the Wavelet coefficients inside each code
blocks, and encrypts the sign bits using Chaotic sequences. The experi-
mental results show that the proposed method has lower affection to the
compression ratio, and has the ability to provide adequate key space to
resist the brute attack. The proposed method is important to support
ROI image coding.

Keywords: ROI · Image encryption · JPEG2000 · Chaotic sequences

1 Introduction

Digital image encryption technology is the important means for solving the ques-
tion of digital image information security. JPEG2000 as a static image compres-
sion standard is widely and successfully applied in the field of digital images,
and the research about JPEG2000 image encryption technology has been a
research focus. Region-of-interest (ROI) image coding is one of the most impor-
tant characteristics of JPEG2000, which has better the ROI image quality of
the reconstructed image in high compression ratio. ROI coding is an important
means for effectively solving the contradiction between image quality and com-
pression ratio, and has the important value in the fields of telemedicine, image
retrieval and wireless communication [1,2]. During confusing, the wavelet coef-
ficients value is not changed and the wavelet coefficients distribution is changed
only, so the impact of energy distribution and correlation is less, the impact of
the compression efficiency is reduced to minimize. Currently, the research about
JPEG2000 image encryption techniques is mainly based on confusion of wavelet
coefficient [3–5], which is divided into two [6]: Confusion of wavelet coefficients on
the whole image (CWW) and Confusion of wavelet coefficients on the sub-bands
in frequency domain (CWW). For CWW and CWF are not able to support the
ROI image encryption, an encryption method for ROI images is proposed in this
paper, the proposed method has lower affection to the compression ratio, and
has the ability to provide adequate key space to resist the brute attack. The
proposed method is important to support ROI image coding.
c© Springer International Publishing AG 2018
J.-S. Pan et al. (eds.), Advances in Intelligent Information Hiding and Multimedia
Signal Processing, Smart Innovation, Systems and Technologies 81,
DOI 10.1007/978-3-319-63856-0 53



An Encryption Algorithm for ROI Images 441

2 CWW and CWF

CWW Confuses the wavelet coefficients in the whole image, as shown in Fig. 1.
CWW is characterized by safety, but many zero and the same value of the wavelet
coefficients in the high frequency sub-band, the actual image key space will be
much less. For the characteristic that the energy is focused on low frequency coef-
ficients during Wavelet transform, JPEG2000 encoder assigns more quantization
bits to the low frequency coefficients, and allocates fewer quantization bits to the
high frequency coefficients in the subsequent quantization process, thus better
image quality is retained in higher compression ratio. While CWW confuses the
wavelet coefficients in the whole image, therefore the migration between high
and low frequency coefficients exists. The high frequency coefficients migration
to the low frequency band will seriously affect the coding efficiency. The low
frequency coefficient migration to high frequency band also inevitably causes
quantization error and seriously affects the quality of the decoded image, even
causes bit overflow. In short, CWW affects compression capacity greatly, and
cannot be used to encrypt of lossless compressed image. More important, CWW
does not support ROI image coding.

Fig. 1. CWW schematic

Fig. 2. CWF schematic



442 C. Sun et al.

CWF Confuses the wavelet coefficients in each sub band, as shown in Fig. 2.
The advantage of this method is to overcome the problem of CWW, ensures that
all wavelet coefficients are Confused in its own band, so the migration between
high and low frequency coefficients does not occur. Theoretically CWF may be
used in the lossless compression of image encryption at a certain compression
ratio range. Although CWF without the migration between high and low fre-
quency coefficients, but due to Confuse the wavelet coefficients of sub-band in the
algorithm, the calculation and the key overhead is very large, So CWW can not
satisfy the requirements of real-time coding and transmission. CWF algorithm
also does not support ROI image coding.

3 Principle of the Method

Because CWW and CWF algorithm do not support ROI image coding. In order
to overcome the defects of the two algorithms, this paper proposes a ROI image
encryption method, called CWB. The method Confuses the wavelet coefficients
in the same block after the wavelet coefficients quantification, and meanwhile
encrypts the sign bits of the wavelet coefficients. The confusion table and encryp-
tion key are both generated by chaotic system randomly. The method diagram
is shown in Fig. 3.

Fig. 3. The schematic of CWB

3.1 Chaotic System

Chaos is a kind of the complex dynamical behavior having special properties,
it has the extreme sensitivity to initial conditions and system parameters, track
irregularities, internal randomness, boundedness and ergodicity etc. [7]. A one-
dimensional discrete time nonlinear dynamical system is defined as:

xk+1 = τ(xk) (1)

where τ maps current state xk to next state xk+1, and the xk ∈ V (k = 0, 1, 2, ...)
is called the state.

From a initial vale x0, a sequence xk can be get by repeating τ, k = 0, 1, 2, ....
This sequence is called a trajectory of the discrete time dynamic system. A very
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simple but are used extensively in the study of dynamical systems is logistic
mapping, which is defined as:

xk+1 = μxk(1 − xk) (2)

where xk ∈ (0, 1) and μ ∈ [0, 4] is the bifurcation parameter. The research of
chaotic dynamical system points out that logistic mapping works in chaotic state,
if 3.5699456... < μ ≤ 4. The sequence {xk} generating by the initial vale in the
logistic mapping, k = 0, 1, ..., is not periodic, convergence and very sensitive to
the initial value. If μ = 4, the probability distribution function of the mapping
is defined as:

ρ(x) =

⎧
⎪⎨

⎪⎩

1
π
√

x(1 − x)
, x ∈ (0, 1)

0, else

(3)

Through the chaotic dynamic system is deterministic, but its ergodic statisti-
cal properties equivalents to white noise, which has the characteristics of simple
form and sensitivity to initial conditions.

3.2 Generating Confusion Table Based on Chaotic Sequences

For the method confuses the wavelet coefficients in the same block, so the length
of confusion table should be same to coding block’s. In the 16×16 code block size
for example. The confusion table {yi} is a one-dimensional array with 256 length,
i = 0, 1, ..., 255. Using logistic mapping, data calculation method in confusion
table is defined as:

yi = round(xk × 256) (4)

where the round() means getting the integer.
The confusion table generating method is as follows:

(1) Calculating according formula 4, from in order to avoid the initial value
effect;

(2) Calculating according formula 4, judging whether is equal to the before data
in the table. If equal, giving up the data, k++, repeating the step; else i++,
keeping calculation until generating the whole confusion table;

Improving formula 4:

yi = round(xk × 512)mod 256 (5)

After improving, equivalent of getting the 2 ∼ 9 bit after decimal point of xi

as yi, which improves the method efficiency and has no influence to the confusion
table compared with formula 4.
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Fig. 4. The scrambling method inside code

3.3 Confusing the Wavelet Coefficients in the Code Block

Different to other confusion algorithm, CWB confuses the wavelet coefficients in
each coding block, according to the confusion table generated above. Thereby
achieving the purpose of image encryption, as shown in Fig. 4.

The advantages of CWB:

(1) It does not destroy the energy distribution of wavelet coefficients, and will
not affect the coefficients in relation to sub-band energy, and also has no
influence to the encoded weights;

(2) It can support ROI coding algorithm. JPEG2000 provides two ROI coding
algorithm, a maximum bit plane method and the implicit ROI method. For
the maximum bit plane method, it does not affect the ROI coding process
because confusing the wavelet coefficients after the bit plane movement; for
the implicit ROI algorithm, it does not affect weight division of the ROI
blocks and the background blocks;

(3) The value of the wavelet coefficients does not change during confusing. The
process can be embedded in JPEG2000 encoding without any effect of com-
pression;

(4) Confusion table length is same to the code block’s. The method has higher
efficiency and lower key overhead.

3.4 The Sign Bits Encryption

Although having many advantages of the confusion in each coding block, but
the number of the wavelet coefficients in each code block is relatively fewer, so
the method are less secure relative to CWW and CWF.

For improving the secure, the method uses the sign bit encryption further
on the basis of confusion, drawing lessons from the method proposed in [8]. The
encryption key is also produced by the chaotic system. Because the sign bit of
the wavelet coefficients have great influence to visual effects of the image, lower
calculation and the key overhead can achieve to change the visual effects largely,
using of the symbol encryption methods. At the same time, the sign bit of the
wavelet coefficients is distributed by 0, 1 Equal probability distribution, which
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has high entropy low predictability characteristic, so the encrypted symbols on
the compression efficiency is also less affected.

According to the JPEG2000 coding properties, the wavelet coefficients of
some code blocks may be discarded in the encoding process at low bit rate. If
encrypting the sign bit of these coefficients, the image can not be restored after
image decoding. Therefore, in low bit rate conditions, the symbols of the higher
priority code blocks should be choose and encrypted, such as the lowest sub-band
coding block.

3.5 Method Steps

Image encryption algorithm complete steps are as follows:

(1) Generating the confusion table and a sign bit encryption key based on the
chaotic sequences;

(2) The image preprocessing, wavelet transform and quantization;
(3) Confusing the wavelet coefficients in each coding block using the confusion

table;
(4) Doing the XOR operation between the sign bits of the wavelet coefficients

and the sign bit encryption key corresponding to the code blocks;
(5) Completing the following process in JPEG2000.

The decryption process is the reverse process of encryption.

4 The Experimental Results and Analysis

The experiment selects the truck image with 512 × 512, 8 bpp (bit/pixel) as the
original image. Code block size is 16×16, 5 grade DWT by using W9X7 wavelet
transform. The method is achieved by using the improved Kakadu software. For
the description of the method encryption effect in different rate, the experiment
respectively sets rate for 0.1bpp and 0.5bpp. In 0.5bpp, the rate is higher, so all
sign bits in the code blocks are encrypted. In 0.1bpp, only the sign bits in the
lowest sub-band coding block are encrypted.

4.1 The Experimental Results

Figures 5 and 6 are the experiment results respectively in the rate of 0.5bpp and
0.1bpp without the ROI coding. It can be seen that the confusion effect is good,
the outline and characteristics in the encrypted image are not obvious, the image
is close to the noise signal.

Figure 7 is the test results in the rate of 0.1 bpp, using the implicit ROI
algorithm, and selecting the best weights coefficient of 4096. Region of interest
image is the center in the 10% area of the image.



446 C. Sun et al.

(a) the original
image.

(b) the encrypted
image.

(c) the wrong de-
crypted image.

(d) the correct de-
crypted image.

Fig. 5. The results for 0.5bpp without ROI

(a) the original
image.

(b) the encrypted
image.

(c) the wrong de-
crypted image.

(d) the correct de-
crypted image.

Fig. 6. The results for 0.1bpp without ROI

(a) the original
image.

(b) the encrypted
image.

(c) the wrong de-
crypted image.

(d) the correct de-
crypted image.

Fig. 7. The results for 0.5bpp for the implicit ROI

4.2 Analysis About the Security

(1) Key space
In this paper, the encryption key is 64 bit, so the key space is about 264 ≈

1.8447 × 1019. Using the exhaustive attack, and assuming that a high speed
computer can enumerate 109 keys per second, it takes about 585 years for
all keys, so the method can effectively resist the exhaustive attack.

(2) Double security of the coefficient confusion and the sign bit encryption
The wavelet coefficients confusion and the sign bit encryption are the two
independent links, which guaranteeing double safety of the method. Figure 8
gives the decoded image of the confusion table and the sign bit encryption
being decrypted. Figure 8(a), (b), (c), (d) are the results at the rate of
0.5 bpp and 0.1 bpp.
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(a) the sign bit
being decrypted.

(b) the confusion
table being de-
crypted.

(c) the sign bit
being decrypted .

(d) the confusion
table being de-
crypted.

Fig. 8. The image of the sign bit key and the confusion table decrypted

(3) The key sensitivity
With the truck image as an example, the method random changes the key
in one bit at the different rate, and tests the changing percentage of the
encrypted image pixels. The results as shown in Table 1.

The table shows that the encrypted image pixels change more than 60% when
the key changes in 1 bit.

Table 1. The changing percent for changing one bit pixel

rate(bpp) 0.1 0.2 0.3 0.4 0.5

Pixels changing(%) 61.07 61.9 62.0 62.18 62.39

5 Conclusion

An encryption method for ROI images is proposed. The method consists of 3
steps:

(1) generating confusion table based on the chaotic sequence;
(2) confusing the wavelet coefficients in the blocks;
(3) encrypting the sign bit by the chaotic sequence.

The test results show that the proposed method can provide adequate key space
to resist the brute attack and supports ROI image coding It can be predicted,
for this method does not depend on the JPEG2000 encoding process followed,
so the method has good adaptability.
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