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Preface

Agriculture is a significant economic activity for almost every country in the world,
but this one is highly exposed to climate change since it assumes that the farming
production depends on weather conditions. Therefore, different research challenges
have been proposed and established to improve the sector’s profitability. In this
sense, over the last decade, the Informatics and Communication Technology
(ICT) has emerged as a solution to improve the agricultural production. This trend
can be reflected in the multiple software applications that provide services to lessen
the effects caused by diseases and pests in crops, or in the real-time monitoring of
weather conditions and the water quality parameters used for production.
Management activities, decision-making, and management of complex events are
cornerstones assumed by the ICT solutions applied to the agriculture.

This international conference looked at emerging problems and new ICT solu-
tions to address the effects of climate change and climate variability on agricultural
sector, proposing common strategies and guidelines for incorporating risk man-
agement and adaptation to climate change. Topics such as smart farming, systems
for prediction of disease or pests, water efficiency, climate and its effects on crop
production, land cover modeling for forest and crop systems, remote sensing for
crop production and management, meteorological data integration for agriculture
were covered by the authors.

The conference was organized by the Inter-Institutional Network for Climate
Change and Security Food of Colombia—RICCLISA, COLCIENCIAS, University
of Cauca, Colombia (Telematics Engineering Group) and the Carlos III University
of Madrid, Spain (CAOS research group), and technically sponsored by Springer.

The conference received 29 submissions from 68 authors from 9 countries. This
volume collects 19 papers accepted and presented, confirm thus ascertaining its
status of the international event. The papers were grouped into the following ses-
sions: decision support and early warning systems for agriculture, sustainable water
management, predictive models of growth and crop production, land cover
dynamics for agricultural systems, and networking for supporting the adaptation of
climate change and food security.
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This conference provided a friendly atmosphere and will be a leading interna-
tional forum focusing on discussing problems, research, results, and future direc-
tions in the application of information and communications technology to solutions
that allow improving the agricultural production in climate change scenarios.

Finally, we would like to thank the hard work and dedication of the Program
Committee members and Organizing Committee members. Thank you.

September 2017 Juan Carlos Corrales
José Antonio Iglesias

Plamen Angelov
Conference General Chairs
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Knowledge Inference from a Small Water
Quality Dataset with Multivariate Statistics

and Data-Mining

Jose Simmonds1(&), Juan A. Gómez2, and Agapito Ledezma1

1 Departamento de Informática, Universidad Carlos III de Madrid,
Avenida de la Universidad 30, 28911 Leganés, Spain

jose.simmonds@alumnos.uc3m.es, ledezma@inf.uc3m.es
2 Departamento de Biología Marina, Universidad de Panamá,
Estafeta Universitaria, Apartado 3366, Panamá 4, Panamá

juanay05@hotmail.com

Abstract. Multivariate analysis (MV) and data mining (DM) techniques were
applied to a small water quality dataset obtained from the surface waters at three
water quality monitoring stations in the Petaquilla River Basin, Panama, during
the hydrological period of 2008 through 2011 for the assessment and under-
standing of the ongoing environmental stress within the river basin. From Factor
Analysis (PCA/FA), results indicated that the factors which changed the quality
of the water for the two seasons differed. During the dry (low flows) season,
water quality showed to be strongly influenced by turbidity (NTU) and total
suspended solids (TSS) concentrations. In contrast, during the wet (high flows)
season the main changes on water quality sources were characterized by an
inverse relation of NTU and TSS with the electrical conductivity (EC) and
chlorides (CL), followed by significant sources of agricultural pollution. To
complement the MV analysis, DM techniques like cluster analysis (CA) and
classification (CLA) was applied to the data. Cluster analysis was used to
separate the stations based on their levels of pollution and the classification of
stations was implemented by C5.0 algorithm to classify stations of unknown
origin into one of the several known groups of water quality constituents. The
study demonstrated that the major water pollution threats to the Petaquilla River
Basin are industrial and urban development in character and uses of agricultural
and grazing land which are defined as non-point sources. The use of DM
techniques was to complement the MV analysis. Taking into account the limited
data, the usage of these methodologies is regarded useful in aiding water
managers for implementing water monitoring campaigns and in setting priorities
for improving and protecting water quality sources that are impaired due to land
disturbances from anthropogenic activities.

Keywords: Multivariate � Cluster analysis � Classification � Decision tree �
Water quality
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1 Introduction

Minera Panamá S.A. (MPSA), wholly owned by Minera Panama S.A-First Quantum
Minerals Ltd (MPSA-FQML), is investigating the feasibility of developing the MPSA
Project Mina de Cobre Panamá (the Project). The proposed Project would mine and
process copper sulfide ore in the Petaquilla Concession, Panamá. This concession
covers an area of 130 square kilometers (km2) and is located in the District of Donoso,
Colón Province, in north-central Panamá. The concession contains at least three spa-
tially distinct copper ore bodies (Colina, Botija and Valle Grande) and three conven-
tional open pit mines are currently planned to exploit these ore bodies [1].

The copper sulfide ore will be mined using conventional open pit mining and will
be processed using crushing, milling, flotation recovery and concentrate dewatering.
The proposed design ore feed to the processing plant is 150,000 tons per day (t/d). It is
expected that this will be expanded to 225,000 t/d at year ten by the addition of a third
processing line. The Project will export materials through a port site to be constructed
on the Caribbean coast at Punta Rincón and linked to the main Project site by a road, a
power line corridor, and buried pipelines for transfer of products and other materials.
As the nation develops, increasing industrialization and urbanization has led to a
wide-scale contamination of many surface water resources from industrial effluents,
domestic sewage discharges, and excessive use of fertilizers, pesticides and the
emerging mining activities. Then, it may be inferred that the increased anthropogenic
pressures and natural processes are accounting for degradation in surface water and
groundwater quality [2]. Hence, given these pressures experienced on the water
resources in the area, the main objectives of conservation must be in the control and
minimization of pollution occurrences and problems facing these pollutants and to
provide water of an adequate quality that can serve different purposes, such as drinking
water, irrigation water [3, 4]. Then, the monitoring of water quality for any water body
must be one of the highest priorities for their protection policy [5].

Giving that the physical and chemical characteristics of water bodies affect species
composition, abundance, productivity and physiological conditions of aquatic organ-
isms [6], water quality monitoring must be of highest priorities in any environmental
protection policy [7].

Multivariate statistical methods such as factor analysis and principal components
have been used successfully in hydrochemistry for many years. Nowadays, with the
emerging technique offered by data mining techniques, the water quality of a given
river state can reveal features otherwise not seen by conventional methods. The
evaluation of the quality of surface water, groundwater and environmental assessment
techniques use multiple components that are well defined in the literature [8, 9].
Multivariate techniques allow us to discover the information hidden in the data set
about the possible environmental influences on water quality [10]. Today, data mining
is popular among researchers of water quality investigations, for example in regard to
chlorophyll levels researchers in [11] proposed Decision-making tree to forecast levels
for the next day. Also in [12], it was proposed the use of fuzzy c-means clustering
method to classify and assess rural surface water quality built on monitoring data from
33 water quality stations in 23 rural rivers and 4 reservoirs in Lianyungang city.

2 J. Simmonds et al.



Multivariate methods have several shortcomings such as the presence of mathematical
calculations, equal treatment and process to the old and new data, problems with
prediction and classification task due to multivariate overlapping of the parameters.
Notwithstanding, data mining and machine learning techniques have shown to achieve
great success in many disciplines [13]. Nevertheless, it is a well-known fact that data
mining algorithms work best on large data sets, there are several studies which
encourages its application on small databases [14–16].

In this study, we evaluated the possibility that a smaller group of water quality
parameters could provide sufficient information for assessing water quality. For this
reason, Factor analysis and data mining methods were applied to water quality data
obtained from the surface waters of three (3) water quality monitoring stations at the
Petaquilla River Basin during two hydrological seasons (high and low flows). The first
part of the evaluation of the data was done using the MATLAB 2011a Package, version
7.5 (March 18, 2011), (http://www.matworks.com/) for MAC OSX and the second part
was evaluated by data mining approaches using the R statistical computing language
[16]. The water quality record with 12 observations of 41 water quality parameters
selected for estimation of the physical-chemical characteristics were: Total Alkalinity
(T_Alk), Electrical Conductivity (EC), Oxygen Redox Potential (ORP), pH, Total
Suspended Solids (TSS), Turbidity (NTU), Chlorides (Cl), Fluorides (F),
Nitrogen-Nitrite (N_NO2), Nitrogen-Nitrate (N_NO3), Sulfate (SO4), Total Cyanide
(CN_T), Weak Acid Dissociable Cyanide (CN_W), Ammonia (NH3), Aluminum (Al),
Boron (B), Barium (Ba), Beryllium (Be), Bismuth (Bi), Calcium (Ca), Cobalt (Co),
Chromium (Cr), Copper (Cu), Iron (Fe), Potassium (K), Lithium (Li), Magnesium
(Mg), Manganese (Mn), Sodium (Na), Nickel (Ni), Phosphorus (P), Selenium (Se),
Silicon (Si), Zirconium (Sr), Titanium (Ti), Vanadium (V), Zinc (Zn), Phenol (PHEN),
Total Kjeldahl Nitrogen (TKN), Total Nitrogen (TN) and Dissolved Organic Carbon
(DOC). Water samples were collected on site and physical-chemical analysis was
performed in a local accredited laboratory according to the methodology contained in
the Standard Methods for the Examination of Water and Wastewater 21st Ed 2005.

The paper is organized as follows. Section 2, describes the background of the
overall study location. Section 3 illustrates the methodology that has been used to
tackle the problem. The experimental setup and analysis results of the study are pre-
sented in Sect. 4. Finally, conclusions and future work are discussed in Sect. 5.

2 Background

2.1 Data Source and Study Area

The Petaquilla basin is the westernmost drainage basin at the mine site. Surface runoff
in this basin reports to the Petaquilla River, where it subsequently flows northwest and
discharges directly to the Caribbean Sea. Two open pits (Colina and Valle Grande), as
well as the southwest waste rock storage facility and associated sedimentation ponds,

Knowledge Inference from a Small Water Quality Dataset 3

http://www.matworks.com/


will be developed in the southeast region of the Petaquilla basin. The community of
Nueva Lucha and the Faldalito sector are also located in this basin. The three-surface
water baseline sampling stations established in the Petaquilla River Basin, specifically
in the Petaquilla River, are described in Table 1 and shown in Fig. 1.

Table 1. Petaquilla River Basin water quality stations and community location.

Sampling
stations

River Description

W1 Petaquilla
River

Farthest upstream sampling location in the Petaquilla River
Basin, upstream of the Colina open pit and associated southwest
waste rock storage facility

W2 Petaquilla
River

Downstream of W1 and the Colina open pit and associated
southwest waste rock storage facility, near the sector of
Faldalito

W10 Petaquilla
River

Located about 6 km upstream of the river mouth and 8 km
downstream of W2; this location was established to characterize
baseline conditions downstream of proposed mine facilities and
the community of Nueva Lucha

Fig. 1. Map showing the Petaquilla River Basin location. (Source: MPSA, ESIA, 2010)

4 J. Simmonds et al.



3 Methods

The Isthmus of Panama has basically two seasons: the dry low flow season (January to
April) and the high flow season (May to December). The climate in the region of the
Petaquilla River Basin is typically governed by these two seasons. Therefore, the
hydrological conditions during the low and high flow seasons are somewhat different.
From there, the water quality was assessed separately for both seasons (periods of low
flow conditions) and the wet season (period for high flow conditions) would assist in
the understanding of the major pollutants of water quality sources and in establishing
priorities for monitoring this water course during these periods.

Before we ran the experiments, it was necessary to impute missing data for the
available small data record by means of PCA. No data is registered for the year 2010.
The experiment was then divided into two parts. First, we applied principal compo-
nents analysis (PCA) and factor analysis (FA) techniques to the 41 water quality
parameters from the 12 surface water samples collected for both seasons, dry
(January-April 2008) and rainy (May to December 2011, respectively) to orderly
simplify the number of interrelated measures to a few representative constructs or
factors [17]. From the PCA, FA, correlation and variance matrices, we chose 9 vari-
ables for the purposes of the experiment. On the one hand, and of particular notice, the
FA left out the T_Alk, and by the other hand the PCA left out the N_NO2 variable.
Then, completed this phase and given the scarcity of the data, and keeping in mind to
potentiate the information within, the data was also treated with cluster analysis
(CA) and classification analysis (CLA) with the purpose of discovering features not
otherwise revealed by the PCA and FA.

The descriptive statistics of the data is presented in Tables 2 and 3, respectively.

Table 2. Descriptive statistics for water quality variables during low flow season

Variables Units N Median Mean Std Variance CV Min Max

T_Alk CaCO3 mg/L 12 10.78 10.78 2.40 5.78 0.22 7.00 16.00
EC µS/cm 12 40.22 40.44 3.25 10.57 0.08 37.00 50.00
ORP mV 12 154.67 146.33 54.41 2960.18 0.37 40.00 212.00
pH – 12 6.92 6.92 0.17 0.03 0.02 6.73 7.29
TSS mg/L 12 1.50 2.78 2.68 7.19 0.97 1.00 10.50
NTU NTU 12 2.37 2.37 1.53 2.33 0.64 0.50 5.00
Cl mg/L 12 3.46 3.51 0.50 0.25 0.14 2.90 4.59
F mg/L 12 0.03 0.07 0.09 0.01 1.30 0.01 0.25
N_NO2 mg/L 12 0.00 0.00 0.00 0.00 0.26 0.00 0.00

Knowledge Inference from a Small Water Quality Dataset 5



4 Experimental Setup and Results

4.1 Assessment of the Water Quality Profile with Principal Components
and Factor Analysis

Factor Analysis: Low flow season
The correlation matrix of the selected variables was generated and the factors extracted
and rotated using the Promax criterion, a common oblique method which has the
advantage of being fast and conceptually simple [18]. Eigenvalues, the percentage of
total variance, the factor loadings and cumulative variance are in Tables 4 and 5
respectively.

Table 3. Descriptive statistics for water quality variables during high flow season.

Variables Units N Median Mean Std Variance CV Min Max

T_Alk CaCO3 mg/L 12 10.10 10.10 3.07 9.41 0.30 5.00 16.80
EC µS/cm 12 37.44 37.44 7.89 62.20 0.21 19.00 47.00
ORP mV 12 236.50 238.00 41.48 1720.91 0.17 186.00 327.00
pH – 12 6.89 6.89 0.28 0.08 0.04 6.41 7.30
TSS mg/L 12 5.50 32.78 69.29 4801.41 2.11 0.50 248.00
NTU NTU 12 9.50 11.48 14.13 199.66 1.23 1.00 52.50
Cl mg/L 12 2.71 2.71 0.54 0.29 0.20 1.70 3.40
F mg/L 12 0.06 0.09 0.10 0.01 1.08 0.01 0.25
N_NO2 mg/L 12 0.00 0.00 0.00 0.00 0.29 0.00 0.00

Table 4. Matrix of factor loads and total variance explained for low flow season.

Variables Factor
1 2 3

EC 0.2068 0.6691 0.2135
ORP 0.9130 −0.4014 0.0819
pH 0.0344 −0.0218 0.9923
TSS 1.0114 −0.1805 −0.0678
Turbidity (NTU) −0.1357 0.6195 0.0100
Cl 0.7206 −0.0407 0.4287
F 0.2681 1.0046 −0.1179
N_NO2 0.1225 0.1020 0.0207
Eigenvalue 2.53 2.05 1.24
% TOTAL VAR 0.32 0.26 0.16
Cumulative % 0.34 0.60 0.76
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The FA for the dry season generated three (3) important factors (with eigenvalues
of 2.53, 2.05 and 1.24 respectively) and this solution explaining 76% of the total
variance in the data set for surface waters is kept for rotation. From the analysis, the
following factors were indicators of the physical-chemical profiles of the water quality:

• Factor 1: TSS, ORP, Cl−,
• Factor 2: F−, EC, NTU,
• Factor 3: pH.

The first factor accounted for 32% of the explained variance. TSS and CL−

recorded high positive loadings (1.0114 and 0.7206 respectively). ORP showed a
strong negative loading (−0.9130), meaning that they were inversely correlated with
this factor.

Water bodies may vary in their physical-chemical composition and concentration
on a seasonal, diurnal or even hourly basis. These variations may be related to patterns
of land and water use and precipitation [19, 20].

Land uses such as urbanization and industrialization influences the water cycle
through changes in flow and water quality. Urban land use (Na+, F−, Cl−) may be
differentiated from other land disturbances such as agricultural runoff (F−, EC, NTU).
Subsurface drainage water would commonly include Salts such as sulfates, chlorides,
carbonates, and bicarbonates of calcium, and magnesium. Excess surface water
draining also may contain these salts, but generally in much lower concentrations than
in drainage water [21]. Based on the results of the factor analysis and typical sources of
water pollutants, it is concluded that factor 1 can be denoted as the erosion processes
factor with the presence of TSS, ORP and Cl. Negative factor loading of ORP
explained the disproportion between this parameter and Factor 1. Based on the factor
analysis, these parameters are usually associated with masses of large land movements
and disturbances on the levels of sediments in the study area. This is because TSS as
the highest loadings (1.0114).

Table 5. Matrix of factor loads and total variance explained for high flow season.

Variables Factor
1 2 3

EC 0.9580 −0.0516 −0.1202
ORP 0.1723 0.5573 0.0500
pH 0.3238 0.6885 −0.4567
TSS −0.5698 0.1198 0.6456
Turbidity (NTU) −0.7847 0.2208 0.4273
Cl 1.0529 −0.0839 0.1268
F 0.0794 0.4725 0.4963
N_NO2 −0.2851 1.0552 −0.0156
Eigenvalue 3.19 2.19 1.09
% TOTAL VAR 0.40 0.27 0.14
Cumulative % 0.34 0.61 0.75
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Factor 2 is strongly correlated with F−, EC and NTU, assigned as the agricultural
processes factor. Factor loadings were 1.0046, 0.6691 and 0.6195. pH is included in
Factor 3 and the indicator of biochemical processes in water.

In summary, three factors representing three different processes are:

• Erosion processes
• Agricultural processes
• Biochemical processes

Hence, the water quality of the Petaquilla River Basin during the dry season period
was mainly controlled by activities which trigger erosion processes.

Factor 1: High factor scores observed for TSS (erosion processes factor) Giving the
presence of an already established gold mine, within the study area, illegal Artisanal
Small-Scale Miners use domestic gravel pumping and flushing devices in their activ-
ities. The use of these devices in gold mining by the Artisanal Small-Scale Miners
constitutes a point source of contamination by Suspended Solids.

Factor 2: High factor scores (agricultural processes factor) were observed in the west
of the basin. The middle and eastern parts where high values were monitored were
faced with pollution risks originating from agricultural uses.

Factor 3: (Biochemical processes factor) pH values were distributed in the basin
almost uniformly and are indicative of decay. The mean value was 6.89.

Factor Analysis: High flow season
The wet season period may influence positive effects with a dilution of surface water by
rain and stormwater. In contrast, runoff water increases pollutant concentrations,
thereby decreases water quality. To assess the water quality of the Petaquilla River
Basin under rainy conditions, factor analysis was applied to the datasets obtained from
3 monitoring stations between May-December. Statistical analyses of the data are
shown in Table 3.

Results of the factor analysis including factor-loading matrix, eigenvalues, total and
cumulative variance values are given in Table 5.

From the Factor Analysis, three factors that are indicated below explained 75% of
total variance.

• Factor 1: Cl−, EC, NTU,
• Factor 2: N_NO2, pH-,
• Factor 3: TSS.

It is proposed that factor 1 represents the agricultural processes shown by the
presence of Cl− and EC, with the NTUs indicating an inverse relation for that factor.
This factor explained 40% of the variance. Factor 2 is strongly correlated with N_NO2
and pH which is mainly influenced by biochemical processes. Factor 3 was marked by
TSS. Thus, agricultural processes were the major pollution source for this hydrological
period.
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Considering the distribution of factor scores and locations of the monitoring sta-
tions, it is concluded that:

Factor 1: High factor scores (agricultural processes factor) were observed at the
southwest part, upstream of the basin.

Factor 2: Relatively high values of biochemical processes obtained throughout the
entire basin where some agriculture and grazing of cattle are most important economic
activities.

Factor 3: Significant scores of total suspended solids pollution were distributed in the
basin, because Factor 3 depends on point pollution sources and is affected by eroded
soils in the study area

4.2 Assessment of the Water Quality Profile with Cluster Analysis
and Decision Tree

Spatial Similarity and Stations Grouping: Low flow season
The experimental approach involved the use of hierarchical cluster analysis (CA) with
Euclidean distance and linkage method using ward.D2, from the R Statistical Package
on the scaled data formed with data sorted by two seasons (dry and wet). For a clearer
understanding of the stations’ representation with respect to the date of sampling
campaigns, we systematically arranged the stations with four levels with the purpose to
identify specifically to which date corresponded the collection of the samples. So,
station W-1 as the following labels (W-1.1 to W-1.4), station W-2 (W-2.1 to W-2.4)
and finally W-10 (W-10.1 to W-10.4), such that each level corresponds to a sampling
date (01-Jan-08, 01-Feb-09, 11-Jan-11, 05-Apr-11, 01-Jan-08, 01-Feb-09, 11-Jan-11,
05-Apr-11, 01-Jan-08, 01-Feb-09, 11-Jan-11 and 05-Apr-11 respectively). Tempo-
ral CA for the dry period generated a dendrogram as shown in Fig. 2, grouping 3
combined water quality stations into three clusters. Cluster I comprised Stations W-1
and W-2 and the cluster II included Stations W-1, W-2 and W-10, while the cluster III
grouped all three stations in one for the various consecutive periods. The cluster III,
shows similarities in the water quality for the respective sampling period between
February 2009, January 2011 and April 2011. Figure 2 shows that the spatial patterns
of the water quality are not purely consistent with the dry season. From the monitoring
campaigns, at Stations W-1 and W-2, the highest pollution levels for (TSS = 5.0 and
10.5 mg/l, respectively) were recorded in February 2009. In cluster II, for stations W-1,
W-2 and W-10, W-1 had the highest value of (T_Alk = 13 CaCO3 mg/l) in January
2008. Aside from the eroded land scape, these high levels of TSS recorded in the dry
season can be probably attributed to the location of Station W-1 been directly in the
project foot print and W-2 been downstream of it. Notwithstanding, it is also reported
the activities of artisanal mining by peasants in the area of station W-2, as was pre-
viously mentioned. With an increase of the TSS, it is more likely that the concentration
of other water quality constituents like chlorides (Cl−) to be present as was depicted
from the factor loadings in Table 4.
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Spatial Similarity and Stations Grouping: High flow season
For the wet season period, the information depicted in Fig. 3, shows the grouping of 3
clusters, been the third one the largest group. In cluster I, station W-1 is isolated from
the other stations, cluster II groups Stations W-1 and W-2 and cluster III all three
stations. As with the dry season, the systematic arrangement of the stations with respect

Fig. 2. Cluster analysis on sampling stations along Petaquilla River during low flow season.

Fig. 3. Cluster analysis on sampling stations along Petaquilla River during high flow season.
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to the sampling dates or as follows: 1-Sep-08, 1-Oct-08, 1-Nov-08, 13-Oct-10,
1-Jun-08, 1-Oct-08, 1-Nov-08 27-Sep-10, 1-Jun-08, 1-Sep-08, 13-Oct-10 and
15-Jun-11. Again, Station W-1 isolated by cluster I for November 2008, shows to be
the most polluted in terms of the (TSS = 248 mg/l). Cluster II shows high pollution of
(Cl− = 3.36 and 3.33 mg/l, respectively) at Stations W-1 and W2 in October 2008.
Cluster III shows lower levels compared to the other two clusters. From the FA
loadings in Table 4, it is observed the pollution of the water constituents that follows
the high levels of eroded soils during high water flow seasons (agricultural and bio-
chemical) and is reflected in all three stations for the sampling campaign.

The results showed that CA technique can be useful in classification of the river
water [22] in the study region and was able to disclose the sampling sites and its
associated monitoring periods. in spite of the short database, the small data record was
used without missing much information.

Decision Tree: Low flow season
Decision trees are one of the most widely used inductive inference algorithms and it is a
kind of approaching discrete value function method which is good and robust for
dealing with noise and can analyze and extract expressions. Decision trees are usually
generated from top to bottom and its routines procedures use greedy search traversal
method to traverse. Every decision or event may extract two or more events and cause
different results. This kind of decision branches can be depicted in figures which
resemble the branching of trees, reason why it is called decision tree. The decision tree
algorithms commonly used include CART, ID3, C4.5 AND C5.0 algorithms [23–25].

In this section of the experiment, the objective was to test the applicability of
decision trees to the limited data set and find rules that could have just as well provide
information that leads to unseen patterns in the data and also corroborates the other
analysis carried out previously. With the R package for data mining, after serval trial
and errors with the Party, RPart, Random Forest and the C5.0 algorithms, a classifier
was finally built with the C5.0 algorithm. The C5.0 was feasible to deal with the twelve
observations, we could only go as far as dividing the data in half for training and
testing, as other combination approaches of data splitting did not suffice for the task.
Below in Fig. 4 the output tree for the dry season period representation.

As shown in Fig. 4 the decision tree C5.0 model, which ranked the water quality of
the three stations according to the content of two key indicators (T_Alk and NT)
generated the following equations of water quality: when T_Alk <= 8: W-1, when
T_Alk > 8: and the NTU > 3: W-1, when NTU <= 3: and NTU <= 1: W-2 and
NTU > 1: W-10.

The design of this tree model was built by the sampled data of the 12 observations.
The performance error rate was 16.7%. The other metrics of the model are shown in
Fig. 4. The prediction with the test data output, suggested a model performance of 83%
with only two miss classified instances for station W-2.

The information provided by the decision tree corroborates the information given
previously by the FA and the CA analysis in regard to impairments of the water quality
profile at stations W-1, W-2 and W-10 with respect to pollution by high levels of TSS
and on the other hand, it reveals the direct effects of the TSS on the water column as a
consequence of the increased NTU levels.
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Decision tree: High flow season
Conditions of the water quality under the wet season as labeled by the decision tree is
shown in Fig. 5. As can be seen, three water quality indicators (EC, Cl and TSS) in this
case are responsible for the governing pattern of the water quality profile for Stations

Fig. 5. Decision tree generated by C5.0 for the water quality stations during wet season period.

Fig. 4. Decision tree generated by C5.0 for the water quality stations during dry season period.
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W-1, W-2 and W-10 respectively. The water quality equations generated for this
scenario are: when EC <= 37.4 and Cl <= 1.84: W-1, and Cl > 1.84: W-10; when
EC > 37.4 and TSS <= 1: W-1 and TSS > 1: W-2. The error rate for the performance
of this model is 25%, 0.9% more than the model built under dry season condition. From
the confusion matrix, this model classified correctly three instances out of four for
Station W-1, all four instances for Station W-10 were classified correctly and only two
for Station W-2 out of four were classified correctly. The prediction of the model of the
classes a 75% accuracy.

5 Conclusions and Future Work

In this study, the application of multivariate techniques demonstrated that the water
quality of the Petaquilla River Basin is under environmental stress.

The factors obtained from the FA indicated that the water quality for the two
distinct hydrological periods and locations differed slightly. From the FA, Factor model
1 is interpreted to be of water affected by erosion processes, in spite of low flow
periods. This may be inferred to illegal Artisanal Small-Scale miners who in their
search for gold in the river bed, employs gravel pumping and flushing devices to
dredge the river bed. Added to this, is the presence of an abandoned gold mining firm
and recently to ongoing land movement activities in the study area. On the other hand,
during the wet season, water quality was controlled by agricultural pollutant sources,
this was explained by 40% of the total variance and for the dry season conditions, it
was under only by 26%. So, the major pollutant source changed from erosion to
agricultural processes during the wet season. This is attributed to the negative effects of
runoff to surface water quality.

Another contribution to this study has been achieved by complementing the mul-
tivariate approach with data mining techniques. The results of this study unveiled the
importance and usefulness of cluster analysis of a small and complex database to obtain
better information concerning the surface water quality. Hierarchical CA grouped the
12 observed sampling campaigns into three clusters and classified 3 sampling sites
based on the similarity sites of water quality parameters. The temporal pattern shows
that February and November have high pollution levels in contrast with the rest of the
months. The spatial pattern shows that the sampling sites (W-1 and W-2) have highest
levels of pollution. We also used the water quality data with the C5.0 algorithm found
in R data mining statistical tool. The experiment with the 12 observations and nine
attributes of water quality data revealed interesting information with the built decision
tree. See Sect. 4.2 where it is shown the If…then rules extracted and the generated
trees. This information is enriching, which otherwise would not have been gained
solely from a PCA/FA only.

It is obvious from this study, that major pollution threats during the dry and wet
seasons were erosion and agricultural processes which are defined as nonpoint pollu-
tion sources. This situation suggests that it is imperative to establish an environmental
monitoring and assessment plan to promote minimization of these sources as to protect
and improve water quality in the basin.
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The above analysis demonstrates the use of multivariate statistics and comple-
mentation with data mining techniques to study a small database of physical-chemical
parameters in surface water systems. It’s a useful methodology that could aid in
decision making as to determine the extent and severity of pollution via practical
pollution indicators. It could provide guidelines for selecting the priorities of keen
preventative measures in the proper management of the surface water resources of the
basin. Future work should involve fetching new and current data, and to explore or/and
implement new algorithms to help foster the analysis of small databases of river basins.
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Abstract. Rain is vital for environmental and human processes such as temper‐
ature regulation, vegetation growth, agriculture, power generation, domestic use,
and others. However, most of the previous research has focused mainly on the
prediction of the probability of occurrence of rainfall or the rain rate estimation,
leaving aside the amount of rain. Most of the previous studies use information on
the same spatial scale, losing important information on other scales that affect
rain-related climatological processes. In this paper, we present an approximation
for estimating daily rainfall using data from Meteoblue, GOES, TRMM and
MODIS Vegetation indices on different spatial scales based on Bagging with
Random Forest.

Keywords: Rainfall · Machine Learning · Bagging · Stacking · Random Forest ·
Multiscale data

1 Introduction

Rain forecast is one of the most challenging tasks in meteorology due to all the factors
that have the potential to affect the rain processes. These factors are related not only to
the rain, but to each other. Rain forecast can be divided into three questions: where is it
going to rain, when is it going to rain, and how much rain will fall? [1]. Each question
is relevant, depending on the goal of the forecast itself and data availability. Forecasting
the amount of rain has vital importance in areas such as the High Colombian Andes
where the rain affects most of the country’s population. The amount of rainfall over the
Andes affects the levels on two of the most important rivers in Colombia; the Cauca
river and the Magdalena river that together support more than 80% of the population as
well as productive activities such as agriculture, fish farming, domestic use, and more.

Climatological databases have a great volume and variety of data stored in multiple
formats from plain text files to Geo-referenced files. However, the forecast objective is
limited by the data itself and the processing capacity. For this reason, the Bigdata Value
Chain must be applied, especially Bigdata Analytics. This encompasses data mining
processes, statistical analysis, and data modeling to extract value [2], to facilitate decision
making and predictions of future events based on the database analyzed. In recent years, the
authors of [3–6] and others have focused on the forecast of rain events, the probability of
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rain, the expected rain rate or the interval of an expected amount of rain during storms,
leaving aside the amount of rain under normal rain conditions.

Although some of these investigations have used data from various spatial scales, in
many cases this data is restricted simply to corroborating the data generated by the
model: they are not used directly in the forecast. This paper evaluates multiple machine
learning approaches to estimate the daily amount of rain using multiple sources of data
on different spatial scales based on machine learning (ML) algorithms.

This paper is organized as follows: the first part outlines studies related to the main
topics addressed around rain forecasting using ML; subsequently, ML architectures are
presented and explained and data sources for testing are described; ML architectures are
validated by experimental evaluation results; and finally, the conclusions of this research
are presented.

2 Related Work

The study carried out in [4] presents an approach for rainfall forecasting with ten years
of weather station data, using Regression and Neural Network methods. Results show
potential in estimating the daily amount of rainfall but fail to reproduce data where peaks
of rain are present. In [6] a model for using satellite and rain gauge data was presented,
but this model uses only the information about rain rate, neglecting to consider infor‐
mation about other climatological variables that affect rain. Meanwhile, in [3], predictive
capacity of meteorological data is evaluated using multiple machine learning methods
to predict the range of the amount of rain expected the next day using information not
only on rain but on temperature and wind.

In [7] the use of Genetic Algorithms (GA) is proposed to select the attributes related
to rain and reduce the amount of data used in the forecast, but the authors do not consider
data from multiple meteorological sources. The study presented in [8] shows a Deep
Learning approach to forecast the daily amount of rain based on the historical data
collected from a weather station. Elsewhere, [9, 10] propose the use of Goddard Cumulus
Ensemble to estimate rain rates using meteorological information on a multiple scale,
but this model requires a lot of data not available at our study zone. Most of the related
studies have machine learning methods involved in the forecasting process. In every
case, there is no multiscale data fusion, or the use of multi-spatial scale data is limited
to validation only.

According to the prior literature review, it is important to consider multi-spatial scale
data, to obtain rain estimates with a precision comparable to those using rain gauge data,
but with a wider range. Moreover, no studies using multiple climatic data at multiple
spatial scales were found. The closest studies to this proposal use only rain information,
and have not been applied in the High Colombian Andes. This proposal is important
because multi-spatial scale data will allow us to detect local rain events that have a great
impact on water resource generation, an important topic for watershed management
authorities and government entities. These local rain events are not detectable on low
spatial scale data without losing the ability to forecast rain in large areas at the same
time.
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3 Materials and Methods

Machine learning was developed to learn and perform specific tasks [11] for example
to predict the amount of daily rain based on multiscale data. The predictor should be
able to estimate the total amount of rain based on parameters such as temperature, rainfall
rate, and humidity, among others. This task is formally called regression. The regressors
used in this study are described below.

3.1 Predictors

Multilayer Perceptron (MLP)
Artificial Neural Networks (ANN) are inspired by the way biological nervous systems
work [12]. ANN is a machine learning architecture and algorithm used to extract
patterns, detect tendencies or perform data classification. The artificial neuron has
multiple inputs that can trigger the neuron according to the pattern to which it was trained
to respond and the trigger function. There exist multiple configurations of these networks
using different training methods and activation functions [12]. MLP is a feedforward
ANN model that maps a set of input data onto an appropriate output [12]. MLP utilizes
a supervised learning technique called backpropagation for training.

Bagging
This is a machine learning ensemble meta-algorithm that attempts to reduce variance
and helps to avoid overfitting. To generate different base learners, bagging adopts boot‐
strap distribution [13]. This is a method for generating multiple versions of the same
predictor, using these versions to create an aggregated predictor [14]. These multiple
versions are created using bootstrap replicates of the training dataset and using it as new
training dataset.

Stacking
Stacking is a scheme for minimizing the generalization error rate for one or more clas‐
sifier. It works by deducing the biases of the classifiers with respect to a provided learning
dataset [15]. It is a different way of combining multiple models. Unlike bagging, stacking
is used to combine different models. To achieve its goal, the stacking algorithm splits
the training dataset in two: one is used to train the base models and the second one to
test these models. At the end, using the outputs of these base models as inputs and the
correct ones as outputs, a higher-level model is trained.

Random Forest (RF)
This ensemble learning method is the combination of tree predictors. Each one depends
on the values of a random vector of samples obtained independently from the training
samples and with the same distribution for all the trees [16]. It consists of a collection
of tree-structured classifiers or regressors, outputting the class that is the mode of the
classes (classification) or mean prediction (regression) of the individual trees.
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3.2 Data Collection

In this study, different multiscale climatological databases were pre-processed to esti‐
mate the amount of daily rain. To achieve a predictor strong enough to estimate with
the highest accuracy using multiscale data, two free access and one non-free access
databases were used as training data. Data sources are as follows.

TRMM data
The Tropical Rainfall Measuring Mission (TRMM) is a joint NASA and JAXA mission
launched in 1997 to study rainfall [17]. The TRMM product used in this study was the
3B42 3-Hourly Rainfall Data with a spatial resolution of 25 km by 25 km in a global
belt extend from 50° South to 50° North latitude [18] from 2001 to the present. The
3B42 estimates are produced in four stages described below [19]:

– Microwave precipitation estimates are calibrated and combined.
– Infrared precipitation estimates are created using the calibrated microwave precipi‐

tation.
– Microwave and IR estimates are combined.
– Rescaling to monthly data is applied by summing all 3-hourly data produced.

GOES data
The Geostationary Operational Environmental Satellite Program (GOES) is a joint
mission of NASA and the National Oceanic and Atmospheric Administration (NOAA)
[20]. In this study, GOES-13 was the satellite used to gather the climatic data. To obtain
the rainfall data from the GOES data, the model proposed in [21] called the auto-esti‐
mator was used. With this model, average rainfall estimates are produced every half an
hour if there is data available, from July 2014 to the present. This product has a 4 km
by 4 km spatial resolution.

Meteoblue data
Initially developed at the University of Basel, based on NOAA and the National Centers
for Environmental Prediction (NCEP) models [22]. It delivers local weather information
for any point in the world, with a spatial resolution of 5 km by 5 km, providing temper‐
ature, wind direction and speed, relative humidity, solar radiation, cloud cover and
precipitation, available hourly from 2012 to the present. The data used on this study was
acquired by the RICCLISA program from Meteoblue.

Modis NDVI data
The Moderate Resolution Imaging Spectroradiometer (MODIS) vegetation indices,
produced at 16-day intervals at multiple spatial resolutions, provide consistent spatial
and temporal comparisons of vegetation canopy greenness, a composite property of leaf
area, chlorophyll and canopy structure [23] using daily data to produce the composite
product. In this study, MOD13A2 16-Day 1 km NDVI data was used.

Digital Elevation Map (DEM)
The Shuttle Radar Topography Mission [24] of NASA produced a DEM with a spatial
resolution of 30 m by 30 m with global coverage and free access.
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3.3 Data Pre-processing

Initially, we processed the TRMM and GOES databases to give it the correct georefer‐
enced information, in our case the World Geodetic System 1984 (WGS 84) and changed
the HDF format to Geotiff format for both cases. To achieve these changes an automatic
program was developed using OpenCV and Gdal Libraries. Once this process was
completed, we proceeded to extract all the information with the same date from the three
databases. Due to the temporal coverage in the Meteoblue data we decide to work with
a temporal window, from January 1, 2012 to December 31, 2016.

In the second phase, to fill the gap between January 1, 2012 and July 2014 in the
GOES data, three imputation methods were used to fill in the missing values (MV):
Predictive Mean Matching (PMM) [25]; HotDeck [26], and Expectation Maximization
(EM) [27] in the R software tool. To achieve this, TRMM data was used. due to the close
relationship between this data. The GOES data is used in the process to obtain TRMM
data. The summary of this process can be seen in Table 1.

Table 1. Results from the imputation methods

Data produced Min. 1st Qu. Median Mean 3rd Qu. Max. MV

Original 0.0006 0.0054 0.0315 0.4209 0.3277 10.5148 873
PMM 0.000584 0.006157 0.035935 0.458953 0.372143 10.5148 –
HotDeck 0.000584 0.006229 0.036811 0.410911 0.358121 10.5148 –
EMImputation −3.57588 0.00252 0.09893 0.43213 0.80643 62.08591 –

As can be seen in Table 1, the PMM and HotDeck methods give similar results compa‐
rable with the Original data. The EMImputation method produces different results, which
must be discarded due to the negative values that have been used to impute the missing
values on the dataset. Negative values make no sense for rainfall rate (mmh−1). Finally, the
PMM and HotDeck imputed GOES variables were used on this study.

Once this was complete, we selected the data that was going to be used from
Meteoblue. As we mentioned before we had multiple variables but only those with a
direct or indirect relationship reported on literature were used.

As can be seen in Table 2, different authors have reported a relationship between
these variables and precipitation, however Meteoblue wind direction, wind speed, rela‐
tive humidity, solar radiation, and cloud cover did not report any type of relationship in
the literature, so these were discarded in the final dataset.

Table 2. Selected variables and their relationship to rain

Variable Rain relationship
AMSL The results from the observation data indicate that the amount of precipitation

increases with elevation, following the characteristics of the topography [28].
NDVI The results show that NDVI depends on the time and amount of precipitation [29].
Humidity The results showed a high correlation coefficient between rainfall and the occurrence

of relatively humidity [30].
Temperature Temperature and precipitation have a positive or negative correlation depending on

spatial location and other climatic variables [31].
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Finally, the Oceanic Niño Index (ONI) [32] produced by the NOAA was added to
the dataset. This index is the measure of the intensity of the El Niño Southern Oscillation
(ENSO) that has a great impact on the Andean Zone. This index has been produced
monthly since 1950 to the present. The final dataset has the following variables.

Table 3 shows all the selected variables and the objective variable, with its corre‐
sponding name on the dataset, the unit and the source. In this case, Actual Total Precip‐
itation is the objective variable. Max, Min and Prom temperature and the Actual Total
Precipitation was extracted from the Meteoblue data.

Table 3. Selected variables and their corresponding units

Variable name Unit Source
Year Numeric (dimensionless) [22]
Month Numeric (dimensionless) [22]
Day Numeric (dimensionless) [22]
MaxTemp Numeric (°C) [22]
MinTemp Numeric (°C) [22]
MeanTemp Numeric (°C) [22]
Relative_Humidity Numeric (%) [22]
TRMM Numeric (mm h−1) [18]
NDVI Numeric (dimensionless) [23]
ONI Numeric (dimensionless) [32]
AMSL Numeric (m) [24]
GOES Numeric (mm h−1) [20]
Actual_Total_Precipitation Numeric (mm) [22]

4 Results

RF, Bagging and Stacking predictors in Tables 4 and 5 were used to evaluate the
consolidated dataset imputed with PMM and HotDeck. To apply this test, WEKA tool
was used and all the predictors were configured using the default parameters, cross
validation process was used on the first test. The predictor used were Random Forest
(RF), Bagging with Random Forest (Bagging-RF) and Stacking with MLP as meta-
predictor and three RF as first level predictors (Stacking–MLP RFx3). This test was
done using the PMM and the HotDeck imputed dataset.

Table 4. Results of the first test using the PMM imputed dataset

Predictor Correlation MAE RMSE
RF 0.63 2.78 5.3
Bagging-RF 0.63 2.82 5.3
Stacking–MLP RFx3 0.5 3.4 5.9
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Table 5. Results of the first test using the HotDeck imputed dataset

Predictor Correlation MAE RMSE
RF 0.61 2.84 5.4
Bagging-RF 0.62 2.84 5.4
Stacking–MLP RFx3 0.5 3.3 5.8

As can be seen in Table 4 the correlation coefficient in two of the three predictors
suggests a strong [33] correlation between the selected variables and Total Precipitation.
The MAE and RMSE suggest that the predicted values are close to the real values. The
high RMSE value could be due to some points where the predicted value has a large
difference from the real value. The lowest correlation result was obtained using the
Stacking-MLP RFx3 configuration although the RF predictor has a good performance
when using alone or in the Bagging architecture. In this case using the MLP as meta-
predictor does not produce an improvement over the previous results. In Table 5 the
results are similar to those obtained with the PMM method but the PMM imputed dataset
results are slightly better, except for the results of the Stacking-MLP RFx3 configuration.
Other predictors such as C4.5, SMOReg, and M5R not shown in this paper present results
that improved on those shown here, but in those cases, negative Total Precipitation was
predicted. As mentioned before, negative values clearly make no sense in this case.

In light of the above, a second test was done using the PMM imputed dataset. This
data set was divided into two. All data prior to 2016 was used as training data and 2016
data used as test data. In Table 6 we can see that the correlation is moderate. The MAE
has an increase between 0.1 and 0.2 for RF and Bagging RF, but then RMSE is identical.
The Stacking-MLP RFx3 for this case has the same correlation and RF but the MAE
and RMSE are higher than the other configuration. For this reason, once again it has the
worst results. Although all results suggest that this multiscale approach can produce
good results in the prediction.

Table 6. Results of the second test using the PMM imputed dataset

Predictor Correlation MAE RMSE
RF 0.48 2.95 5.3
Bagging-RF 0.49 2.93 5.3
Stacking–MLP RFx3 0.48 3.4 5.5

In all tests, the configuration with the highest correlation coefficient and lowest errors
must be selected. In our case, the RF or the Bagging-RF configurations should be
selected. Figures 1, 2 and 3 show the predicted value vs. the real value for the three
machine learning models using the PMM imputed dataset for the first test case.
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Fig. 1. RF Predicted Total Precipitation vs. Actual_Total_Precipitation
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Fig. 2. Bagging-RF Predicted Total Precipitation vs. Actual_Total_Precipitation

As can be seen in Figs. 1, 2 and 3, predicted precipitation and real precipitation have
a very similar behavior according to the correlation results obtained before. The three
models predict the amount of rain correctly in most cases, except for those where the
Total_Precipitation has high values. On these high peak values, the predicted
Total_Precipitation fails to achieve the expected value on all three predictors. But the
overall behavior is good. More information is probably needed to adjust the predictions
when the amount of rain has high values or to apply a correction after the prediction
model to adjust the predicted value in these conditions. Overall behaviors of the three
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configurations are consistent with the correlation coefficients shown in Tables 4 and 5,
MSE and RMSE values are the results of this underestimation of the high precipitation
peaks.

Finally, a comparison was carried out of the predictedTotal_Precipitation from the
Bagging-RF model that has the best results on the performed test, the Total_Precipita‐
tion from Meteoblue, and the accumulated rainfall measure by a meteorological station
within the study area. The results are showed in Figs. 4 and 5.
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Fig. 4. Actual Total Precipitation vs. Station Precipitation.
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Fig. 3. Stacking-MLP RFx3 Predicted Total Precipitation vs. Actual_Total_Precipitation
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Fig. 5. Bagging-RF Predicted Total Precipitation vs. Station Precipitation.

Figure 4 shows the comparison between the Meteoblue (Actual Total Precipitation)
data and the meteorological station data from 100+ days in 2016. As can be seen the
data has different behavior over the days. There are points where the station registers no
rain and the Meteoblue data registers rain, and vice versa, although there are some points
where the data is consistent between model and reality despite the spatial resolution
being different. Finally, a correlation test was carried out using SPSS software. The
Pearson correlation coefficient for this data was −0.002. Non-parametric correlations
were performed obtaining similar results: 0.029 for Kendall’s Tau correlation and 0.032
for Spearman’s Rho correlation. In other words, the Meteoblue data and the Station data
have no relationship according to Pearson correlations, and a very weak correlation for
Spearman’s Rho and Kendall’s Tau correlations.

Figure 5 shows the comparison between Bagging-RF predictedTotal_Precipitation
and the meteorological station data. As can be seen, the predicted data behavior seems
like a response to some local rain events. The predictor has partially reproduced the
accumulated precipitation product of local events that are hard to detect from low spatial
resolution models or by satellite measurement. But the model underestimates total
precipitation in this case, except for some points where the behavior is similar. In this
case, the Pearson correlation value was −0.012, −0.043 for Kendall’s Tau correlation
and −0.060 for Spearman’s Rho correlation. Correlation values slightly increased with
the predicted precipitation, but the direction of the correlation changed. These results
are consistent with the behavior observed in Fig. 5 where multiple non-precipitation
points in the meteorological station data have a coincidence with precipitation points in
the predicted data.
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5 Conclusions

This paper explains the importance of using multi-spatial scale data in predicting the
amount of rain. A reliable prediction tool would allow the decision-making processes
related to rain to be more accurate for watershed management authorities. These organ‐
izations and government entities may in future be able to take action on how to control
the impact of rain events across whole regions according to predictions by these models.
Based on the above, this study compares different Multiple Classifier Systems on a
dataset composed of available multiple climatological data sources. Experimentally, the
RF configuration has the best results on the prediction process using the cross-validation
method.

In the final test, the Bagging-RF configuration was best, according to the results
shown in Tables 4 and 5. This test has a more realistic approach than the cross-validation
one. The 2016 data were not used on the training process, so the predictors would make
the prediction according to previous data learning. The results were also interesting due
to the ability of Bagging-RF to partially reproduce local rain events, although it under‐
estimates the real amount of precipitation registered at the station. It still however repre‐
sents a first approximation to a forecast able to reproduce local events without losing
the ability to forecast large areas.

The results suggest that more data on highest spatial scales requires to be taken into
account to be able to achieve the forecast of the amount of rain in local and large rainfall
events, although these local events were able to be successfully detected. Future work
would focus on the improvement for the prediction of the amount of rain in these two
scenarios.
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Abstract. Plant health has a direct impact on the quality and quantity of agri‐
cultural products. Due to this fact, farmers must monitor crop conditions
frequently, however the current tools for achieving this are complex and inac‐
cessible. Therefore, this article proposes a method for the characterization of
agricultural crops that allows a monitoring of the plants using photographs in the
visible and infrared spectrum acquired from a multi-rotor air vehicle, using low
cost cameras and free use software. The characterization is performed by identi‐
fying the Normalized Difference Vegetation Index (NDVI) in the photographic
mosaics of the crops. This index provides information about plant health, conse‐
quently it is calculated and represented on a NDVI map, where the status of a
crop is analyzed. The highest values of NDVI represent healthy plants and the
lowest, plants with problems, water or others. The proposed method allows the
monitoring of agricultural crops in a temporary and spatial form letting to a
producer adopt measures that help the optimization of resources.

Keywords: Infrared spectrum · Unmanned Aerial Vehicles · NDVI · Plant health

1 Introduction

Colombia is a rich country in raw materials and enjoys tropical conditions to carry out
agricultural practices, these conditions allow that all kinds of products grow. According
to this context, studies are executed from engineering to achieve solutions that improve
the production and quality of the products, these solutions are oriented towards Precision
Agriculture (PA), which is based on the development of excellent agricultural practices
in order to optimize farming techniques. Precision farming has evolved over the last 10
years up to implement technological advances such as Geographic Information Systems
(GIS), Global Positioning Systems (GPS), satellite or terrestrial sensors, software tools,
data processing, among others; these methods help the farmer to know in detail crop
conditions and to carry out actions of containment, prevention and sustenance [1, 2].
One important phase in precision agriculture is information processing, which is the
basis for crop characterization, and is basically the knowledge of their physical and
physiological properties. Among the relevant methods for crop characterization is aerial
photogrammetry, which includes georeferenced mosaics, digital terrain and surface
models and vegetation indexes that correspond to mathematical combinations between
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the different spectral levels found in a photography [3]. Generally, photogrammetric
analysis are performed on satellite images [2]; however, this technology involves high
implementation costs and low resolution. This difficulty generates interest in evaluating
other alternatives such as the use of Unmanned Aerial Vehicles (UAV). A UAV has the
advantage of carrying high resolution sensors such as lasers, heat sensors, infrared
cameras, multispectral cameras, RGB (visible spectrum) cameras and ultraviolet
cameras; outstanding among which are cameras of visible and infrared spectrum for
their price and availability. Through the use of cameras in the visible and infrared spec‐
trum, fundamental vegetation indexes are calculated such as NVDI (Normalized Differ‐
ence Vegetation Index) which can be useful to determine the vegetative state of the
plants [3]. With a correct agricultural crop characterization, it is possible to interpret the
data acquired in the practices of precision agriculture, thus optimizing fertilizers appli‐
cation and an effective control in time and space. A correct interpretation translates into
economic benefits due to fertilizers savings and a reduction of the treatments performed
in the influenced areas.

The direct observation of the plants does not allow to know objectively the state of
them, due to that fact it is necessary to use a system able to recognize different bands of
the electromagnetic spectrum that reveal the crop health, and allow monitoring the plant
growing. These requirements can be met by performing an agricultural crop character‐
ization using photographs in the visible and infrared spectrum. In the market there are
technologies dedicated to this task, however, their high cost does not allow them to be
easily accessible to farmers, these situations motivate to the development of low-cost
technology that could give benefits to the farmer, and also promote agricultural activities
[8, 9].

The present proposal is based on works by Bendig et al. [2] who studied the biomass
in an agricultural crop from the vegetation indexes NDVI, SAVI, MSAVI, OSAVI,
GnyLi, GRVI, MGRVI, and RGB VI that are calculated through images in the visible
and near infrared spectrum obtained from an octacopter UAV. The objective is to find
relations between the physical factors of the crops and the captured images. The work
developed in [4] is based on results comparisons taking into account the size of the
pixels, it is sought to evaluate the accuracy of the vegetation indexes NDVI, GNDIV,
NGRDI, and TGI obtained from images in the visible spectrum and near infrared. The
method is based on free software with the disadvantage that increasing the number of
images and the size of the crop, increases exponentially the effort and work required to
obtain the results, Wang et al. [5] uses the vegetation indexes SAVI and RVI to evaluate
nitrogen concentration in leaves of wheat and rice plants, the efforts made are based on
analyzing the behavior of the different spectral bands, and it is concluded that vegetation
indexes are appropriate to determine the nitrogen absorption in the leaves. Li et al. [6]
is desired to find the height of the canopy as well as the area of biomass within a maize
crop using images obtained from a low-cost unmanned aircraft. The location are 84 km
north of Beijing, China, at 30 m above sea level. A flight at a height of 150 m and at a
temperature of 9.1 °C is made, capturing RGB images with 80% longitudinal overlap
and a 40% lateral overlap, vegetation indexes found in the range of the visible spectrum
are used. Information on canopy height and biomass are presented in a georeferenced
map obtained from vegetation indexes. The work in [7] describes algorithms for the
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detection of the plant fraction in a crop from multispectral images captured at different
times to measure the spectral reflectance during plant growth, using the vegetation
indexes NDVI, GNDVI, and VARI to later relate them with the existing vegetal fraction,
the results are presented as graphs of percentage of vegetal fraction related to each one
of the indexes of vegetation studied.

In the review, most of the software tools used for image processing and subsequent
obtaining of vegetation indexes are privative products. It can also be evidenced that the
majority of the projects found are focused on the calculation of the vegetation indexes
by multispectral cameras of high cost, therefore, the use of an accessible commercial
camera is proposed. Throughout this work, free-use processing tools are accessible to
any farmer in the region. One of the most important approaches is obtaining a reliable
NDVI from a commercial camera, throught the approximation of the resulting bands
and the use of suppressive filters of visible light allowing to obtain information of
infrared radiation which is useful to determine the vegetative state of plants.

The Sect. 1 in this article presents a brief introduction regarding vegetation indexes,
later on Sect. 2 the tools used are presented and finally, Sects. 4 and 5 describes the
processing stage accompanied by the results. The conclusions are presented in Sect. 4.

2 Background

For a better interpretation of the article the concepts handled in this research are
described below.

NDVI Calculation
The visible and infrared bands of the electromagnetic spectrum are directly related to
different physiological factors on plants, such as the process of photosynthesis, humidity,
chlorophyll, etc. Normally the spectral reflectance in a plant varies according to the
wavelength and its physiological state, therefore, it is possible to make mathematical
combinations between these spectral bands to highlight the vegetation of its surround‐
ings, the result of this process is denominated index of vegetation and is useful to have
an idea of the physiological processes of plants [3]. According to [10–12] the NDVI is
suitable to carry out a process of crops monitoring in order to determine the quality of
the growth of the plants, thus is possible to determine affectations by pests or diseases,
or if there is a problem of water stress in the plants. In [13–15], it is found that is possible
to approximate the values of NDVI using a commercial camera by removing the infrared
cutting filter and adding a filter that is capable of filtering the red band or the blue band
of the visible spectrum, taking advantage of this space to form an image in false color.
The relationship involved for NDVI in this case is represented in Eq. (1).

NDVI =
NIR − VISIBLE

NIR + VISIBLE
(1)

In which the band corresponding to the NIR represents the one that removes the
special filter used, and the visible band corresponds to the remaining band. In particular,
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NDVI with the red band blocker filter is calculated with Eq. (2) and the blue band with
Eq. (3).

NDVI =
RED − BLUE

RED + BLUE
(2)

NDVI =
BLUE − RED

BLUE + RED
(3)

3 Technology and Method

The aircraft used was the Phantom 3 Standard quadcopter which has an approximate
operating range of 500 m and an autonomy of approximately 25 min operated by an
application called Litchi from a mobile device. This application allows to create missions
manually from the Waypoints function, and to deploy them in the aircraft according to
the desired configuration. The Raspberry Pi camera has a resolution of 5 Megapixels. It
has two band-blocking filters which are the Roscolux #19 and the Roscolux #2007.

This article presents some experiences and considerations for precision agriculture
applications using UAV platforms, low cost cameras and free license processing soft‐
ware. The experiments are focused on achieving a reliable NDVI from a commercial
camera that captures infrared light. In particular, the proposed method focuses on:

A. The flight planning and images capturing by a commercial camera carried by an
unmanned aerial vehicle.

B. Stitch of images obtained.
C. Image processing to obtain a reliable NDVI.
D. Analysis and testing over time to monitor agricultural crops in a real environment.

A. Flight Planning and Images Capturing

The flight planning and images capturing are the processes by which the photographic
information is collected in the field, this processes are important to obtaining quality
results. The flight planning takes into account the prior phases to obtaining information
in the field, among these are the analysis of aspects such as target area, height, possible
obstacles and others. This project considers calculations such as the maximum flying
speed, the distance between flight lines and the distance between captures, in order to
optimize resources and improve outcomes [16–18]. The capture process is the one that
is carried out taking into consideration the information obtained in the planning process.
In this work the Mission Planner software is used, which will help to establish the routes
for autonomous flights. Finally, in the camera module, repetitive captures are imple‐
mented with a certain configuration from time to time.

B. Stitching of images obtained

After the capture step it is important to process the images obtained, the software used
is Image Composite Editor which is freely used for non-commercial purposes. This
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process consists of forming a single image from the individual images captured at
different points in the field and preferably at the same height.

C. Image processing to obtain a reliable NDVI

The Fig. 1 shows the proposed diagram to obtain NDVI values. Python language is used
due to its versatility and all implementations are done using the Linux operating system.
The proposed method allows obtaining as output a NDVI map which corresponds to a
representation of the NDVI index in graphic form.

Export Results

Mapping of results

Apply the NDVI formula

Pre-processing bands

Separate bands

Get the picture

Fig. 1. Image analysis process.

• Approximation of visible spectrum bands

In this work, a normal RGB camera identical to the Raspberry Pi NoIR camera is used,
with the only difference that it has the IR filter. The following tests are performed in a
controlled environment in order to compare the bands such as the response of what
should look like pure red, pure blue and pure green. Tests were performed on coffee
plants:

(a) Verification and comparison of the resulting bands from the two cameras
(b) Approximation of the resulting visible spectrum bands in the two cameras.
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(a) Verification and comparison of the resulting bands of the two cameras

The objective of this test is to establish similarities and differences between the visible
band used to calculate the NDVI with the NoIR camera and the visible band of the RGB
camera (Fig. 2).

Fig. 2. Original image (RGB) Fig. 3. Red, Green and Blue RGB image
bands

Figure 3 presents the behavior of the plants around the visible spectrum, it can be
seen that in red and blue, these do not have a high reflectance. These results allow to
have a reference to obtain the bands that correspond to the visible spectrum when using
the NoIR camera. The first step is a decomposition of the images obtained with the NoIR
camera using both filters. This can be seen below (Figs. 4 and 6):

Fig. 4. Image NoIR #2007 Filter Fig. 5. Bands image NoIR #2007 filter (Red,
Green and Blue)
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Fig. 6. Image Noir #19 Filter Fig. 7. Bands Image NoIR #19 filter (Red,
Green and Blue)

In Figs. 5 and 7, it can be seen that the bands used to store the information of the
visible spectrum do not have similarity to the bands originated by the RGB image, which
leads to analyze the processing of the bands to bring those results closer.

(b) Approximation of the visible spectrum resulting bands in the two cameras

As it can be seen, there are notable differences between the visible bands resulting from
the RGB camera, and visible bands resulting from the NoIR camera dependent on the
filter to be used. This is due to any used filters these bands are contaminated by infrared
information, which causes this difference. Taking into account this information, a math‐
ematical process is carried out to achieve an approximation between the visible bands
resulting from the Noir camera and RGB camera. In order to approximate the bands, a
mathematical manipulation of the visible bands resulting from the capture with the NoIR
camera is made and it is based on those obtained with the RGB camera under the same
conditions.

It is known that the visible band information is affected by infrared information that
can not be filtered, and from this fact it is proposed to remove that information by
subtracting the pure infrared band obtained through the use of the filter, to the visible
band of the same photography. Specifically the proposed equation is:

VISresult = A ∗ (B ∗ VISobtaining − C ∗ INFRAREDobtaining) (4)

Where, VISresul is Resultant visible band, VISobtaining is Visible Band captured,
INFRAREDobtaining is Captured infrared band and A, B and C are Multiplying decimal
constants.

In order to determine the values of A, B and C, the resulting visible band must be
compared with the visible band obtained from the RGB camera, this comparison process
is performed by the linear correlation index that defines the correlation between two
random variables, in this case two images. The values of this index range from −1 to 1,
of which the value of least similarity is 0, which means that the two images have nothing
in common. This index can be calculated using the OpenCV functions that are already
predefined in the library [20].
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In general, it is proposed the design of an algorithm that allows to modify that values
in a determined range until obtaining a value for each one of them that allows to calculate
the maximum of possible correlation and to verify the results. The flow diagram used is
presented in the Fig. 8.

Set Range for A, B, and C 

Entering the bands to compare

Apply Function (1) and compare results

A< A range

B< B range

C< C range

Fig. 8. Flow diagram band approach.

The correlation index obtained allow to define values for A, B and C suitable for
each of the filter configuration used in the photographs aligned in the test of the combined
bands. The process is performed with three different white balance settings.

D. Analysis and testing over time to monitor agricultural crops in a real envi‐
ronment

In order to test the proposed method, captures are made in a coffee crop in the munici‐
pality of Timbío, department of Cauca, at 1,782 m above sea level [21], delimiting an

36 J.A. Bolaños et al.



area of 1 ha of flat terrain without obstacles higher than 50 m. The objective of these
studies is to demonstrate the capacity of the proposed method for calculating the NDVI
that allows to carry out a monitoring of agricultural crops in a time lapse of three weeks.

The testing process begins by collecting the images in the crop, considering that in
order to make the samples comparable, it is necessary to keep the initial configuration
as much as possible. After collecting the images, the stitching process of pictures is
executed, and the tool to be used is Image Composite Editor. The Mosaics are shown in
the Fig. 9 using the process described in [22]. In the Figs. 9, 10 and 11 three configura‐
tions established for the camera are presented using the visible band eliminator filters
whose characteristic curve can be found in [19]. In total, three captures were made, with
one week of time difference between them.

Fig. 9. Mosaics with #19 filter and AWB 0.54,1 configuration

Fig. 10. Mosaics with #19 filter and AWB 1,1 configuration
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Fig. 11. Mosaics #2007 filter and AWB 1,1 configuration

– Filter #19 AWB 0.54,1
This configuration allows the capture of images for the NDVI calculation using the
filter #2007

– Filter #19 AWB 1,1
This configuration is an alternative to using filter #19 with which NDVI calculations
are also performed, the process to be executed was the same as the previous config‐
uration.

– Filter #2007 AWB 1,1
This setting is for NDVI calculation using filter #2007.

NDVI with #19 filter AWB 1,1 configuration
In Fig. 12 the NDVI generated in the three corresponding tests are presented with the
configuration of the filter #19 Awb 1,1. These tests correspond respectively to the results
of each of the images captured in each of the tasks, when the process is finished, these
results are generated automatically.

Fig. 12. NDVI with #19 filter and AWB 11 configuration

NDVI with #19 filter AWB 0.54,1 configuration
Figures 13 and 14 below.
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Fig. 13. NDVI with #19 filter and AWB 0.54,1 configuration

Fig. 14. NDVI with #2007 filter and AWB 11 configuration

NDVI with #2007 filter AWB 1,1 configuration
Nomenclature
One of the most important sources of radiation is the sun, the surfaces absorb or reflect
this radiation and that depends on its wavelengths, or the characteristics of such surfaces
as their composition or roughness [23, 24]. Healthy vegetation, for example, absorbs
almost all the wavelengths that make up the visible spectrum, this is because of photo‐
synthesis, but due to the molecular structure of the leaves, it completely reflects the
wavelengths in the near infrared band. Pure water reflects low energy at all wavelengths,
different from ice and snow, which have a high reflectance in all bands. In the case of
soil, reflected energy depends on the presence of organic matter, texture and roughness,
among others [24, 25].

The interpretation of the results shown is centered in describing the meaning of the
colors that compose the resulting maps. According to [26–29] NDVI is an normalized
index, which means that it has infinite values that are between −1 and 1, in which the
vigorous plants with good health reflect all the energy of the sun in the band of the near
infrared, whereas absorb about 90% in the red and blue bands, for the process of photo‐
synthesis, reflecting part of the green band, due to the fact that the human eye perceives
them in that color, which leads to have a high NDVI, greater than 0.5, whereas plants
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with some type of anomaly or problem reflect energy equally in all the bands described,
the visible spectrum being comparable with the near infrared, which means that they
have a lower NDVI, between 0.1 and 0.3 [28, 29]. For this reason, in Fig. 15 the contin‐
uous NDVI map is established where the NDVI values are mapped, with the blue color
on the left end representing −1 and the red color on the right end representing 1.

Fig. 15. Colormap

Figure 16 shows the classification that is made to achieve an interpretation to the
results shown according of the defined nomenclature.

Fig. 16. Interpretation of results

From the results presented in Figs. 18, 19 and 20 it can be said that although there are
differences between them, all three keep the above characteristics. However, the one that
best represents the expected information is the one in Fig. 12, with this configuration a
suitable representation is obtained for the values corresponding to the soil and the vegeta‐
tion, achieving a good contrast between the different NDVI values. It is important to
emphasize the temporal variation between the three consecutive captures at different times.
Although in general terms the crop condition remained constant, a slight variation can be
observed between them that may belong to changes in the physiology of the plants.

Considering the nomenclature and the analysis above, it can be affirmed that in the
three defined configurations of the camera, there is a relation between what is obtained
and what is expected according to the literature, this mainly refers to the fact that for
vegetation there are high values of NDVI that approach 1 and are classified as healthy
or vigorous plants, furthermore it can be appreciated that for the areas that do not corre‐
spond to the vegetation there are low NDVI values of around 0.3 or even negative values.
As the tests were performed with one week of difference in each one and the environ‐
mental conditions were constant, a great difference in time between the results is not
appreciated. However, it can be seen in Fig. 12 that belongs to the capture with a white
balance of 1,1, represents the camera configuration that presents a superior performance
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compared to the others. This configuration maintains a differentiated contrast in compar‐
ison to the other captures, this means to establish it as the configuration to be used for
future works.

4 Conclusions

In this article, a method for the characterization of agricultural crops using a multirotor
air vehicle is proposed, it is possible to obtain a reliable NDVI to determine and monitor
the health of plants in any type of agricultural crop through a low cost commercial
camera. The proposed method for the monitoring of agricultural crops is economically
convenient since the hardware and software processing tools used for processing are
free to use and it is possible to monitor agricultural crops over a given time interval using
the proposed method for monitoring agricultural crops. It is necessary to maintain envi‐
ronmental conditions to obtain valid results. The NDVI map obtaining is based on the
infrared information from crops, and it is necessary for the analysis of the evolution of
plants individually an experimented farmer as future work. This paper is a basis for
future work focusing on low cost solutions.
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Abstract. Unmanned Aerial Vehicles are starting to be used for photogram‐
metric sensing, in several applications, such as precision agriculture, topography
and search and rescue. This, thanks to the advantages they offer over platforms
like satellites and manned airplanes, such as: greater spatial and temporal reso‐
lution and also low operating costs. However, they have a limiting flight time
making necessary to obtain paths that optimize the resources. In this article, we
present the study of three heuristic algorithms for coverage path planning, Wave‐
front, Spanning-tree based coverage and a new algorithm based on expansion by
weight functions, called Sunshine with the aim of finding the best strategy to find
coverage routes and their subsequent use in Precision Agriculture (PA). These
methods are validated by means of simulation at different wind speeds in order
to analyze how the energy consumption and the total path traveled differ according
to this.

Keywords: Coverage path planning · Unmanned aerial vehicles · Wavefront ·
Spanning tree coverage · Precision agriculture

1 Introduction

Coverage path planning is defined as the task of calculate a path for an agent which
ensures that it can pass through all points in an area or volume of interest, avoiding
obstacles and taking into consideration the specific constraints of the environment. This
problem has been mainly addressed to terrestrial robots in applications such as cleaning,
agriculture, demining, among others [1]. The coverage works on a particular area using
Unmanned Aerial Vehicles (UAVs), involves some additional restrictions. Typically,
UAVs have a shorter mission time compared to terrestrial robots, in some cases their
autonomy is less than one hour, for that reason the available resources should be used
efficiently. Also, the payload affects directly the work cycle. In addition, the landing and
take-off points must be defined [2]. Depending on the application, the problem restric‐
tions may change slightly. These platforms are mainly divided by the arrangement of
their wings, which can be fixed wings and, rotary wings or multi-rotor. Within the cate‐
gory of rotating wings are quadcopter, which have four motors that control the move‐
ments of the vehicle, changing the power in each one of them. These ones are affordable
and easy to use for research in this field.

In recent years the quadrotors are starting to be introduced into aerial photography
activities, allowing the collection of information about the physical properties of any
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object through cameras and specialized sensors which can be easily integrated into these
platforms. A field with great potential for these is the Precision Agriculture (PA), which
is a modern trend that allows the management of crops and soils specifically, that is
according to their needs, achieving that each area is given the most suitable agronomic
treatment [3]. The PA requires the acquisition of an accurate and large amount of infor‐
mation. The use of these vehicles provides some advantages over platforms such as
satellites, such as: a higher spatial resolution, achieving resolutions of the order of
centimeters (1–5 cm) that allow to detail a particular crop. A higher temporal resolution,
which facilitates deployments either periodically or every time it is necessary, instead
of on-demand deployments. Operating costs are also significantly reduced, making them
affordable for small and medium-sized farmers [4].

In works like [5] the development of a system of image collection for the estimation
of the biomass in wheat and barley crops is presented, using two different types of
cameras, a multispectral camera and a Near Infrared (NIR) camera. The images
processing is done after the scheduled flight mission has finished at a constant height of
140 m. Another work involving the use of quadcopters for image collection and later
calculating the Normalized Difference Vegetation Index (NDVI) of plants in a potato
crop is presented in [6] using multispectral and RGB cameras mounted on a quadcopter
that operated at 40 m Height. The flight mission is set up through a ground station
defining crossing points trough of the crop coordinates.

But, a general problem exists in the proposals found in literature and it is about the
way the coverage path is found. This path, is obtained using not efficient algorithms,
like Zig Zag algorithm [7, 8], which do not take care about the battery limits of the
quadcopter. The use of better algorithms generates better paths which optimize the flight
time and the traveled distance, for that reason, three algorithms are showed and tested
in this paper, which are wavefront, Spanning-tree based coverage, and a new proposal
of an algorithm based on expansion by weight functions, called Sunshine. These algo‐
rithms are compared, showing the advantages and disadvantages of each one with values
about their performance in a simulated environment with different kind of winds.

The organization of the document is as follows: After this brief introduction,
Sect. 2 introduces the problem of CPP, and implemented algorithms. Section 3 presents
results and conclusions.

2 Coverage Path Planning (CPP)

In the task of finding a path that covers an area of interest, two main approaches can be
considered in the implementation of algorithms for the path planning: local (online) and
global (offline) planners. Local schemas retrieve information from sensors to create a
view of the environment in real time. It provides robustness and flexibility but it also
demands more CPU processing which means higher power consumption. For that
reason, local schemas are not optimal for aerial robotics. This paper approach global
schemes, which use stationary information, since the environment has been studied
already and is known a priori [1].
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To ensure the planner generates a path that completely covers free space, many
planners implicitly or explicitly decompose the working region. This can be in cells or
grids. The exact decomposition approaches using cells always give an accurate repre‐
sentation of the robot’s working space, where the robot can cover the cells with forward
and backward motions. On the other hand, grid-based methods divide the environment
into a collection of uniform cells, this provides an approximate representation of the
workspace [9]. Figure 1 illustrates how grid division is performed, where shaded cells
are an obstacle and normal cells are a potentially used cells. The centroid of each grid
is considered a waypoint where the vehicle must pass.

Fig. 1. Grid representation.

Most of the implemented paths in UAVs follow simple patterns that are easily
configurable in ground stations such as zigzag. In this work, three offline algorithms
based on approximate decomposition were implemented. This type of decomposition is
usually used for aerial photography, where the dimensions of the acquired samples are
required to be homogeneous. It should also be noted that this approach can deal with
areas represented by non-convex polygons, which in some cases decomposition in cells
cannot handle and must be transformed into convex spaces.

2.1 Wavefront Expansion

This path planning algorithm is in charge of create a distance function that starts in the
point of arrival along the complete area that wants to be cover, thus giving a value in
relation to the distance between each point and the goal. One way of looking at it is
similar to the effect of throwing a rock into a lake, by this, a wave front is generated
from the point of impact to its surroundings, hence its name [10]. With this algorithm,
a matrix is obtained where each one of its cells have a weight, which increments as it
gets far from the arrival point; this distance is measured in relation to the amount of cells
that must pass to arrive at the goal.

The Fig. 2 shows an example of weight propagation using wavefront in a matrix with
an arrival point G and four obstacles in four corners. In this example, the propagation
is done with only four neighbors, that is, in each cell the only possible movements are
North, South, East and West. However, a spread using 8 neighbors is also possible, as
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the Fig. 3 shows, considering the movements to North-East, North-West, South-East
and South-West. The propagation in this case is observed as follows.

Fig. 2. Example of wavefront propagation.

Fig. 3. Example of eight neighbors wavefront propagation.

As can be seen, propagation with eight neighbors is faster obtaining the final matrix,
and it gives greater freedom in the movements than can make. Nevertheless, this approx‐
imation with a larger number of neighbors is not always possible.

With the resulting matrix, the next step is obtaining a coverage path for solution to
the raised matrix. For this, it is necessary to move and get away from the arrival point
as much as possible. This is achieved by always moving towards the neighbor with
greater weight under some selection criteria like giving priority in the counterclockwise
direction, as shown on Fig. 4. In case it finds a dead end, it proceeds to use a backtracking
strategy to a cell where is possible to keep the aforementioned logic.

Fig. 4. Example of coverage path using wavefront with four and eight neighbors.

2.2 Spanning Tree Coverage

Spanning Tree Coverage (STC) is an algorithm that seeks to create an optimum coverage
path which has a null number of revisits, forming a path that envelops an expansion tree
generated by means of a scanning strategy [11]. This start from an array where each
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square cell has a D-size side. Each cell can describe the location of an obstacle or a
possible point to visit. Subsequently, the cells are grouped into larger 2D-size nodes,
thus creating an array of nodes, where each node contains four smaller cells, as shown
on Fig. 5. The behavior of the array of nodes is very similar to its predecessor, being
able to describe the location of obstacles or points to visit, but this time, a node becomes
an obstacle as long as at least one cell within it is considered an obstacle.

Fig. 5. Matrix of cells and grouping in matrix of nodes.

If a node is considered an obstacle, all of its cells immediately become obstacles. A
node can have one of three possible states which depend on the states of the cells within
the node, which are: non-visited in which no cell within the node has been visited,
partially visited in which at least one cell has been visited, and completely visited in
which all the cells inside the node have been visited. The coverage path is found as
follows. The main objective in this algorithm is the exploration of new nodes. A starting
point is placed inside the cell array and a scan is started giving priority to non-visited
nodes. This algorithm evaluates the possibility of visiting an unseen cell that belongs to
a non-visited node, if not possible, it continues the exploration within the current node
until a cell that is neighbor of an unseen cell that belongs to a non-visited node is find.
Scanning within the current node is done by extending the current movement of the
vehicle, i.e. if it is moving from bottom to top, the scan must continue that movement
and then prioritize in the counterclockwise direction. In case of not finding the possibility
to visit a node non-visited after visiting the current node completely, proceed to visit the
last node partially visited.

In the Fig. 6, the logic to find new nodes and scanning within a node is observed. A
coverage path is found when the starting node goes into a completely visited state, this
is achieved by following the previous logic as many interactions as necessary.
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Fig. 6. Exploration of new nodes using STC.

Thus, through the algorithm a coverage path which has no revisits is found, the
Fig. 7 illustrates this coverage path with a green line and the spanning tree with a red
one.

Fig. 7. Matrix and coverage path using STC.

2.3 Path Transform: Sunshine

Sunshine, is an algorithm that takes as its starting point the algorithm Path Transform,
described in the article “Planning paths of complete coverage of an unstructured envi‐
ronment by a mobile robot” [12], which is created as an extension of the wavefront
algorithm before mentioned [10]. Wavefront algorithm generates a weight function in
relation to the distance from the current point to the point of arrival, instead, the Path
Transform algorithm generates a weight function which is the result of summing the
values given by a wavefront expansion and a cost function. In sunshine, the cost function
is generated by obtaining the inverse of the distance to the nearest obstacle multiplied
by a nonconformity factor. The expression that defines the weight value of each cell is
described in the following matrix equation:

S(c) = wavefront(c) + ∝
1

obstacle
(1)
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Where,
Wavefront(c), corresponds to the weight function that relates the distance of the

current cell to the arrival cell.
Obstacle, distance from obstacle to arrival point.
∝, the nonconformity factor determines the effort with which the resulting path will

skirt the obstacles in the matrix.
Subsequently, the resulting matrix is born from the sum of the two previous, which

are shown in Fig. 8(a) and (b).

Fig. 8. Wavefront expansion (a) and wavefront expansion from obstacles (b).

Now with the resulting matrix (Fig. 9), this algorithm continues to obtain the
coverage path as follows. Always move to the neighbor without visiting with the highest
value (in this example the movement is done with 8 neighbors) according to a selection
criterion like give priority in the counterclockwise direction and in case of find an exit
alley, it is necessary to make use of a backtracking strategy until get to a cell with a
neighbor without visiting.

Fig. 9. Matrix with Sunshine expansion.

As can be seen in the Fig. 10, the path obtained seeks to skirt obstacles while moving
away from the point of arrival. An increase in the nonconformity factor changes the way
in which the obtained route is behaved, bordering with more strength the present obsta‐
cles, and in the same way, when decreasing it the obtained path looks to a smaller extent
to skirt the present obstacles.
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Fig. 10. Coverage path using Sunshine.

3 Testing Coverage Path

The case study is presented at the University Sports Campus (CDU), located at the
University of Cauca, Popayán. Figure 11 shows the workflow of the proposed method.
Initially the area map of interest is received, and the desired spatial resolution is defined.
This is done by calculating the number of squares, in which the map will divided. Then,
the possible obstacles are identified by calculating the histogram of each grid. Start and
goal points are defined manually. This done, the implemented path-to-coverage sched‐
uling algorithms calculate the path the vehicle should follow. Finally, the flight is done
with the path obtained.

subdivision

•area is discretized according to the required spatial 
resolution.

Obstacles
• identification of obstacles and free area. 

Start and 
goal

•Manual definition of start and goal points.

Path 
planner

•Estimation of the path that allows to cross the free space.

Flight

•The flight plan is sent, which consists of a set of waypoints 
that are extracted from the planning algorithm.

Fig. 11. Workflow
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The simulation was carried out using the SITL (Software In The Loop) [13], which
allows to run the ArduPilot autopilot on any platform. The program allows to configure
a variety of parameters, corresponding to both the vehicle and battery, speed and flight
height and the environment as the wind speed and its direction.

Testing Protocol
The test plan follows the next steps:

1. Get the coverage path for the selected zone with each algorithm.
2. Obtain a flight mission with each one of the coverage paths, defining waypoints

which contain info about georeferenced coordinates and high of flight.
3. Configure the test environment, using SITL platform, defining parameters of the

platform and the environment.
4. Set each flight mission into the test environment and run the test them using wind

speed values of 2 m/s, 6 m/s and 8 m/s.
5. Recollect the logs of each flight mission and obtain info about battery spent, distance

traveled, numbers of turns, cells visited and revisited.

Testing Metrics
Three algorithms were implemented by comparing the following parameters that have
been identified to take them into account in a coverage mission based on aerial robots.

• Nv Number of turns: Number of times the vehicle rotates through the z-axis.
• Cr Cells revisited: Number of times the vehicle covers a previously occupied cell.
• Cv Cells visited: Number of cells visited just one time.
• Pt Total length of the path traveled from the take-off point to the goal.
• T Coverage time to completion area of interest.
• Bt Battery percentage spent to complete the mission.

3.1 Obtained Results

In this simulation, it has been tested three different algorithms of route planning for
coverage varying the wind speed, in order to compare the behavior of these as well as
the variation of the mission time and the battery discharge, the velocities of wind were
chosen 2, 6 and 8 m/s and the direction of the wind has been set from north to south,
which is fixed in all simulations. The vehicle used was a quadcopter configured at a
maximum travel speed of 5 m/s and a take-off/landing speed of 3 m/s. It is expected that
the simulation results are reliable because this environment of simulation offers a
complete simulation of an unmanned aerial system, it will be able to verify, plan tasks,
manage faults and perform the subsequent validation. Figure 12 shows the path followed
by the quadcopter in the simulation for each algorithm.
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Fig. 12. Path for (a) Wavefront 4. (b) Wavefront 8. (c) Spanning tree coverage. (d) Sunshine.
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Table 1 presents the number of revisits and turns that the platform performs for each
of the implemented algorithms.

Table 1. Number of revisits and turns.

Algorithm Cr Cv Nv 45° Nv 90° Nv 135° Nv 180°
Wavefront 4 25 15 0 32 1 3
Wavefront 8 3 36 14 7 8 2
Spanning tree 0 23 0 10 0 0
Sunshine 3 36 10 7 9 2

For the simulation process the wind speed was varied, taking values of 2, 6 and 8 m/s
and measuring the variation of the path traveled, the total time to complete the mission and
the percentage battery discharge. The results obtained are presented in Table 2.

Table 2. Path, battery and time of mission comparison for different wind values.

Wind Algorithm Pt (km) T (min) Bt (%)
2 m/s Wavefront 4 0,610 9:44 47

Wavefront 8 0,449 7:06 40
Spanning tree 0,204 4:44 23
Sunshine 0,452 8:02 41

6 m/s Wavefront 4 0,612 10:09 50
Wavefront 8 0,453 8:22 42
Spanning tree 0,206 4:45 24
Sunshine 0,462 9:27 43

8 m/s Wavefront 4 0,619 13:14 51
Wavefront 8 0,454 9:38 43
Spanning tree 0,221 5:22 25
Sunshine 0,467 9:51 44

Below are graphs of the total path traveled by the vehicle versus battery discharge
for each one of the algorithms at different wind speeds in order to analyze how the energy
consumption and the total path length vary according to this (Figs. 13, 14, 15 and 16).
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Fig. 13. Total path traveled by the vehicle versus battery discharge for wavefront 4 with wind
speeds of 2, 6 and 8 m/s.
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Fig. 14. Total path traveled by the vehicle versus battery discharge for wavefront 8 with wind
speeds of 2, 6 and 8 m/s.
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Fig. 15. Total path traveled by the vehicle versus battery discharge for Spanning tree coverage
with wind speeds of 2, 6 and 8 m/s.
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Fig. 16. Total path traveled by the vehicle versus battery discharge for Sunshine with wind speeds
of 2, 6 and 8 m/s.

4 Conclusions

In this article, the problem of finding a suitable coverage path for the photogrammetric
survey of an interest area through a quadcopter using four algorithms, wavefront 4
neighbors, wavefront 8 neighbors, STC and Sunshine is addressed. The need to find
optimal coverage paths is presented as a solution to the limiting of the great energy
discharge that these vehicles have. Better algorithms mean less flight time, less distance
traveled, fewer turns, and lower energy use. This is evident by comparing directly the
wavefront algorithm of 4 neighbors with its counterpart of 8 neighbors, showing in the
last one, a lower energy use quite considerable in all cases. In this comparison, wavefront
algorithm of 8 neighbors and Sunshine algorithm have very similar values of flight time,
distance traveled and energy use, being in the latter a little larger due to a greater distance
traveled and a greater number of turns. But, in case these improvements are not sufficient,
STC can be used, an algorithm which presents a tremendous reduction in energy waste,
being in some cases almost half of the waste presented with other algorithms, at the cost
of losing one considerable coverage. The conditions of the environment and the terrain
also affect the final yield of the quadcopter, being the wind factor the one to evaluate in
this article. Here, we observe how the intensity of the wind is able to affect the evaluation
parameters mentioned above, being at higher intensity a worse performance, thus turning
the wind as a factor to be taken into account in the flight missions. For these reasons, it
is necessary to find a unified strategy capable of finding an optimum coverage route that
takes into account the variables of the environment and geography, in order to minimize
the negative effects present in each flight plan.
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Abstract. Changes in soil organic carbon (SOC) content for Mexico’s agri-
cultural land were estimated using the carbon accounting model of the IPCC
guidelines (IPCC 2006) and the FAO soil organic matter decline model (Ortiz
et al. 1994) for the short- and medium-term time horizons for a RCP of 8.5 W/m2

of radiative forcing with the HADGEM and GFDL models. All models show a
significant decrease in the surface with higher content of organic matter while the
soils with lower organic matter content increase considerably. The variation
between the models is relatively low among them, associated to both establishing
an increase in temperature and decrease in precipitation which are the funda-
mental factors that define the mineralization of the SOC in the methods used.

Keywords: Climate change � Soil degradation � Mineralization of soil organic
matter

1 Introduction

One of the main concerns of our time is food security to meet the growing demand for
food as the number of people on the planet increases. The increase in population and
rapid infrastructure development are expected to increasing pressures on ecosystems
for food production, leading to rapid rise in the release of CO2 into atmosphere and
decline in atmospheric carbon sequestration (Mohanraj et al. 2011). Facing this sce-
nario will increase the pressure on natural resources and thereby the emission of
greenhouse gases (Fearnside 2004).

Soil Organic Carbon (SOC) is very important in the global C cycle, since it con-
stitutes the largest terrestrial reservoir of this element (Chabra et al. 2003). Soils store at
least three times more carbon (in the form of Soil Organic Carbon) than that found in
the atmosphere or living plants (Schmidt et al. 2011). This reservoir of organic carbon
is sensitive to changes in climate and the environment, although the interrelationships
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between SOC and climate are not yet fully understood, but one way to explore these
relationships is to use numerical models associated with the cycle of the organic carbon
of the soil and the climate considering other factors of the natural environment and
those associated with the use and management of the soils. With these results, man-
agement options that include best management practices can be evaluated to reverse the
degradation of soils and increase their productive capacity. The C stored in the soil is
highly reactive and dynamic (Dumanski 2004). The cultivation of virgin lands or the
conversion of natural ecosystems to agriculture leads to the loss of soil C with sig-
nificant greenhouse gases (GHG) emissions into the atmosphere. This loss of C is
accentuated by deforestation, burning of biomass, drainage of wetlands, tillage and
removal of crop residues (Lal 2002).

The influence of soils on the structure and operation of ecosystems depends largely
on the organic C (Cleve and Powers 1995). Understanding the long-term changes in
SOC is important because it directly affects soil quality (Lal 2002), by influencing soil
porosity and water retention and serving as the reservoir of nutrients for plants,
especially N, P, S and K (Bandarenayeke et al. 2003). Consequently, promote carbon
sequestration by soil is an effective strategy to reduce atmospheric CO2 and improve
soil quality (Lal et al. 1998; Lal 1999). Failure to follow proper practices, loss of C is
accentuated and thereby decreasing the productive capacity of soils. Because of the
importance of SOC, precise estimations are required in different types of land uses,
especially data in long time series of different land uses and management to evaluate
and monitor soil C stocks over time (Beets et al. 2002).

Regional assessment of change in soil organic carbon stocks due to land-use change
are essential for supporting policy and management decisions related to greenhouse gas
emissions and mitigation through carbon sequestration in soils (Mishra et al. 2012).
Soils at a particular location can be source or sink of atmospheric CO2, depending on
previous and existing land use and management (Singh and Lal 2005). The impact of
agricultural management on SOC stocks varies, depending in part on climate condi-
tions, which influence the plant and soil processes driving soil organic matter dynamics
(Ogle et al. 2003). The possibility of a reduction in global soil carbon under climate
warming has been raised by several studies, in this situation, increased heterotrophic
respiration because of rising temperatures during the 21st century exceeded enhanced
biospheric uptake as a result of elevated CO2 levels (Mishra et al. 2012). As a result,
the rate of increase of atmospheric CO2 and hence the rate of climate change was
accelerated (Jones et al. 2003).

In Mexico, of the total area of the country, 13.6% is reported as agricultural land
corresponding to 26.7 million ha, of which an average of 22.1 million ha are planted
every year, where 6.1 million are irrigated and 16 million of ha of rainfall
(SAGARPA-SIACON 2014). In most of the agricultural land one of the common land
management practice include the removal of crop residues or crop residues burning, so,
those practices let these soils as net CO2 emitters into the atmosphere and thus con-
tribute to climate change. And also, the reduction of the soil productive capacity. That
is why it is important to carry out studies that estimate the dynamics of organic carbon
in the agricultural soils of the country where food and other important products are
obtained. To seek food security for the country’s population, specifically considering
climate change scenarios it is important to implement a strategy that promote the
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increase of soil productivity that is linked to soil carbon sequestration. Knowing the
estimates of the decrease of the organic matter of the agricultural soils and the eco-
climatic conditions where they are located, allows to establish general guidelines for
the rehabilitation of the same ones through the implementation of good management
practices adjusted to the land sustainable management, and promote the mitigation and
adaptation to climate change.

2 Methodology

2.1 Database of Precipitation, Temperature and Monthly Potential
Evapotranspiration for the Climate Influence Areas of the Country
for the Base and the Climate Change Scenarios

Data bases for regional climatic variables scale 1: 250,000 were generated for the
agricultural areas of Mexico, with updated information reported on the different
meteorological stations of the country in the CLICOM system (WMO 2007). The
monthly and annual averages of the temperature and precipitation were obtained for all
the selected meteorological stations, these values were used for the elaboration of the
isohyets and isothermals maps and the databases in the Climatic Influence Areas as
described by Gomez and Monterroso (2012) in the project on Delimitation of the Arid,
Semi-Arid and Subhumid Zones of the Country at regional level. The changes in
temperature, precipitation and monthly potential evapotranspiration associated to cli-
mate change were estimated using the HADGEM and GFDL General Circulation
Models (GCM), for the short and medium-term horizons (2015–2039, 2045–2069,
respectively) for the Representative Concentration Pathways (RCP) of 8.5 W/m2

radiative forcing. Subsequently, the change estimated for each described climate
change situation were applied to the average precipitation and temperature and relative
humidity data of the baseline scenario in the Climate Influence Areas. Cartographic
representation of climate variables under the climate change scenarios estimated for the
agricultural soils of Mexico at scale 1: 250 000 was done with the use of Arc Gis.

2.2 Estimation of the Mineralization Dynamics of Soil Organic Matter
in the Agricultural Land of Mexico Considering the Climate Change
Scenarios

The National Institute of Statistics and Geography (INEGI) database that reports the
soil organic matter content for the agricultural lands of Mexico was used, and the
reported data of soil organic matter content were overlapped with the climatic databases
of the Climate Influence Areas, where the data obtained from precipitation, temperature
and potential evapotranspiration for the base scenario and under climate change sce-
narios. The carbon accounting model established in the IPCC guidelines (2006) and the
FAO model of climate change were applied for all the areas using the soil and climate
variables information to estimate the decrease of soil organic matter in the land
degradation process (Ortiz et al. 1994). In both cases it was considered that in agri-
cultural practices there is no incorporation of crop residues into the soil, nor the
application of organic amendments such as compost or manure.
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2.2.1 The Carbon Accounting Model of the IPCC (2006), Is Represented
in the Following Formula

DCmineral ¼
SOC0 � SOC 0�Tð Þ
� �

D
ð1Þ

SOC ¼
X

c;s;i
SOCREF � FLU � FMG � FI � Að Þ ð2Þ

where
DCmineral annual change in organic carbon stocks of mineral soils, Mg of C ha−1

year−1.
SOC0 Stocks of organic carbon in the soil in the last year of an inventory period,

Mg of C.
SOC 0�Tð Þ Stocks of organic carbon in the soil at the beginning of an inventory

period, Mg of C.
D 24 years for the short-term time horizon (from 2015 to 3039).
D 30 years for the medium-term time horizon (from 2039 to 2069).
c represent the climatic zones.
s soil types.
i management systems, in this case is agricultural land.
SOCREF Reference carbon stocks, Mg of C ha−1.
FLU Factor of change of carbon existences for the systems of land use.
FMG Factor of change for the specific land use.
FI Factor of change of the carbon stock for the contribution of organic matter.
A Land area of the stratum estimated.

The SOC of reference was the one reported by INEGI for the different soil units
considering the natural vegetation with which the agricultural areas of the country are
associated, that is the natural vegetation prior to the change of land use to agricultural
activities. The SOC0 was the one that was determined in the inventory made by INEGI
and reported for the agricultural areas of the country.

The estimation of the SOC content for the country’s agricultural soils was per-
formed for the two-time scenarios, for the short and the medium term.

2.2.2 FAO Model of Soil Organic Matter Decline in the Land
Degradation Process (Ortiz et al. 1994)
As already noted, in the agricultural land there are generally no inputs of organic
matter, so that in calculating biological degradation from the reduction of soil organic
matter by annual mineralization of this material, applying the approach presented by
(Ortiz et al. 1994), the mineralized organic matter was subtracted from the previous soil
organic matter content, so the calculation for the time series considered was obtained.
The SOC of each time series, to 2039 and 2069 for each of the models (HADGEM and
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GFDL), for the RCP 8.5 W/m2, were estimated. At the end, four country-level esti-
mates of SOC were generated for Mexican agricultural soils.

The model considers the following factors:

(a) Climatic Index
In general, the climatic index used to determine the rate of mineralization of soil
organic matter in which resistant humus is considered was the Koepf index (1953).
With a rate of decomposition as expressed in the following equation and reported in
Mg of Organic Matter per hectare per year:

K2 ¼ 1
12

X1

12
e0:1065�t

P
PET

� �
ð3Þ

where:
K2 Climatic index of annual biological degradation.
P Mean monthly precipitation mm.
PET Monthly Potential Evapotraspiration.
t Mean monthly Temperature °C.

When P > PET, P/PET = 1; and for t < 0, t = 0.

With the soil organic matter contents estimated for each time period and climatic
change scenarios, the cartographic representation of these values for the agricultural
soils of Mexico at a scale of 1: 250,000 was done using Argis.

(b) Edafic index
It considers that the decrease of the soil organic matter depends on the texture of the
soil, the nature of the organic matter, the pH, the percentage of calcium carbonate and
the water content in the soil above the field capacity.

For regional studies such as that proposed in this study, the edaphic index is
determined by evaluating the effect of texture and calcium carbonate content (Ortiz
et al. 1994). The estimation of this index is obtained from the relationships shown in
Table 1.

For this index, we consider the textural class reported by INEGI for each of the
agricultural soil units, as well as the calcium carbonate content reported for these soils.

Table 1. Factors associated with the texture and CaCO3 content to estimate the edaphic index

Textural class Coarse Medium Fine

Factor associated with the soil texture 1.5 1.0 0.5
Percentage of CaCO3 0 5 15
Factor associated with CaCO3 content 1 0.8 0.6
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The mineralization value of organic matter per hectare per year was estimated as
follows:

Mineralization of soil organicmatter ¼ K2 � Factor asscociated with texture�
Factor asscociated with CaCO3 content

ð4Þ

The value of soil organic matter content for a given year was equal to: (Organic
matter content of soil in Mg ha−1 in the previous year) – (Organic matter of the
mineralized soil in the year in question in Mg ha−1).

The results were compared with those obtained using the formula proposed by the
IPCC (2006) in which it also assumes that there are no inputs of organic matter in the
agricultural land. Cartographic representation of these values was made for agricultural
soils of Mexico at scale 1: 250,000 with the use of Arc Gis.

3 Results

In general, the agricultural soils of Mexico have low SOC contents, this is associated to
the fact that the climatic conditions and soil properties do not favor the accumulation of
organic matter due to the low production of biomass in the dry regions and by the
management practices of using the crop residues to feed livestock or burning crop
residues. The higher levels of organic carbon in the country’s agricultural soils are
associated with Andic soil properties and in the areas of accumulation of organic
materials from which soils are developed. The variation of the SOC of Mexican
agricultural land estimated from the application of the carbon accounting model
established in the IPCC (2006) guidelines for the short and medium term, and the
carbon mineralization model determined using the FAO approach described by Ortiz
et al. (1994) for a RCP 8.5 W/m2 with the GFDL and HADGEM models. Table 2
shows the short term scenarios and Table 3 the medium term scenarios.

For the short-term time scenario compared to current conditions, the lowest SOC
class (0–50 Mg ha−1) have considerable surface increases, for the IPCC guidelines it
increases by 10.97% of the total of the area of the country’s agricultural soils, whereas
for the GFDL and HADGEM models with the FAO methodology the increase is
29.13% and 28.69%, respectively. For the 50–100 Mg ha−1 class, the IPCC guidelines
increase by 15.2% of the total land area of the country’s agricultural land, while for the
GFDL and HADGEM models it is 2.03% and 2.29%, respectively. The results of the
IPCC guidelines in the class of 100–150 Mg ha−1 of SOC have practically no change
in the surface and for the subsequent classes with the highest SOC content there are
decreases in the surface. For the GFDL and HADGEM models from the class of 100–
150 Mg ha−1 of SOC and the following with higher SOC content, there are consid-
erable decreases.
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Table 2. Soil Organic Carbon content of Mexican agricultural land estimated from IPCC
guidelines (2006) and mineralization with GFDL and HADGEM models for RCP 8.5 W/m2

using FAO methodology (Ortiz et al. 1994) for the short-term scenarios.

Classes by content
of SOC (Mg Ha−1)

Actual condition IPCC
2015–2039

GFDL
2015–2039

HADGEM
2015–2039

Area in thousands of hectares
Percentage of total agricultural land

0–50 11,753
(36.2)

15,313
(47.2)

21,205
(65.4)

21 061
(64.9)

50–100 4,652
(14.3)

9,584
(29.5)

5 312
(16.4)

5 397
(16.6)

100–150 4,479
(13.8)

4,578
(14.1)

2 871
(8.9)

2 559
(7.9)

150–200 6,583
(20.3)

1,428
(4.4)

1 300
(4.0)

1 665
(5.1)

200–250 1,687
(5.2)

737
(2.3)

302
(0.9)

305
(0.9)

250–300 996
(3.1)

431
(1.3)

161
(0.5)

170
(0.5)

>300 2,297
(7.1)

376
(1.2)

1 295
(4.0)

1 289
(4.0)

Table 3. Soil Organic Carbon content of Mexican agricultural land estimated from IPCC
guidelines (2006) and mineralization with GFDL and HADGEM models for RCP 8.5 W/m2

using FAO methodology (Ortiz et al. 1994) for the medium-term scenarios.

Classes by content
of SOC (Mg Ha−1)

Actual condition IPCC
2039–2069

GFDL
2039–2069

HADGEM
2039–2069

Area in thousands of hectares
Percentage of total agricultural land

0–50 11,753
(36.2)

27,738
(85.5)

28,200
(86.9)

28 138
(86.7)

50–100 4,652
(14.3)

3,755
(11.6)

2 166
(6.7)

2 221
(6.8)

100–150 4,479
(13.8)

608
(1.9)

742
(2.3)

738
(2.3)

150–200 6,583
(20.3)

4
(0.0)

218
(0.7)

0
(0.0)

200–250 1,687
(5.2)

99
(0.3)

265
(0.8)

264
(0.8)

250–300 996
(3.1)

238
(0.7)

269
(0.8)

509
(1.6)

>300 2,297
(7.1)

5
(0.0)

585
(1.8)

577
(1.8)
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For the medium-term scenario, the decrease of the SOC is greater compared to the
current conditions, the lower class of SOC (0–50 Mg ha−1) for the IPCC guidelines the
increases of the surface is 49.27% of the total area of the country’s agricultural soils,
whereas for the GFDL and HADGEM models with the FAO methodology the increase
is 50.69% and 50.5%, respectively. For all classes of more than 50 Mg ha−1 of SOC,
both the IPCC and the GFDL and HADGEM models show considerable decreases.

Figure 1 shows graphically the surface area (thousands of ha) of the different SOC
classes of the agricultural soils of Mexico for the current condition and the different
scenarios of climate change estimated with the GFDL and HADGEM models for the
CPR of 8.5 for short and medium term with the FAO methodology and for those
estimated time scenarios applying the IPCC guidelines (2006).

Figure 2 shows the maps with the distribution of SOC content classes of Mexican
agricultural soils for current conditions and short and medium-term climate change
scenarios for the two models and the IPCC guidelines. Soils in agricultural regions with
dry climates generally have low organic carbon contents, as well as those with coarse
textures, the greatest changes in SOC decrease occur in soils with medium and coarse
textures and with subhumid and humid climates in where the mineralization of organic
matter is greater do to the increase of the soil temperature and the availability of soil
moisture. The mayor changes expressed in the different maps is in the medium-term
scenario for estimates with the FAO method described by Ortiz et al. (1994), for a RCP
of 8.5 with the GFDL and HADGEM models, and is accentuated in these agricultural
areas.

Fig. 1. Area in thousands of hectares of the SOC-content classes of Mexican agricultural soils
for the current condition and short- and medium-term climate change scenarios estimated with
the GDFL and HADGEM models for RCP 8.5 and with the IPCC guidelines.
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Fig. 2. Distribution of SOC classes for Mexican agricultural soils (a) current scenario, (b) IPCC
2015–2039; (c) GFDL 2015–2039; (d) HADGEM 2015–2039; (e) IPCC 2045–2069; (f) GFDL
2045–2069; (g) HADGEM 2045–2069
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Fig. 2. (continued)
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4 Conclusions

In the climate change scenarios for the application of the carbon accounting model
established in the IPCC (2006) guidelines for the short and medium term, and also for
the carbon mineralization model using the FAO method for a RCP of 8.5 W/m2 also for
the short and medium-term scenarios using the GFDL and HADGEM models, very
high reductions are estimated in the content of the SOC and increase as the time period
is considered higher. In the short term, there is a greater reduction in the FAO model
estimates with the two GCM than in the IPCC guidelines, but in the medium term there
is no difference between the estimates with the two models used in the FAO approach
and the IPCC guidelines.

The variation in applying the GFDL and HADGEM models is relatively low among
them, associated with both establishing an increase in temperature and decrease in
precipitation, specially in the HADGEM, which are the fundamental factors that define
the mineralization in the method used. It is important to note that the decrease of the
SOC is slower the less the amount of this component in the soil, thus can be associated
that the SOC is in the most recalcitrant forms of organic matter and is more difficult to
decompose by the soil microorganisms.
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Abstract. Our article analyzes several research approaches about fertilization
strategies, considering the soil-plant-climate ecosystem. We used the systematic
literature review methodology, aiming to answer the research questions raised in
our study. Yield and productivity of sugar cane crops is closely related to quality
and efficiency of fertilization strategies. We approach fertilization strategies in
sugar cane crops analyzing old and new methodologies, recognizing their respec‐
tive strengths and weaknesses, and looking for new improvements on them to
prevent the environmental impact caused by crop fertilization.

Keywords: Fertilization strategies · Climate change · Sugar cane crops

1 Introduction

In agriculture, air and soil provide the nutrients required by plants during their germi‐
nation and growth [1]. When the soil is balanced, i.e. when nutrient contents in soil are
adequate, crops have a higher yield. However, when some of the nutrients do not exist,
are not available or present in an excessive amount, an imbalance of nutrients occurs,
and crop yield is decreased [1, 2].

For this reason, agriculture in the last decades has focused on improving soil prep‐
aration techniques, developing optimal irrigation techniques, and defining more efficient
fertilization strategies, with support from Information and Communication Technolo‐
gies (ICT) [3]. Fertilization strategies are efficient if their design considers both the
physical, chemical and biological soil characteristics, and the plant’s nutritional needs
and its resistance to pests and diseases [4]. Fertilizers restore nutrients to the soil, making
them available to crops. Soil loses nutrients either by erosion, absorption by plants,
retrogression or water runoff [5]. It is essential to study and analyze fertilization strat‐
egies considering the following criteria: (A) optimal balance of nutrients required by
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plants and (B) soil-specific characteristics, in terms of its nutritional and water require‐
ments [1, 2, 5]. However, few research studies on fertilization strategies consider the
above requirements—especially in sugar cane crops—[6].

Soil fertilization strategies have changed over time to include the environmental
impact of fertilizers. This leads to productive and sustainable agriculture, in which water
and fertilizers are used in a rational way, with maximum efficiency, but respecting and
protecting the environment [7, 8].

The previous context shows the actors involved in agronomic management. We see
the production system as a soil-plant-climate management system with a holistic
approach, considering the soil as a fundamental element. Achieving the soil largest
nutritional potential, requires that the fertilization strategy is articulated with the system,
and with other elements, e.g. environmental impact and sustainability [8, 9]. Recent
studies on crop fertilization practices around the world show that 30%–50% of crop yield
is attributable to applied nutrients [10, 11]. Sugar cane is one of the agricultural products
requiring the largest amounts of nutrients, especially nitrogen, phosphorus and potas‐
sium. Optimal nutrient levels are essential for achieving the biomass yield, e.g. sugar
concentration per unit of mass [12].

Research studies from Brazil demonstrate that the upper portion (stem) of sugar cane
contains the following nutrients per 100 tons of stems: N (nitrogen) with 100 to 154 kg,
P2O5 (phosphorus pentoxide) with 15 to 25 kg, K2O (potassium oxide) with 77 to
232 kg, and S (sulfur) providing 14 to 49 kg. Among Brazilian crops, sugar cane ranks
as third in fertilizer consumption, after soybean and corn [7, 10]. In 2007 and 2008,
approximately 8.3 × 106 ha of sugar cane were cultivated, requiring about 3.4 × 106 tons
of NPK (nitrogen, phosphorus, and potassium), representing 13.8% of the total fertilizer
used in crops in Brazil [10]. Most of the required nutrients have a specific function to
improve plant performance. Nitrogen is important to stimulate plant growth and devel‐
opment. Phosphorus is particularly important for root growth, shoot early growth,
increased early productivity, and good internode length. Potassium—like nitrogen—
stimulates a strong development of the cane, provides a good internode length, greater
circumference, and yield [13]. Elements like magnesium, sulfur, and iron increase
photosynthetic activity, leading to good development and high yield. Calcium ensures
plant resistance and promotes root, stem and leaf growth.

However, usage of large amounts of nitrogen-based fertilizers in agriculture has
increased pollutants causing high N2O (nitrous oxide) emissions into the atmosphere.
This calls for rational and optimal use fertilizers, especially the ones containing nitrogen
[14, 15]. Regarding water usage for sugar cane crops, the authors of a study conducted
in Brazil concluded that when plants have greater water availability either by irrigation
or rain, their efficiency in fertilizer use increases, leading to a reduction of 25% in the
use of nitrogen-based fertilizers [16]. However, this behavior is not evident in all the
developed studies and trials, leading to conclude that other factors related to soil, climate,
and water, interact and affect effectiveness of used fertilizers [16].

Application of nitrogen-based fertilizers in agriculture is one of the main sources of
N2O emissions to the atmosphere. N2O is one of the GHG (greenhouse gases) with the
greatest effect in climate change (298 times worse than CO2) [18]. Consequently,
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research on fertilization strategies should be aimed towards integrating productivity with
the environmental sustainability of agricultural practices.

Research suggests that lower doses of fertilization could: (A) reduce GHG emissions
related to agricultural production, (B) promote climate change mitigation, and (C)
contribute to improved crop productivity in terms of cost [19]. For this reason, meth‐
odologies such as carbon footprint measurement, which seeks to quantify the total
amount of GHG emissions generated during life cycle of the crops, have been developed.

Undoubtedly, the correct definition and usage of a fertilization and irrigation strategy
is a practice offering better expectations about the quality and productivity of the sugar
cane crops. If not defined and used effectively, it will adversely affect production and
income. Hence, we must define a methodology identify and delimit variables and
parameters affecting soil and crops, as well as availability and accessibility of
nutrients [19].

The need to use fertilization methods and strategies to mitigate effects of GHG,
fluctuating sugar prices, and constant increase of production costs lead the sugar industry
to define and develop fertilization and irrigation techniques, supported by ICT. This can
help to improve cultivation processes, increase sustainable production of sugar cane,
strengthen producer’s resilience, and reduce GHG emissions [3, 14]. One technological
advance achieved so far in terms of fertilization strategies is site specific crop manage‐
ment (SSCM), consisting in adequate irrigation and fertilization for a given site, as
required. Here, ICT plays a fundamental role as a tool for planning and managing land
usage, thus becoming an important enabler for productive and sustainable fertilization
strategies [20].

Statistical models, sensor networks, global positioning systems, and geographic
information systems can be used for specific characterization of each sector, and pattern
recognition in soil spatial and temporal data [19]. The obtained information allows to
define an adjusted fertilization strategy, aiming to increase productivity. In spite of
advances aimed at improving crop productivity, inadequate fertilization strategies
remain as an unsolved problem in agriculture.

2 Research Methodology

In order to obtain a complete and adequate survey of research work related to fertilization
strategies for sugar cane crops aided by ICT, we approached the analysis using the
systematic literature review (SLR) methodology [21]. This methodology bases analysis
on available evidence, featuring a review of quantitative and qualitative aspects of arti‐
cles and/or primary studies, aiming to summarize existing information about a given
topic. SLR consists of five steps: define research questions, perform a literature review,
select studies, classify articles, and extract/aggregate data.

We expect to find deficiencies in fertilization processes carried out by sugar cane
producers, thus opening the way to new tools allowing better use of resources, increased
production rates, and reduced GHG emissions. Carbon footprint impact increases every
day, impacting environment, human health, and economy. These impacts are expected
to become more severe, unless concerted efforts to reduce emissions are undertaken.

72 Á. Pachón et al.



Improved fertilization techniques will eventually lead to reduce the carbon footprint.
Our goal is to assess effectiveness, standardization, and environmental impact of agri‐
cultural interventions in sugar cane crops on the geographic valley of Cauca River
(GVCR).

Due to the large quantity of scientific information regarding fertilization, precision
agriculture, sugar cane crops, carbon footprint of sugar cane crops, and soil analysis, we
decided to sample such information. This selection of articles yields a sample allowing
to recognize, evaluate, and interpret important information for development of our
project. The sample consists of articles or scientific journals meeting chosen by using a
non-probabilistic method known as purposive sampling, which avoids random selection,
but uses selection criteria satisfying the aforementioned goal. Article search was
performed manually in the following databases:

ScienceDirect: Database containing scientific, technical and medical research articles.
(http://www.sciencedirect.com/)
SIDALC: The SIDALC alliance brings access to information produced in agricultural
institutions and related information centers in the Americas. (http://www.sidalc.net/
cgi-bin/wxis.exe/)
Colombian Society of Soil Science: This scientific society’s library features publi‐
cations, magazines and manuals on soil science. (http://www.sccsuelo.org/index.php/
afiliaciones)
Cenicaña: A private nonprofit corporation founded in 1977 with support of the Asso‐
ciation of Colombian Sugarcane Growers, Asocaña, and funded with donations from
sugar mills and sugar cane growers/suppliers located in the Cauca River Valley. (http://
www.cenicana.org/web/publicaciones).

Each of these organizations has a track record and recognition, either global or in
Latin America. This assures us they are trusted sources with quality information.
Table 1 presents conventions used for keywords used in the inclusion criteria, and
Fig. 1 presents a graph of number of articles found per inclusion criteria. Search was
limited to articles published from January 2000 to April 2017, matching topics A, B and
E as described in Table 1. Full-text articles in English, Spanish or Portuguese were
considered.

Table 1. Conventions used for the keywords of inclusion criteria.

Convention Topic (in Spanish)
A Caña de Azúcar
B Región Tropical
C Fertilización Tasa Variable
D Agricultura de Precisión
E Medio Ambiente/Huella de Carbono
F Agricultura Específica por sitio
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Fig. 1. Number of papers found when submitting the topic keywords described in Table 1.

2.1 Research Questions

To contribute to the state of art of fertilization strategies for sugar cane crops aided by
ICT, our review defined the following research questions:

(A) Which are the traditional methodologies applied to the fertilization problem?
(B) What are the effects of such methodologies in terms of yield, in current practice of

sugar cane cultivation?
(C) What are the recent trends in methodologies for solving the problem of site specific

fertilization management, aided by ICT?

Which are the traditional methodologies applied to the fertilization problem?
Nutritional management is one of the fundamental pillars allowing optimization of yield
and productivity of sugar cane processing systems. For the farmer, this means TIC-aided
fertilization methodologies and strategies should be integrated into the production
processes. If this inclusion is to have a positive impact for the producer in the technical/
economical aspects, a production planning/scheduling process must exist, and such
process must include a fertilization plan [22, 23]. Sugar agroindustry in Colombia has
been implementing fertilization strategies aimed to achieve greater yield per area unit
at a lower cost, allowing farmers to obtain larger profits. However, these traditional
strategies are not supported in formal processes aided by ICT [3]. Moreover, they do
not consider adverse environmental effects of nitrogen-based fertilizers [23]. Traditional
methodologies for fertilization feature the following stages: (A) Soil sampling and anal‐
ysis, (B) Fertilization diagnosis, (C) Fertilization plan design, (D) Fertilization plan
execution and monitoring, and (E) Fertilization plan evaluation and analysis [24].

One of the crucial activities in the methodology is sampling and analysis of soil, due
to specific nutritional requirements of each sugar cane variety [7, 25]. Fertilization and
irrigation strategies for sugar cane have not been adequately addressed; hence it is
common to find crops where the same fertilization composition and dosage is applied
to different types of soils. Low availability or absence of micro-nutrients hinders growth
and yield of the crops.
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Studies show traditional fertilization methodologies are mostly based on empirical
knowledge of the soil behavior by the farmer, and upon fertilization practices that do
not consider soil variability and conditions. This means the farmer does not have histor‐
ical records allowing to determine yield of a specific area, taking previously used fertil‐
ization strategies into account [26]. We conclude deficiencies in yield arise from tradi‐
tional methodologies not considering the specific characteristics of the soil-plant-climate
system, especially the spatial-temporal variability of soil. This is mostly caused fertili‐
zation strategies not being supported by standardized processes aided by ICT [22].

Which are the effects of such methodologies in terms of yield, in current practice
of sugar cane cultivation?
At the production level, deficiencies of N, P, and S are not isolated from each other, but
are combined in several ways; hence it is necessary to fully evaluate the effect of fertil‐
ization strategies on soil fertility [16, 26]. According to [6], fertilizer usage in Colombia
shows a marked increase since 1950, with consumption rising from 20,000 tons/year to
742,200 tons/year in 1980, reaching 1.56 million tons in 2006. However, these increases
in fertilizer consumption are not directly proportional to crop yield, because annual
production of sugar cane had a growth period only between 1960 and 1980 period, when
it raised from 88 tons/ha to 126.4 tons/ha. Between 1982 and 1992, annual production
became stagnant at 120 tons/ha, and the crop growing time raised from 9 months in the
1960–1970 period, to nearly 13 months in recent years.

According to [27], excessive application of N acidifies the soil, stimulating intense
microbial activity, that in turn decreases the availability of organic matter (OM). Even‐
tually, carbon drops down to levels affecting bacteria populations, causing less miner‐
alization and loss of N by lixiviation. As stated by [23], after 6 years of continuous
application of stillage for fertilization, it is possible to observe contamination of under‐
ground aquifers with the stillage, showing lixiviation of fertilizer applications. This
effect is more acute in sandy soils, since they have less retention capacity and they favor
fertilizer infiltration.

Low organic carbon conditions due to fertilization combined with intensive farming
can reduce the OM percentage below 1%, which is biologically negative for crop devel‐
opment. When soil is plowed, its vulnerability to erosion either by rainfall, wind, or
irrigation is increased, generating cumulative damages that show in the long term, with
a lower yield of sugarcane, as observed in the GVCR [23]. According to [25], farming
methods and other soil management approaches, together with acceleration of organic
carbon mineralization in soil, also influence CO2 emissions—the GHG of anthropogenic
origin having the highest growth between 1970 and 2004 (80%) [18]. As stated in [25],
conventional farming in sugar cane crops of Brazil releases 350.09 gm−2 of CO2 to the
atmosphere, suggesting that 80% of the carbon that could potentially be stored in the
first 20 cm of soil is lost [18]. Climate change is caused by greenhouse effect, which is
caused by accumulation of GHG in the atmosphere. GHG absorb ground-emitted radi‐
ation and trap heat into the atmosphere, preventing energy from being radiated to space.
This raises the temperature in the planet, triggering modifications in ecosystems, biodi‐
versity loss, decrease in water availability, loss of productivity for certain crops and
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livestock activities, floods, storm surges, typhoons, erosion, and other phenomena [23]
that also affect sugar cane production.

The term carbon footprint was coined as an indicator of the amount of greenhouse
gases generated and emitted by operation of a company, or during the life cycle of a
product, including not also its production, but also its consumption, end-of-cycle
recovery, and disposal. Measurement and control of this indicator promotes improve‐
ment of energy efficiency, eco-efficiency, clean production, life-cycle analysis, and
design of environmentally friendly products and services, as well as search for alterna‐
tive energies [23]. In terms of sugar cane production, controlling GHG emission in crops
through exact use of the fertilizer the soil can assimilate is positive from the economic
and environmental points of view, because fertilization costs, soil damage and emissions
are reduced, while increasing crop yield. However, because of high soil heterogeneity,
determining the exact amount of fertilizer is still a task under development. According
to [23], N2O and CO2 emissions from sugar cane crops increase significantly when
organic and mineral fertilizers are applied in combination. Also, during new cane growth
after sowing, N2O, CO2, and CH4 emissions increase due to the high amount of crop
residues on the soil surface.

Authors in [17] suggest that sugar cane production contributes more than 59% of the
GHG emissions coming from sugar production. 19% to 50% of such emissions are due
to use of fertilizers in the growing process. Although the belief is that sugar cane
productivity is linked to the amount of fertilizer applied to soil [6, 7, 24] for the case of
sugar production in Mexico, [27] evidences that fertilizer doses used in Brazil are lower
than the ones employed in Mexico, yet sugar cane crop yield in Brazil (in terms of kg
of sugar per kg of processed cane) is much higher than the one reported in Mexico. This
case is similar to the information reported in [20] and [6] for sugar cane production in
the GVCR.

What are the recent trends in methodologies for solving the problem of site specific
fertilization management aided by ICT?
Analysis of our systematic literature review evidences that the soil-plant-climate manage‐
ment system can be modeled as a holistic system, where different components comple‐
ment each other to offer the best results in terms of yield. This section examines how ICT
can be used to support a sustainable agriculture system, which is defined by actions seeking
to increase sustainable productivity, strengthen producers’ resilience and reduce GHG
emissions [3, 28]. Three ICT tools are key for implementing sustainable fertilization strat‐
egies: (A) Global Positioning Systems (GPS), (B) Geographic Information Systems (GIS),
and (C) Remote Sensing (RS) techniques. GPS and GIS allow to stack multiple layers of
information derived from various sources in a single environment. This is useful for
building consensus on land planning and usage, especially when farmers have different
perspectives and preferences over a certain territory [13, 28]. GIS lets the farmer get a
more detailed vision of the soil and lets him store data about its characteristics. RS techni‐
ques are a valuable tool for monitoring different agronomic and weather variables charac‐
terizing the soil-plant-climate system. These sensors provide a huge amount of informa‐
tion about the variables of interest; however, it is necessary to obtain value from the infor‐
mation provided by such technologies. This is done by analyzing and filtering in the data,
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in order to obtain better information and facilitate decision making [29, 30]. Field sensors
are a complement to the remote sensing techniques; their main task is to monitor soil char‐
acteristics and properties, especially dynamics related to vegetative cycles of the crops
[30]. Continuous technological advances are fueling the big data revolution, and rede‐
fining the data concept [28]. We consider two types of innovations: remote data capture and
cellular phones as potential data sources can affect farmers’ decision-making capacities,
when combined with other information sources. Currently in Colombia, usage of GPS and
GIS in agriculture is growing. Farmers use them for fertilizer application prior to planting,
and for sowing and crop yield measurement [3]. But measurements could also be
performed during plant growth, in order to detect the need for applying agricultural
supplies, to assess phenomena and learn from them, or to forecast yield upon sowing [31].
Then, it is clear that ICT is increasingly embedded in the business, and that cost/benefit
ratios will improve as the technological developments continue [23].

Current economic and environmental conditions promote development of new
management techniques for agricultural systems [26]. Rapid development of ICT has
allowed to design alternative management systems for the crop fertilization problem,
e.g. precision agriculture or site-specific agriculture. These management systems use
GPS, GIS, simulation models, productivity heat maps, decision support systems (DSS),
and artificial intelligence (AI) techniques, aimed to increase yield and the efficiency of
the agricultural supplies, by accurately determining the spatial-temporal variability of
conditions of the whole soil-crop-climate ecosystem [32]. In order to achieve high and
sustained yield over time, it is essential to integrate fertilization management with other
aspects of crop management (sanitary management, genotype selection, hydric balance,
water cycle, pest control, etc.) and to apply good agronomic management practices
(GAMP). The main GAMP are: direct planting, crop rotation with gramineous plants,
and balanced fertilization. Application of these good practices allows entering into ideal
sustainable agriculture, with higher, more stable yield, and minimum soil deterioration.
There is clear evidence that well-rotated and fertilized soils improve their physical,
chemical, and biological fertility, thus benefiting sustainability of productive systems.
Recently there has been an increase in AI techniques bound to agriculture. The most
common ones are neural networks, genetic algorithms, expert systems, and fuzzy logic.
[33] discusses a model to determine management zones for fertilization, using an arti‐
ficial neural network with multilayer perception capabilities and a backpropagation
learning algorithm. This model was fed with data from a sugar cane field (234.5 ha) of
the Normandía farm in Bugalagrande (at the north of the VGRC), in a soil developed in
the basin physiography, characterized by its alkaline reaction, high saturation of
exchangeable magnesium, and high in clay. The model was based in the spatial inter‐
action among some soil properties involved in fertilization and crop productivity. The
map of homogeneous areas generated by the model showed a coefficient of spatial auto‐
correlation of 0.94 with a significance level P ≤ 0.01, which is adequate to delimit zones
for fertilization management. The model results are useful to identify areas of high,
medium, and low yield, which can be handled with an economical and/or an environ‐
mental approach. Also, authors identified that high levels of calcium (Ca2+) form
insoluble and highly soluble magnesium (Mg2+) and sodium (Na+) cations, impairing
the physical, chemical, and biological soil, affecting their productivity [33]. The model
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generated two homogeneous management zones: low and high productivity. The differ‐
ence between these zones in terms of productivity can be explained by the pH level and
the properties of the exchangeable cations Ca2+ , Mg2+ and Na+  [33]. Other example
of application of spatial technologies for site-specific management in crop production
is analyzed in [34], with the use of GPS and GIS systems. The contribution of an explicit
spatial econometric methodology in the estimation of crop yield is assessed, in order to
determine functions that are used to optimize fertilizer application. The specific case
study is for nitrogen application to corn production in Argentina, where the implemen‐
tation of a variable rate technology (VRT) requires methods that use inexpensive infor‐
mation, and are focused on the inputs and variability common to Argentine growing
areas. The objective is to assess the economic value of application of spatial regression
analysis to yield monitor data, as a means to optimize variable rate fertilizer strategies.
Data in the case study are from on farm trials with a uniform N rate along strips, and a
randomized complete block design to estimate site-specific crop response functions.
Spatial autocorrelation and spatial heterogeneity are taken into account in regression
estimation of the N response functions by landscape position, in the form of both a spatial
autoregressive error structure and group-wise heteroskedasticity. Both uniform rate and
VRT returns are computed from a partial budget model, and the results suggest that the
N response differs significantly by landscape position, and that the VRA for N may be
modestly profitable depending on the VRT fee level. Profitability depends crucially on
the model specification used, with all the spatial models consistently suggesting profit‐
ability, whereas the non-spatial models do not [34]. The key benefit of an explicit spatial
econometric methodology, such as the one employed in [34], is that any spatial structure
in the data is exploited to yield more precise (and, in some cases, less biased) estimates
for parameters in a yield response function. Since these parameters form the basis for
all ensuing economic computations, an increased precision affects precision of estimates
for yield, return and profitability. [35] presents a very interesting analysis of how to
apply ICT in precision agriculture in India. The study allows to conclude that its results
can be applied to developing countries, since precision agriculture (PA) uses all modern
technologies such as GPS, RS, and VRT. Three components namely ‘single PA tech‐
nology’ (for the user to select one or a combination) and ‘integrated PA technology’
have been identified as a part of adoption strategies of PA in developing countries [35].
A detailed strategy for adoption of PA in India and developing countries has also been
proposed in [35, 36]. Soil analysis are the most efficient tool to know the availability of
soil nutrients or variable soil properties in time and space. The purpose of soil analysis
is to assess the adequacy, surplus or deficiency of available nutrients for crop growth,
and to monitor change brought about by farming practice. When data of this stage of
the process becomes available, most of the AI procedures come into play, because it is
a vital input to make correct decisions about fertilization.

3 Conclusions

Deficiencies in crop yield are due to the fact that traditional methodologies do not
consider specific characteristics generated by the variability of the soil-plant-climate
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system, especially the spatial and temporal variability of the soil. This happens because
fertilization strategies are not supported in standardized processes, and do not rely on
ICT tools or technologies.

Whilst soil analysis is not a perfect tool, it is the most effective and practical means
of assessing its fertility. Analytical data should be used in conjunction with other knowl‐
edge such as soil type, structure, decision support systems, environmental impact, and
crop yield as the basis for deciding on fertilizer and manure use. Also, ICT tools will
help to store and gather data to make accurate decisions about fertilization. Crop farmers
in Colombia need to embrace ICT tools to improve the way fertilization is currently
being done. In time, they will see a better cost/benefit ratio and will be possible to track
results of decisions made upon their crops.

It is important that farmers start taking action about the greenhouse effect that
farming causes, because N2O produced during fertilization will increase the production
of GHG. Greenhouse effect is a natural and inevitable process where the atmosphere
traps some of the sun’s energy, warming Earth just enough to support life. But in a non-
controlled fashion, it will cause changes in the weather that will affect the types of crops
grown in different parts of the world. Changes in the amount of rainfall will also affect
how many plants are grown. Effect of weather changes on plant growth may lead to
some countries not having enough food.
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Abstract. Diseases affecting agricultural sectors are often closely related to
weather conditions and crop management. In this regard, different researches
have focused on identifying patterns that lead to the incidence of these diseases.
This research was carried out in order to detect favorable conditions for rust in
coffee trees (hemileia vastatrix) based on a graph representation of the Agro-
climatic information of the crops. Furthermore, we adapted 4 error-correcting
graph pattern matching algorithms, classified taking into account the precision
and the execution time, in order to find a similarity percentage between current
conditions of a coffee crop and the graph patterns that describe coffee rust
infection rates.

Keywords: Graph pattern � Coffee rust � Error-correcting graph matching �
Edit distance � Disease � Agriculture

1 Introduction

Agroindustry in Colombia is a traditional production sector that needs the imple-
mentation of contingency measures in a timely manner for events that create a risk for
crops. For coffee production, coffee rust is a disease that affects quality and production
costs for farmers greatly. As a result, government organizations, academic and spe-
cialized research centers have focused on proposing techniques of chemical control
(pesticides) and changes in agronomic properties of crop, which must be applied in an
appropriate time in order for the disease to be treated before generating irreversible
effects on coffee trees [1]. However, the constant use of these elements (pesticides)
generate high health risks for farmers and also produce a deterioration in the ozone
layer which represents a great environmental impact [2].

Consequently, some researches in the sector [1, 3–6] have focused their efforts on
determining the relationships between weather conditions and agronomic properties of
crops with episodes of epidemics of diseases as coffee rust to determine which vari-
ables are directly related to the disease [7] and make use of several techniques to
generate predictive models from a knowledge base. In [7, 8], the climatic effects on the
development of coffee rust are studied using various techniques of data mining to find
coffee rust incidence patterns in an agroclimatic dataset. These approaches allow an
approximation in the characterization and prediction of the disease. In spite of the
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numerous approaches in this area, there have not been reported investigations that carry
out an exploration and application of an error-correcting technique in predictive models
of coffee rust yet.

The predictive models can be represented as graph patterns which contains all the
variables related to the development of coffee rust and their relationships [9].
A graph-based information structure consists of a set of nodes (for the specific case of
coffee rust, the nodes may represent variables of monitoring data) related through edges
(they can represent the semantic context between variables measured in crops [10]),
which have a dynamic nature with capabilities for handling large amounts of data.
Thus, the graphs can be used for storage and analysis of different variables present in a
crop environment. One of the graph analysis techniques is the graph pattern matching,
used to find a correspondence between the nodes and the edges of two graphs that
satisfies some (more or less stringent) constraints ensuring that similar substructures in
one graph are mapped to similar substructures in the other [11].

For exact graph matching the mapping between the nodes have to be bijective,
consequently a correspondence must be found between each node of the first graph and
each node of the second one. On the other hand, the error-correcting graph matching
does not need found a bijective relation between nodes, instead it uses the graph edit
distance [12–14] which is one of the most flexible methods for this type of graph
matching which defines the dissimilarity of the graphs as the amount of distortion (set
of editing operations: Insertion, deletion or substitution of nodes or edges) which looks
for the smallest number of operations needed to transform one graph into another [14,
15]. We use error-correcting graph matching, as it allows a closer approach to the
problem domain due to the intrinsic flexibility of the technique and that considers a
degree of proximity in the task of searching for graph patterns.

We present an adaptation made for 4 algorithms (A*, Beam, Hungarian,
Volgenant-Jonker (VJ)), chosen based on the precision, runtime and availability of the
source code. This adaptation allows to find the similarity between the graphs patterns
and the current conditions of the crop represented as a graph giving as a result a
probability of growth or decline of the coffee rust infection rate.

The outline of this paper is organized as follows: Sect. 2 describes the graph-based
representation used; Sect. 3 refers to the selection and adaptation of graph matching
algorithms, Sect. 4 exposes the obtained results and Sect. 5 presents the conclusions
and future work.

2 Graph Based Representation

We used the graph patterns obtained in [16] and the structure of graphs shown in
Fig. 1. It is necessary to take into account that the patterns represent three coffee rust
infection rates which were calculated by means of the evaluation of the increase or
decrease of the incidence percentage between the analyzed month and the following
month. The three infection rates obtained from [16] were: TI1: reduction or latency, to
negative or none rates of infection; TI2: moderate growth, to positive infection rates
lesser or equal to 2% points (pp); and TI3: accelerated growth, infection rates higher
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than 2 pp. Thus, there are 7 graph patterns: 2 for TI1 (called P3 and P7), 3 for TI2
(called P1, P2 and P5) and 2 for TI3 (called P4 and P6).

The graph pattern structure in Fig. 1 allows to identify the position of node entities,
the crop information represented by them and their relationships. Further, each entity
contains labels with the predictive variables shown in Table 1 (described in [16]) that
allow to perform an estimation of coffee rust growth by means of the infection rates
associated to each graph pattern displayed in Table 2. These crop variables and
properties are related with a principal node that represents an Instance from this a graph
instance that describes the weather and agronomic conditions in the crop for a specific
month is created. In this research, we worked with a set of 98 graph instances which
were extracted by Lasso et al. [16], using the data obtained from the monthly moni-
toring of coffee crops at Los Naranjos Farm belonging to the Supracafe Company in
Cajibio, Colombia from 2011 to 2015 by Corrales et al. [17].

The principal components of the graph structure used and their meaning in coffee
crops environment are:

Fig. 1. Structure of graph patterns and infection rates

Table 1. Coffee rust predictive variables

Crop information Predictive variable Node entity type

Weather parameter TMAX
TMED
TMIN

Temperature

HORHR90
HORHRN90

Relative humidity

PRE_ACUM Rain
Crop property SHADE Shade
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• Nodes: Represent Instances (entity related with crop monitoring monthly), Crop
properties (as shade and density) and Weather Parameters (entities that represents
weather monitoring variables as Rain, Temperature, Relative Humidity and Wind)

• Edges: Represent the relationships between nodes and their dependency.
• Node Labels: Represent the value of predictive variables related with coffee rust

development.
• Edges Labels: Represent the context semantic of the nodes relationships.

The format used for graph representation is GXL (Graph Exchange Language) [18].
This one is based in XML, which allow graph storage, adaptability and flexibility,
supports multiple edges and nodes and multiple labels per edge and node. Furthermore,
in this research we used a framework called Graph Matching Toolkit (GMT) developed
by Riesen [19]. GMT allows to find an optimal solution to the graph matching problem
and also provides some algorithms for non-optimal but computationally less expensive
solutions. In order to compute the graph edit distance, several modifications were made
on this software tool, specifically, nodes and edges labels edit distance functions were
changed by a function adapted to our application domain, besides a function to com-
pute the edges inversion cost was added.

3 Graph Based Representation

The algorithms for similarity calculation were selected based on the recurrence in
which they are presented in the different investigations where comparisons between
them were made. Given the characteristics of the application domain it is necessary to
have a high reliability in the information obtained from the algorithms; the considered
selection criteria were: precision as the most relevant, the approach of labeled inexact
graph matching and finally the source code availability that allows to reduce the
uncertainty in the results and to increase the reliability.

3.1 A* Algorithm

It is a widely used method for calculating the exact value of the edit distance. It is a
classic tree search algorithm which is based on exploring all the space of all possible
mapping of nodes and edges of both attributed graphs [20]. A* algorithm [21–23]
performs an exploration of the possible maps within two graphs, organizing the
underlying search space as an ordered tree by mean of the creation of successor nodes
iteratively linked by edges to the node currently considered in the search tree. Formally,
for a node p in the search tree a function g pð Þ to denote the cost of the optimal path

Table 2. Coffee rust graph patterns

Infection rate Graph patterns

TI1 P3, P7
TI2 P1, P2, P5
TI3 P4, P6
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from the root node to the current node p is used. Furthermore, a heuristic function h pð Þ
in order to determine the most promising node in the current search tree and denote the
estimated cost from p node to a leaf node is used. The sum g pð Þþ h pð Þ gives the total
cost assigned to an open node in the search tree. Finally, the total minimum cost is
obtained by pmin argmin g pð Þþ h pð Þf g that is the minimum path between the root
node and the current node. The distance between two graphs is measured by applying a
sequence of operations (node and edge insertion, deletion or substitution).

3.2 Beam Algorithm

This algorithm is based on the operating principle of A*, however, it provides the
possibility of establishing the size of the search space and depending on it varies
proportionally its accuracy.

The method follows a similar idea to the previously described technique, but
instead of expanding all successor nodes in the tree, it limits the number of nodes to be
processed that are maintained in the set of open nodes at all times. Whenever a new
partial edit path is added, only the partial edit path p with the lowest cost g pð Þþ h pð Þ is
maintained and the remaining partial edit paths are deleted. This means that the entire
search space is not scanned, only the nodes belonging to the most promising partials
matching are expanded [24, 25].

3.3 Hungarian Algorithm

The famous Hungarian algorithm was proposed by Kuhn and it is known to solve the
problem of assignment in time O(n3) where n is the size of the bipartite graph. In this
research, an adaptation of the original algorithm is used, it allows to calculate the
distance of edition of two graphs, which can be applied to any type of graph [13]. This
method is based on a bipartite optimization procedure of nodes and edges mapping,
where the nodes or edges of one graph are mapped in another [26].

One of the main problems in graph matching is that the standard algorithms for
calculating graph similarity are exponential at run time depending on the number of
nodes involved, for example, tree search algorithm. Therefore, these algorithms are
applicable to small graphs only. For this reason, the Hungarian algorithm is used to
calculate the editing distance, which calculates a complete matching of graphs, such
that the sum of the weights of the edges in the matching is minimized [27]. In addition
its use for the matching of bipartite graphs is desired because it provides a much faster
process where precision is slightly affected [26].

3.4 Volgenant-Jonker Algorithm

This algorithm has been object of attention in the current literature due to its efficiency,
it consists of three steps: a preprocessing method used to find the first partial solution, a
dispersion stage to solve an instance with a reduced number of edges followed by a
procedure that iteratively adds edges until obtaining an optimal solution and finally, a
procedure to find the shortest path [28].
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The VJ algorithm is used to solve the assignment problem, which leads to a faster
computation of the graph editing distance running in a polynomial time. In addition, it
provides a calculation of the suboptimal editing distance without considerably affecting
accuracy; the reason for its suboptimality is that the edge information is taken into
account only in a limited way during the process of finding the optimal allocation of the
node between two graphs [28].

3.5 Proposed Adaptation to the Selected Algorithm

The proposed adaptation was made for the four selected algorithms (A*, Beam,
Hungarian, VJ).

Adaptation of the Cost Functions. We considered the definition of directed graphs
obtained in [29], where Gp ¼ Vp;Ep; fvp; fep

� �
is defined as a graph; Vp is the set of

nodes and Ep is the set of edges, so that the edges are directed and connect two nodes vi
and vj if (vi, vj) 2 Ep. In addition,vi nodes with multiple directed edges ek ¼ vi; vj

� �
can

be found, where K ¼ 1. . .n. Furthermore, fvp við Þ is defined as the set of labels of a node
vi and fep eið Þ is the label of the edge ei.

We assume two graphs, where Gp ¼ Vp;Ep; fvp; fep
� �

is called the pattern graph and
Gs ¼ Vs;Es; fvs; fesð Þ is denominated graph instance, where the pattern contains ranges
of climate and agronomic properties and graph instance maintains the parameters of the
crop to be analyzed.

The Algorithm 1 shows the nodes label cost function that is based on ranges, it
considers whether the evaluated value is within the range and also take into account the
approximation by right or left to the range.
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Nodes Label Cost Function

1: Node label cost function procedure 
2: Start 
3: if there is at least one and a 
4: while to map all nodes in all nodes 
5:      if and  are of the same type
6:        while to go through all and  labels 
7: if the attribute name  and are equal
8:                evaluate value in the range 
9:              compute the range bound closest to 
10: value closest bound of 
11: if  is within the range 
12:
13: else
14:
15:
16: End if
17: End if
18: End while
19: End if
20: End while
21: End if
22: Return cost
23:End

Algorithm 1. Nodes Labels Cost Function Adapted (author's own source)

The ranges are expressed as nodes labels and are evaluated using the nodes labels
similarity function. The matching of these label seeks to find the closeness between a
value given by an instance and the value closest to this within the range. However, it is
not only taking into account this last parameter but a weight is defined in case the value
of the instance is not in the indicated range [30].

Likewise, a edges labels cost function is performed, where only those labels of the
same type of node are compared, in case the labels are not the same, it is assigned a
weight, the pseudocode is shown in Algorithm 2.

88 G. Lozada et al.



vi represents a node of a pattern and v
0
i is another node of the pattern, analogously to

the nodes of instances vj and v
0
j, just when the edge belongs to nodes of the same type in

the pattern and in the instance the edge label cost is computed.
In addition, it was necessary to consider the inversion of an edge that occurs in the

case that two edges one of each graph are connected by the same type of nodes, but
have opposite directions.

Adaptation of the Similarity Function to the Selected Algorithms. In Fig. 2 it is
possible to observe the adaptation made to the graph matching algorithms, as already
mentioned previously. The algorithms evaluate the structural similarity by means of the
edit distance, also these have a similarity function, which is conformed by the nodes
labels cost function and the edges labels cost function.
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To achieve the objectives of this research, an edges inversion cost function is added
to the similarity function, also a nodes labels function is adapted, this one allows to
handle the labels expressed as ranges in order to find the minimum difference between
the range bounds and the evaluated value. Besides, a ranges cost function that find if a
evaluated value is in a defined range and an edges inversion cost function is added.
With this adaptation, a greater flexibility in the found matches related to the ranges
defined by the used patterns is sought.

The normalization of nodes and edges elimination and insertion cost function, range
cost function, edges labels cost function and edges inversion cost function results is
obtained dividing the cost of each of them by the number of possible comparisons, and the
nodes labels cost function results is normalized dividing the result between the sum of the
maximum differences of the instances nodes labels value and the patterns nodes label
range. The results obtained in each of the previously mentioned functions are normalized
so that the values are in a range of (0, 1), where 1 indicates that the graphs are exactly the
same and 0 indicates that the graphs are totally different. After normalizing the cost
functions results is assigned a weighting to each one of them, this weighting is obtained
from the weights assigned to the cost functions and allow to take into account which
results are more relevant, characterizing the application domain in a better way.

4 Results

In this section, we present an experimental evaluation of the algorithms discussed,
which seek to find a classification of the most similar patterns with an instance eval-
uated in order to find the coffee rust infection rate in a crop. The results obtained by the

Fig. 2. Comparison between original algorithm and adaptation performed.
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Fig. 3. (a) Precision Comparison of Class 1, (b) Precision Comparison of Class 2 and
(c) Precision Comparison of Class 3.
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prototype are compared with the evaluation provided by an expert, which are taken as a
reference point for the experimental evaluation of the prototype, to determine the
precision level of the algorithms and classify them based on the precision and runtime.
It is important to mention that the patterns and instances that were used to evaluate the
system were indicated in Sect. 2.

The expert analyzes the patterns and instances and generates a classification of the
first three patterns most similar to the instances, where the three patterns are located in
three classes depending on their similarity to the instance, being class 1 the one that
containing the most similar pattern and the class 3 has the less similar pattern to an
evaluated instance. From the comparison of the results obtained by the expert and those
thrown by the algorithms, the precision and accuracy of the selected algorithms is
established by means of the following parameters: True Positive Rate (TPR), False
Positive Rate (FPR), Positive Predictive Value (PPV), Rand Index (RI), F-Measure
(F1) and Matthews Correlation Coefficient (MCC). The results of algorithms precision
and accuracy comparison are shown in Fig. 3.

In the most significant classification for the domain of the problem (Class 1)
Fig. 3(a), the algorithm A* is the one that presents a better precision, accuracy and
quality in the results, surpassing considerably the two bipartite suboptimal algorithms
(Hungarian and VJ). In the other two classes Fig. 3(b) and (c), the Beam and Hun-
garian algorithm obtain the best results.

Finally, in the Fig. 4 it is observed that with weighting values of 70%, 20% and
10% for class 1, 2 and 3 respectively, the A* algorithm is the most precise and accurate
one, followed by the Beam, Hungarian and VJ algorithms, being the VJ algorithm the
one that gives the least precision. With the above it can be observed that the algorithm
A* predicts the rate of infection of coffee rust better than the other algorithms.

On the other hand, to evaluate the runtime of the algorithms a set of synthetic
graphs analogous to the patterns (SPG) and instances (GIS) in which the agroclimatic
data and each one of its labels are represented was generated because the real dataset
does not contain graphs with enough size to perform this test. These graphs have

Fig. 4. Precision Classification.
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different sizes and random values in a set range, with this, it is sought to determine the
relationship between the number of nodes and edges with the runtime. The tests were
performed on a computer with 8192 MB of RAM and an Intel Core i5-4210U
@ 2.4 Ghz (4CPUs) processor. The aim of the runtime test is to analyze the behavior of
the proposed adaptation on the algorithms with the purpose to find the one that have the
better ratio between runtime and precision.

Initially, it is not considered A* algorithm for the analysis of the execution time,
because this does not present a wide range in the number of nodes that can be matched

Fig. 5. (a). Graph matching algorithms runtime using directed biconnected graph (b) Graph
matching algorithms runtime using directed connected graph.
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before the memory overflows, which does not make it comparable with other algo-
rithms. On the other hand, in Fig. 5(a) and (b) a comparison between the execution
time of the remaining three algorithms is shown, the number of nodes and the edges of
the (SIG) are varied and matched with the (SPG) of 10 nodes each, this last value was
selected based on the size of the graphs actual patterns present in our application
domain. In (a) the graphs are directed and biconnected, indicating that for each pair of
nodes there are two edges that join them, in (b) the graphs are directed and connected;
Which implies that in the tests carried out in (a) the number of edges processed is
doubled with respect to (b). These tests are performed in that way in order to analyze
how nodes and edges influence the runtime results obtained by each algorithm.

Finally, in Fig. 5(a) and (b) we can observe the behavior of the algorithms between
runtime and the variation of nodes and edges, these charts indicate that the Beam
algorithm has a longer execution time compared to the Hungarian and VJ algorithms.
The number of edges significantly affect the results, especially in bipartite algorithms.

5 Conclusions and Future Works

The main contribution of this paper is the adaptation of a similarity function to the
previous graph matching algorithms, the results of this adaptation show that the
algorithm A* has a slightly higher precision, however the runtime increases consid-
erably. The Hungarian and VJ algorithms perform the graph matching in a much faster
way but the obtained results are unreliable. On the other hand, Beam algorithm presents
a better performance in relation to coffee rust problem, because it maintains a good
ratio between precision and runtime. Additionally, their results can not only be taken as
a characterization of coffee rust in a crop, but also represent the incoming conditions of
the disease in the next month.

The proposed adaptation allows us to better characterize and generate warnings
about the occurrence of coffee rust in relation to other approximations, since the
error-tolerant graph matching considers a degree of proximity in the search task of
graph patterns for a crop disease; In addition, this type of pairing provides greater
flexibility in the matches found corresponding to the ranges defined by the patterns
used.

As future work, we will integrate a function to change the parameterization of the
weights of the editing operations established by default. Furthermore, we will explore
the behavior of the proposed adaptation for other types of crops in order to verify its
scalability and to propose as a possible general solution to the problem of prediction of
occurrence of pests and diseases in the agricultural sector.
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Abstract. Coffee rust has become a serious concern for many coffee farmers and
manufacturers. The American Phytopathological Society discusses its importance
saying this: “the most economically important coffee disease in the world,” while
“in monetary value, coffee is the most important agricultural product in interna‐
tional trade”. The early detection has inspired researchers to apply supervised
learning algorithms on predicting the disease appearance. However, the main
drawback of the related works is the few data samples of the dependent variable:
Incidence Rate of Rust, since the datasets do not have a reliable representation of
the disease, which will generate inaccurate classifiers. This paper provides a guide
to increase coffee rust samples applying machine learning methods through a
systematic review about coffee rust in order to select appropriate algorithms to
increase rust samples.

Keywords: Synthetic data · Incidence · Crops · Dataset

1 Introduction

Coffee rust has become a serious concern for many coffee farmers and manufacturers.
The American Phytopathological Society discusses its importance saying this: “the most
economically important coffee disease in the world,” while “in monetary value, coffee
is the most important agricultural product in international trade”. Without a solution,
the effects on the coffee industry may soon be reflected in price and availability [1].

For several years, the disease was managed through the combination of various
techniques such as quarantine, cultural management, fungicides and resistant crops. Due
to the effectiveness of chemical control and the relatively limited damage caused by the
disease, particularly at high altitudes, Mesoamerican coffee farmers and technical
authorities considered it manageable. This view prevailed until the epidemic between
2008 and 2013 along Mesoamerica, from Colombia to Mexico, including Peru, Ecuador
and some Caribbean countries [2]. Coffee farmers were desperate to obtain an answer
to this terrible situation since the intensity was higher than anything previously observed,
affecting a large number of countries including: Colombia, from 2008 to 2011, affecting
an average of 31% of coffee production compared with the production in 2007; Central
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America and Mexico, in 2012–13, affecting an average of 16% of the production in 2013
compared with 2011–12 and an average of 10% in 2013–14 compared with 2012–13;
and Peru and Ecuador in 2013 [2]. More specifically, in 2013, the Guatemalan govern‐
ment and the Guatemalan Nation Coffee agency declared a national state of emergency
after a projection of nearly 15% crop loss in their region. The devastation has continued
to spread due to higher temperatures in this region, which are making fungus growth at
higher altitudes possible [3]. Higher temperatures may be linked to climate change. And
several/many experts are worried about the persistence of these conditions (high temper‐
atures) will not change in the near future. In this regard, several reports and experts
proposed solutions related with early detection of the disease and the eradication of
infected plants.

The early detection has inspired researchers to apply supervised learning algorithms
on predicting the disease appearance. The data collected about conditions and soil
fertility properties, physical properties and management of a coffee crop, can be used to
forecast the rust infection rate. In the same way, weather conditions such as the minimum
and maximum levels of temperature, humidity and rainy days can help to estimate the
behavior of the disease. Several Colombian and Brazilian researches in supervised
learning attempt to detect the incidence rate of rust (IRR) in coffee crops using Neural
Networks, Decision Trees, Support Vector Machines, Bayesian Networks, K Nearest
Neighbor, and Ensemble Methods [4–8]. However, the main drawback of the related
works is the few data samples of the dependent variable: Incidence Rate of Rust, since
the datasets do not have a reliable representation of the disease, which will generate
inaccurate classifiers [5].

This paper provides a guide to increase coffee rust samples applying machine
learning methods through a systematic review about coffee rust in order to select appro‐
priate algorithms to increase rust samples. The paper is structured as follows: in Sect. 2,
we describe the coffee rust disease and supervised learning concepts. Section 3 exposes
the supervised learning approaches applied to coffee rust detection and the main chal‐
lenges due to low accuracy of rust detecting models; Sect. 4 shows a systematic review
of the approaches to generate synthetic data. Section 5, proposes a guideline for building
large dataset of coffee rust based on systematic review of Sect. 4. Finally, the Sect. 6
presents the conclusions.

2 Background

2.1 Coffee Rust

Coffee rust is caused by the fungus Hemileia vastatrix, among the cultivated species C.
Arabica is the most severely attacked. The disease causes defoliation, sometimes this
one can lead to death of branches and crop losses. The first symptoms are small yellowish
lesions that appear on the underside of the leaves, where the fungus has penetrated
through the stomata. These lesions grow, coalesce and produce uredospores with their
distinctive orange color. Chlorotic spots can be observed on the upper surface of the
leaves. During the last stage of the disease, lesions become necrotic [2]. The progression
of coffee rust depends on four factors that appear simultaneously [9]:
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– The host: There are varieties of coffee plants susceptible and resistant to rust. Vari‐
eties such as Típica, Borbón and Caturra suffer severe rust attacks, while Colombia
and Castillo varieties are highly resistant to rust.

– Pathogenic organism: Hemileia vastatrix lifecycle begins with the germination of
uredospores in 2–4 h in optimal conditions. Within 24–48 h, infection is completed.
Once the infection is completed, the underside of the leaf is colonized and sporulation
will occur through the stomata [10].

– Weather conditions: Weather with constant precipitations, mainly in the afternoon
and night with cloudy sky, high humidity in the plants and low temperatures are
relevant factors for germination of rust. Spread of disease and its development is
usually limited to the rainy season, while in dry periods the rust incidence is very
low.

– Agronomic practices: This practice refers to properties of crop sowing (plant
spacing, percentage of shade, etc.), application of fungicides and fertilizations on
coffee crops with the aim to avoid several rust attacks.

In Colombia the incidence of rust is measured through the methodology developed
by Centro Nacional de Investigaciones de Café (Cenicafé) [9], which is explained as
follows:

Incidence Rate of Rust (IRR) is calculated for a plot with area lower or equal of one
hectare. The methodology is composed by three steps:

1. The farmer must be standing in the middle of the first furrow, choose one coffee tree
and pick out the branch with greater foliage for each level (high, medium, low); the
leaves of the selected branches are counted as well as the infected ones for rust.

2. The farmer must repeat the step 1 for every tree in the plot until 60 trees are selected.
It is worth mentioning that the same number of trees must be selected in every furrow
(e.g. if the plot has 30 furrows, the farmer selects two coffee trees for each furrow).

3. Once the step 1 and 2 are finished, the Leaves of the selected Coffee Trees (LCT)
are added as well as the Infected Leaves by Rust (ILR). Then, the Incidence Rate of
Rust (IRR) must be computed using the following formula:

IRR =
ILR

LCT
× 100 (1)

Furthermore in Brazil, Procafé Foundation [11] proposes a methodology that enables
measuring the incidence of rust through the following steps:

1. The farmer selects a random region of 4 m2 from the plot.
2. From the region selected in the previous step, the farmer selects two coffee trees,

located in different furrows, one in front of the other.
3. The trees are divided into three levels according to its height: high, medium, and

low; and the branches are divided in quartiles by its size. One branch of the middle
zone of the plant is chosen, then two leaves of that area are taken from the third or
fourth part of the branch.
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Finally, for each plot 25 regions are selected, from which 50 plants are chosen,
therefore 100 leaves are collected. The samples are taken the first two days of each
month.

2.2 Supervised Learning Techniques

Based on [4], in this section the main supervised learning algorithms, from coffee rust
domain are explained:

A supervised learning process is based on the iteration of a training process from a
dataset named training data. The training data consist of a set of examples. Each example
is represented by a pair (xi, yi), where xi is an attributes vector and yi is the desired output
value (also called class) of the example. A SL algorithm analyzes the training data and
produces an inferred function which is called classifier (if yi is discrete) or regression
function (if yi is continuous) [12]. In Table 1 an example of a dataset with three attributes
is presented: Number of Days of Precipitation (NDP), average Daily Nighttime relative
Humidity (DNH), average Daily Minimum Temperatures (DMT), which can take
different values (discrete or continuous); and the desired output value [4].

Table 1. Four sample for training dataset

Attribute Output value
NDP DNH DMT IRR
2 96.1 14 65.23%
3 93.8 16 62.54%
4 95.7 15 57.32%
1 98.2 14 61.12%

The most commonly APPLIED algorithms are Decision Trees (DT), Bayesian
Networks (BN), Artificial Neural Networks (ANN), Support Vector Machines (SVM)
and K Nearest Neighbor (KNN) [4].

3 Supervised Learning Techniques in Coffee Rust Detection

This systematic review took into account the inclusion criterion: Colombian and
Brazilian research using supervised learning algorithms. And as an exclusion criterion:
investigations not greater than 8 years. Systematic review was based on the following
research question:

Are there researches that address the coffee rust by supervised learning?

18 papers were found (2008–2016) from 4 sources of information: IEEE Xplore (1
paper), ScienceDirect (1 paper), Springer Link (6 paper) and Google Scholar (10 papers).
We defined 2 search queries: “coffee rust prediction” and “coffee rust detection”.
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The papers found in the systematic review, contain approaches for coffee rust detec‐
tion in Colombian and Brazilian crops, using supervised learning algorithms. These
researches are detailed below:

3.1 Supervised Learning for Coffee Rust Detection in Colombian Crops

The dataset built in the Colombian researches was obtained for 18 plots from experi‐
mental farm Los Naranjos (21° 35′08′′ N, 76° 32′53′′ W), of the Supracafé enterprise,
located in Cajibío (Cauca) [26]. The samples were recollected among years 2011–2013,
with 147 instances and 21 attributes: 6 of weather conditions, 5 soil fertility properties,
6 physic crop properties, 4 crop management; the class represents the Incidence Rate of
Rust (IRR). This dataset was used in several works presented in Table 2:

Table 2. Related works for coffee rust detection in Colombian crops

Work Year Algorithm
[13] 2014 ANN, SVM, RT
[5] 2015 ANN, SVM, RT
[14] 2016 Two-level classifier ensembles using Back Propagation Neural

Networks, Regression Tree M5 and Support Vector Regression
[15] 2014 SVM
[16] 2015 DT

Briefly, Colombian researchers using SVM (4 papers), ANN (2 papers) and DT/RT
(4 paper), but the most used are SVM and ANN, since this class of algorithms deliver
results accurate to the end user, these are less prone to overfitting than other methods,
tolerance to the noise, Accuracy in general, Tolerance to irrelevant attributes, easy to
understand and speed in its learning and classification [4].

3.2 Supervised Learning for Coffee Rust Detection in Brazilian Crops

Brazilian researchers built a dataset from physic crop properties and weather conditions.
These data were collected in the experimental farm Procafé (South latitude 21° 34′00′′
longitude West 45° 24′22′′ and altitude 940 m) located in Varginha, Minas Gerais,
during the years 1998–2011 [17]. The final dataset includes 182 instances. Table 3 are
presented the works related with the Brazilian dataset:

Thus, the algorithms used in Brazil are DT, SVM, SVR, ANN, RF and BN, focusing
in its priority to generate an easy interpretation model based on graphs like the DT and
generate accurate results with SVM.
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Table 3. Related works for coffee rust detection in Brazilian crops

Work Year Algorithm
[17] 2008 DT
[18] 2012 BN
[19] 2013 ANN, DT, Random Forest (RF), SVM
[8] 2015 Ensembles Methods with SVM, ANN, DT
[20] 2009 DT
[6] 2011 DT
[21] 2014 SVM, ANN, DT, RF
[22] 2011 SVR
[23] 2010 SVR

3.3 Discussion

The algorithms used in the last years are Support Vector Machines (SVM), Decision
Trees (DT), Bayesian Networks (BN), Nearest Neighbor (KNN) and Artificial Neural
Networks (ANN), but the algorithms SVM and ANN are the most used for the precision
in the categorization of results, however the algorithms present deficiencies in their
interpretation, since classifiers built by these algorithms do not generate a visual repre‐
sentation, in contrast to the DT and algorithms the BN, which allow the user to observe
the classifier through a representation based on graphs [4]. On the other hand, algorithms
such as: KNN and BN are good by their speed of learning (training phase) [24–26].

In accordance with the system review, Brazil and Colombia are the countries that
address the coffee rust detection through supervised learning. However, the researchers
found are limited due lack of data in measures of Infection Rate of Rust, due to the high
costs and time invested for the collection of data rust infection. As a result, datasets
cannot represent faithfully the total population, generating low accuracy in the results
obtained by classifiers [5]. Section 4 describes approaches for resolving this kind of
problem, through the generation of synthetic data.

4 Synthetic Data Generation

The few amount of samples do not let to the models to represent important characteristics
of the population, therefore the models constructed are affected in its precision [5]. For
this systematic review, the inclusion criterion was taken into account: research to
increase the number of samples in a dataset. And as an exclusion criterion: proposed
researches that do not have a benchmark analysis with traditional algorithms. Systematic
review was based on the following research question:

Which are synthetic data approaches most used for lack of data?

We found 26 papers (2000–2015), considering 5 search queries: “Synthetic Data
Generation”, “Imbalanced Dataset”, “Over-Sampling”, “Virtual Sample Generation”
and “Interpolation Algorithm”, it was found from 4 sources of information: IEEE Xplore
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(10 papers), ScienceDirect (5 papers), Springer Link (7 papers) and Google Scholar (4
papers).

From the systematic review conducted previously, were found 4 approaches to
addressing the lack of data and their respective algorithms for synthetic data generation
as shown in Table 4:

Table 4. Approaches and synthetic data algorithms

Approach Algorithms Description Works
Over-Sampling MDO, SMOTE,

ADASYN, RWO
SAMPLING,
BORDERLINE
SMOTE2 MSMOTE,
BORDERLINE
SMOTE1,
BORDERLINE
SMOTE, C-SMOTE,
SMOTE-I, DSMOTE

Creates new synthetic
instances for the minority
class

[27–39]

Interpolation Stair, S-Spline, Bicubic,
Lanczos, Nearest
Neighbor, Fractals,
Linear

Determinates the values
of a function at positions
lying between its samples

[40–44]

Classifiers AdaBoost, RAMOBoost,
AdaBoost.M2,
AdaBoost.M1,
DataBoost.IM,
SMOTEBoost,
DataBoost, SMOTE
Bagging, OverBagging

Classification or
regression model that
aims to predict the value
of output variable from
certain independent input
variables

[30, 35, 36, 45–48]

Copy of Data Bagging, Regression
Trees, Random Forest,
Statistical Distributions

Creates a copy from
original data with a
different representation
that not reveal private
information

[49–51]

To construct the guideline for increasing coffee rust samples, we used the
approaches: oversampling, interpolation, and classifiers. Copy of data is not used
because for this kind of problem is necessary use the original representation of data.

5 A Guideline for Building Large Coffee Rust Samples

In this section, we propose a guide to increase coffee rust samples. Figure 1 presents the
process for generate discrete or numeric rust samples.
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Fig. 1. Guide for increase coffee rust samples

When the coffee rust samples are discrete, the imbalance ratio must be evaluated.
Commonly the Imbalance Ratio (IR) is used to measure the distribution of the classes:

IR =
C+

C−
(2)

Where C+ represents the size of the majority class and C− the size of the minority
class [52]. Oversampling techniques are used if IR > 1; otherwise Classification tech‐
niques are applied. The techniques for increase the discrete coffee rust samples are
presented below.

5.1 Oversampling

Oversampling is used to increase examples from minority classes with aim have equi‐
table distribution of the classes [28]. The algorithm most used are called SMOTE:
Synthetic Minority Over-sampling Technique [27]; RUS Boost [55], Balance Cascade
[56] and Easy Ensemble [56] also are considered Oversampling algorithms. Other algo‐
rithms used are MDO [35], SMOTE [31, 33, 39], ADASYN [29, 30], RWO SAMPLING
[37], BORDERLINE SMOTE2 [38], MSMOTE [36], BORDERLINE SMOTE1 [38],
BORDERLINE SMOTE [38], C-SMOTE [32], SMOTE-I [57], DSMOTE [34].

5.2 Classification

Classification algorithms are efficient methods to increase discrete samples where each
new value is obtained from related cases in the whole set of records. Besides the capa‐
bility to increase the coffee rust samples with plausible values that are as close as possible
to the true value, classification algorithms should preserve the original data structure
and avoid to distort the distribution of the original samples. The algorithms based in
neighbours are the most used [58]. The algorithm most used are AdaBoost [30, 35, 36,
45], RAMOBoost [30], AdaBoost.M2 [36], AdaBoost.M1 [36], DataBoost.IM [59],
SMOTEBoost [30, 36, 46], DataBoost [48], SMOTE Bagging [36], OverBagging [36].
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In case of the coffee rust samples are numeric, a correlation analysis must be done.
The range of values for the correlation coefficient is −1 to 1. A correlation of −1 indicates
a perfect negative correlation, while a correlation of 1 indicates a perfect positive corre‐
lation. Values close to 0 indicates a low correlation. A regression approach is used when
the dependent variables have a relationship strong with the predictor variables (corre‐
lation coefficient close to 1 or −1) [53]; otherwise the interpolation approach is used
(correlation coefficient close 0) because these methods are focused in mathematic func‐
tions [54]. The techniques for increase the numeric coffee rust samples are presented
below.

5.3 Interpolation

Interpolation is the process of determining the values of a function at positions lying
between its samples. It achieves this process by fitting a continuous function through
the numeric input samples. The interpolation can be addressed of two ways: univariate
and multivariate [60].

Univariate Interpolation
The univariate interpolation is defined for values of a function f(x) = y, where only take
part two variables (x, y), in which x is the series with full data and y is the incompleteness
variable in the serie. Inside univariate interpolation, there are algorithms that interpolate
the y values, of which three obtain good results: lineal interpolation, K-nearest neigh‐
borhood (KNN), and cubic spline interpolation [61–64].

Multivariate Interpolation
The univariate interpolation fitted of two-dimensional data points, while the multivariate
interpolation make the points fit finding the surface that provides an exact fit to a series
of multidimensional data points, considering a series of N distinct dimensional data
points (x1, y1), (x2, y2), … (xN, yN), where Xi =

(
X1

i
, X2

i
, … Xd

i

)
 is a vector for each

i = 1, 2, … N. By this interpolation we find a function f: Rd
→ R such that: f(x1) = y1,

f(x2) = y2, … f(xN) = yN [65]. The algorithms most used are Inverse Distance
Weighting (IDW) and Kriging [66].

5.4 Regression

Similarly, to Classification algorithms, the coffee rust is treated as dependent variable
and a regression is performed to increase coffee rust samples. Regression analysis is a
machine learning approach that aims predict the value of continuous output variables
(coffee rust samples) from certain independent input variables (e.g. temperature,
humidity, etc.), via automatic estimation of their latent relationship from data [67].
Linear regression, logistic regression [68], regression trees [69], support vector regres‐
sion [70] and multi-layer perceptron [71] are typical choices.
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6 Conclusions

In this paper, a guideline for increasing the coffee rust samples was made. The first step
to create the guideline was to make a systematic review about coffee rust in order to
select appropriate algorithms to increase rust samples.

When the guideline for increasing the coffee rust samples is used, we consider
important follow the next observations [72]:

• Distance between meteorological station and coffee trees: if a weather station is away
from a coffee plot, the weather measurements are inaccurate, because coffee plot can
have micro-climate influenced by: coffee plot orography and properties of crop
sowing such as: plant spacing, shade on coffee trees, etc. Unfortunately, the weather
stations are very expensive to have one per coffee plot.

• Information about application of fungicides on coffee plots: if fungicides are applied
on coffee plots before germination of rust, the weather conditions can not be relevant
factors to increase the rust incidence. We consider necessary this information to build
a correct regression model based on meteorological variables.

• Consider a margin of error in IRR measurements: the insufficient data due to the
expensive collection process that requires large expenditures of money and time [7].
The farmers must select 3 branches for each 60 coffee trees (minimum) per plot [23].
Usually one plot have 10000, 5000, or 2500 coffee trees [1], given that the maximum
number of IRR measures that we can obtain for one plot are: 0.6%, 1.2%, or 2.4%
respectively. Besides a coffee farm has over one coffee plot.

• Due to the coffee rust is an element of a agronomic pathosystem, it is necessary to
study how the factors about crop administration (fungicides, production levels, and
so on), the meteorological factors (humidity, temperature and so on) and the fungus
development interact with each other, and how this interaction contribute to increase
the coffee rust disease.
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Abstract. Smart Farming represents a new approach based on management of
observation, measurement and response to internal and external variations in
crops. This approach is closely related to a current trend area in Information and
Communication Technologies such as Big Data. The application of machine
learning techniques to agriculture data allows to assist in decision making and
predict what will happen in the future (predictive analysis). From predictive
models, the inexact graph matching would allow to establish the probability of
occurrence of one or another disease or in such case the presence of a pest, based
on the analysis of the crop conditions. This paper presents a review of some areas
involved in the definition of an alert system for diseases and pests in a Smart
Farming approach, based on machine learning and graph similarity. Finally, the
integration of the mentioned areas for their application in coffee crops is
proposed.

Keywords: Semi-supervised learning · Graph similarity · Pattern matching ·
Coffee disease · Pest

1 Introduction

In agricultural production systems, Smart Farming represents a new approach based on
management of observation, measurement and response to internal and external variety
in crops [1, 2]. In this sense, the tasks of administration, decision making and manage‐
ment of sudden events (diseases and pests) are improved by analyzing a large amount
of data characterizing the environment around crops (climate, physical properties, agro‐
nomic management). For coffee crops, there are several diseases such as leaf rust, South
America leaf spot, brown leaf spot; and also pests such as borer beetle, which greatly
influence the quality and costs of their production. Some researchers [3–9] have focused
their efforts on determining the relationships between climatic conditions and agronomic
properties of crops, with the episodes of phenomena mentioned. In Colombia, there are
some organizations that have developed agroclimatic platforms to monitor climatic
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variability in different areas of the country, such as AgroCloud1 platform belonging to
RICCLISA2. However, there are only a few initiatives focused on analyzing intensively
the monitored data in order to generate a timely response and contingency measures
against diseases and pests that affect coffee trees, which in turn generate large losses and
decrease quality in crops.

Smart Farming is closely related to a current trend area in Information and Commu‐
nication Technologies such as Big Data. Moreover, the application of Big Data in Agri‐
culture would have no real value without the data analysis (Big Data Analytics) [10],
where the value and variability of the data are exploited through machine learning tech‐
niques and data mining. This task represents a tool for the extraction of knowledge,
generation of models to determine factors that limit yield and quality in crops, and
improve the response to sudden phenomena such as epidemics of diseases and pests [11].
Such models can be represented as rule sets and decision trees, which provide an easy-
to-understand structure for the user and generate a prediction from the definition of
ranges in the values of each variable involved. For example, the conditions that favor a
disease or pest in the crop can be represented as graph patterns. Graph-based information
structures consist of a set of nodes (for the specific case of coffee rust, a node can repre‐
sent the data monitoring instances) that are related through edges (again, in the case of
coffee rust, an edge can represent the semantic context between measured variables in
the crops), which have a generally dynamic nature with capacities for the manipulation
of large amounts of interconnected data, coming from heterogeneous sources [12]. A
graph-based representation can be taken as information structure for the storage and
analysis of the different types of variables present in a crop environment.

After defining the diseases or pests in terms of graph patterns, they are stored in a
repository. These patterns can be searched in a data graph that represents weather condi‐
tions obtained from monitoring services and agronomic properties obtained from users,
and as a result it will indicate whether the conditions for the disease or pest are present.
In computer science, this task is called Graph Pattern Matching [13], and is based on
the search for subgraphs within a data graph that meet the characteristics described in a
pattern, which in this case are favorable conditions for one of the problems mentioned.
The matching can be exact or inexact. In the case of exact matching, the conditions in
the patterns must be fulfilled in their totality, without giving margin to near approxi‐
mations to a certain pattern. The authors of [14, 15] have developed a prototype that
allows the detection of favorable conditions for three rates of coffee rust infection in
Colombian coffee crops through the application of exact graph pattern matching, leaving
aside the possibility of finding conditions conducive to other diseases or pests that may
have similar characteristics in the patterns that characterize them. On the other hand, in
the case of inexact matching, the closeness of a pattern to a subgraph is quantified
through measures such as: graph edit distance [16], maximum common subgraph [17]
and similarity score [18]. In this sense, from the multiple data obtained in an environment
of intelligent agriculture, the inexact graph matching would allow to establish the prob‐
ability of occurrence of one or another disease or in such case the presence of a pest,

1 https://agrocloudcolombia.com.
2 http://ricclisa.org/.
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based on the analysis of the crop conditions (the similarity with the graph patterns
extracted for each disease or pest, can determine how similar are the conditions that lead
to the occurrence of each of them).

Thus, in a scenario of Smart Farming, where coffee production organizations in
Colombia lack a technological system to identify favorable conditions for the occurrence
of diseases and pests in coffee, we propose an approach to provide elements necessary
for an early response to events, such as those mentioned above, that regularly generate
negative impacts on the quality and costs of coffee production. The remainder of this
paper is organized as follows: Sect. 2 describes the state of the art; Sect. 3 presents the
contributions and gaps of related works in order to present our proposal and Sect. 4
address the conclusions.

2 State of the Art

There are several knowledge areas involved in the development of tools that contribute
to the improvement of agricultural production systems. In addition, some research aims
to develop intelligent systems to counteract the effects of diseases that attack crops.
Various technological advances offer algorithms and techniques to achieve this. In order
to understand the context in which this work is developed, the topics and related works
of different areas of knowledge, such as Big Data Analytics, Graphs and Graphs Simi‐
larity, are discussed below.

2.1 General Context

2.1.1 Big Data Analytics
Big Data concept is related to the generation, manipulation and analysis of large amounts
of data from heterogeneous sources [19]. The Big Data value chain is composed of:
generation, acquisition, storage and analysis of data. Precisely the latter, known as Big
Data Analytics, aims to interpret the data to assist in decision making and predict what
will happen in the future (predictive analysis) [20]. This can be achieved through
machine learning techniques, which are characterized by learning from a dataset [21],
used to analyze the relationships between the variables present in it and finally generate
a prediction model. In a Big Data environment, there are large datasets from different
sources that represent the variables that affect a particular problem, and generally the
largest portion of their instances are not labeled (they do not contain a relationship of
the data with a target variable). Semi-Supervised Learning (SSL) is based on the analysis
of both labeled (related to a target variable) and unlabeled data, in order to generate a
classification function with the maximum possible generalization [22, 23]. This function
can predict the label of a new input data (inductive learning) or infer the label for the
unlabeled instances in the dataset (transductive learning) [24]. This approach assumes
that the information available in the unlabeled instances can influence the classification
function and generate more accurate classifiers, since these contain more examples of
the analyzed domain. In this way, the greatest possible amount of information collected
in a specific environment is used.
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The SSL can consider a graph-based representation of the dataset instances and label
propagation mechanisms between similar nodes for the label inference. Graphs are used
since they are a uniform representation for homogeneous data, easily scalable for
handling large amounts of information and the Graph-based SSL has proven to be more
effective in practice compared to other techniques of automatic learning [24].

2.1.2 Graphs
A graph is a set of nodes that represent the entities within an application domain and
edges that constitute links or relations between these entities [25], allowing to charac‐
terize the distribution of large sources of information, the strategic positions of its
elements, and the dynamics within a knowledge base [12]. The nodes and edges can be
characterized from labels containing information of the modeled domain and indicators
of their position in the formed network. The new generation of database systems, which
generally work with structured documents, often model information through trees and
graphs. Semantics that can be implicit in nodes and edges labels allow you to enrich and
generate additional information from the stored data [26]. A graph that considers the
semantics in its structure is conformed by classes of an ontology (nodes), and the rela‐
tions between them (connections) [27].

2.1.3 Graph Similarity
A Graph Pattern Matching is defined as: “Given a Data Graph G, and a graph pattern
Q, find all the matches in G for Q” [28]. This is usually aimed at finding entities that
have specific characteristics in their attributes and relations with other nodes of the graph
and, therefore, a characterization of the similarity between two graphs. In this sense, the
searched pattern can be seen as a series of conditions within the attributes of the graph,
similar to the evaluation made by decision trees. In addition, systems based on this
technique are divided into exact pattern matching and error tolerant pattern matching
systems. While exact match offers a rigorous way to get a result in mathematical terms,
it is usually only applied to a limited set of real-world problems. Instead, the error-
tolerant system is able to cope with the distortion in the data, generating a measure of
similarity or closeness, which is a frequent element in real-world problems. For many
applications of these techniques, it is of great interest to know the degree of similarity
that exists between two graphs, instead of knowing if there is a maximum coincidence
[29]. In this approach, it is possible to quantify the closeness of a pattern to a subgraph
through measures such as: graph edit distance [16], maximum common subgraph [17]
and similarity score [18]. The measures of similarity between graphs take into account
the differences between node types, label values and structure of the compared graphs
[30]. In this way, there are two types of similarities: structural and based on the elements
properties. In the case that the graphs contain semantic information, the different
processes and similarity metrics represent a degree of semantic approximation [30].
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2.2 Related Work

Next, we present the research related to the proposal under development, considering
the automatic detection of diseases in coffee, the application of concepts and techniques
of Big Data to Smart Farming, in addition to the graph pattern matching, such as areas
of interest for the development of this project.

2.2.1 Automatic Disease Detection in Coffee Crops
In computer science, there are several approaches that address the use of machine
learning techniques to solve problems in agricultural domains. Next, the most relevant
works, specifically applied to coffee production, are presented.

First, the research paper presented in [31] proposes the use of fuzzy decision trees
in order to generate alerts for the appearance of coffee rust. The models obtained repre‐
sent thresholds of different variables, both for situations of disease prevention and treat‐
ment. In addition, the process is carried out by analyzing a dataset of approximately 8
years of disease records. For its evaluation, the tool is compared with the traditional
decision trees, obtaining better values of performance. In the same approach, the authors
of [32, 33] make use of 364 samples containing information on temperature, precipita‐
tion and relative humidity, in order to training a decision tree induction algorithm,
proposed by Han and Kamber [34]. The model provides support for understanding how
the interaction between the variables analyzed leads to rust epidemics. After its execu‐
tion, the model correctly classifies 78% of the training dataset, and its accuracy is esti‐
mated at 73% for the classification of new samples.

In the research carried out by Corrales et al. [35, 36] this problem is approached
through the use of multiclassifiers and assembly methods, in order to reduce errors in
classification models. The method is based on two-level classifiers, and these classifiers
are chosen from the performance measures comparison of algorithms such as Support
Vector Machines, Artificial Neural Networks, Bayesian Networks, Decision Trees,
among others. The tests performed show that this approach presents better values of
correlation coefficient, mean absolute error and quadratic error.

Finally, Lasso et al. [14] propose the generation of a graph-based representation of
coffee rust growth patterns, modeled according to the variables related to this disease
and based on rules extracted from the induction of decision trees and expert knowledge.
The patterns obtained provide a greater expressiveness and interpretation of the climatic
phenomena that favor the development of the disease. The same author proposes the
construction of an expert system that makes use of graph pattern matching to validate
the rules and the knowledge produced by experts, in order to find the crops that present
favorable conditions for a rust epidemic [15].

A common problem in the previous related work is the number of examples
(instances) used to train the algorithms, since the disease records were not sufficient to
obtain an ideal training set for supervised learning tasks and discarded the information
contained in the unlabeled data.
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2.2.2 Smart Farming and Big Data
The emergence of new technologies for the monitoring of a wide variety of crop condi‐
tions and properties has allowed a transition from precision agriculture to intelligent
agriculture, where the great amount of information obtained is harnessed from its anal‐
ysis and interpretation. Following are some research that addresses the integration of
Big Data concepts and Smart Farming.

Wolfert et al. [37] present a review of the research carried out around the application
of Big Data in Smart Farming, mentioning that it is in an early stage of development. In
addition, similar documents are compiled that present revisions of these two topics and
analyzed how they could be articulated. In this way, some opportunities for the inte‐
gration of the two concepts are identified, such as: predictive modeling, improvement
of risk management models in crops, improvements in decision-making processes,
among others [37, 38]. To achieve these purposes, the variety and value of the data can
be exploited from the Big Data Analysis. This approach is followed by Shah et al. [39],
which proposes an architecture for Big Data analysis in agricultural advice systems. This
architecture considers the technologies suggested for each step in the Big Data value
chain, emphasizing the analysis stage, implemented for crop yield prediction. To achieve
this, a machine learning technique is applied. This prediction is used to decision-making
support for farmers. The authors of [40] make use of Big Data Analytics to find rela‐
tionships between environmental factors and crop growth cycles. These relationships
are used to improve decision-making, agricultural production and research processes.
In addition, in [2] an exploration of two supervised learning techniques is carried out:
Support Vectors Machines and Artificial Neural Networks; in order to be applied in a
Big Data Analysis task. The research is focused on mixed systems (agriculture and
livestock). As a result, a model for bovine intake prediction is obtained, in order to
control its impact on nearby crops.

In [41, 42] a conceptual framework based on Big Data Analytics for the identification
of diseases in crops is presented, taking as case study the rice blight. This framework
does not make use of machine learning techniques, but the analysis is based on the
similarity between dataset instances. The presented tool makes recommendations for
the solution to the disease, based on the similarity between the symptoms of a plant at
a given time and the records of symptoms presented in past episodes of the disease.

Finally, an approach in the use of semi-supervised learning is presented in [43], for
detecting beetles pests in crops. The dataset used contains labeled and unlabeled instances
and corresponds to historical climate records, crop growth characteristics, pest growth,
among others. In this dataset two key elements of Big Data can be identified: the data
variety and value. An algorithm to process the labeled segment based in association rules
is used and the unlabeled segment is analyzed through ISODATA (Iterative Self-Organ‐
izing Data Analysis Technique Algorithm) [44]. In this way, it is assumed that in a
densely distributed region of the data, the models should obtain similar outputs. The
predictive results of the semi-supervised approach are more accurate than supervised
learning approaches such as Support Vector Machines, Neural Networks and K-means
Clustering.
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2.2.3 Graph Similarity
The evaluation of graphs similarity is known as a matching process between graphs.
Below, different research papers that propose techniques and optimizations for the simi‐
larity calculation are presented.

Fan research [45, 46] make use of graph pattern matching to evaluate the similarity
between a pattern and a data graph. Their proposals are oriented towards the elimination
of the number of excessive results before a query and the generation of a score for the
matches found. In this way, an ordered list of candidate subgraphs is generated. In addi‐
tion, other characteristics of the proposed algorithms are: efficiency in the searches
evaluations in large graphs; Support to graph data and structure update; and graph
compression. The support for graph updates presents a better performance to the
methods proposed by similar approximations. In turn, the graph compression generates
a reduction of the original size by 57%, which also reduces the matching runtime by
70%. In a similar way, in [47] a software called GMT (Graph Matching Toolkit) is
presented, which graphically constructs graph patterns for its search. GMT uses a pattern
matching algorithm [48] that generates a binary search tree to analyze the graph nodes
and the graphs distance concept proposed by Riesen [49]. The results show that the
similarity calculation process is optimized in computational resource use.

A common point in several investigations is the A-star algorithm [50], which has
been the basis for the construction of new techniques, such as the proposals presented
in [51–53]. This algorithm has a great precision and aims to find the edit distance between
two graphs, performing a classic tree search based on exploring the space of all possible
mapping of nodes and edges of graphs. The above mentioned proposals are focused on
improving the execution time of A-star, which is exponential with respect to the graph
size, and its high consumption of computational resources. In [54, 55] some techniques
for the correct relationship of the structural similarities with the elements properties
(labels or attributes) similarities between two graphs are proposed, which allows to
obtain a resulting similarity of greater relevance. Consequently, the similarity calcula‐
tion process between graphs must be adapted to the application domain [30].

The most recent approaches in this area propose improvements aimed at parallel
processing and easily scalable operations for graph similarity calculation [56, 57], as
this is a common requirement given the large amount of data currently being produced
In different application domains.

3 Discussion

From the previous review of the related work in each identified area, it is possible to
define their most important contributions and gaps for our proposal:

Automatic disease detection in coffee crops [14, 15, 31–36, 58]: These studies demon‐
strate that the use of CRISP-DM (Cross Industry Standard Process for Data Mining) [59]
as a methodology for the discovery of knowledge from machine learning techniques,
applied to crop monitoring data, generate valuable solutions around diseases in crops.
In this scenario, the additional use of unlabeled data in the application domain, which
are in greater proportion than label data, would theoretically have a positive impact on
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the classification task. This advantage would be possible from semi-supervised learning
(SSL).

Smart Farming and Big Data [2, 37–43]: The use of machine learning techniques to
carry out the Big Data Analysis stage is presented. In Smart Farming a large amount of
information is produced, being necessary to take advantage of both labeled and unla‐
beled data.

Graph Similarity [30, 45–57]: Related work is focused on improving well-known
techniques for graph pattern matching. The most flexible method for the similarity
calculation is the error-tolerant pattern matching based on the graph-editing distance.
The similarity functions considered and proposed only consider graphs labeled with
numerical values or text strings. However, the labels in nodes and edges that express
numerical ranges are not considered, such as the coffee rust graph patterns proposed in
[14]. Similarly, other coffee diseases and pests may have similar patterns that determine
the conditions for their occurrence.

In computer sciences, several techniques allow to take advantage of the data value
and variety obtained in crops monitoring around a Big Data environment, in order to
obtain predictive models to solve several problems of agricultural production. However,
these models are often “black box” elements, where their response is known, but the
process to get to it is unknown. Precisely, there are models for which their structure is
observable and understandable to anyone, known as “white box”, such as rule-based
and decision trees algorithms. In some application domains, these models are often less
precise but more understandable [60]. Given the existence of experts in coffee diseases
and pests, they can contribute with their knowledge in the patterns optimization, obtained
from “white box” models, since its structure expresses the way in which a prediction is
made. In addition, the above presents an advantage to obtain a representation of the
favorable environment conditions of crops for diseases and pests, as proposed in [14].

From the above considerations, our proposal aims to identify favorable conditions
for coffee diseases and pest based on Smart Farming, Semi-Supervised Learning and
Similarity between Graphs. As an example, in Fig. 1 the structure that could have the
data graph and patterns is shown. The nodes represent entities of the application domain,
such as Crop, Instance, some weather parameters, among others. The edges of the graph
represent dependencies and relationships between entities. On the other hand, nodes and
edges contain labels, which characterize their properties from the value of significant
variables for each. The data graph represents the characteristics of a crop, the Instance
entity being in charge of representing the conditions (weather and crop properties) that
the crop has at a given time. Figure 1(b) shows a graph pattern which may contain the
ranges of the crop conditions associated with a disease or pest. The matching of the
pattern and the data graph may result in the degree of similarity between the present
conditions and the patterns that determine the occurrence of one of the problems
mentioned. The structural difference allows to verify the coherence in the relationships
that exist between the entities of the application domain whereas the comparison
between tags of the elements define the closeness between the values of the data graph
and the ranges expressed in each pattern. In this sense, each task of the pairing (structural
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difference, semantic difference, difference between labels) must be assigned a weight,
in order to adapt the results to the application domain.

Fig. 1. Data graph and pattern examples

The architecture proposed is shown in Fig. 2, and the components are described
below:

Fig. 2. Architecture proposed for coffee disease and pest detection

– Crop environment: This component represents the two information sources: crop
properties and weather information, obtained in a Smart Farming environment.
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– Storage data: Persistence and access to the information obtained from coffee crops
environment, making use of Database Manager System.

– Dataset processing: Identification of labeled and unlabeled elements in the crops
and weather Databases, in order to generate a training dataset.

– Model layer: This component contains the elements related to the model generation
for the identification that favorable conditions for diseases and pests. The training
dataset is used by a Semi-Supervised Learning algorithm to produce a predictive
model. From this model, a set of graph patterns are generated through the Graph
Parser. Additionally, the patterns can be reviewed for any expert to validate and/or
improve it.

– Graph layer: A graph parser that generates a graph-based representation of predic‐
tive models and data from crops monitoring and management.

– Similarity Calculation: Composed by an Inexact Graph Pattern Matching algo‐
rithm, in order to find the similarity scores between graph patterns and data graph.
The similarity obtained is used to characterize the conditions of any crop related to
a disease or pest.

– View layer: This layer shows the results of the similarity calculation through several
interfaces (e-mail, mobile access, SMS, Web).

4 Conclusions

We presented the most relevant research around automatic coffee diseases detection,
smart farming and graph similarity. Our proposal is based on an integration between the
areas of knowledge addressed. Smart Farming supported in Big Data approach is still
in an early-stage development, but with great potential for development. The informa‐
tion that can be obtained in this approach (crops monitoring) can be exploited through
the application of a semi-supervised learning process following a methodology for the
discovery of knowledge in databases, such as CRISP-DM, in order to obtain predictive
models. Thus, from these models a set of rules that characterize diseases and pests of
coffee can be extracted. These rules can be represented as graph patterns and graph
similarity techniques would allow to determine the probability of a disease or pest
occurrence, based on the analysis of the conditions (climatic and agronomic) present in
the area where the crop is located (the similarity between the graph patterns extracted
for each disease or pest, can determine how similar are the conditions that lead to the
occurrence of each one of them). As future work we consider the implementation of the
different components of the proposed system and its validation within the Colombian
coffee production.
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Abstract. Crop diseases and pests are one of the major concerns of Colombian
farmers, since the affected crops could highly reduce their yields, negatively
impacting the livelihood of their families. Though recent researches have focused
on opportunely detecting possible infections, most of the alerts are deployed
through ineffective legacy systems wasting the opportunities brought by these
researches. Thus, we propose an ICT-based easily-scalable dissemination system
for coffee-rust early warning systems, capable of deploying alerts through both
telecommunications and Web 2.0 services, and seamlessly connecting to current
rust-detection systems through a standard Web interface. This system will allow
Colombian agriculture-oriented alert systems to increase their efficiency and
effectiveness, reducing the impact of crops pests and diseases on the Colombian
economy, mainly for smallholders.

Keywords: Converged services · Early warning systems · Dissemination &
Communication · Coffee rust

1 Introduction

Agriculture is a major economic activity for almost every country in the world, including
Colombia, where the agricultural sector represents more than 10% of the National
Domestic Product and the livelihood of almost 4 million people [1]. Furthermore, coffee
production is the main agricultural activity in Colombia; more than 350,000 families
depend on harvesting coffee as their sole incomes. Therefore, economic factors along‐
side diseases, pests and weather changes could significantly reduce these Colombian
families’ quality of life [2].

The most important and severe disease currently affecting coffee production in
Colombia is the coffee rust. This disease has caused production losses up to 30% in
susceptible varieties of coffea arabica in Colombia, drastically reducing the livelihood
of thousands of smallholders and harvesters [3].

Due to the severity of the coffee rust, both public and private entities have adopted
different strategies for overcoming this disease and avoiding new epidemics. Half of the
rust-susceptible Colombian coffee crops have been replaced with new resistant varieties.
Moreover, surveillance systems have been implemented in order to monitor the coffee
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rust incidence in commercial fields, allowing for the early detection of coffee rust
outbreaks [3].

Notwithstanding these measures, about 40% of the Colombian coffee crops are still
susceptible to the coffee rust [3] since variety is crucial for satisfying all the markets’
requests. This scenario highlights the importance of crop-monitoring systems in their
task of preventing future coffee rust epidemics.

Therefore, many researchers have focused their efforts on improving the perform‐
ance of rust-detection systems: proposing new methods and techniques for automatically
detecting diseases in the crops [4, 5]; collecting and preparing data for developing future
behavior models [2]; defining novel sets of rules and patterns for detecting the coffee
rust [6]; developing multi-classifier systems capable of estimating and detecting the
coffee rust incidence in selected crops [7, 8]; and even validating the estimations against
abnormalities in order to avoid false positives [9]. These researches are focused on
improving current monitoring and alert systems by increasing their reliability and
reducing their detection time. Nevertheless, their actual impact on preventing epidemics
might be inhibited by such systems, which base their alerts on quarterly bulletins [3],
wasting the opportunity these new detection methods bring.

Aiming to overcome the limitations of current rust-alert systems, some researchers
have focused on leveraging Information and Communication Technologies (ICT) in
order to deliver timely alerts, exploiting the opportunity brought by the new detection
methods. Some works have completely designed new early warning systems [10], while
others have developed dissemination components intended to enhance the timeliness of
current systems, considering the lack of advanced telecommunications networks in
Colombian rural areas [11]. However, though being interesting approaches, the imple‐
mentation of these proposals as actual dissemination systems is too difficult to achieve
in the necessary scale or is merely considered as a shallow idea [10, 11].

Hence, we propose an ICT-based easily-scalable dissemination component for agri‐
culture-oriented early warning systems, capable of deploying alerts through both tele‐
communications and Web 2.0 services (converged services), and seamlessly connecting
to current rust-detection systems through a standard Web interface. This component will
allow Colombian agriculture-oriented alert systems to increase their efficiency and
effectiveness, reducing the risks for thousands of Colombian families.

The remaining of this paper is arranged as follows. The next section presents the
dissemination system design. The Sect. 3 describes the experimental prototype and
defines the experiment conditions. The Sect. 4 presents the obtained results and their
consequent discussion. Finally, the Sect. 5 exposes the obtained conclusions and
proposes future works for further research.

2 System Design

This section presents the main features of the design of the proposed dissemination
system. Firstly, we establish the system’s objective, goals and requirements. Secondly,
we define the different roles and agents in the proposed system. Finally, we illustrate
the relationships between the system agents through a sequence diagram.
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2.1 System Requirements

The idea of conceiving, designing, implementing and operating a system of automatic
dissemination of alerts for diseases in crops (coffee rust) through convergent services
(telecommunication services and Web 2.0) reporting the severity of the situation to the
farmers, is born from the relevance of control of coffee rust for Colombian agriculture
and the opportunity offered by solutions such as early warning systems [3].

These early warning systems are composed of four key components: the Knowledge
component is based on previous models to estimate the risk that each situation may
represent; the Monitoring component comprises all the infrastructure that monitors the
occurrence of relevant situations and detects any imminent risk (based on the Knowledge
component); the Dissemination component is responsible for ensuring that alert
messages reach end users (or Crop Managers in this case) through multiple channels or
services; and the Response module includes all people involved with the risky situation
(all managers and potentially affected farmers) and indicates how they should be organ‐
ized and proceed to mitigate the risk [9].

Rust-oriented early warning systems based on the aforementioned researches have
functional Knowledge, Monitoring and Response components. However, the dissemi‐
nation of alerts is done by low-effective slow channels (bulletins), thus, extending it with
convergent services could greatly improve its performance.

As part of a larger system, the Dissemination component must receive the request
for disseminating the alert from the Monitoring component (based on the Knowledge
component), and then proceed to display the alert messages through the different service
providers, which must deliver the alerts to the respective Crop Managers.

Nevertheless, considering that the Dissemination component -and not the Moni‐
toring component- is responsible for selecting the services to be activated according to
the Knowledge component, and that the Knowledge component defines at least three
types of alerts considering their risk level (Green or low, Yellow or intermediate, and
Red or high alerts), the alert dissemination system based on convergent services should
be responsible for sending the alert messages by different means to different Managers
depending on the alerts’ level and location.

In order to build a system for the automatic dissemination of early warnings for
diseases in crops, ICT will be used as a means of sending alerts to the Crop Managers.
Specifically, mobile telephony has been chosen because of its potential to timely deliver
alert messages to every interested person regardless of their location (assuming they are
in the mobile coverage area); Web 2.0 services have also been chosen for their capability
to transmit information of different types to a huge number of people in a very short
time [12].

Among the services offered by mobile telephony, short message service (SMS) was
chosen since it is very fast to send for the system and light to read for the Crop Managers,
so they can check the website for recommendations [13], understand the implications
of the alert, and proceed to effectively and efficiently mitigate the risk; Twilio® platform
was selected as telecommunications service provider. The voice call service was
discarded for the time it takes to establish a connection with the users and the added
computing resources it consumes.
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Moreover, two Web 2.0 services were chosen: Twitter® (status and direct message)
and Gmail® (email). The first service allows to inform all the subscribed users
(“followers”) what is happening with the crops, in addition to inform the interested
managers directly; and the second one allows to deliver detailed information on the alert
conditions to the managers in a more private way.

2.2 System Agents

Some relevant agents and their roles in the deployment of coffee rust early warnings
(regardless the alert level) can be identified from the system design. The main agents
are:

• Crop Manager: the person who is in charge of the control of the crop affected by
coffee rust, this is the end user of the system and is the one who, alongside the affected
farmers, must proceed to mitigate the incidence of rust in their crops.

• SMS provider: (Twilio) is the provider of telecommunications services over the
Internet, it is capable of sending short text messages to almost any mobile phone in
the world -for a small price ($ 0.06 USD)-, as long as it is connected to a cellular
network.

• Email provider: (Gmail) is the email service provider, it has the ability to send large
messages to several people simultaneously in a timely fashion, assuming they have
an electronic address registered in any email provider, most of which have no cost.

• Social network provider: (Twitter) is the social network service provider, it is capable
of sending free short messages in two ways: as a broadcast message that instantly
reaches a virtually unlimited number of people within the social network (status or
tweet), or as a private message addressed to a single person (direct message). Most
of the services of this provider have no cost.

• Dissemination system for convergent services: this is the service to be developed, it
must perform all necessary processing of the alerts in order to identify and send them
quickly and effectively through Twilio, Gmail and Twitter.

• Managers database: this database is part of the Knowledge component in the moni‐
toring system; it contains all the relevant contact information for sending the alerts
to the managers, mainly their mobile telephone of contact, email address and Twitter
ID.

• Alert generation system: this is a combination of the Knowledge and Monitoring
components, this system is responsible for monitoring crop areas, identifying risky
situations, identifying the interested managers, and generating the necessary alerts
(green, yellow or red).

2.3 Relationship Diagram

Once the roles and functions of each agent involved in the dissemination of coffee rust
early warnings are defined, the relationships among them are important, since they
should relate differently depending on the alert level.
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On Fig. 1 a sequence diagram illustrating the relationships between the seven system
agents is presented. These relationships work on a standardized way, the Alert-detection
system, the Managers database, and the Crop managers are always present on the alert
deployment; however, not all the service providers or their services are invoked on each
alert level.

Fig. 1. Agents’ relationships diagram

Green Alerts
Green alerts are the least severe, they indicate that the identified conditions could allow
for some coffee trees to become infected with rust. For this alert level, the Alert-detection
system identifies the described situation, sending a notification indicating the alert
severity and the threatened crops to the Dissemination system, which looks for the
interested managers on the Database and starts deploying the alerts through two services:
the tweet (a broadcast message via Twitter), and the email (a multicast message via
Gmail). Finally, the Crop Manager receives the warning and should start working with
the farmers in order to prevent the coffee rust from infecting their crops.
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Yellow Alerts
Yellow alerts have a medium level of severity, they indicate that the identified conditions
are allowing for some coffee trees to become infected with rust. For this alert level, the
Alert-detection system identifies the described situation, sending a notification indi‐
cating the alert severity and the threatened crops to the Dissemination system, which
looks for the interested managers on the Database and starts deploying the alerts through
three services: the tweet (a broadcast message via Twitter), the email (a multicast
message via Gmail), and the direct message (a private message via Twitter). Finally, the
Crop Manager receives the warning and should start working with the farmers in order
to prevent the coffee rust from spreading over their crops.

Red Alerts
Red alerts are the most severe, they indicate that the identified conditions have allowed
for the coffee rust to infect the crops and to spread. For this alert level the Alert-detection
system identifies the described situation, sending a notification indicating the alert
severity and the threatened crops to the Dissemination system, which looks for the
interested managers on the Database and starts deploying the alerts through all the serv‐
ices: the tweet (a broadcast message via Twitter), the email (a multicast message via
Gmail), the direct message (a private message via Twitter), and the SMS (a private
message sent to the managers’ phones via Twilio). Finally, the Crop Manager receives
the warning and should start working with the farmers in order to avoid the coffee rust
from killing their crops.

3 Experimental Prototype

This section provides a complete description of the experimental prototype, built for
evaluating the feasibility of a large scale commercial system. In the first place, we illus‐
trate the deployment model of the system. Subsequently, we explain the services compo‐
nents, illustrating their internal operation. Thereafter, we describe the implementation
environment, which acts as a testbed for the experiment. Finally, we provide the exper‐
imental design, describing the main methodologies and features of the experiment.

3.1 Deployment Model

The deployment model of the experimental prototype (Fig. 2) allows to identify four
main categories where the system agents (described in Subsect. 2.2) can be classified.

Main System
Though this is the dissemination component, i.e., the developed system, it must commu‐
nicate with the other components of the early warning system in order to succeed when
mitigating the coffee rust risks. The agent classified on this category is the Converged-
services dissemination system, which is implemented in the Mobicents JSLEE Server.

JSLEE is a short name for the JAIN SLEE Specification (Java APIs for Integrated
Networks - Service Logic Execution Environment), which is a low-latency high-perform‐
ance standard for building, managing and executing robust network applications [11]. This
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specification allows us to develop and deploy the converged services via Mobicents, a
JBoss-based open-source server for JSLEE applications.

This system is divided on two main parts: Service Logic Container and Service
Adaptation Container. The first one contains all the defined services, which are explained
in Subsect. 3.2; while the second one contains the Resource Adaptors (RA), which allow
the server and the services to connect with external components through different proto‐
cols, i.e., HTTP, SMTP and SQL.

Partner System
This system includes the Knowledge and the Monitoring components of the early
warning system. Though it was developed separately [14], it is essential for mitigating
the coffee rust risks. The agents classified on this category are the Alert-detection system
(the Monitoring component supported on the Knowledge component) and the Managers’
database (part of the Knowledge component), which are implemented in a Coffee Moni‐
toring System.

Fig. 2. Deployment model of the experimental prototype.
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The two early warning system components can be identified on this system: the
Knowledge component is represented by the database part, storing the risk knowledge
and the managers’ information; while the Monitoring component is represented by the
Alert Generation Module. Further information about this module can be found in [14].

Third Parties
These are the service providers we selected for delivering the alerts. The agents classified
on this category are Twilio, Twitter and Gmail. These service providers can be accessed
through the Web, though they can deliver the alerts via different networks.

Final Users
The agent classified in this category is the Crop Manager, who will receive the alerts
through different channels in different means (e.g., computer, tablet or phone), and
should proceed to mitigate the incidence of coffee rust in their crops, alongside the
affected farmers.

3.2 Services Components

The deployment model of the experimental prototype (Fig. 2) allows to identify six
services inside the Service Logic Container. These services have various components
that enables their operation, thus, the services’ behavior can be defined from analyzing
the functions and relationships of their internal components (Figs. 3 and 4).

Fig. 3. Control and data services

Deploying Timely Alerts Through Converged Services 131



Fig. 4. Dissemination services
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The services can be catalogued in three categories: Control (Service Shooter), Data
(DB Service), and Dissemination (Twitter Post, Email Service, Twitter DM, and
Message Service).

Control Service - Service Shooter
This service is responsible for receiving dissemination requests from the Coffee Moni‐
toring System, and activating the different dissemination services. For this purpose, this
service must rely on three distinct components (Fig. 3-a).

ServiceShooter Start-Event. This component allow the Service Shooter to be acti‐
vated by the monitoring system, so the alerts can be deployed. This component has two
functions: Receive the Request (allows to connect with any partner system through
HTTP), and Activate Dissemination (activates the next component: ServiceShooter
SBB).

ServiceShooter SBB. This component allows the Service Shooter to execute all the
service control logic for accessing the database and activating the different services
combinations for each alert level (Green, Yellow, and Red). This component has 13
functions: Format the Alert (integrates the received data to operate it in the JSLEE
server), Select the Services (presets the services accordingly with the alerts’ levels, as
stated in Subsect. 2.3), Query Managers (connects with the DB Service in order to obtain
the interested managers), Format the Managers (integrates the managers’ data to operate
it in the JSLEE server), Configure Twitter Post (prepares the message to be posted as a
tweet), Connect with Twitter Post (sends the prepared message to the Twitter Post
service), Configure Email (prepares the message to be sent as an email), Connect with
Email Service (sends the prepared message to the Email Service), Configure Twitter
DM (prepares the message to be sent as a Twitter direct message), Connect with Twitter
DM (sends the prepared message to the Twitter DM service), Configure SMS (prepares
the message to be sent as a SMS), Connect with Message Service (sends the prepared
message to the Message Service), and Finalize Dissemination (activates the next compo‐
nent: ServiceShooter End-Event).

ServiceShooter End-Event. This component allows the Service Shooter to finalize
its operation, sending a confirmation to the partner system. This component has two
functions: Inform Finalization (sends a finalization message to the partner system), and
Finalize Execution (releases the reserved resources).

Data Service - DB Service
This service is responsible for accessing the Managers’ Database in order obtain the
interested managers, considering the alert level and threatened crops. For this purpose,
this service must rely on four distinct components (Fig. 3-b).

InitDBService SBB. This component allows the DB Service to remain always-avail‐
able. It is based on two functions: Initialize (starts the service indefinitely), and Finalize
(stops the service releasing the reserved resources).

DBService SBB-Local-Object. This component allows the DB service to be invoked
by the Service Shooter at any time. It has the same functions that the DBService SBB,
however, since it is an interface, it does not execute any logic.
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DBService SBB. This component executes all the logic from the SBB-Local-Object
for accessing the database. This component has six functions: Start Query (receives the
conditions of the managers), Establish Credentials (sets the database URI, user, and
password), Format the Query (prepares the query in SQL), Execute Query (sends the
query to the DataBase Manager), Format Data (prepares the extracted data for the
Service Shooter), and Return Data (sends the managers’ data to the Service Shooter).

DataBase Manager. This component allows the DB Service to communicate with
the database, sending queries and returning the managers’ data. It is based on two func‐
tions: Query Managers (connects with the database management system for executing
the query), and Return Managers (sends the received data to the DBService SBB).

Dissemination Services
The dissemination services are responsible for connecting with the services providers
in order to deliver the alerts to the managers. For this purpose, four services have been
defined: Twitter Post (Fig. 4-a), Email Service (Fig. 4-b), Twitter DM (Fig. 4-c) and
Message Service (Fig. 4-d). Both of the Twitter services connect with the Twitter
provider, while the Email connects with Gmail, and Message connects with Twilio.

As observed on Fig. 4, all the dissemination services have the same components
structure, therefore, it is explained as follows:

Start-Event. This component allows its service to be initialized by the Service
Shooter in order to deliver an alert. This component has two functions: Receive the
Request (allows to connect with the Service Shooter), and Activate Dissemination (acti‐
vates the next component: the SBB, for initializing the dissemination).

SBB. This component allows its service to execute all the service logic for connecting
with the provider and delivering the alert. This component has four functions: Format
the Data (prepares the necessary data for sending the message), Establish Provider’s
Credentials (sets the account configuration required by the provider), Request Message
Delivery (connects with the service provider to deliver the message), and Finalize
Dissemination (closes the connection and activates the next component: End-Event).

End-Event. This component allows its service to finalize the operation, sending a
confirmation to the Service Shooter. This component has two functions: Inform Final‐
ization (sends a finalization message to the Service Shooter), and Finalize Execution
(releases the resources of the service).

3.3 Implementation Environment

All the tests were realized on an Asus® K555L laptop, with a 1-TB Hard Disk Drive,
an Intel Core i7-5500U Central Processing Unit, 12 GB of RAM memory, and Ubuntu
14.04 LTS. The selected server was the Mobicents JSLEE 2.7.0. FINAL - RAY, with
the default configuration. Finally, the Internet connection for communicating the serv‐
ices with the providers was a standard 5-Mb/s connection, activating some bandwidth-
demanding applications for emulating a busy network.
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3.4 Experimental Design

In the context of early warning systems, there are two main aspects to consider when
evaluating the dissemination services: the execution time (Time, in seconds), and the
success rate (Success, in percentage), since these parameters allow to determine if the
alert message achieves at reaching the necessary percentage of crop managers (users)
opportunely, i.e., with enough time for taking actions to mitigate the risks of the detected
situation [11].

Moreover, considering that such convergent services represent the Dissemination
component of an early warning system, the rate of informed users (Informed Users, in
percentage) should be considered too, since this parameter indicates the percentage of
users that have received the alert through any of the channels defined by the component.
In the context of rust alerts, the user is considered as informed or alerted when he/she
has received a personal alert message (to his/her social network, email or mobile phone)
and the alert has also been broadcasted (in a social network).

In order to evaluate the performance of the rust-warning dissemination services
through convergent services in terms of execution time, success rate, and informed user
rate, a black box model was used; observing only the input data (alert request), and the
obtained results (public messages and messages received by the managers). Following
this model, three tests were performed for a total of five managers, considering the three
alert scenarios defined in Subsect. 2.3:

• Green Alert: low risk alert, only two managers are interested in this type of alerts (2
users).

• Yellow Alert: intermediate risk alert, in addition to the two previous managers, two
more are interested in this type of alerts (4 users).

• Red Alert: high risk alert, in addition to the four previous managers, one more is
interested in this type of alerts (5 users).

The tests were repeated five times for a total of 15 runs, averaging the results at the end
of each test.

4 Results and Discussion

After executing the 15 test runs, we present the obtained results (Fig. 5) considering the
System Design and Experimental Design in order to establish the requirements for the
number of services per user that each type of alert should send, and thus how the success
rate is evaluated on each test.

• Green Alert: This alert type should alert users through a tweet on Twitter and an
email message. The test performed for this alert type showed a success rate of 100%
in all iterations, therefore, an informed user rate of 100%, and an average time of
2.75 s per user (Fig. 5).

• Yellow Alert: This alert type should alert users through a tweet on Twitter, a direct
Twitter message, and an SMS to the personal phone. The test performed for this alert
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type showed an average success rate of 99%, despite the informed users were the
100%, with an average time of 1.5 s per user for displaying all the alerts (Fig. 5).

• Red Alert: This alert type should alert users through a tweet on Twitter, an email
message, a direct Twitter message, and an SMS to the personal phone. The test
performed for this alert type showed an average success rate of 98%, despite the
informed users were the 100%, with an average time of 2.1 s per user for displaying
all the alerts (Fig. 5).
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Fig. 5. Experimental results

In addition to the of informed user rate (Informed Users), success rate (Success) and
execution time (Time), the error reports were collected in the events of message failure,
obtaining the error 30008 of Twilio [15] in all the events, since the SMS was the only
service that failed.

It is also important to highlight that the alerts sent by the dissemination service did
not confuse those responsible for each alert, that is, the red-alert users only received red
alerts, the yellow-alert users received red and yellow alerts, and the green-alert users
received all three types of alerts, in all cases and all iterations.

Although the results presented in Fig. 5 show an excellent behavior in the services
delivery, the success rate decreased as the alert relevance increased, an undesired
scenario that must be analyzed. For the most severe alerts a success rate of 98% and a
time of 2.1 s per user could be not enough, since the system could handle many individual
users (crop managers) who would be important to alert in a very short time.

Thus, regarding the execution time, crops diseases such as the coffee rust do not
usually generate massive alerts and have very large windows of opportunity, even longer
than one hour, therefore, the converged services developed are optimal for the dissem‐
ination of rust alerts on coffee crops.

On the other hand, regarding the success rate, it is clear for early warning systems
that dissemination services and channels will not always work ideally, so they may fail
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(especially in emergency situations) [12]. However, it is desirable that the services
achieve a 100% success rate under normal (non-emergency) conditions.

We have sought for a solution to the identified problem (Error 30008 - Message not
delivered by Twilio), but it is an unknown error for the service provider [15], so we can
assume that the problem may be related only to the destination phones, or to the tele‐
communications operators of such phones (since all the errors occurred with Virgin
Mobile® users).

Finally, regarding the informed users rate, a percentage of 100% was reached thanks
to the multiplicity of dissemination channels [11], combining different telecommunica‐
tions services and Web services. Nevertheless, more telecommunications services are
required, as the SMS was the only failing service, and users without an Internet connec‐
tion could remain unwarned.

5 Conclusions and Future Works

The obtained results, presented in Sect. 4, allow us to conclude this dissemination system
could be seamlessly deployed as a large scale component for the coffee-rust early
warning system. This dissemination component will enhance the current early warning
systems, allowing for a better exploitation of the opportunities the new researches on
knowledge and monitoring bring. These opportunities could highly reduce the impact
of coffee pests and diseases on the Colombian economy, mainly for the vulnerable
smallholders.

Furthermore, the standard web interface of the dissemination system allows it to
easily connect with any other crop-oriented early warning system, creating a better
protection for any crop and shielding the Colombian agriculture sector. This interface
could also allow other early warning systems from any area accepting opportunity
windows of minutes to leverage our dissemination services. Moreover, this proposal
could be turned into a public dissemination service for early warnings.

The proposed system could also support precision agriculture systems increasing the
profitability of the Colombian crops by leveraging different agriculture-oriented models
as the presented on [16], which will enhance the agricultural shielding against crises [3].

As future works we propose to complete the coffee-rust early warning system. As a
first step, we would need to implement more Web and telecommunications services, like
different social networks (e.g., Facebook® or WhatsApp®), USSD messages, and auto‐
matic calls. Secondly, we should integrate a validation component as the proposed in [9].
In the third place, we have to implement a large-scale system for the alert delivery.
Finally, aiming to complete the early warning system, the Response component must
be enhanced, i.e., give the crops managers and farmers training for correctly mitigating
the rust risks, accordingly with each different alert.
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Abstract. Early warning systems are designed to inform the largest number of
users, such as a country or a region, about a risky situation. However, in specific
domains such as agriculture, it is commonly required that these alerts be more
specific according to the crops location and their properties, consequently the web
services of these systems must be adapted. On the other hand, the Enterprise
Services Bus with its mediation capabilities (such as message transformation and
routing) and Complex Event Processing with their monitoring characteristics can
be integrated to meet the adaptation requirements of web services at runtime. This
paper presents an improvement for Early Warning System for coffee production
that, according to the area in which a crop is located and its phenology, manages
the adaptation of alerts for coffee rust, based on the integration of an Enterprise
Services Bus and a Complex Events Processing.

Keywords: Web service adaptation · Early warning systems · Enterprise service
bus · Complex event processing

1 Introduction

In agriculture, farmers are faced with several problems during the production of different
crops [1, 2]. The diseases and pests can affect crops which decrease the quality and
quantity of production. Generally, their origin is due to the attack of fungi, bacteria,
plagues, and other agents. The generation of diseases mainly depends on the physio‐
logical status of the crop, meteorological conditions, production zones of the country,
among others.

Over time, diseases have devastated crops throughout the world, causing epidemics
and losses [3–5]. This implies that important measures must be taken to mitigate the
effects and improve productivity through practices such as crop protection, the use of
clean technologies, among others. For this reason, different tools that allow the detection
of different diseases for subsequent treatment are used. An Early Warning System
(EWS) can perform this detection, through monitoring and analysis of crops conditions,
which allow to provide timely information to the farmers about possible natural, biotic
and physical threats in such a way that they can prepare and take the necessary measures
according to the level of crop risk [6].
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The EWSs are usually designed to inform a large number of users, e.g. a large popu‐
lation such as a country or a region, of any risk situation. In the agriculture, these alerts
should be more specific, so that they include characteristics as the location of the crop,
as well as some of its properties. Taking into account the above considerations, an
improved EWS for diseases in crops is proposed for the generation of alerts and their
adaptation through the integration of an Enterprise Services Bus (ESB) and Complex
Events Processing (CEP), according to the area in which the crop is located and its
phenology.

This paper is organized as follows: Sect. 2 presents the motivation; Sect. 3 contains
the state of the art; Sect. 4 describes the solution proposed from the integration of the
ESB and CEP to the EWS; Sect. 5 presents the evaluation of the solution through a case
study; Sect. 6 describes the results obtained. Finally, Sect. 7 relates the conclusions and
future work.

2 Motivation

Currently, EWSs are an important tool to prevent or reduce risk in the face of disasters,
illnesses or any predictable events [7]. These systems allow all users to have timely,
clear and effective information, in order to take appropriate measures to avoid, reduce
or respond adequately to a risk. An effective and efficient EWS contains four key
elements: Knowledge of Risk, that provides essential information for assessing current
risk and prioritizing its mitigation, prevention and response strategies; Monitoring and
Warning Service component, which allows an analysis of captured information to
provide timely estimates of potential risk in order to generate accurate and early warn‐
ings; Dissemination and Communication, responsible for managing all necessary
procedures to send reliable, simplified and understandable warning messages to the
involved users through various channels or services; Responsiveness to handle the
knowledge of risk and response mechanisms and communicate them to the population,
e.g. appropriate action plans to react to a danger situation, in addition to the tools that
are available to deal with a phenomenon [7].

Typically, an EWS produces notifications in a general way, e.g. covering the greatest
number of populations, such as alerts for an entire country or region. Due to this, many
alerts are sent to all users within the territory, but not necessarily the alert affects all
notified users, in other words, only some of the users could be affected by the risk
announced in the alert. In agriculture, an EWS needs to be much more specific, since
the crops are highly related to the particular conditions of the place where they are
located. Therefore, in order to get early warnings relevant for the farmers, The EWSs
should include crops information as the location, agronomic information, among others,
otherwise the alert generated would not achieve the purpose of avoiding or reducing risk
for a specific problem and area.

This paper proposes the implementation of two of the four main EWS components
oriented to coffee rust detection: knowledge of the risk, acquired through techniques for
the identification of favorable weather conditions for the appearance of Coffee Rust, and
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the monitoring and warning services, in order to personalize early alerts based on user
information, through the adaptation of the alert-generation services.

3 State of the Art

This section provides relevant information about studies carried out in the development
of EWSs in agriculture and personalization and adaptation of web services.

The EWSs are widely used in different domains as the detection of diseases in crops.
These include key elements such as: knowledge and threat mapping, monitoring and
forecasting of impending events, and diffusion of alerts [8]. The correct combination of
these elements results in a complete and reliable system that provides timely and under‐
standable information to the population. In addition, an EWS should be people-centered,
allowing communities threatened by a phenomenon to be able to act in a timely and
appropriate manner so as to reduce potential losses.

In [9], weather data is included within an EWS for late blight in potato crops. Eight
experimental plots with weather monitoring were used. After the data analysis and
processing, a fixed calendar was obtained containing the alarm dates for the disease
occurrence and treatments to be carried out in the crops. In [10] an EWS to mitigate the
impact of cockcrowing on coffee crops is presented. This system is based on mathe‐
matical models that use meteorological data to predict the favorable conditions for the
development of the disease and recommend the fungicides application at the right time,
thus preventing its development. On the other hand, weather data monitored in crops is
used in [11] as support for decision making, helping producers to determine the right
moment for disease control.

Some EWSs make use of web services to provide data to the user. Precisely, the web
services personalization collects user information during its interaction with the system,
so that it is used to provide adequate contents and services for each user, in order to
improve the user experience [12]. The purpose of using web service personalization is
to improve an EWS with relevant information of each user, allowing that its response
can be delivered only to those potentially affected.

Furthermore, web services can be modified in such a way that it can be adjusted to
different circumstances or conditions, either by the specific user needs or by the envi‐
ronment in which they are running [13]. This feature is called Adaptation. In [14] an
approach using the mediation characteristics of the ESB to provide a dynamic adaptation
of the services is presented. In the same way, the research presented in [15] describes
an ESB implementation using JBossESB, focused on the description of a services adap‐
tation framework based on the ESB capabilities previously mentioned. In [16] an archi‐
tecture for the adaptation of context-based services is proposed, making use of the user
information captured and analyzed by a CEP. Similarly, the research described in [17]
proposes a solution that uses the ESB mediation patterns to adapt the services to a
context, making use of the CEP to analyze the events received from external resources
and detect the relevant situations that require an adaptation.

The studies presented above address the mediation features provided by the ESB
to perform the adaptation of services, and some use CEP to identify context events
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(e.g. climate) that are relevant to the user. Although they consider an integration
with CEP, this is conceived as an external and additional component of the ESB. In
fact, some studies propose the use of the ESB to integrate event-driven architectures
using CEP [18].

Therefore, we propose to carry out the adaptation of web services based on an ESB-
CEP integration, making use of the mediation capabilities of the ESB to combine Serv‐
ices-Oriented Architectures (SOA) for the generation of intercommunicated services
[19] and Event-Driven Architectures (EDA) to design and implement applications based
on events [20]. The combination of these architectures allows the integration of different
applications in heterogeneous environments and, through ESB, these can be unified to
operate in specific areas. For the same purpose, the CEP monitors relevant situations
(events) according to the system requirements. Our approach proposes a system with
the ability to react to environmental events (expected or unexpected), in order to ensure
the proper operation of web services.

4 ESB – CEP Integration for Web Services Adaptation

Although in [14, 15] an adaptation of the services using the mediation characteristics of
the ESB is implemented, these proposals do not use CEP to detect relevant events that
require adaptation. Our proposal is aimed at the web services adaptation around the
monitoring component of an EWS, since these systems do not provide solutions for a
dynamic and automatic adaptation at runtime based on users needs [21]. This is
addressed through the integration between ESB and CEP, acting as a mediator element
through which all messages are transported and can be transformed, routed, invoked,
among others. Also, it provides the analysis, detection and correlation of the messages
that are exchanged by the system actors, in order to identify relevant events of interest
in an application scenario.

Therefore, following the approach proposed in [15], where the adaptation is
performed within the ESB using its mediation capabilities, we introduce the model
presented in Fig. 1.

Fig. 1. Model of web services adaptation

Figure 1 shows the ESB-CEP integration to perform the adaptation process, which
contains the elements presented in the adaptation and monitoring framework proposed
by the S-Cube project [22]. This framework was adjusted to include the CEP within the
ESB. The components are presented below.
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Monitoring mechanisms: check if the current situation corresponds to the expected
one. For example, a mechanism that monitors the parameters related to the invocation
of the service, addition of new operations, among others. This component can be
addressed through the complex event processing (CEP) in charge of monitoring the
events of interest.
Monitored events: provide relevant information on the execution, evolution or
context of the services, detected through the monitoring mechanisms. These events
represent the difference in the status, functionality or expected environment. For
example, the number of parameters entered when invoking an operation exceeds the
expected amount.
Adaptation requirements: represents the need to modify a service to eliminate the
difference between the current and expected state. For example, the inclusion of
parameters related to the user location in the service operations. These may include
requirements for reliability or functional accuracy, optimization, interoperability and
usability.
Adaptation mechanisms: contain the techniques and facilities provided by the ESB
to carry out strategies according to the adaptation requirements.
Adaptation strategies: alternatives to meet adaptation requirements according to the
current situation. For example, to invoke an equivalent operation that takes into
account new parameters. Different strategies can be used for the same situation, which
requires decision mechanisms to select the most appropriate.

The components described above are involved in the adaptation process as follows:
the monitoring mechanisms are responsible for detecting the situations of interest. These
include the elements that contribute to the identification of monitored events and adap‐
tation requirements. The adaptation mechanisms provide the possible elements that will
be used to perform the adaptation based on the basic characteristics of the ESB (routing,
transformation, mediation, among others). The strategies and mechanisms of adaptation
depend entirely on the messages handling property of the ESB. Finally, the adaptation
is performed from the requirements and monitored events.

In summary, the general process proposed in Fig. 1 is executed as follows: A. Rele‐
vant information is collected through monitoring mechanisms; B. Critical events are
detected; C. The need for adaptation is identified; D. A strategy for adaptation is iden‐
tified; and E. Adaptation is executed using the available adaptation mechanisms [22].

Algorithm 1, realize adaptation process describe previously, which has as inputs data
the user location (posx, posy) and flowering date of crop (day, month, year). The algo‐
rithm will response a recommendation adapted to the inputs. For this the algorithm start
getting coffee rust rate from climatic conditions using the following variables: crop shade
(sombra), average precipitation (prdmed), hours of relative humidity higher than 90%
on the day (horhr90), hours of relative humidity higher than 90% in night (horhrm90),
average temperature when relative humidity higher than 90% (thrn90), maximum
temperature (tmax), average temperature (tmed) and minimum temperature (tmin).
These variables are calculated for that reason are not entered by the user. After the
algorithm verifies the user location if is a valid location invoked function getLocation
this function find if location are in the risk zone of coffee rust and based on the response
generate a recommendation. In case the algorithm verifies the valid flowering date
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invoke function getRecommendationFlowering this function generate a recommenda‐
tion based on the date and coffee rust rate.

Algorithm recommendation is based on user provided information that is to say when
algorithm know user localization the recommendation include information about loca‐
tion related with coffee rust rate. e.g., if algorithm knows that user location are Risaralda
department and besides that coffee rust rate are medium, algorithm recommendation in
this case are fungicides, dosage and spray equipment used for this rate and available in
Risaralda department. When algorithm know crop flowering date the recommendation
are based on this date and coffee rust rate. e.g., if algorithm know that coffee rust rate
are high and flowering date suggest days for high risk of coffee rust, the recommendation
are measures for disease control.

Adaptation of Recommendation Function
INPUTS: posx, posy, month, year
OUTPUS: Coffe rust recommendation

1: Start 
2: 

=
( , , 90, 90, 90, , , )

3: if exist an event with ≠ and , are within the range of co-
ordinates from Colombia

4:  = ( , )
5:      if contains 
6:  = +
7:       else
8:              =
9:  End if
10: else
11: if exist an event with > 0  and > 0  and > 0
12: 

= ( , , )
13:  = +
14: else
15:  =
16:   End if
17: Return recommendation
18:End 

Algorithm 1. Adaptation of Recommendation Function

The model of adaptation described above can be applied to any environment. We
applied it for the generation of early warnings for crop diseases, taking as a particular
case the Coffee Rust, which will be explained in the next section.
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5 Case Study: Coffee Rust Detection in Colombian Crops

In this section we present an application of the proposal mentioned above, describing
the problem domain and the cases of study to apply our solution.

5.1 Application Domain

Coffee Rust is the main high-impact phytosanitary problem for coffee cultivation, caused
by the pathogen Hemileia vastratix [23], a fungus that develops only in the living tissue
of its host plant, for this case the coffee leaves. In Colombia, this disease affects crops
located between 600 to 1000 m above sea level, with a negative impact on more than
one million families that depend on the coffee production. The consequences related to
the disease mainly are relate with economic and quality losses for coffee farmers. There
is in fact an urgent need to take preventive measures for reducing the losses generated
by this disease. The infection of coffee rust and subsequent progress depend on the
simultaneous occurrence of four factors, described below:

• Susceptible plant or host: the variety of coffee sown in a crop can make it susceptible
to rust infection or not. In addition, the physiological status of the plant, soil, excess
water, nutritional deficiencies, among others factors, can affect the disease develop‐
ment.

• Pathogenic organism or causal agent: the causal agent of coffee rust is the fungus
Hemileia vastatris belonging to the uredinales family.

• Environment: refers to weather states conducive to the generation of the disease. The
fungus needs very special conditions to start the process of dispersion between leaves
and plants such as splashing rain, presence of a layer of water on the underside of the
leaves to germinate, all accompanied by temperatures between 16 and 28 °C and low
solar brightness conditions.

• Human action: everything related to agronomic management depends on human
action, such as: crop management, fertilization, shade, chemical control, among
others.

Taking into account the factors mentioned above, some proposals have been made from
the computer sciences related to the automatic identification of conditions conducive to
this disease, making use of machine learning techniques. In these studies [25–31], the
authors make use of the different variables involved in the development of coffee rust in
crops, which have been monitored in them. As a result, a training dataset that relates the
conditions of a crop with episodes of the disease is obtained. Several techniques such as
induction of decision trees, support vector machines, assembly methods, are applied to the
dataset generated. In the particular case of [28], an induction of decision trees to generate
a model that predicts an infection rate of coffee rust from monitored data in crops is
presented. This rate indicates whether the infection level of the disease tends to remain
stable or reduced, to increase moderately or accelerate. Consequently, the results of this
research can be used as the main element to alert coffee producers about favorable condi‐
tions (weather and agronomic properties) present in crops for the disease.
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This last research is implemented within the AgroCloud project, which belongs to
the Interinstitutional Network of Climate Change and Food Security of Colombia1

(RICCLISA). In this project, a web platform that aims to provide monitoring services
to warn users about threat situations for coffee crops located in the upper Cauca River
basin has been developed. For this purpose, a set of services are deployed: Web services
of climatic data (WS_DClima), in charge of obtaining all the weather data that are moni‐
tored in different coffee production zones; Web services for the calculation of the vari‐
ables that describe the crop condition against the disease, generated from weather data
(WS_VClimaticas); Web services for alert management (WS_Alertas), which perform
the database management of generated alerts and allow their search, update and deletion.

However, these approximations do not consider the alert personalization, taking into
account factors that determine how timely its diffusion, given the different coffee
production zones in the country, which have distinct production cycles, flowering and
harvest dates.

Thus, two case studies are presented for the personalization of early warnings by
adapting web services. The first case takes the coffee crop location as an additional factor
for the personalization and the second takes the flowering date for the same purpose.

5.2 Case 1: Coffee Crop Location

The first case is based on the generation of early warnings for coffee rust making use of
weather data monitored in the area where a crop is located. From this location, a crop
can be classified within a coffee zone.

In Colombia, there are three coffee zones divided by semesters where the main
harvest is presented [24]; these are:

• Zone 1: main harvest in the second half of the year. It includes the departments of
Guajira, Magdalena, Cesar, Norte de Santander, Santander, Antioquia, Caldas, Risar‐
alda and Meta (Fig. 2).

• Zone 2: main harvest in the first half of the year. It includes the departments of Cauca
and Nariño (Fig. 2).

• Zone 3: main harvest in the two semesters. It includes the departments of Valle del
Cauca, Huila, Tolima, Quindío, Cundinamarca and Boyacá (Fig. 2).

5.3 Case 2: Coffee Flowering Date

The second case aims to generate early warnings for coffee rust based on weather data
in the area where a crop is located an its flowering dates provided by the farmer. Flow‐
ering can be understood as a phenological state, directly associated with crop production
[32]. Therefore, flowering periods in coffee are directly related to outbreaks of diseases.
In the case of coffee rust, if the date of flowering is known, it is possible to identify the
moment in which the crop is more prone to the disease, and from this, to establish the
ideal dates to start the control process.

1 www.ricclisa.org.
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According to [24], knowing the quantity and concentration of flowering can establish
the period where the application of fungicides is more effective. Figures 3, 4 and 5 show
the map of the Colombian coffee zones and the phenological behavior of crops.

Fig. 3. Coffee zone 1 and phenology. Based on [24]

Fig. 2. Colombian coffee zones. Based on [24]

Improving Early Warning Systems for Agriculture 147



Fig. 4. Coffee zone 2 and phenology. Based on [24]

Fig. 5. Coffee zone 3 and phenology. Based on [24]

Figure 3 shows the development of coffee rust without chemical control in coffee
zone 1, which affects the main harvest during the second half of the year. The pheno‐
logical behavior of the plant is determined by: formation of leaves (green squares),
mitaca harvest (orange squares), flowering (white squares) and main crop (red squares).
In addition, a curve representing the growth of the disease over time can be observed as
follows: healthy (green circles), initial growth (yellow circles) and maximum growth
(brown circles). The estimated time of flowering before the main harvest for this case
is between the months of July, August and September, which indicates that from these
dates the process of disease development onset. This suggests that, after flowering,
coffee rust management should be initiated in the crops, which, depending on the disease
amount and concentration, should be started at 60 days, continuing with applications at
90, 120 and 180 days or following the fixed sprays schedule.

Similarly, Fig. 4 shows the development of coffee rust without chemical control in
coffee zone 2 (The conventions of elements and colors are similar to those of Fig. 3). In
this case, the disease affects the main harvest present during the first half of the year.
The estimated time of flowering is between the months of September, October,
November, March and April. The disease management should be made with the same
considerations reported for zone 1.

Finally, Fig. 5 shows the development of coffee rust without chemical control in
coffee zone 3. In this case, there are two main harvests per year and coffee rust affects
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each one and the estimated time of flowering before them is between the months of
February, March, September and October. The disease management should be made
with the same considerations reported for zone 1.

In summary, the adaptation proposal for each case is presented in Table 1:

Table 1. Adaptation summary per case

Case Adaptation
Case 1 Adding of the user’s location to identify the

coffee zone in which he is located
Case 2 Adding of the flowering date to identify the

critical periods of coffee rust onset

6 AgroCloud: WSA

This section addresses the implementation of the proposed solution for the study cases
mentioned above within AgroCloud project, specifying the technology and the archi‐
tecture used.

6.1 Technology

Our proposal was implemented using the following technologies:

• Enterprise Service Bus (ESB): Mule ESB [33].
• Complex Event Processing Engine (CEP): Esper [34].
• Application server: Glassfish [35].
• Database management server: PostgreSQL [36].

6.2 Implementation of the Proposed Solution

The generation of early warnings for coffee rust is addressed from the case studies
described above. Consequently, we personalize the services by adapting them using the
scheme proposed in Fig. 6, which contains the interaction of the elements related in
Sect. 4.

The components of the scheme are described below.

• Web services: facilities implemented by AgroCloud to detect the favorable weather
conditions for the appearance of coffee rust and generate the disease alerts
(WS_DClima, WS_VClimaticas, WS_Alertas).

• GlassFish server: contains all the services developed (weather information, alert
management, database access, among others).

• PostgreSQL server: persistence of the data handled by services.
• Mule ESB: through this bus, all messages between services, servers and applications

are transported. Additionally, everything related to adaptation is developed in this
element.
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• Esper: CEP Engine in charge of monitoring the relevant situations presented in the
case studies, in order to find all events that require an adaptation, according to the
information provided by the users and their needs.

• Mechanisms of adaptation: tasks available within the ESB that allow the adaptation.
• Adaptation strategies: procedures to satisfy the requirements of adaptation according

to the current situation.

Case Adapted 1
In order to implement the personalization of services for Case 1 (described in Sect. 5.2),
the proposed execution flow is the following:

a. The user makes a query through the platform AgroCloud and the location of the crop
is requested or detected.

b. Monitoring mechanisms (located on Esper CEP) process the location and recognize
it as an event of interest.

c. The need for adaptation is identified and the mechanisms available in the ESB
(content enrichment, aggregator) are determined.

d. The most appropriate adaptation strategy to meet the requirement is identified.

Case Adapted 2
In order to implement the personalization of services for Case 2 (described in Sect. 5.3),
the proposed execution flow is as follows:

a. The user makes a query through the platform AgroCloud and introduces the date
where the crop flowering was presented.

b. Monitoring mechanisms (located on Esper CEP) process the date of flowering and
recognize it as an event of interest.

c. The need for adaptation is identified and the mechanisms available in the ESB
(content enrichment, aggregator) are determined.

d. The most appropriate adaptation strategy to meet the requirement is identified.

Fig. 6. Adaptation of ESB-CEP proposed
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7 Results

This section presents the tests performed on the proposed solution. We took into account
the response time of web services, use of computational resources and efficiency in the
events of interest detection. Each of the tests was performed considering situations with
and without the proposed adaptation. It’s important clarifying that the proposal is in the
first version for that reason has not yet been tested by final users.

7.1 Use of Computational Resources and Response Time

In order to measure the use of computational resources (CPU and RAM) in the web
services execution with and without performing the proposed adaptation, the VisualVM
v1.3.9 tool was used. These services were deployed on a server with the following
features: 16 GB of RAM, processor Intel Xeon 1.8 Ghz and Ubuntu 12.04 as operating
system. The results are shown in Table 2. The use of both CPU and RAM is low and
very similar in all case, indicating that the proposed solution does not generate an over‐
load in computational resources. On the other side, in order to measure the response
time of web services with and without performing the proposed adaptation process, the
SoapUI tool v5.3.0 was used to invoke each of them. The results obtained based on 1200
invocations for each of the different web services are presented in Table 2.

Table 2. Use of computational resources

Web service Average
percentage of CPU
usage

Average RAM
usage (MB)

Average
time (ms)

WS_Ubication 1.58 53.20 9.97
WS_Flowering 1.72 45.28 33.07
WS_TasaRoya 1.55 50.43 8.77
WS_Adaptation Case 1 (adapted for Case 1) 1.39 51.02 39.17
WS_Adaptation Case 2 (adapted for Case 1) 1.52 44.10 14.66

According to [37], the values obtained are considered as acceptable, since the
average response times are below 200 ms.

7.2 Decision Effectiveness

In the test performed to the CEP to verify the effectiveness in the detection of interest
events, ten cases were considered. First, 100 examples were generated divided into true
instances (events requiring adaptation) and negative instances (events that do not require
adaptation). Subsequently, the number of instances correctly classified by CEP was
observed, determining the true positives, false negatives, true negatives and false posi‐
tives. For the following cases the number of examples was increased in 100 successively
until obtaining 1000 with a random proportion of true/negative instances in each of them.
As a result, the number of false negatives and false positives was zero in all cases, which
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means that the CEP was able to identify the need for adaptation in the instances for each
of the cases tested. This indicates that the process of detecting events of interest carried
out by the CEP is effective and adequate for the proposed solution.

8 Conclusions

This paper presents an adaptation proposal for web services used in early warning
systems for crops diseases, through a CEP-ESB integration, based on the adaptation and
monitoring framework proposed by the S-Cube project.

The main contribution of our proposal is the use of the mediation capabilities
provided by the ESB to carry out the adaptation process, in addition to the use of the
CEP as a component in charge of monitoring events of interest that may require such
adaptation. The proposal was developed using MuleESB and Esper, which allowed the
implementation of all the components required by the solution. The use of computational
resources (CPU and RAM) produced by the solution in its execution is among the
acceptable ranges. Regarding the effectiveness of the CEP, acceptable results were
obtained, however, it was not taken into account possible drawbacks with the input data
(e.g. the introduction of a text string instead of an integer value) which would generate
an error in the execution. The EWS proposed is aimed at the generation of for coffee
rust that considers local properties of crops. Precisely, as related in [38], to combat this
disease, the systematization and dissemination of these type of computational tools
should be considered from regional research platforms to producer farm levels.

It is proposed as future work, to address other adaptation requirements, as well as
the implementation and testing of other ESB and CEP products. On the other hand,
incorrect input data could be solved by handling exceptions in web services.
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Abstract. The Palacé River basin, in its upper section, comprises a lagoon
complex characterized by the presence of multiple natural water reservoirs
between 2900 and 3600 m above sea level. It provides water for human con-
sumption to the municipalities of Totoró, Cajibío and the north of Popayán, an
expanding urban sector supplying water to more than 200,000 people. Intensive
agricultural processes, associated with the cultivation of potatoes, canola and
onion, feature in the basin, and the expansion of this agricultural frontier is a
fundamental aspect regarding the processes of conservation and sustainability of
the paramo ecosystems therein. This paper explores the conditions and conflicts
that make possible and enhance this crop expansion process, presenting an
updated analysis of the coverages in the upper basin using Planet images.
Classification made it possible to identify regions that affect its vegetation cover,
particularly in relation to the conservation of forests and their wetlands. Clas-
sification achieved an accuracy of 96.2% and a kappa coefficient of 0.96.
Establishing itself as the most up-to-date classification available for the upper
part of the Palacé River basin.

Keywords: Imagery classification � Landcover � Monitoring � Planet
satellites � Remote sensing � Machine learning � Combined production systems

1 Introduction

Understanding and studying the dynamics of change that occur in natural systems and
especially in terrestrial cover is an important task in the monitoring and conservation of
ecosystems [1]. These studies allow the identification of changes and processes in
natural resources, allowing the creation of tools for environmental management
schemes and spatial planning in order to ensure the proper management of the
ecosystems and the production systems of settled societies. This understanding facil-
itates and enhances remote sensing through satellite images for monitoring, identifi-
cation of conflicts, and degradation processes that require decision making in favor of
conservation of the different areas under study.

© Springer International Publishing AG 2018
P. Angelov et al. (eds.), Advances in Information and Communication Technologies
for Adapting Agriculture to Climate Change, Advances in Intelligent Systems
and Computing 687, https://doi.org/10.1007/978-3-319-70187-5_12

http://orcid.org/0000-0001-9393-6139
http://orcid.org/0000-0002-1662-7495
http://orcid.org/0000-0003-3586-8187
http://orcid.org/0000-0001-5254-4227


Currently, multiple sources of free-access satellite imagery (Landsat, Modis,
Sentinel-1 and -2) and private information [2] are collected to monitor the evolution of
coverage. Planet satellites make available a database of images of the earth with daily
revisit rates and high spatial resolutions. Its high temporal resolution allows the capture of
images of regions where cloud cover is present for most of the year. This is the case for the
upper PalacéRiver basin, which represents a region of immense importance for the whole
of Colombia, but especially for municipalities such as Totoró, Cajibío and Popayán. Its
high agricultural and cattle production cater for the Department of Cauca [3].
Geographically, it is close to the Nevado del Huila and to the volcanic chain of the
Kokonukos (Pan de Azúcar and Puracé). It is a high mountain region with paramo
characteristics, featuring a vegetation structure with two canopies, one of frailejón
(Espeletia hartwegiana) and pajonales or grasslands (Calamagrostis recta), and other
vegetative associations such as mortiño (VacciniumMeridionale sp), chupaya de páramo
(Puya sp), fern (Blechnum sp), and moss (Sphagnum sp), which together with such
elements as vegetation, soil and subsoil, have developed a great potential to intercept,
store and regulate surface and underground water flows. Other dominant coverages are
natural forest, gallery forest and scrublands. Species making up the natural forest
include copec (Clusia multiflora), encenillo blanco (Weinmannia rollotti killip), ence-
nillo negro (Weinmannia tomentosa L.f), ahumado (Ocotea infrafoveolata van der Weff),
siete cueros (Tibouchina lepidota), mortiño (Vaccinium cf. Meridionale Sw), cántaro
(Miconia sp.), and ferns (Blechum sp). In the gallery forest, arborean species between
two and five meters predominate, including mate cuy (Ageratina tinifolia), chilco
(Escallonia myrtilloides L.f.), granizo (Hedyosmum bonplandianum), bodoquero
(Viburnum triphyllum), castaño (Tibouchina sp), pulem (Otholobium mexicanum), pepo
(Solanum sp), and salvia (Lepechinia conferta). In the scrublands, species such as chilico
(Escallonia myrtilloides), mate cuy (Ageratina tinifolia), salvia (Lepechinia conferta),
manzano (Esperomeles sp), angucho (Bejaria mathewsii), castaño (Tibouchina sp),
cántaro (Miconia sp), tachuelo (Zanthoxylum quinduense), and coroso (Symplocos
quitensis) predominate.

The average annual multiyear temperature in the study area ranges from 10 °C in
the Gabriel López area to 8 °C in the upper part of the basin, with an annual average
multiyear rainfall ranging from 1050 mm located in the district of Gabriel López at
2900 m.a.n.s.l., up to 2350 mm in the highest areas of the paramo that reach 3600 m.a.
n.s.l. These conditions lead to the appearance of dense cloud cover making it difficult to
monitor the area. The information provided by Planet satellites has managed to capture
a clean scene of the Malvazá Valley, with which this analysis is made.

The structure of this document is organized as follows: Sect. 2 presents related
work. Section 3 presents the description of the study zone, source of data, coverage
analyzed and the characteristics extracted for the classification of the images. Section 4
shows the experimental results on the Malvazá Valley constructed dataset. In addition,
it shows the zones vulnerable to loss of coverage and contamination of forests and
wetlands present in the region. Finally, some remarks and suggestions for future work
are presented.
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2 Related Work

Classification of satellite images encompasses different processes in the creation and
arrangement of the dataset: pre-processing of the image, radiometric correction of
scenes [4, 5], extraction of spectral radiometric bands [6], selection of attributes to
increase precision and reduce computational processing cost [7], and finally, a choice
of method of supervised or unsupervised machine learning [8, 9] is required for the
classification of the different records or samples that describe the region of interest.

Several works on image classification emerged in 2010 with an approach based on
the combination of a decision tree and the theory of D-S evidence [10]. Thanks to
these, an algorithm is proposed that classifies three types of coverage: vegetation, urban
areas and water, the result of this research determined the land use for a Yantai zone.
Other work focuses on the employment of a diversity of machine learning algorithms
[11] with the purpose of comparing a decision tree, maximum likelihood classifier and
support vector machine. These were tested over a dataset of Landsat images dating
from 1986 to 2001. The result of this exercise yielded evidence to support the supe-
riority of the decision tree for the classification of the dataset. In 2014 in Trentino Italy,
work was carried out with Very High Resolution (VHR) multi temporal images for the
detection of changes in the area of study [12].

Remote sensing provides tools for decision-making in the conservation of natural
resources, ecosystem management, spatial planning, political and strategic
decision-making for development, linking it to environmental and restoration pro-
cesses: 2015, [13], for example, saw a review toward the application of remote sensing
to support the parameterization and validation of models in ecosystem processes,
analyzing ecological attributes of the forest such as composition, structure, produc-
tivity, and evapotranspiration.

In 2016, a multi-temporal and multi-sensor classification of the Palacé River basin
[6] was achieved using Landsat images 4, 5 and 7 that can classify with a high pre-
cision 11 types of plant cover. Its greatest limitation lies in the images of the Landsat
family of satellites which have a resolution of 30 m, avoiding the detection of crops
with small areas respective to the size of the pixel; The spectral mixture between cover
is greater, and its temporal resolution of 15 days does not allow recent images to be
obtained.

In 2017, a multi-temporal statistical study with Landsat images in the riparian
forests of the stream corridor of the upper Cauca River basin [14] allowed classification
of different plant covers, generating a map of susceptibility for riparian areas in these
rivers.

3 Materials and Methods

To carry out the plant cover classification process, training and test data were obtained
from the Malvazá Valley (or Valle de las Papas) study area. This valley is in the upper
part of the Palacé River sub-basin, in the municipality of Totoró, comprising the towns
of Agua Bonita, Chuscales, Malvazá, San Pedro, Tabaco, Portachuelo, Gabriel López,
and Calvache (see Fig. 1). The total analyzed area was 10910.4 ha. Plant covers taken
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into account were natural forest, planted forest, potato crop, secondary crops (straw-
berry, ullucus and broccoli), bare soil, paramo, cloud cover, urbanized areas, wetland,
and grassland, defined in the CORINE project Land cover (CLC) [15].

Data obtained from participatory workshops and informal interviews with villagers
from Tabaco, Agua Bonita, San Pedro, Portachuelo, and Gabriel López allow the
assertion that the rates of deforestation that occurred during the 1980 s and 1990 s have
declined in the last years, since this practice has lost its validity, thereby avoiding the
disappearance of larger areas of natural forest. The open natural forest type plant cover,
comes from dense natural forest, which presents distinct levels of intervention with
characteristics of a successional state of advanced secondary forest, in which some of
the original natural forest structure remains dense, but with a greater predominance of
herbaceous and shrub strata. The bushes correspond to a very early state of secondary
forest. Nonetheless, as with natural forest, this presents similar qualities for providing
wood, fuel, and food, also operating as a refuge for birds and lending protection and
regulation of water flow by adding its role as a CO2 capture zone.

In the gallery forest [14] tree vegetation has been maintained on river banks, in
strips of two to ten meters wide, although in some rivers such as Cazadores and Casas
Viejas there are relicts of up to 80 meters wide, which operate as stabilizers and
protectors of the riverbanks, serving as a protective zone against rising water levels in
periods of heavy rains, attenuating the speed and force to the currents of the rivers and
streams, therefore becoming very important in flood prevention. The wetlands of
Lagunas and Ciénagas occupy 21.91% of the Malvazá valley, that in Ciénaga being the

Fig. 1. Study area: The Malvazá valley, true color Planet image.
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bigger of the two and known commonly by locals as Laguna de Calvache, with
406.38 ha, equivalent in area to 4.26% of the valley. Laguna de Calvache is located in
the center of the Malvazá valley, in an area permanently covered by a water film
ranging from a few centimeters to 1.5 m in depth towards the center of the valley. It has
patches of vegetation called water cushion (Distichia sp) and paramo ferns (Blechnum
sp) at 3000 meters above sea level. These patches particularly appear where the water
film is shallow. The Laguna has a permanent layer of water toward the center of its
depression and a temporary one nearer its banks, operating as a regulator of the water
flow of the Palacé River. In the rainy seasons, its borders present typical characteristics
of wetlands, but these shores are seasonal, a situation exacerbated by anthropic pressure
as the wetland is being severely affected through innumerable drainage channels with
the purpose of rapid drainage to incorporate its land into livestock activities through the
planting of grasses.

The majority of the crops comprise a number of different varieties of potato, which
cover an extension of 1216 ha, corresponding to 12.77% of current occupation of the
Malvazá valley. In this article, the source of the information is Planet satellite imagery.
These have a spatial resolution of 3 meters and 4 spectral bands are available for each
scene in radiance values (blue, green, red and nir). A radiometric correction process
was carried out, taking into account the available metadata for each image [2] and
converting them into reflectance values. The high temporal resolution of the Planet
satellites allowed images to be obtained with a percentage of low cloudiness for the
studied area. Two “Planet scenes” were needed to make up the entire Malvazá Valley.
The scene IDs, their acquisition date, and cloudiness percentage are shown in Table 1.

The number of samples extracted for each class, using photo-interpreted points [6]
and field visits to the study region are presented in Table 2.

The total of collected samples was of 116,890 registries, for the training of the
classification process a Random Forest (RF) algorithm was used, available in the
WEKA library [16]. The default parameters of this RF-related data mining library were
used in this research. The training and test sets were constructed considering the 70/30
division, that is, 81823 training samples and 35067 testing samples.

Each sample or record of the dataset consists of 13 characteristics: spectral bands in
reflectance values of Planet satellites: Blue, Green, Red and NIR; Indices of vegetation
[6] built from the spectral bands: ARVI, CRI, EVI, NDVI, NDWI, SAVI, SIPI, SR and
TVI. The final constructed model enabled classification of the Malvazá valley; the
classified images were exported in.tif format with their respective georeference, using
the OpenCV and GDAL libraries for this task.

Table 1. Identifiers and acquisition dates of Planet scenes for the Malvazá Valley

Planet image ID Acquisition date Percent cloudiness (%)

20170716_144315_1041 July 16, 2017 10
20170716_144316_1041 July 16, 2017 16
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4 Results

The final classification process is based on the Random Forest algorithm. Its imple-
mentation was done through the use of WEKA, a library specialized in data mining.
The algorithm parameters were configured using the default values tuned to WEKA.
A first experiment was carried out that consisted in performing a classification taking
into account all the characteristics. The general accuracy of the classifier was 96.1%
with a kappa coeficient of 0.95. The correctly classified instances were 33729 and the
mean square error 0.0734. The confusion matrix is shown in Table 3.

To improve the classification capacity, reduce the computational cost of training a
dataset with 13 characteristics and 81823 records, and later classify large areas with
high resolution images a process of selection of characteristics is performed. Such
process is available in the options of WEKA: select attributes. It consists of a wrapper
based on a random forest and cross validation to choose the best training precision
based on a set of characteristics. The search method is based on the greedy type
algorithm called GreedyStepwise. The selection of attributes returned a list of char-
acteristics with a percentage equivalent to their level of importance in the classification
process, see Table 4.

Selecting the attributes with a percentage greater than 70% of importance, the
original dataset is shortened to 7 characteristics: blue band, green band, red band,
ARVI, CRI, NDWI and TVI. A new classification was performed with this dataset
resulting in a Kappa coeficient of 0.96 and an overall precision of 96.20%, correctly
classified instances increased to 33736 and the mean squared error was reduced to
0.0733. Therefore, better results are obtained with a lower computational cost. The
confusion matrix of the classification process is shown in Table 5.

In general terms, the classification process is satisfactory, as evidenced by the
kappa coefficient and general accuracy. It is worth noting that the classifier achieves its
highest precision for the labels of water bodies (class 1) and planted forest (class 8); its
accuracy decreases for secondary crops (class 9). These crops have a small area so it
was not possible to obtain more samples which led to a decrease in accuracy. In

Table 2. Characterization of classified covers.

Cover Number of samples Tag assigned by class

Clouds 11724 0
Water Bodies 11723 1
Urban areas 11724 2
Paramos 11724 3
Bare soil 11724 4
Potato crops 9750 5
Grasslands 11724 6
Natural forests 11725 7
Planted forests 11724 8
Secondary crops 1625 9
Wetlands 11723 10
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addition, due to these areas, small footprint spectral mixtures are produced, generating
ambiguities in the spectral response of such plant covers forming areas difficult to
classify by the algorithm.

Regarding recall, it can be observed that for the potato crop and secondary crop
(class 5 and class 9 respectively) labels a percentage lower than 90% is observable, this
is explained by the fact that in crops the dynamics of change is quite strong, which
means that the cultivated area is sometimes reflected as bare soils (planting season) and
grasslands (growing crops). The confusion matrix shows that for the secondary crops
the highest instances incorrectly classified are in potato crops and to a lesser extent in
bare soils, paramo and wetlands.

Once the model based on the Random Forest algorithm was trained, it was pro-
ceeded to classify the trails that make up the Malvazá valley (see Fig. 2). The objective
of this procedure was to verify the location and area of the plant cover, mainly studying
potato crops because they represent the main economic activity in the region and the
main source of employment. In addition, natural forests and wetlands were verified.
These are the water regulators of the region, with a substantial impact on the quality of
life of the municipalities of Totoró, Cajibío and the north of Popayan.

A supervised field test was carried out to corroborate the classified images in the
study area. For this purpose, photographs of the areas of interest were taken. These
were traced, the polygons and geo-referenced points of the corroborated plant covers
were drawn for comparison, and verification done with the image of Fig. 2. In Fig. 3,

Table 4. Importance of variables during the classification process

Variables blue green red nir arvi cri evi ndvi ndwi savi sipi sr tvi

Importance (%) 100 100 100 50 100 100 40 20 60 40 50 20 70

Fig. 2. Classification of plant cover in the Malvazá valley.
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georeferenced points X (2.5122, −76.2870), and Y (2.5065, −76.2849) were located to
indicate the place of capture of the photograph. The results are shown below:

The visual inspection corroborates that the classification had a high precision. It is
possible to verify how the crops shown in the photographs are detected and also how
the plant covers that are observed at the bottom of the landscape also coincide.

In this research, the result obtained in the classification enabled statistical analyzes
to be carried out related to the area of occupancy of the cover. Table 6 summarizes the
above.

The results show that the three covers that predominate in the Malvazá valley are
forests, wetlands and grasslands. These percentages match because in the studied
municipalities, livestock is extensive and dedicated mainly to beef and dairy cattle.
Additionally, the zone has paramo conditions at heights above 2900 m.a.n.s.l.,
becoming a very humid region with 213 to 298 days of precipitation per year.

It is important to note that the accumulated percentage of forests and wetlands
(47.55% of the actual area analyzed) is comparable to the sum of cover crops such as
potato crops, secondary crops, bare soil and pastures (45.13% of the actual area ana-
lyzed). This shows that the upper part of the basin presents a high degree of envi-
ronmental impact caused by the combined effect of intensive production systems (beef

Fig. 3. Verification of the classification with the supervised check, a and c regions visited with a
closure on strawberry and potato crops; b and d pictures of the area.
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and dairy cattle) that are handled in the region, affecting soils with erosive processes,
increasing turbidity in the water and favoring the opening of the natural forest for
agricultural activities.

The Malvazá valley is a territory recognized for its high agricultural yield, potato
crops being the main source of income in the region; large swathes of land are culti-
vated either by their owners or by people who rent the land. This has led to the spread
of agriculture throughout the region. The attained results of the classification allow the
identification of areas where covers such as wetlands and natural forests, the main
contributors to the conservation of ecosystems and water resources, are vulnerable to
deterioration (See Fig. 4).

Fig. 4. Potato crops and natural forests. Zones of vulnerability in the region.

Table 6. Area of occupation of the cover over the Malvazá valley.

Cover Area (ha) Percentage of current
occupancy (%)

Clouds 1389.05 NA
Water bodies 0.00 0.00
Urban areas 289.37 3.04
Paramos 407.60 4.28
Bare soil 578.36 6.07
Potato crops 1216.00 12.77
Grasslands 1928.61 20.25
Natural forest 2442.79 25.64
Planted forest 0.00 0.00
Secondary crops 575.40 6.04
Wetlands 2087.33 21.91
Total 10914.50 100.00
Effective area 9525.48
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In Fig. 4, it is observed how the potato crops are located on the limits of the natural
forest, which extends the agricultural frontier by the pressure exerted in the expansion
of the sowing area. This circumstance is due to slash and burn activities carried out as
conditioning for agricultural processes, leading to the reduction of the forest area.
Natural forest cover, to a large degree, is private property, a condition that limits
protection activities, since land renting is considered a profitable activity above the
conservation of the forest.

In Fig. 5, a point Z (2.5145, −76.2773) is located, in which a photograph is taken
showing how a potato crop zone joins the edge of the beginning of the natural forest.
The classification clearly details this situation.

The same process described above is present in the wetland (see Fig. 6). The
growers drain the wetland through canals, with the purpose of gaining arable lands and
incorporating them into the agricultural-livestock activity. Because of the intensive use

Fig. 5. (a) Classification of a region of the Malvazá valley, (b) agricultural border near a natural
forest.

Fig. 6. Interaction of wetlands in the Malvazá valley against potato and secondary crops.
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of agrochemicals in agricultural activity, this condition favors the deterioration of water
and soils. These activities, which have been carried out throughout the last 30 years,
have deteriorated the Calvache wetland, located between the boundaries of the Cal-
vache and Gabriel Lopez municipalities, affecting the availability and regulation of the
water for the Palacé River. Potato crops here yield approximately 40 to 50 tons per
hectare and information acquired in the workshops with the community in this
investigation determined that each hectare of cultivated potato requires 10 bags of
CaCO3, 20 bags of NPK (10:30:10), 20 bags of NPK (10:20:20), and additionally for
each production cycle a cocktail of up to 12 agrochemicals with different levels of
toxicity. This is applied, making use of up to 200 cm3 per product, diluted in 55,000 L
of water, to be applied on one hectare. Figure 6 shows the current state of the wetland.

Comparing the wetland detected by the classification algorithm and a study carried
out on the Malvazá valley in 2006, a modification of the form or limits corresponding

Fig. 7. Modification of limits of Calvache Ciénaga between years 2006 and 2017. (a) Pho-
tograph of Calvache Ciénaga. (b) Supervised classification of land use year 2006. (c) Detection of
Calvache Ciénaga through the classification made in this research

Crop Monitoring in High Andean Ecosystems of the Upper Basin 167



to the Calvache wetland (see Fig. 7) is noticeable. In addition, it is observed that
around the wetland, potato and strawberry crops appear, generating pollution hazards.
The wetland is vulnerable to threats of pollution generated by the proximity of crops
and agrochemicals in the region. In general terms, in the upper part of the Palacé River
basin (Malvazá valley) the wetlands have some closeness to crops, except in the Agua
Bonita municipality, in which case the classification of coverings did not report the
occurrence of crops.

5 Conclusions and Future Work

A classification process based on the Random Forest algorithm and using Planet
satellite imagery was performed. The overall accuracy was 96.1%, with a recall rate of
96.2%, indicating that confusions between classified coverages were very low. The
value of the kappa coefficient was 0.96, obtaining precision rates for each coverage
above 91% in 10 of the 11 classes evaluated. In this investigation, a technical visit to
the study area was undertaken. The results showed the coincidence between the cov-
erages observed in the region and the classified areas. The work carried out in this
research in the Malvazá valley represents the latest classification to date. This region is
characterized by parametric conditions, having a favorable climate for the sowing of
crops (potato, ullucus, broccoli and strawberry) and the practice of livestock (beef and
dairy cattle) activities; additionally, the capacity to supply water to the Palacé River,
responsible for providing water for human consumption in the municipalities of Totoró,
Cajibío and the north of Popayán. An environmental impact assessment in change of
covers such as forest and wetlands was therefore carried out. The analysis showed that
crop sowing is being carried out near these covers, which leads to loss of area, affected
ecosystem services, and contamination of their ecosystems due to agrochemicals used
in agricultural activities.

As a future work, the authors plan to enrich the training data set, especially the
secondary crop class, with the aim of balancing the dataset and improving the power of
the classification. The classification will furthermore be extended over the whole of the
Palacé river basin and in general in the upper Cauca basin, which is greatly significant
for Colombia in terms of agriculture and water resources, and will also detect the
regions in the basin with greatest impact in plant cover, fundamental to the conser-
vation of water resources and ecosystems.
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Abstract. The oil palm (Elaeis guineensis) is the most productive
oleaginous on the planet. The world’s largest producers of oil palm are
located in Asia, Colombia is the fourth largest producer in the world and
the first in America. In recent years, the sowing of oil palm has taken
a great importance in food industry and biofuel production. Bud rot is
among the factors that are most affecting this type of crop, generating
to palm farmers large economic losses and the country’s social problems
due to unemployment. Early detection of abiotic factors that may trigger
bud rot is one of the strategies that would allow palm farmers to mini-
mize the impact on the crops. In this research, a WSN was developed to
acquire, process and transmit in real time to a server acquired data as:
pH, humidity, temperature and luminosity.

Keywords: WSN · Oil palm · Bud rot

1 Introduction

The oil palm (Elaeis guineensis) is the most productive oleaginous on the planet,
it has a productive life that exceeds 25 years. The world’s largest producers of
oil palm are located in Asia, the first producer is Indonesia followed by Malaysia,
Colombia is the fourth largest producer of oil palm in the world and the first in
America [1].

In recent years, the sowing of oil palm has taken a great importance in food
industry and biofuel production. The African oil palm represents an important
crop in the Colombian economy. This sector has been hit hard by the bud rot
disease, that reaches the crops in a biotic or abiotic way.

c© Springer International Publishing AG 2018
P. Angelov et al. (eds.), Advances in Information and Communication Technologies
for Adapting Agriculture to Climate Change, Advances in Intelligent Systems
and Computing 687, https://doi.org/10.1007/978-3-319-70187-5_13
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At present, in Colombia, African oil palm plantations represent an important
part of the country’s agricultural production, with a total of 450,131 hectares
planted. However, bud rot is among the factors that are most affecting this type
of crop, generating to palm farmers large economic losses and country’s social
problems due to unemployment.

There are two hypotheses about bud rot: the first one has a biotic origin, as
a classical disease caused by a specific species of bacteria or fungus, sometimes
with complications by several species of insects [7]. The second is of abiotic origin
generally related to climatic and edaphic factors as causes of a very complex
nutritional disorder but without precise specifications in causes [7].

Palm farmers have the risk that their main source of subsistence will be
extinguished because of African oil palm bud rot. For this reason, it is necessary
to deploy crop monitoring systems based on wireless sensor network that allows
an early warning of diseases.

Different management strategies of bud rot disease have been designed: chem-
ical control, elimination of affected tissue, planting of tolerant materials and
edafoclimatics analysis, among others. Early detection of abiotic factors that
may trigger bud rot is one of the strategies that would allow palm farmers to
minimize the impact on the crop. This is possible if with the design and devel-
opment of a system to monitoring crops using wireless sensor networks [9].

Wireless sensor networks (WSN) are composed of nodes, which are
autonomous devices capable of capturing and transmitting different variables
that are around the target to be monitored, such as temperature, humidity, pH
and luminosity. Different researchers have used WSN to monitor the climatic
variables of different crops such as: Aji Habanero [3], tomato [6], Orchids [5]
and roses [4], among others. Their results indicate that they have been able to
optimize the production of these crops by applying ICT (Information and Com-
munication Technologies). When WSN have to be deployed outdoor or remote
places, in many cases, they do not have access to the electrical system and data
networks. In addition, it have to handle a large volume of information, therefore,
the design of reliable nodes it is necessary, so Palm farmers can monitor crops
in real time.

In Colombia, most crops are handled in an artisan way. Precision agriculture
has begun to have importance in large business groups, this type of agriculture
is going to generate a large amount of information, which is why it is necessary
to use tools to process them with Big Data analysis techniques.

In this research, a nodes and the WSN have been designed and developed,
thus allowing to transmit the acquired values of different sensors that are con-
nected to the nodes. Each node of the WSN it is a unit capable of acquire,
process and transmit, in real time, to a server data related to important vari-
ables to determined if there is a bud rot triggered event. Variables such as:
pH, humidity, temperature and luminosity. Additionally, nodes of WSN system
is equipped with power supply and geo-referencing system. The acquired data
make possible to create a DataSet to be processed with Big Data analysis tools.
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2 System Design

2.1 Edafoclimatic Requirements of African Palm

The African palm is a tropical region plant, therefore, it is located in those
areas with average monthly temperatures that oscillate between 26 C and 28 C.
Temperatures below 17 C for several days cause a reduction in the development
of adult plants and in the seed nursery it could stops the growth of the seedlings.
As for rainfall, the favorable conditions for this species are determined by the
amount and distribution of rainfall, which ranges from 1800 mm to 2300 mm per
year.

In relation to the sunlight, the African palm is identified as heliophile plant,
because its high requirements of sunlight. To achieve high productions, 1500 h
of sunlight per year are required. Therefore, areas with average monthly values
greater than 125 h of sunlight are considered suitable for the cultivation of this
plant. The insolation also affects the emission of the inflorescences, photosyn-
thesis, ripening of the clusters and oil content of the mesocarp. As for relative
humidity, a monthly average of more than 75% is required.

It tolerates moderately acidic soils (pH 5,5–6,5), although these generally
have nutrient deficiencies. In light soils, from sandy to loamy sandy, there are
problems of washing and leaching of nutrients, so that their consistency is insuf-
ficient for the support of the plant. The heavy soils, of clay texture, have limi-
tations for their handling, the difficulty to drain them and ease with which they
are compacted.

Therefore, the optimal soils for African palm cultivation are deep soils with
good drainage, slightly clayey texture, good organic matter content, flat to
slightly undulating topography with slopes lower than 2% and with a level of
fertility from medium to high.

2.2 Bud Rot

Bud rot (BR) is one of most present diseases in oil palm plantations, this disease
has been responsible for large economic losses and has generated social instabil-
ity. This disease has been investigated in all Latin America by different institutes,
the investigation results coincide in that it has biotic and abiotic origins.

The symptoms show the destruction of the young arrows, without presenting
damage to meristematic area in initial stages of the disease; That is, meristematic
area is the point of growth of the plant, if this is affected the plant dies. Experts
indicate that when the disease is detected in time, it is sufficient to prune the
affected young arrow together with a chemical control may be sufficient to control
the disease. But if the attack is severe there is destruction of the arrows and the
meristematic area, consequently, the emission and maturation of the new arrows
is stopped, causing the death of the plant.

There is no clarity about the etiology of the disease and has been related to
several abiotic factors of a physiological nature and biotic factors of a pathogenic
nature. Preliminary studies have reported that no nutrients are associated with
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the incidence of BR, although it is possible that nutrient imbalance in the soil,
together with excess water, may become predisposing factors to the disease.

2.3 Hardware Design

Figure 1 shows the block diagram of the designed node: Data Processing, Sensors,
GPS, Transmission and Energy.

Fig. 1. Designed node

Data Processing: To perform data processing, the Mega Arduino has been
chosen. This device has the following characteristics: 54 digital input/output
pins, 14 can be used as analog PWM outputs, 16 analog inputs and 4 TTL-
UART series receivers/transmitters. It has a 256 Kbytes flash memory, 8 SRAM
memory and 4 KB EPROM.

Sensors: The sensors have been chosen according to the variable to be mea-
sured. Table 1 describes their main characteristics:

All these sensors are compatible with Arduino, in the case of pH measurement
it is done using a tester that sends to Arduino the analog input of acquired pH
value.

A GY-GPS6MV2 easy to program module has been used, designed to be
compatible with Arduino and integrated as a module to the system.



174 M. Piamonte et al.

Table 1. Sensors to be used to measure the variables

Variable Sensor

Air humidity DTH 22

Soil moisture YL69

Temperature DTH22

GPS GY-GPS6MV2

pH Tester pH, temperature and luminosity

Luminosity GL55

Transmission: Three types of communication technologies are used: GSM,
WiFi and Xbee. GSM: When some nodes are out of range, because of the topog-
raphy or the existing distances in the terrain, in this project GSM SIM900 model
has been used. WiFi: In cases where nodes are near an access point (wireless
router or another), wireless technology is the most economic form of connectivity.
Here, the Wi-Fi module ESP8266 has been used. Xbee: Preferred transmission
in this type of networks by its low power consumption vs. data transmission.

Energy: The node it is designed to use the charger and battery kit tp4056, a 5 v
600 ma solar panel and it is possible to connect it to the electrical grid network.

2.4 Software Design

The software has been developed using LAMP architecture, which is a solution of
great performance and availability. It has great advantages since it has complete
on-line documentation and is a open source way to be able to develop Big Data
techniques desired to be implemented.

Operating System: Ubuntu server 12.04.4. Web Server: Apache Database:
MySQL Web Programing language: PHP

Table 2 shows the decomposition of the data into four arrays in order to
calculate the average value of the humidity in each of the hours.

2.5 Performed Tests

First, the Arduino 2560 has been set up with dth22, YL-69 and YL-38 sensors
in conjunction with an Ethernet module. For 24 h data has been registered every
30 s, the system worked without any problem showing the variations expected
by the day/night change.

Secondly, the Arduino 2560 has been configured with dth 22, ph (tester),
brightness, YL-69, YL-38, ESP8266 WiFi module and GPS module. Also for 24 h
the system functions correctly. With an approximate consumption of 700mA.
Lime dissolved in water has been applied at 4 h of test start point and the
expected pH change has been detected properly. It has been verified that the
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Table 2. Database table of edafoclimatic variables and information fields

Array 1 Array 2

Data Humidity soil from 08:00 to 14:00 Data Humidity soil from 14:00 to 18:00
[[

Hum S8 D1 - Hum S14 D1 Hum S14 D1 - Hum S18 D1
Hum S8 D2 - Hum S14 D1 Hum S14 D2 - Hum S18 D1
Hum S8 D3 - Hum S14 D1 Hum S14 D3 - Hum S18 D1

..

..
]]

Array 3 Array 4

Data Humidity soil from 18:00 to 01:00 Data Humidity soil from de 01:00 to 08:00
[[

Hum S18 D1 - Hum S1 D1 Hum S1 D1 - Hum S1 D1
Hum S18 D2 - Hum S1 D1 Hum S1 D2 - Hum S8 D1
Hum S18 D3 - Hum S1 D1 Hum S1 D3 - Hum S8 D1

..

..
]]

GPS module gives the correct position with a margin of error of 20 meters. No
data losses has been detected and the corresponding database entry has been
recorded for all submissions.

Thirdly, the Arduino 2560 has been configured with dth 22, ph (tester),
luminance, YL-69, YL-38, GSM/GPRS SIM900 module and GPS module. Using
the TELEBUCARAMANGA operator and configuring SMS sending mechanism
every hour. For 24 h the test has been done obtaining a 100% reception of the
data.

Fourth, two nodes have been configured. Node1 (emitter): Arduino 2560 with
dth 22, ph (tester), luminance, YL-69, YL-38, GPS module and XBee pro mod-
ules. Node 2 (receiver): Arduino 2560 with Ethernet and XBee pro modules.
For 24 h the test has been performed without observing data losses. The power
consumption of both nodes has been reported to be approximately the same,
about 600 mA.

Finally, the installation of the software (LAMP) has been performed on a
Raspberry PI 3 (in the other tests it was installed on a laptop). In this case
the node had: Arduino 2560 with dth 22, ph (tester), luminance, YL-69, YL-38,
GSM/GPRS SIM900 module and GPS module. For 24 h data has been taken,
data loss has been observed and it has been found that access to it is slow
because performance limitations of Raspberrry. Also the approximate energy
consumptions has been calculated obtaining 600mA for the Arduino and 2.5 A
for the Raspberry.



176 M. Piamonte et al.

3 Results

3.1 A Single Transmitting Node

The data acquisition was performed 4 times a day, at following times 8 am, 2 pm,
6 pm and 1 am; Since in these hours is when data have a significant variation. A
soil sample from an African oil palm crop was analyzed where bud rot was not
present.

In the database a table was created to store edafoclimatic variables and
three information fields: Control ID, the number of node that is transmitting
and timestamp.

3.2 Two Nodes Transmitting

Figure 2 shows the connection scheme used in two nodes that performed the
acquisition of edafoclimatic variables, without presence of bud rot (Node 1) and
presence of bud rot (Node 2).

Fig. 2. Connection scheme

3.3 Tests Made with Soil of a Crop Without Presence of Bud Rot

The acquisition was performed 4 times a day, at 8 am, 2 pm, 6 pm and 1 am,
Since in these hours is when data have a significant variation. The transmission
of acquired data will be done 3 times a day. The acquisition at 1 am will be
transmitted, to minimize the energy consumption, along with the data acquired
at 8 am.
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The nodes were interconnected with ZigBee protocol. One of them acted as
master and sent data to the server through GSM network of CLARO operator.

Tests Performed on Crops Without Bud Rot Transmitted by Node 1.
Figure 3 shown that the soil where palms that does not suffer from bud rot (BR)
have pH that is neither alkaline nor acidic soils, in addition it can be observed
that there is no significant variation of pH.

Fig. 3. Soil pH variation of crop without bud rot [pH/s]

The results corresponding to luminosity are shown in Fig. 4 You can see day
and night cycle.

Fig. 4. Luminosity variation of crop without bud rot [lux/s]
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Figure 5 shows temperature changes that occur during the 72 h of the evalu-
ation in a soil sample without but rot presence.

Fig. 5. Temperature variation of crop without bud rot [◦C/s]

Figure 6 shows ambient humidity taken by the node installed on the ground
that does not have bud rot presence.

Fig. 6. Humidity variation of crop without bud rot [%/s]

Tests Performed on Crops with Bud Rot. The next node is installed in a
container containing soil taken from a crop having bud rot.

In order to verify that there was a variation of pH in soil with bud rot
presence, twenty-four (24) h after the transmission began, an application of lime
dissolved in water was performed.

In Fig. 7 it is possible to observe ambient temperature which was measured
during a period of 72 h.
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Fig. 7. Temperature variation of crop with bud rot [◦C/s]

Figure 8 shows the behavior of the pH. As can be observed the soil pH is
acid, it is transformed to neutral pH soil using lime.

Fig. 8. pH variation of crop with bud rot [pH/s]

Figure 9 shows luminosity variable for soil with bud rot presence.

Fig. 9. Luminosity variation of crop with bud rot [lux/s]
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Figure 10 shows humidity present in the container containing soil of a crop
with presence of but rot. Here it is necessary to take into account that after
12 h of test start a lime dissolved in water is applied, for this reason humidity
increases abruptly in about 10%.

Fig. 10. Humidity variation of crop with bud rot [%/s]

4 Conclusions

In this paper a WSN system and node design has been presented. The WNS
nodes that make possible acquire, process and transmit sensor measurements
has been developed. The prototype can send measurements in real time mode
to a central server process. In this project the prototype in set up to capture
variables such as: pH, humidity, temperature and luminosity from African Palm
trees. Additionally, the WSN device is equipped with different source of power
supply and georeferencing system. The results indicate that the proposed system
makes possible an early detection of abiotic factors that may trigger bud rot in
African Palm trees. Thus, enforce early detection of triggered environment for
bud rot, farmers could apply strategies to minimize bud rot impact on crops.
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Abstract. In the last years, the yield of Colombian crops has been
affected by climate change. The weather variation affects the Colombian
crops with the occurrence of diseases as coffee rust. To address the coffee
rust control, we proposed a cloud-based platform for decision making
support named AgroCloud. The coffee crop weather of 100 municipalities
from upper basin of the Cauca river were monitored. This information
was used to improve the disease control process. User Acceptance Test
carried out with domain end users show that the platform is useful and
is easily usable.

Keywords: Coffee rust · DSS · Decision support · AgroCloud · Diseases
control · Agriculture

1 Introduction

In Colombia, one of the biggest challenges is the marketing of agricultural prod-
ucts. The crops have increased twelve-fold compared with the crops in the last
20 years. 42.3 millions of hectares are committed to agriculture yield and 7.1
millions hectares in crops [1]. The Colombian farmers play an important role;
they produce 78.8% of agricultural products and 60% are products of the basic
food basket for Colombian people [2].

In the last years, the yield of Colombian crops has been affected by climate
change. The increase of temperatures and rainfall variation affect the Colombian
crops with the occurrence of diseases and pest invasions [3].

The rust is an example of a disease. The rust attacks to coffee crops where
the weather is a key factor for its germination. The Rust disease has reduced
considerably the coffee production in Colombia (by 31% on average during the
epidemic years compared with 2007). These reductions have had direct impacts
on the livelihoods of thousands of small holders and harvesters [4]. More than
350.000 Colombian families depend on coffee harvest for their sole income.

c© Springer International Publishing AG 2018
P. Angelov et al. (eds.), Advances in Information and Communication Technologies
for Adapting Agriculture to Climate Change, Advances in Intelligent Systems
and Computing 687, https://doi.org/10.1007/978-3-319-70187-5_14



A Cloud-Based Platform for Decision Making Support: AgroCloud 183

As such, the coffee rust impacts terribly on the economic and social aspects
of the main coffee-growing regions [5].

To tackle the aforementioned problem, we propose a cloud-based platform
for decision making support in Colombian agriculture named AgroCloud. The
study case is the coffee rust. The remainder of this paper is organized as follows:
Sect. 2 presents the study case and related works; Sect. 3 the AgroCloud platform;
Sect. 4 presents results and Sect. 5 conclusions and future work.

2 Background

In this section, we explained the study area and the concepts that are employed
in AgroCloud.

2.1 Study Case

The study case of AgroCloud is the coffee rust. The weather conditions of the
coffee rust are monitored in 100 municipalities from upper basin of the Cauca
river (ubCr). The disease and the monitored area are explained next.

Coffee Rust is caused by the fungus Hemileia vastatrix, a parasite that affects
the coffee leaves. Among the cultivated species, Coffea arabica is the most
severely attacked. The disease causes defoliation, in the worst-case scenario
(Fig. 1a), death of branches and crop losses [4]. The first symptoms are yellowish
spots that appear on the underside of leaves (Fig. 1b). These spots then grow
and produce uredospores with a orange colour. Chlorotic spots can be observed
on the upper surface of the leaves [6,7].

(a) Symptoms of strong defoliation,
in Libano, Tolima, Colombia.

(b) Small yellowish lesions on the
underside of a coffee leaf.

Fig. 1. Coffee rust. Source: [4]

Below is described the Colombian region where the weather conditions of the
coffee rust are monitored.
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Monitoring the Coffee Crop Weather 100 municipalities from upper basin
of the Cauca river (ubCr) are monitored by AgroCloud. ubCr is composed by
four Departaments: 32% Cauca, 47% Valle of Cauca, 13% Risaralda and 8%
Quindio. The total area of ubCr is represented by 23.000 Km2 with a population
of 7.122.518 people. The main crops seeded in ubCr is the coffee1. Figure 2 shows
the 100 municipalities on upper basin of the Cauca river.

Fig. 2. Upper basin of the Cauca river. Source: www.ricclisa.org

2.2 Decision Support Systems

One important concept to understand AgroCloud are the Decision Support Sys-
tems (DSS). Scott et al. [8] a recognized researchers in DSSs field define them
as systems that combine individual intellectual resources and the capabilities of
a computer to improve the decisions quality.

From agriculture, a DSS is a mechanism that collects, organizes, and inte-
grates all types of information required for producing a crop; The first step

1 www.ricclisa.org.

www.ricclisa.org
www.ricclisa.org
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consists in the analysis and interpretation of the information; subsequently the
analysis is used to recommend the most appropriate action choices [9]. Expert
knowledge is a key element of DSS and it is used to assist producers with both
daily operational and long-range strategic decisions [10].

In this work, a cloud-based platform for decision making support in Colom-
bian agriculture is proposed. The coffee rust was the disease taken as study
case.

2.3 Related Works

Although our proposal is focused in a decision support system for chemical
control in crops with coffee rust, we consider important describe the works that
address the coffee rust detection from computer science, since that task is the
starting point for disease control. Also, works that propose the use of DSS in
diseases crops.

Coffee Rust Detection within computer science is addressed from data min-
ing. Colombian and Brazilian researchers have in recent times attempted to
detect the coffee rust through Decision Trees (DT), K Nearest Neighbor (K-NN),
Bayesian Networks (BN), Support Vector Machines (SVM), Artificial Neural
Networks (ANN) and Ensemble Methods. Table 1 shows a summary of the
related works for coffee rust detection.

Table 1. Related works: coffee rust detection

Work Publication year Algorithm Country of
coffee crops

[5,7,11–15] 2014 – 2017 DT, K-NN, BN, SVM,
Ensemble Method

Colombia

[16–20] 2009 – 2012 DT, BN, SVM Brazil

In Colombian coffee crops, two datasets were used. The first one was collected
trimonthly for 18 plots, closest to weather station at the Technical Farm (Naran-
jos) of the Supracafé, in Cajibio, Cauca, Colombia (21◦35′08′′ N, 76◦32′53′′W),
during 3 years (2011–2013). The dataset contains variables related with Weather
conditions, Physic crop properties, and crop management [12]. The second
dataset was obtained from Jazmı́n Village which is a coffee growing area sow-
ing with Caturra variety in 45 farms approximately, monitored by Cenicafé and
located in Santa Rosa de Cabal, Colombia (4◦55’00”N, 75◦38’0”W). The dataset
contains samples for six daily meteorological attributes around 26/02/1986 and
15/12/1988 [7].

From Brazilian coffee crops, a dataset was built with information of the
experimental farm Procafé (South latitude 21◦34′00′′ longitude West 45◦24′22′′
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and altitude 940 m) located in Varginha, Minas Gerais, during the years 1998 –
2006. This dataset contains physic crop properties and weather conditions [18].

The main problem of the related works mentioned above is the low number of
samples of Incidence Rate of Rust; if the available examples are few, the dataset
does not represent a sample trustworthy of the population, then the data mining
algorithms will be not inaccurate [7,11].

Decision Support Systems for Crops Several DSSs for crops have been
developed. We reviewed works from 2012 until present year. DSSs for control of
diseases in crops of potato, tomatoes, grapes and wheat have been built, while
DSSs for crops of citrus, soybean, sorghum, rapeseed, cardoon and sugarcane are
focused in crop management. Table 2 presents a brief summary of related works
of DSS in crops.

Table 2. Related works: DSS for crops

Work Publication year Crop Disease

[21] 2015 Potato and tomatoes Late blight

[22] 2014 Grapes Downy, Powdery mildews,
Grey mould, and Black rot

[23] 2016 Citrus -

[24] 2015 Soybean -

[25] 2017 Tomatoes Gray mold

[26] 2016 Grapes Downy mildew, Powdery
mildew, Black rot,
Anthracnose

[27] 2012 Maize, Soybean, Sorghum,
Rapeseed, and Cardoon

-

[28] 2012 Sugarcane -

[29] 2015 Wheat Powdery mildew and
eyespot, Flag leaf from
Septoria leaf blotch,
Fusarium head blight

[30] 2016 Grapes Black rot

Although numerous works propose DSSs for control of diseases and crops
management, at the present time, these are not focused in coffee crops to control
the rust. In the next section we explain AgroCloud: a cloud-based platform for
decision making support for control of coffee rust.
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3 AgroCloud Architecture

3.1 Conceptual Diagram

The DSS conceptual diagram for the detection and control of coffee rust is shown
in Fig. 3.

Fig. 3. Conceptual diagram of decision support system for coffee rust control

Crop environment is composed of information obtained from the weather data
provider METEOBLUE2 and crop properties entered by farmers. This informa-
tion is stored and constitutes the main resource of the expert system for the
detection of coffee rust favorable conditions in crops. This system identifies crop
conditions for a given infection rate of the disease, as detailed in [31,32]. Once
the DSS is consulted, the expert system checks whether the crop has favorable
conditions for the disease. On the other hand, the Data Analysis component also
makes use of weather and crop data stored, processed through rules and expert
knowledge, in order to recognize the properties of the elements that make up
the disease control. The Interpretation module identifies the state of the crop
against the disease and combines this information with the suggested process for
its control, resulting in the generation of alternatives that the farmer can take.

3.2 Deployment

AgroCloud3 represents a cloud-based platform to support the development of
information services for the Colombian agricultural sector and an early warning
2 www.meteoblue.com.
3 Available in https://agrocloudcolombia.com.

www.meteoblue.com
https://agrocloudcolombia.com
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system to reduce vulnerability to variability and climate change phenomena. The
platform is focused on the municipalities located in the upper basin of the Cauca
River. The main components of the platform are: weather monitoring, weather
forecasting, support for decision-making, Expert System (ES) and reports.

Weather monitoring is carried out from a subscription to a climate data
provider, obtaining values of weather variables such as: air temperature, relative
humidity, wind speed and direction, rainfall and solar radiation. The information
is queried through the data provider API and stored in the AgroCloud databases.

The Decision Support System (DSS) makes use of computational tools
to analyze the variables that intervene in crop diseases and to generate a decision
that implements the alternative with more probability to be successful. As a
specific case, the DSS has been developed for the management of Coffee Rust
control and the costs of its application, as is described by Lasso and Corrales
in [33].

The ES integrates the information that has been collected by the previous
components (weather monitoring and forecasting, support for decision-making)
for alerting on the presence of favorable conditions for the occurrence of rust
in coffee crops. Once the parameters corresponding to the validity of the data
are verified, an alert is communicated to the involved actors. This system cor-
responds to an implementation of the expert system for coffee rust proposed by
Lasso and Corrales in [31,32], which makes use of graph patterns for the disease
presented by the same author in [14].

Finally, the agroclimatic reports correspond to structured documents on
the climatic conditions presented in a municipality, identifying significant events
in different time periods. Additionally, reports may also characterize conditions
for historically identified diseases.

The layered view of the architecture is shown in Fig. 4 and its components
are described below.

– Weather data provider: AgroCloud obtains the weather information in the
municipalities from the weather data provider METEOBLUE, which delivers
local weather data for any point in the world. It offers a web-based access
interface consulted periodically, providing the values of different climate vari-
ables such as: temperature, rainfall, humidity, wind, among others.

– Persistence layer: Databases for the storage of several elements in crops envi-
ronment, such as: Weather data, obtained from data provider described pre-
viously; Crops, that contains crop properties, agro-production management;
and Users database, which contains the information of AgroCloud users
according to the organizational structure of the production system. Addi-
tionally, in this layer the knowledge base for disease detection (early warn-
ing services) and control (decision-making support), obtained from experts
knowledge is stored.

– Service layer: This layer is comprised of high granularity services (HGS),
an enterprise service bus (ESB), and value-added services (VAS). The HGS
are divided according to the nature of the functions that they offer. In this
way, the agroclimatic (relationship between crop adaptation and climate)
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Fig. 4. Layered view of AgroCloud architecture

services provide the visualization and recovery of the weather monitoring
data, forecast services and the report generation. The ESB allows the reuse of
functions offered by the HGS, enabling the integration between different areas
covered by AgroCloud (weather monitoring, disease detection and control).
As a result, several VAS are obtained modeled as business process.

– View layer: Represents the interfaces for user interaction according the differ-
ent services mentioned above. The Web platform and the Mobile application
represent the main interaction, built based on elements of easy use and under-
standing for the different user roles. Telco refers to traditional telecommunica-
tion services, such as automatic voice calls and SMS (Short Message Service),
as a communication channel for sensitive events for crops such as identifica-
tion of favorable disease conditions. E-mail component is an element mainly
used by the reporting system, allowing periodic and cost-free communication
of significant events found in the influence area covered by the platform.

4 Results

End users are the main actors who interact with a product daily and constantly.
Therefore, their satisfaction is one of the most important measures of the final
product success; in particular those systems that support decision making and
provide important information from the expert knowledge in a productive sector
such as agribusiness. This section presents the User Acceptance Testing (UAT)
methodology [34] and the main elements to take into account for validation of
AgroCloud which comprises weather services, detection of favorable conditions
for diseases, and the DSSEx component.
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UAT is the last phase of the validation process of a software solution. This
methodology intends to analyze, from the use of the application by end users,
if there are failures in responses and input forms, usability, correspondence with
the problem that tries to solve, and the impact on it. From the UAT theoretical
basis, the application of this methodology specifically in the AgroCloud platform
is presented below.

4.1 Type of Test

In the execution of UAT was used the concept of “black box”, which is commonly
categorized as a functional test, but can also be used for UAT. Users only know
and interact with the system inputs and outputs, without being able to see the
code and internal flow of operation. In addition, the end user knows the business
requirements. This test was developed from meetings where each user used the
system through a computer. In cases where the user group exceeded 10 people,
the use of the system was projected so that everyone could perceive the process
and answers obtained.

4.2 UAT Users

In the coffee production environment, there are 3 types of users directly related
to the treatment and control of the crop. UAT was applied to 53 users (Fig. 5)
and their characteristics are described below.

– Producers. Refers to the small, medium or large farmer, depending on the level
of production. In addition, there are associations that seek to join efforts to
carry out an orderly and articulated production. 5 medium-sized producers
from Cajib́ıo (Cauca), an association of organic coffee producers (Popayán)
(12 producers), and an association of coffee growers from Los Andes - Corinto
(ASPROCCAN) (20 producers).

– Agricultural Extension Officers (AEO). Staff with technical knowledge in cof-
fee production, delegates by the Coffee Growers Federation to advise produc-
ers on different problems around the process. A technical assistance group of
the National Federation of Coffee Growers (Colombia) was interviewed (15
users).

– Researchers. They are usually agronomists who study the phenomena that
affect coffee production and how to solve them. An agronomist was inter-
viewed for UAT.

4.3 Business Requirements

Provide relevant climatic information such as current conditions, historical data,
weather forecast, among others. Additionally, support the selection of type of
fungicide and spray system to be used to counteract the impact of coffee rust
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Fig. 5. Percentage of interviewed users by user group

disease. This choice was based on costs comparison of possible available combi-
nations in the market by budget per application and year. On the other hand,
the expert system requirement is to detect favorable conditions for diseases (case
study of coffee rust) in the upper basin of Cauca River municipalities.

4.4 Test Cases

Before defining the test cases that allowed to validate the AgroCloud platform, it
is necessary to mention the lack of climatic data in the study area for the periods
when the test was executed. Taking into account this, it was necessary to define
an adaptation scheme of the systems and their sources of information to carry
out the simulation of the different possible scenarios around rust epidemics. In
this way, data from a weather station and disease monitoring in a pilot coffee
farm were used to simulate scenarios that favored rust, based on knowledge
stored in the expert system. Based on the above considerations, test cases are
shown below.

Favorable Conditions

– Listing of favorable conditions for diseases.
– View details of a favorable condition.
– Access rust control management from the details of a favorable condition.

Control Management

– Get recommendation of the fungicide application moment according to the
flowering period.

– Access to cost management from the recommendation of the type of fungicide.
– Get recommendation of the fungicide application moment according to the

fixed calendar system.
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– Access to cost management from the recommendation of implementation
dates by fixed calendar system.

– Obtain recommendation of the fungicide application moment according to
the level of rust infection.

– Get current recommendations on the fungicide application technology for rust
control.

Cost Management

– Obtain costs for a known control system.
– Get cost comparison for different control system options (fungicide and spray-

ing equipment).
– View details of a control system configuration costs.

Weather Services

– Get current conditions of a municipality.
– Get the historical data of a municipality.
– Get the weather forecast of a municipality.

Additionally, four questions about each test case were applied. The number
of users by user type who answered affirmatively to each of these questions are
shown in Fig. 6.

– Q1: Was the task completed satisfactorily?
– Q2: Did the user require assistance to complete the task satisfactorily?
– Q3: Were the information request forms satisfactorily understood?
– Q4: Users consider the tool useful?

From results shown in the previous figure, it is possible to establish that the
AgroCloud platform presents relevant information for users at a high level. How-
ever, cost management and weather services were not completely understandable
by producers and AEO user groups. In this sense, improving the usability of these
services becomes a key aspect for all user groups to obtain the greatest benefit
in their decision-making processes. Similarly, some users needed technical assis-
tance to complete the tasks of all AgroCloud services, in particular the producer
group to complete the tasks of all AgroCloud components. These aspects evi-
denced the need to improve the platform help menus according to the obtained
feedback. Therefore, it is important to take into account the users recommenda-
tions and comments in order to analyze and determine which changes allow to
increase the comprehensibility level of the platform.
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(a) Favorable conditions component. (b) Control management component.

(c) Cost management component. (d) Weather services component.

Fig. 6. UAT results for three different user groups in the AgroCloud components

5 Conclusions and Future Works

Systems aimed at solving problems in agricultural production environments are
challenged not only to generate the best recommendation, but also to generate
an environment of easy understanding and usability for all possible roles and
actors present. The interaction between the development team and producers
allows us to know the concerns of the main users and generate ideas to further
develop new functionalities in order to improve the system. Recommendations
and comments obtained in the UAT allowed to define different guidelines to
improve the platform (utility and usability) for the end users in an agricultural
environment.

Among the main recommendations obtained from UAT that will be taken
into ac-count for the improvement of the platform, are: (i) take into account
other diseases such as South America leaf spot and brown leaf spot, in
addition to pests, (ii) recommendations to improve the fertilization of crops,
(iii) recommendation of plan nutrition from digital analysis of its leaves photos,
(iv) take into account other crops, (v) address nutrition and fertilization
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in crops, (vi) producers want to take advantage of the soil analysis they have on
their farms. The above considerations must be accompanied by the incorporation
of an autochthonous written and celestial language that can be understood and
assimilated by the group of producers (words, phrases, symbols, images, among
others that are handled within a rural community).

As a future work, real and close to real time data are required in order
to improve the decisions-making process. Similarly, significant weather events
should be exclusively related to the selected station or municipality. On the other
hand, add a comparison section of hourly, daily, monthly, and annual data; and to
show the maximum and minimum values of the meteorological variables. Finally,
regarding the detection of favorable conditions for diseases, users recommended
that detections should be sent by Short Message Service (SMS) or, if possible,
by a message from a social network like WhatsApp, Facebook, or Twitter.
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23. Navarro-Helĺın, H., Mart́ınez-del Rincon, J., Domingo-Miguel, R., Soto-Valles, F.,
Torres-Sánchez, R.: A decision support system for managing irrigation in agricul-
ture. Comput. Electron. Agric. 124, 121–131 (2016)

24. Dandawate, Y., Kokare, R.: An automated approach for classification of plant
diseases towards development of futuristic decision support system in indian per-
spective. In: 2015 International Conference on Advances in Computing, Commu-
nications and Informatics (ICACCI), pp. 794–799. IEEE (2015)



196 E. Lasso et al.
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Abstract. Maize is a grain of great importance for Mexican food; and along with
barley and its industrial applications represent two crops economically important
for the country. With climate change scenarios, distribution and yields of grains
could be affected, putting the food security of much of the population at risk. In
this work, potential yields of maize and barley were modeled with climate change
scenarios and two adaptation actions were evaluated. In order to model yields,
the AquaCrop FAO model was used. This model has a water approach and has
been widely used in Mexico. Two study cases were chosen and their climate, soil,
phenological and management information was compiled. Baseline models were
calibrated using four concordance indexes. Once calibrated, we tested the
response of yields to 28 climate change scenarios; considering five General
Circulation Models, two RCP and three time horizons. Two adaptation actions
were evaluated: changing planting date and increase of organic mulches. Results
show that yield of maize in the near future (2015–2039) would fall 50% average,
while barley yields would decrease in 40%. Adaptation measure based on
changing planting date was as effective as increasing mulches in both cases. Maize
could gain 1 ton/ha by taking this action, while barley could gain 250 kg/ha in
the place studied.

Keywords: Food security · AquaCrop · Climate change

1 Introduction

Climate change has highlighted the susceptibility of the food security of Mexico (Gay
Garcia and Rueda Abad 2015). There have been many studies on this subject, most of
them focused on knowing the impacts of climate change on agricultural productivity
and distribution of crops (Gay Garcia and Rueda Abad 2015). In this sense, Cervantes
et al. (2014) report a literature review of research carried out regarding the impacts of
climate change in Mexico highlighting that biggest impacts are reduced yields and
reduced areas suitable for crops. Under a climate change focus, Ojeda-Bustamante et al.
(2011) proposed a study of future water needs and changes in the phenological cycles
for maize, beans, tomatoes, potatoes, sorghum, sugar cane, alfalfa and mango; finding
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that crop water demand will decline 13% in the autumn-winter cycle; 6% for the spring-
summer cycle and will increase by 7% for perennial crops.

Those studies highlight the importance of analyze crop yields with climate change
scenarios especially because yield is a variable directly related to economic benefit of
agriculture. Despite the multitude of approaches to evaluate crop yields, AquaCrop FAO
model (Steduto et al. 2009) has shown acceptable results in terms of simplicity, robust‐
ness and precision in a national and international context (Soddu et al. 2013; Garcia
et al. 2015; Flores Gallardo et al. 2013; Heng et al. 2009). The number of input variables
is lower compared with models like WOFOST or CropSyst, which makes AquaCrop
more accessible without losing its predictive ability (Todorovic et al. 2009).

AquaCrop is a model that uses the amount of water available to simulate current and
potential biomass production. It was developed by the Land and Water Division of FAO
and is the result of the revision of irrigation and drainage document FAO No. 33 entitled
“Yield Response to Water” (Smith and Steduto 2012). In a study conducted in the United
States validating AquaCrop for maize, it was found that the software was able to
correctly simulate the progression of the accumulation of grain and fodder (Mebane
et al. 2013). Also Garcia et al. (2015) calibrated and executed AquaCrop for maize at
three sites in Colombia, finding a good fit of the modeled and observed yield. In Mexico,
Flores-Gallardo et al. (2013) used AquaCrop software to validate and model maize
yields in Sinaloa for the years 2003 to 2009, getting a good prediction performance.

In addition to its applications in water management of crops, it is known to have
been widely used to model potential impacts of climate change on different agricultural
systems. Regarding climate change focuses, (Vanuytrecht et al. 2015) modeled yields
of winter wheat, maize, potatoes and sugar beets for 2050 in Belgium, finding increased
variability of yield. Some increases were found due to the high amount of CO2 and the
lengthening of the growing season, but decrements were associated with water stress.

Based on the above, the objective of this work was to model the potential yield of
maize and barley under climate change scenarios in two study cases using software
AquaCrop to propose and model adaptation actions.

2 Methodology

2.1 Crops and Biophysical Information

Two crops of economic importance in Mexico were chosen to model the potential yield
in two study sites. The case studies presented in this paper are maize in Chapingo, Estado
de Mexico and barley in Perote, Veracruz.

Maize is a cereal of great importance to Mexico. White maize grain is mainly used
for making traditional tortillas and tamales, but it can also be obtained oil for the manu‐
facture of varnishes, paints, artificial rubbers and soaps (SIAP 2016).

On the other hand, barley has had an increasing economic importance from its use
in the brewing industry. The main use of barley in Mexico is to obtain malt grain required
for brewing, and in a lesser proportion for the production of fodder. According to official
statistics, in our country cultivation is practiced at least in one of the two cycles of the
year in 23 states in Mexico (INIFAP 2011).
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Since the software used requires the inclusion of specific site parameters; climatic,
soil, crop and management information was referenced to weather stations. Chapingo
weather station was used to model maize, it is located in the municipality of Texcoco,
State of Mexico (19.48° North, −98.88° West). Perote weather station was used to model
barley; it is located in the municipality of Perote, Veracruz (19.58° North, −97.24°
West).

For each station we extracted climate information for 10 years, starting from 2000.
Climatic variables used were precipitation, maximum and minimum temperature. Evap‐
otranspiration was calculated following the Penman equation modified by FAO (Allen
2006).

The soil module was filled using information from digital cartography provided by
the National Institute of Statistics and Geography (INEGI, Instituto Nacional de Esta‐
dística y Geografía), which are at a scale of 1: 250 000. The soil-related variables were
the number and depth of horizons, texture, curve number and depth of the aquifer. To
determine the soil parameters of each season, the official classification of textural classes
were used to define the soil moisture regime, which is available in the default files of
AquaCrop.

Information of the phenology and crop management was obtained from scientific
literature and official sources of agricultural information in México (INEGI 2005;
INIFAP 2011; SAGARPA 2009). The phenological variables used were density and
planting date; days from seed to germination, flowering, maturity, senescence; root
depth, harvest index, susceptibility to high and low temperatures and salinity.

2.2 Calibration and Validation of the Baseline Scenario

Crop yields were modeled using software FAO AquaCrop (Steduto et al. 2009). The
input variables of the software retrieves climatic, agronomic and soil information, which
was collected in previous steps. Nevertheless, a transformation of the data was required
in order to match the appropriate format of AquaCrop software.

Once the input information was captured, the software was run and the results were
recorded in a spreadsheet in Excel format. We recorded the following variables: dry
yield, biomass produced and potential biomass (tn/ha), water productivity (kg/m3),
harvest index (dimensionless), temperature stress and water stress (% of damage) and
precipitation of the growing period of the crop (mm). Then we carried out several
comparative analysis, which focused on contrast modeled and observed yield, as well
as its relationship with precipitation and stresses.

In the context of crop modeling, performance evaluation is especially useful to
consolidate a model which is then used with climate change scenarios (Soddu et al.
2013; Deb et al. 2014). Thus, models were evaluated by comparing observed and
modeled yields. Historical records of crop yields were obtained from the Agricultural
Information Service and Fisheries (SAGARPA, Secretaría de Agricultura, Ganadería,
Desarrollo Rural, Pesca y Alimentación). The indexes used for validation were the
correlation coefficient between precipitation and yield modeling, the determination
coefficient, the mean square error and the normalized mean square error. These indexes
were used in accordance with the manual of AquaCrop software.
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2.3 Performance with Climate Change Scenarios and Adaptation Actions

Once crop models were calibrated in a baseline scenario, we proceeded to incorporate
climate change scenarios. The variables used in future climate scenarios were the
maximum and minimum temperature, evapotranspiration, precipitation and the concen‐
tration of carbon dioxide. To obtained the first four variables from results of the Fifth
National Communication of Mexico to the United Nations Framework Convention on
Climate Change (Cavazos et al. 2013). Our scenarios considered five General Circula‐
tion Models (HADGEM, GFDL, REA Assembly, MPI and CNRM), which were
obtained and processed from UNIATMOS platform (Fernandez Eguiarte et al. 2015).

Then we considered two Representative Concentration Pathways (4.5 and
8.5 W/m2) and three time horizons (2015–2039, 2045–2069, and 2075–2099). In total,
we tested 28 climate change scenarios.

The variable carbon dioxide under climate change scenarios was obtained directly
from the program, as it provides projections considering the RCP 4.5, 6.5 and 8.5 W/m2.

Once the data with climate change variables were captured in the program format,
they were replaced by the baseline scenario and the software was executed to obtain
potential future yields.

2.4 Adaptation Actions

They were proposed and evaluated two actions to adapt yields to the impact of climate
change. A literature review was used to support the selection of those adaptation actions.
In accordance with Ojeda-Bustamante et al. (2011), good adaptation actions for various
crops is the use of hybrids or varieties resistant to heat cycle especially stress and
compaction sowing period to colder months. On the other hand, Conde et al. (2006)
propose the change in planting date, increased fertilizer application, the change in the
variety of seeds, the application of irrigation and combinations of those actions.

Since this study is focused to model potential yields of maize and barley temporary
under a rainfed regime, we selected the following adaptation actions: (1) change in
planting date and (2) application or increase of organic mulches.

The first measure is based on changes in precipitation patterns, climate change
scenarios showed a delay in the start of the rain season at the study sites analyzed (Fig. 1).

On the other hand, the use of organic mulches can be an effective measure to increase
the soil fertility and decrease soil evaporation rates.
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Fig. 1. Change in annual precipitation under climate change scenarios at two study sites. (A)
Chapingo, Edo. Mex. (B) Perote, Ver.

3 Results

3.1 Maize at Chapingo, Estado de México

Calibration of Baseline. According to the phenological information obtained for this
site, the growing cycle was of 150 days, with planting date on May 15. The beginning
of flowering was set at 60 days from sowing and coincided with the point of maximum
coverage and the maximum depth of the roots. The harvest index was 40%, while liter‐
ature reported this index close to 50% for herbaceous crops.

The model generated by AquaCrop fitted with annual precipitation with (correlation
coefficient of 0.85).

The mean squared error was 0.59, implying that the model is wrong about
590 kg/ha average for the selected time period. Figure 2 shows the modeled and observed
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yield, and some other variables of importance as rainfall and evapotranspiration. Some
years had less rain than others, but its performance is higher. In this case, it is possible
to explain this variation from the interaction of yield with the evapotranspiration. For
2008, for example, yield is higher than in 2005 and 2006, although rainfall was lower.
However, the evapotranspiration was also lower, which meant less evaporative demand
and a consequent increase in production efficiency of water precipitated, resulting in
higher performance.

Fig. 2. Yield comparison between observed and modeled data for maize at Chapingo.

Fig. 3. Performance maize Chapingo, Edo. Mex with climate change scenarios

Scenarios of Climate Change and Adaptation Actions. Figure 3 shows the projec‐
tions of maize yield under different climate change scenarios. The projected decrease in
yields is observed differentially, depending on the model of climate change and the
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representative concentration pathway. In the near horizon (2039), yield under RCP
8.5 W/m2 is higher than yield expected by the RCP 4.5 W/m2, suggesting that rising
temperatures could benefit crops in short-term.

For the middle horizon (2045–2069) there is more consensus among the models,
because the difference between the RCP’s 4.5 and 8.5 is 337 kg per hectare. Together
of all models by the period 2045–2069, a general reduction in yield is observed with 1.5
tn/ha less than the baseline scenario, which implies a decrease of 46.7%.

In the far horizon (2075–2099) the more optimistic model CNRM RCP 8.5 provides
increased yield of 1.6 tn/ha more than the base scenario. However, 5 of the 10 scenarios
predict yields less than 500 kg/ha. The GFDL RCP 8.5 showed yields of 0 tn/ha. In
average of all models, yield could decrease 49.3% relative to the baseline, thus harvesting
1.6 tn/ha or less than what is currently obtained.

Historical planting date for this area was set for 15th May, according to the moment
where there is adequate moisture for the development of maize. Under climate change
scenarios, rains could be delayed, as shown in Fig. 1, so the planting date should also
be modified. Furthermore, the implementation of organic mulches covering 100% of the
soil can reduce soil evaporation by 50%, thus benefiting the crop with higher water
availability. Table 1 shows the characteristics of each scenario proposed and its adap‐
tation actions.

Table 1. Adaptation actions proposed for maize in Chapingo, Edo. Mex.

Scenario number Seedtime Mulches Description of the actions
1 15th of May 75% organic materials Baseline parameters
2 15th of May 100% organic

materials
Same planting date, increase in
mulches

3 May 30 75% organic materials Planting date is modified but mulches
remain as baseline

Figure 4 shows the results in yields applying the three scenarios described above. In
the figure, averages, maximum and minimum are shown.

Without changing any management practice that is currently performed (Scenario
1) decreased 49.3% return for the year 2099 would on average. Applying padded with
organic matter (Stage 2) that would decrease 18.7%, while that by modifying the sowing
date (Stage 3) 19.9% less be expected. In terms of performance without modifying any
current management 1.6 tn/ha on climate change for the year 2099 they would be lost;
modifying the planting date they would be lost 650 kg/ha and applying padding 100%
would lower the yield at 610 kg/ha.

3.2 Barley in Perote, Veracruz

Calibration of Baseline. According to the calibrated parameters, the total growth cycle
was established in 95 days, considering 7 days for emergency, 55 days from the planting
date to the start of flowering, 65 days to maximum leaf coverage, 85 days to senescence
and 95 days to maturity. The seeding density was adjusted to 150 plants/m2 with a
maximum coverage of 80% and a depth of 1.2 m radical. Harvest index was 35%.
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The model generated by AquaCrop fitted with data reported by the SIAP. Modeled
yield and annual precipitation had a correlation coefficient of 0.73, suggesting strong
relationship.

The mean squared error was 0.25, implying that the model is potentially wrong by
250 kg/ha. The normalized mean squared error was 28.7%, corresponding to an accept‐
able fit. The efficiency ratio Nash Sutcliffe is especially useful to verify if the trend of
observed versus modeled data fits a 1:1 line, its value was 0.81 considered excellent for
the purposes of this work. On the other hand, the Willmott index was 0.95, which indi‐
cates that the defined potential error between observed and modeled average was
minimal. The observed average yield of 7 years was 0.86 tn/ha while modeled average
yield was 0.84 tn/ha, only 20 kg/ha difference.

Behavior of modeled and observed yield is shown in Fig. 5. The fit between these
yields is strong in the years where precipitation increased.

Rain of the growing season better explained the trend followed by performance than
total annual rainfall. In future studies it is possible to assert that the use of the linear
models is feasible, since it is possible to explain yields using rainfall for this study case.

These results confirm the importance of precipitation for growing barley in Perote,
highlighting its distribution throughout the growing season.

Scenarios of Climate Change and Adaptation Actions. Figure 6 shows the yields of
barley with climate change scenarios. Calibrated yield in the baseline scenario was 0.84
tn/ha. For the period 2015–2039, it is expected to obtain 0.43 tn/ha in average of all
scenarios, which means 49% less than baseline. In the middle horizon (2045–2069) it is
expected to harvest 0.51 tn/ha with a RCP of 8.5 W/m2, while the RCP 4.5 W/m2 0.34
tn/ha are projected. For the horizon 2075–2099 a slight improvement in yields is

Fig. 4. Adaptation actions for maize in Chapingo, Edo. Mex
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recorded compared to the period 2045–2069. However, it involves a decrease of 40%
compared to the baseline scenario.

Adaptive actions were similar to those used in the case of maize. Based on the distri‐
bution of rainfall with climate change scenarios, in this site we moved the planting date
as an adaptation measure assuming that can be easily implemented. Since water stress
had the greatest impact on yields under climate change, it was considered to apply

Fig. 5. Yield comparison between observed and modeled data for barley at Perote.

Fig. 6. Yield of barley Perote, Ver. under climate change scenarios.
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organic mulches covering 25% of the soil, with the aim to reduce evaporation by 12%.
Table 2 shows a comparative table of the proposed actions is presented.

Table 2. Adaptation actions proposed for barley in Perote, Ver.

Scenario number Seedtime Mulches Description of the actions
1 April 15 0% organic materials Baseline parameters
2 April 30th 0% organic materials Planting date is modified but mulches

remain as baseline
3 April 15 25% organic materials Same planting date, increase in

mulches

The results show an improvement in yields for the two proposed adaptation actions.
Scenario 2 had the best performance for the period 2015–2039, which reports 240 and
120 kg/ha more than Scenario 1 and 2 respectively. For the middle horizon the two
proposed adaptation actions show similar performance, reaching 150 kg/ha more than
Scenario 1. For the far horizon adding mulches has a performance to reach 220 kg/ha
above the Scenario 1. Scenario 1 corresponds to the same parameters as baseline, so the
fact of implementing mulches or changing planting date could reduce yield loss by
203 kg/ha in average of all scenarios and time horizons (Fig. 7).

Fig. 7. Adaptation actions for barley in Perote, Ver.

Changing planting date to April 30, a yield of 0.63 tn/ha would be expected for the
period 2075–2099, which implies more than 120 kg compared to baseline planting date.
Modifying mulches, yields for horizon 2075–2099 would be 0.65 tn/ha, which puts only
20 kg above the measure of change of planting date. In terms of cost, it could be easier
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to adopt the change of planting date because it does not generate additional costs as
Scenario 3.

4 Conclusions

The AquaCrop model proved to be a good method to estimate potential yields for crops
under our study sites. The sensitivity of the program to the variation in precipitation was
confirmed, which had been previously reported in the literature.

Crop yields had good fit compared to those observed by SIAP. Barley model in Perote
had the best adjustment considering statistical indexes.

Under climate change scenarios, potential yields would suffer a generalized decrease.
Yields of maize could fall by 50% at a distant horizon, according to the average of all
models, while for barley this decline is by 40%.

Adaptation actions based on changing planting date were more effective in the case
of maize. Although using organic mulches represents a good measure that can restore
the natural fertility of the soil. For barley, yields under climate change scenarios could
be around 0.51 tn/ha, while proposed actions can reach 0.65 tn/ha, it means 140 kg/ha
more.

It is necessary to continue studying and exploring the potential impacts of climate
change on crops, and thereby propose adaptation actions to decrease vulnerability.
Future work should focus on assessing the performance patterns of all crops in the
country. The information should assist decision-makers to guide and support the adap‐
tation process to climate change.
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Abstract. Reliable information about land cover is very important in environ‐
mental conservation processes and natural resource management. Establishing
the types of land cover, how these covers are distributed, and the changes they
have undergone over a period of time, are vital in revealing whether or not activ‐
ities carried out in the region have affected the territory and how the landscape
has changed. These in turn are essential to the generation of alternative land-use
planning and broader environmental conservation processes. This study therefore
presents an analysis of land cover in the Upper Cauca Basin in southwestern
Colombia using land cover classifications based on remote sensing data obtained
by Landsat satellites.

Keywords: Land covers · Change · Permanent crops · Transitory crops · Natural
forest

1 Introduction

Information about land cover for sustainable management and policy development is
more and more required [1] as this information helps in environmental protection,
resource use, environmental change monitoring, and so on. In regions such as the Upper
Cauca Basin (UCB) this information can be scarce. This is due to the effort demanded
by supervised testing in carrying out field measurements, while satellite measurements
are often complicated due to high cloud cover in the Andean region.

The UCB is located in the Inter-Andean region and has evolved as a region with one
of the greatest agricultural productivities in Colombia [2]. The UCB is an area of no
small strategic importance because it extends from the Colombian Massif to the limits
of Caldas and Antioquia departments, between the western and central mountain ranges.
Its altitude ranges from 5,400 to 950 m above mean sea level (m.a.m.s.l.). The UCB
incorporates 99 municipalities and has 191 sub-basins that flow into the Cauca River. It
is currently experiencing substantial deterioration, mainly due to inadequate land use,
deforestation, water pollution from anthropogenic sources, and draining of swamps and
wetlands for the expansion of the agricultural frontier, especially in the flat area.

The main challenges in the basin are related to efficient water resource management.
For the departments of Cauca and Valle del Cauca the use of water is essential for
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carrying out agricultural activities, which demand 42% and 75% of the resources in each
department, respectively [3], where such a situation is strongly linked to land use and
land cover changes in the basin.

Changes in land use and land cover are important in understanding the natural
dynamics of the land [4]. Research into change dynamics can help to give us a better
understanding of how the ecosystems and the land cover conservation process are
affected by human activities. Land cover classification is one of the most relevant tasks
to understand the current state of a region [4]. Using this classification, studies can be
carried out related to the conservation of natural systems, assessing the possibilities of
maintaining ecosystem services, and evaluating the capacity for productive activities.
For these reasons and to evaluate the existing environmental supply, multitemporal
analysis using information obtained through remote sensing was carried out. It covered
a wide geographical area of strategic interest, being able to determine the changes
undergone in 26 years. This length of period was established so that reliable measures
could be taken [5]. This information plays a determinant role in the quantification and
understanding [6] of landcover change, the effects caused by nature and man in the
expansion-production-transformation processes in the settlement areas.

In this study, using four classification sets from Landsat 4, 5 and 7 data, in a window
of 25 years, the changes presented in the vegetation cover attributed to natural forest
and to crops (permanent and Transitional) in the departments of Cauca, Caldas, Risar‐
alda, Quindío, and Valle del Cauca, are analyzed. The UCB covers about 3 million
hectares in this region (1 million in Cauca, 1.1 million in Valle del Cauca, 400,000 in
Caldas, 239,000 in Risaralda and 193,000 in Quindío). The importance of this study is
that it has not been done before for this region. In addition, it has a high degree of
specificity compared to the data obtained by the country’s governmental authorities and
may be used as input for territorial planning and environmental conservation processes.

2 Related Work

Changes in natural systems can be determinants for extreme events such as droughts,
floods, landslides and population displacement. Such events may be triggered by natural
or anthropic processes affecting vegetation cover that would otherwise act as a regulator
to avoid these unwanted phenomena [4]. These events can be predicted by tracking the
landcover changes in recent years to determine whether or not these might be a future
hazard. In [4] a new method to perform land cover classifications from the Landsat
spectral bands and vegetation indices as a byproduct of the processing was presented.
In [5] a method for classification and analysis of land cover changes using machine
learning algorithms and Principal Component Analysis was presented- The researchers
make a comparison between the area occupied by the cover detected in the two years
studied.

In [6] a land cover change detection method using remote sensing data from the
Landsat, IKONOS and SPOT platforms was presented. This study was conducted
between 1986 and 2013 in two Saudi Arabian cities, principally to detect changes due
to the expansion of these cities in the surrounding areas. In [7] a land cover change

210 C. Valencia-Payan et al.



analysis between 1975 and 2007 using Landsat images 2, 5 and 7 was performed. In
addition, auxiliary data from the ALOS and SPOT platforms were used, finding strong
changes in the 9 classified images. In [8] a study of the changes in mangrove cover in a
25-year time window from radar images was performed, finding that the changes in this
vegetation is governed by the tide cycles of flood and retreat.

In [9] a land cover classification using multiple sources for the management of forest
fires was presented. Nine types of land covers were differentiated, grouping those that
serve as fuel during forest fires. In [10] a model for the detection of coverage changes
in a theoretical manner, considering several fundamental aspects that lead to land cover
changes, the detection of the focus of change, and other related aspects, was presented.
In [11] a mapping of land cover from Landsat images was presented, achieving a high
separability between soil types and other types of vegetation cover.

As can be observed, there are few studies in which a comparison between the covers
present in the area in a given period of time has been made. Most of the work has focused
on the classification of the present land covers, leaving aside the study of the land cover
changes. Those who have done studies on land cover changes have done so in regions
of relatively small size or focused on a single cover. In this study, we will perform the
analysis on regions of a considerably large size, in multiple land covers and in multiple
years based on the classification model presented in [4].

3 Materials and Methods

For the data extraction for classification, a specific technique was developed supported
in the OpenCV and Gdal libraries. With this, spectral data and the georeferenced infor‐
mation are loaded and processed. This technique is oriented to the temporal comparison
of land cover and the obtaining of spatial and temporal statistics. Figure 1 shows the
general diagram of the process carried out.

Fig. 1. General scheme for the proposed technique.
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3.1 Techniques

As shown in Fig. 1, the technique developed to obtain the information that will be used
in this study starts loading the required data. It is then processed to extract the informa‐
tion of interest. That data is subsequently exported in different formats for later analysis.

Spatial and Temporal Statistics and Comparison of Classified Coverage (STSCCC)
The Statistic Module performs the disaggregation by altitudes for each year of the area
occupied by each cover in user-defined steps. Multi-year comparison of a selected clas‐
sified cover with the remaining classified cover is also done. As a result, graphics with
data discriminated by altitudes and CSV files containing the collected information are
presented, as are: a scenario of a possible future state of land cover according to the
behavior presented in the years analyzed; a color-coded map with the cover changes;
and statistics graphs of the changes found. To perform this process a mask is created
from a Digital Elevation Map (DEM) of the region studied. This mask contains the pixels
that are within the range of altitudes according to the step selected. Then, pixel-to-pixel
information of land cover information sorted for each year and the altitude mask data
are multiplied. Once this is done, information that does not match the range of altitudes
is eliminated and the statistical information for each year is obtained.

The Comparison Module performs a comparison of two-time points of the same land
cover of interest by discriminating between: (1) the area gained by each land cover, (2)
the area of the three land covers that gained most over the cover of interest, (3) the area
of conservation, (4) the area that became bare soil, and (5) the area which became the
remaining covers. The comparison is done pixel by pixel taking into account that clouds,
cloud shadows, and bodies of water for each classification are not part of obtaining
statistics.

3.2 Data

Land Cover Classification Data
The UCB land cover classification was obtained from the classification method of [4],
corresponding to years 1989, 1999, 2008 and 2015, which was calculated from Landsat
4, 5 and 7 satellites.

In Fig. 2, we can see the location of the UCB, in the Republic of Colombia, that
comprises part of the departments of Cauca, Valle del Cauca, Quindío, Risaralda, and
Caldas. The limits of the UCB are observed in fluorescent green color. Table 1 lists the
Landsat images used in the UCB classification process. Because Path/Row 009/056 does
not have an adequate image in the years 1999 and 2008, the departments of Caldas and
Risaralda will have comparisons only between the years 1989 and 2015.
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Fig. 2. Location of the UCB in Colombia and its departments.

Table 1. List of Landsat images.

Year Path/Row
009/056 009/057 009/058

1989 LT4/1989219 LT4/1989219 LT4/1989219
1999 None LT5/1999191 LT5/1999191
2008 None LE7/2008256 LE7/2008256
2015 LE7/2015003 LE7/2015003 LE7/2015003

Validation Data
As validation data, the official information of the Colombian Environmental Information
System (SIAC, Spanish acronym) [12] was used. This information was collected by the
different agencies and govern entities whose objectives are the monitoring and envi‐
ronmental control of regions in the country.

Digital Elevation Map (DEM)
To obtain the disaggregated by altitude the DEM generated by NASA from Shuttle Radar
Topography Mission data were used [13]. This has a resolution of approximately 30 m.
These data are freely accessible and have global coverage. The DEM was produced in
2000 and released globally in 2015. This has various post processing stages applied by
the NASA to ensure the quality of the final product.
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4 Results

STSCCC
In the following, the most representative results are presented when applying the tech‐
nique developed in the regions that are part of the UCB for the Natural Forest and Crops
(Permanent and Transitional) land covers.

Natural Forest
As can be seen in Fig. 3, the area of Natural Forest has decreased in the department of
Caldas. The graph demonstrates that all areas of the department have experienced defor‐
estation processes, losses of forest being greater between 1000 and 2800 m.a.m.s.l.. The
changes were found mainly to be with Grassland, Planted Forest and Bare Soil.

Fig. 3. Discrimination by altitude for Natural Forest land cover in the department of Caldas.

Figure 4 shows the behavior of Natural Forest in the department of Cauca. Between
1989 and 2008, there was a progressive decline in this land cover, which can be seen
most clearly at the peak between 1700 and 1800 m.a.m.s.l., however, in the years
between 2008 and 2015 there was a slight recovery in all the altitude ranges

Fig. 4. Discrimination by altitude for Natural Forest land cover in the department of Cauca.
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discriminated, except for the values registered between 3100 and 4000 m.a.m.s.l.. The
area gained has been mainly in Grasslands (79,000 ha), Bare Soil (9,000 ha) and lastly
the Paramos (3,600 ha). Paramos, however, expanded in 5,000 ha, replacing Natural
Forest.

For the department of Quindío, Fig. 5 reveals how there has been a progressive
decrease in Natural Forest in the four years selected. It is also observed that between
1989 and 1999 this land cover was almost unchanged. Between 2008 and 2015, there
were changes in Natural Forest, suggesting that during this period the department was
undergoing a strong transformation in its productive activities. Much of the area of
change has occurred with Grasslands, which could indicate the increase in activities
related to livestock. In addition, the Paramos have gained more than 1,000 ha of forest
over the same period.

Fig. 5. Discrimination by altitude for Natural Forest land cover in the department of Quindío.

In the department of Risaralda, Natural Forest (Fig. 6) has decreased mainly in the
area of its most significant altitudes, between 1000 and 2300 m.a.m.s.l.. The distribution
of this land cover is seen to be similar regardless of the amount of area lost between

Fig. 6. Discrimination by altitude for Natural Forest land cover in the department of Risaralda.
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1989 and 2015. This is an abnormal behavior for which to be able to find a reason would
require additional information.

Again, the greatest interaction occurs between Grasslands and Natural Forest, indi‐
cating the increase in livestock activities, or deforestation to use land in agricultural
activities, the latter because Permanent Crops in the department increased by 60%, as
will be seen later.

Figure 7 shows Natural Forest behavior in the department of Valle del Cauca, whose
concentration zones are located at 1000–1100 m.a.m.s.l.. Here it is observed that
between 1989 and 1999, land cover decreased by around 8,000 ha and continues to
decline, losing about 5,000 ha in 2015. It is further observed that in the other regions its
behavior was stable, except for the range of 2800–3300 m.a.m.s.l., where there was a
fall in 2015 of the number of hectares of this land cover. Interaction between Grasslands
and Natural Forest is also very strong in this case, having very close values in the area
gained from each cover. However, it is Permanent Crops and Planted Forest that have
gained most from Natural Forest. This is a strong indicator of the increase of sowing
activities in the department both of crops and forests to obtain raw materials.

Fig. 7. Discrimination by altitude for Natural Forest land cover in the department of Valle del
Cauca.

Crops (Permanent and Transitional)
As we can see in Fig. 8, the area of Transitional Crops at each step of altitude selected
has decreased in the department of Caldas, a behavior related to that shown in Fig. 3a,
except for the high zones (almost 4000 m.a.m.s.l.) where it was observed that there had
been a gain in the Paramos. Permanent Crops was observed to be concentrated between
900 and 1000 m.a.m.s.l. and increased in this region by around 1,300 ha.

For Permanent Crops (Fig. 9a), peak activity is between 900 and 1000 m.a.m.s.l.,
decreasing toward 1200 m.a.m.s.l. It is observed that it has been increasing since 1989,
which is in line with the data obtained previously for this land cover. Figure 9b shows the
variability of Transitional Crops compared to 1989. In all ranges discriminated, no year was
able to surpass the number of hectares associated with this land cover in 1989. Transitional
Crops decreased considerably in 2015, except for some regions, compared to 1999 and
2008, where there was a similar behavior in the different discriminated ranges.
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Fig. 9. Discrimination by altitude for (a) Permanent Crops and (b) Transitional Crops in the
department of Cauca.

Fig. 8. Discrimination by altitude for Transitional Crop land cover in the department of Caldas.
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For the department of Quindío (Fig. 10) a behavior with continuous changes was
observed in the year of greatest area dedicated to Transitional Crops, concentrating
between 1000 and 1200 m.a.m.s.l. and 3,500 and 4500 m.a.m.s.l., No information on
Permanent Crops was found for this department in the classification carried out, likely
due to high cloud cover in the region.

Fig. 10. Discrimination by altitude for Transitional Crops in the department of Quindío.

In the department of Risaralda, for Transitional and Permanent Crops (Fig. 11),
similar behavior occurs: a first concentration zone between 900 and 1700 m.a.m.s.l. in
the case of Transitional Crops, decreasing in almost all discriminated ranges and
increasing between 1500 and 1700 m.a.m.s.l.. In the same way, Permanent Crops
presented a behavior similar to that observed in the department of Caldas, concentrating
between 900 and 1000 m.a.m.s.l. and increasing in the selected period of time.

Fig. 11. Discrimination by altitude for (a) Permanent Crops and (b) Transitional Crops in the
department of Cauca.

Permanent Crops (Fig. 12a) are located in the Valle del Cauca mainly between 800
and 1100 m.a.m.s.l.. Since 1989, the area occupied can be seen to have increased,
peaking in 1999, a slight decrease in 2008 with a subsequent recovery in 2015. In other

218 C. Valencia-Payan et al.



discrimination ranges, behavior after 1989 appears to be constant. The difference
presented in the concentration zone could be due to the fact that, during the periods of
image capture, the region was at rest after harvest, or at the beginning of the planting
process. In the case of Transitional Crops (Fig. 12b), the peak is observed between 1000
and 1100 m.a.m.s.l.. Declining progressively since 1989, a slight peak is also found
between 3600 and 4200 with a behavior similar to that observed in Fig. 8.

Fig. 12. Discrimination by altitude for (a) Permanent Crops and (b) Transitional Crops in the
department of Valle del Cauca.

As could be seen, information discriminated by altitude helps to corroborate the
results obtained in the process of comparison between land covers, showing behavior
previously estimated in terms of the losses and gains of land covers of interest. Finally,
to verify the results obtained in the classifications and to determine if the information
presented achieved a greater degree of specificity, the information of land cover change
of Natural Forest was compared during 1989–1999 with the exchange information for
this cover in the window 1990–2000 obtained by the SIAC in Valle del Cauca.
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Validation Process
Validation was performed by pixel-to-pixel comparison between the change map
obtained from the SIAC and the change map generated by the STSCCC technique.
Initially it can be observed that the SIAC map discriminates just five types of changes:
Forest points, deforestation points, points without information, regeneration points and
a no stable forest point, the latter occupying most of the department of Valle del Cauca.
In the data obtained from STSCCC, six types of changes are obtained, as detailed above.
Figure 13 shows images of SIAC and STSCCC with their labels.

Fig. 13. Comparison of change information in Forest of (a) SIAC (b) STSCCC Natural Forest
and (c) STSCCC Permanent Crops.

In the SIAC data for the department of Valle del Cauca, Fig. 10, comparison found
that the classification of Forest and Regeneration of SIAC coincide with the classes
Gained and Preserved of STSCCC, a high coincidence with the Deforestation classifi‐
cation of SIAC joining the ranks Grasslands, Permanent Crops, Planted Forest, Others
and Lost. In the case of STSCCC, the No Stable Forest label of SIAC coincided with
information on hectares gained by Natural Forest, Grasslands, and Permanent Crops as
shown in Fig. 13, detailing the classification of SIAC and the STSCCC classification
for Permanent Crops. Similarly, the SIAC No Information label was matched with
hectares by the aforementioned covers. Similar behaviors were observed in the other
departments of UCB.

5 Conclusions

This study conducted a multi-year comparison for three of the most important land
covers in the Upper Cauca Basis (UCB) in Colombia. The resulting information could
be used, in a complementary way with information on land use, for decision making or
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in the creation of new environmental policies by government entities. The data can also
be used to obtain a quantitative indicator of the environmental policies previously
applied.

The information obtained reveals how land use has increased for agricultural activ‐
ities in the five departments in the UCB, with important impacts on Natural Forest in
some departments. Globally, close gains have been the norm, so that it could be viewed
that statistically land covers have experienced a relatively stable behavior in the UCB.
Nevertheless, this does not mean these changes have not presented significant environ‐
mental consequences. In addition, it was observed how Transitional Crops have
decreased in the altitudes of more than 3,500 m.a.m.s.l., making way for other land
covers. The displacement of cover attributed to the Paramos ecosystem was further
observed, Paramos currently yielding space to Transitional Crops across all departments.
Such practice puts this fragile ecosystem at serious risk.

In the time window, a clear focus of all the departments towards the planting of
Permanent Crops was observed. This is related to the increase particularly of cane and
coffee crops in the region. Likewise, livestock activities or the planting of Grasslands
are an important part of the observed change.

The ability to observe changes in land covers selected for this study as well as other
covers not shown, by discrimination by altitude, will allow entities in charge of envi‐
ronmental control to have a better vision of the land cover distribution by departments,
by municipalities, or by watershed areas. This will improve decision making on the use
of resources and the protection of regions, among others.

Finally, when comparing the available information obtained from the SIAC, the
presented study was found to achieve a higher degree of discrimination, distinguishing
between multiple land cover changes observed. This allows a greater understanding of
the changes that have occurred in the selected period of time.
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Abstract. The upper basin of Cauca River is one of the most important agricul‐
tural and industrial corridors in Colombia. In addition, Colombian relief has a
variety of soils and climatic zones, in which the slightest modification of agro-
climatic conditions could imply a great impact on sowing, production, yield, crop
quality, and hence, the farmers’ income sources. However, these conditions are
not the only factors that influence a crop growth; dimensions like biophysical,
economic-productive, political-institutional, and socio-cultural establish interre‐
lations that affect the viability of planting and produce a crop in a geographic
territory. For a more efficient information management, Smart Farming represents
the application of information and communication technologies in order to
support more intelligent decisions in the agricultural sector. This study presents
a theoretical proposal based on Big Data Analytics to detect appropriate condi‐
tions for sowing and crop production in the upper basin of Cauca River. Similarly,
the preliminary public datasets (corresponding to biophysical and economic-
productive) and main proposal components are described in a general view.
Finally, a future implementation and evaluation of this research work is
proposed.

Keywords: Agro-climatic conditions · Automatic detection · Big Data Analytics ·
Crop planting · Crop production · Data fusion · Smart Farming

1 Introduction

The agricultural sector represents approximately 40% of Colombian exports, where
about 21% of the population depends directly on agriculture as a source of employment
[1]. Furthermore, climatic variability impacts mostly in countries located within tropical
and subtropical regions, which report the highest rates of poverty and hunger [2].
Colombian relief has a variety of soils and climatic zones; in this way, the slightest
modification of agro-climatic conditions could imply a great impact on sowing, produc‐
tion, yield, and crop quality. This increases the vulnerability of a crop and becomes a
direct threat to food security and income sources of a farmer.
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In order to determine the effects of climatic variability on production and yields of
some selected crops, the National Climate Change Adaptation Plan [3] assessed agro-
climatic risk by sector. Results showed that production and yields of most crops tend to
decrease significantly due to high temperatures as a consequence of thermal and water
stress, shortening of the growing season, and the increase of pests and diseases.
However, these are not the only factors that influence a crop; there are different dimen‐
sions such as biophysical, economic-productive, political-institutional, and socio-
cultural, which establish interrelations that affect the viability of planting a crop in a
geographic territory, as well as the expected level of production and crop yield [4]. In
this sense, for better models performance, capture of strong spatio-temporal database of
various biophysical and socioeconomic aspects is necessary [5].

For a more efficient management of the information available in different productive
processes developed in agriculture, the concept of Smart Farming [6] arises. This
concept represents the application of Information and Communication Technologies
(ICT) in the agricultural sector. These new strategies include different technological
paradigms such as GPS services, sensors, processing of satellite images, Big Data,
among others. This theoretical proposal focuses on the application of the Big Data value
chain to biophysical and economic-productive dimensions mainly due to the availability
of datasets. In these two dimensions, data availability is more significant than the polit‐
ical-institutional and socio-cultural, where the amount of data is small and difficult to
obtain.

Based on these assessments, the present study focuses on detecting appropriate
conditions for sowing and crop production in Colombia, considering characteristics such
as variety, value, and viability of the data in the context of Smart Farming. The remainder
of this paper is organized as followed: Sect. 2 presents the related works. Section 3
defines the study area and the possible data sources for testing. Subsequently, in Sect. 4,
the general Smart Farming proposal is described and finally, Sect. 5 highlights the
conclusions and future work of this study.

2 Related Works

2.1 Data Fusion for Sowing and Agricultural Production

Different studies use fusion and data integration techniques with the aim of optimizing
the planning and monitoring of agricultural activities and practices based on crop growth
systems. In [7], a case study for barley cultivation in Finland is presented. The authors
propose an architecture around a Database Management System (DBMS) to store data
generated by a Wireless Sensor Network (WSN). The WSN links the DBMS to three
sources of heterogeneous data: (a) a static sensor located at a given point, (b) portable
sensors that can be moved in a given zone, and (c) static telemetry systems with multiple
sensor readings. In the same line of research, [8] proposes a method for data fusion
process in the case study of mushroom cultivation. The data sources are basically
multiple climate sensors which measure temperature and humidity, and multiple soil
sensors which measure resistivity.
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On the other hand, in [9] medium and high resolution satellite images are used to
determine crop yield. The data fusion procedure is based on combining time series of
variables such as temperature and precipitation, with climate data expressed in satellite
images of the National Oceanic and Atmospheric Administration (NOAA). In the same
way, in [10] a multi-sensor imaging and data fusion system is developed to manage oil
palm plantations in Malaysia. In this case, data fusion is relevant taking into account the
types of data sources, which are complementary and simultaneously contribute to obtain
a more general vision of the plantation.

2.2 Machine Learning for Sowing and Agricultural Production

The study proposed in [11], presents a decision support system prototype for yield
prediction of rice crops in Maharashtra, India. The implemented model corresponds to
a set of association rules. It allows to select variables such as precipitation, evapotrans‐
piration, minimum, average, and maximum temperature, to predict the target class; in
this case, low, moderate, or high yield. Studies like [12, 13] use Artificial Neural
Networks (ANN) to estimate climatic variables in a geographic zone. Similarly, in [14]
an ANN is used to predict crop yields by detecting various soil and climate parameters.
The model parameters were water depth, soil type, temperature, atmospheric pressure,
rainfall, humidity, nitrogen, phosphate, potassium and organic carbon.

On the other hand, in [15] a model of forecast of food shortage in Uganda is
presented. In this study, more accurate results were obtained using Support Vector
Machines (SVM) and k Nearest Neighbors (kNN) techniques. Similarly, in [16] an
intelligent tool for rice yield prediction was developed. The SVM was based on a kernel
method and it was used to find clusters based on weather data. Gandhi [17] proposes a
model for predicting rice yield in India. This study describes the application of the
Support Vector Machines using Sequential Minimal Optimization (SMO). In conclu‐
sion, it was established that classifiers such as Naive Bayes, and Multilayer Perceptron
obtained better performance than SMO using a dataset of rice cultivation.

Some studies apply Multiple Classifier Systems (MCS) as in [18], a bootstrap-based
assembly method called UChooBoost. The objective was to determine which seed lots
of eucalyptus are the best for soil conservation in a seasonally dry soil. The observed
results showed that there was no significant difference in the accuracy of this new algo‐
rithm over traditional bootstrap assemblies. Finally, in [19] AdaSVM and AdaNaive
methods are proposed as models of assemblies to project the production of rice, cotton,
sugar cane, among other crops in a period of time.

2.3 Big Data Analytics for Sowing and Agricultural Production

Big Data applied in Smart Farming environments is a recent focus of research [20],
several works have begun to generate knowledge in this subject. The study referenced
in [21], uses simulation models to establish recommendations on adaptation of crop
management practices. In [22] an analysis of vulnerability and adaptation opportunities
is made taking into account the specific biodiversity of maize crop (genetic variability
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between individuals of the same species). Similarly, Badr [23] establishes a proof-of-
concept case study, and investigates the coupling degree of a scalable geospatial data
platform, the Physical Analytics Integrated Repository and Services (PAIRS), to
DSSAT system. For geospatial analysis, PAIRS provide a way to retrieve heterogeneous
data sources in order to simulate crop models using hundreds of terabytes of data.

3 Study Area

Cauca River Basin is located at an altitude of approximately 3200 m above sea level
(masl). It has a length of 1360 km and flows into the Magdalena River, in the Department
of Bolivar. It crosses from south to north nine departments (Cauca, Valle del Cauca,
Quindío, Risaralda, Caldas, Antioquia, Cordoba, Sucre, and Bolivar). This basin is the
second largest waterway of Colombia, representing approximately 41% of the Colom‐
bian population. It is subdivided into three large regions, the upper, middle and lower
basins. The upper basin (which is the subject of this study) comprises an area of
3031488 ha (Fig. 1). This zone extends from the Macizo Colombiano to the boundaries
of Caldas and Antioquia departments, between the peaks of the western and central
mountain ranges. Its altitude ranges from 5400 masl in the perpetual snows of the central
mountain range and 950 in the Cauca alluvial valley. The study area comprises 191 sub-
basins that flow into the Cauca River, with 99 municipalities and a population of approx‐
imately 7056000 inhabitants [4].

Fig. 1. Study area – upper basin of Cauca river. Taken from [4].

Representative economic activities include agriculture, livestock, fish farming,
human consumption, among others. The agricultural and industrial corridor located in
this area develops traditional agriculture, coffee cultivation, sugar cane, bean, banana,
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citrus, cacao, maize, avocado, among others. In addition, approximately 20% of the
national population benefits from the environmental supply of this basin resources.

Furthermore, to develop the present proposal different data sources are required as
a fundamental input. Each data set must be preprocessed and analyzed in order to deter‐
mine its viability of incorporation into the model. In this way, the currently available
preliminary datasets have public access and these are described below.

• Agronet. Ministry of Agriculture database. It collects data on production and yield
of more than 200 crops in Colombia [24].

• AVA. Agriculture, Vulnerability and Adaptation (AVA) is a methodology for meas‐
uring the vulnerability of the agriculture sector. It is a project from the Climate and
Development Knowledge Network (CDKN) [4].

• CVC. The Valle del Cauca Autonomous Regional Corporation is one of the main
environmental authorities in the Upper Cauca river basin. This institution pro-vides
water quality data for environmental sustainability [25].

• DANE. The National Administrative Department of Statistics applies different
censuses to obtain data from different aspects of the population in Colombia, among
them, the national agricultural census [26].

• Datos Abiertos Colombia. This governmental web platform collects public data in
Colombia from different sectors, without restrictions and for specific use in research
projects [27].

• DNP. The National Planning Department is an entity that defines the implementation
of a strategic vision of the country in the social, economic and environmental
fields [28].

• FAOSTAT. This web platform contains data on agriculture producer prices. These
are prices received by farmers for primary crops as collected at the point of initial
sale. Monthly data are provided from January 2010 to December of the previous year
for over 60 countries and about 200 commodities [29].

• SAC. The Farmers Society of Colombia promotes national agricultural development
and the welfare of the Colombian farmer. In addition, it promotes the scientific
investigation and the diffusion of more advanced and new methods of cultiva‐
tion [30].

• Meteoblue. It is a meteorological service created at the University of Basel,
Switzerland, in cooperation with the U.S. National Oceanic and Atmospheric
Administration and the National Centers for Environmental Prediction. It provides
satellite weather data for any length and latitude within a given territory [31].

4 Automatic Detection of Favorable Conditions for Planting
and Crop Production

The agricultural sector focuses its efforts on the use of ICT as support of decision-making
in its productive processes. Therefore, Smart Farming is the main element in the present
proposal in order to benefit from the potential of its different technological paradigms
and generate a positive impact on the sowing and crops production in Colombia. One
of these paradigms is Big Data, a concept widely disseminated today by the scientific
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and technological community, but in which many authors differ in giving a concerted
definition. Around this theme there is an extensive documentary reference that allows
forming an appropriate knowledge base to provide an alternative solution to the problem
previously raised. Figure 2 presents the general architecture of this proposal and its main
components are described below.
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Fig. 2. General architecture for automatic detection of planting and crop production.

4.1 Big Data Analytics

The Big Data value chain is composed of four key elements: Generation, Acquisition,
Storage, and Analysis [32]. Although some items belonging to the previous elements
may be addressed within the development of this proposal, the main focus is the analysis
component, which includes different tools or analytical methods for inspecting, trans‐
forming and modeling data. In this way, it is possible to extract value, useful conclusions,
and support decision making.

Taking into account that agriculture is one of the areas where more data is currently
being generated, it is necessary to focus different research efforts towards the develop‐
ment of analysis mechanisms that allow the integration of the most important charac‐
teristics of Big Data. In order to optimize systems for decision-making in the agricultural
sector, some of these characteristics are established in the so-called seven V model:
volume, velocity, variety, veracity, value, viability, and visualization. It is important to
clarify that to delimit the scope of this work, only the characteristics of variety, value
and viability will be addressed.

On the other hand, data analysis can be classified into three levels according to the
depth of the analysis processes, these levels are described below.

• Descriptive Analysis. It is based on historical data to describe what has happened.
It is often useful for finding basic trends in data sets.
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• Predictive Analysis. It focuses on predicting probabilities or future trends, as well
as extracting patterns to provide forecasts.

• Prescriptive Analysis. It directs decision-making in an efficient way. Optimization
techniques are used to find optimal solutions under a series of given constraints.

4.2 Data Fusion

Integration and data fusion can be described as the synergistic use of information from
multiple sources to aid in the general understanding of a phenomenon, to measure
evidence or to combine decisions [33]. This component allows one or more correlated
datasets to be generated, with coherent information obtained from different and varied
data sources. These sources belong primarily to the biophysical and economic-produc‐
tive dimensions; in case of finding data that belong to other dimensions, these will be
analyzed to determine their possible incorporation in the data fusion component.

On the other hand, the demand for data fusion processes within a wide range of
applications has made it possible to propose different data fusion models [34]. These
models seek to provide a well-defined set of guidelines for identifying the system under
study, regardless of the nature of the data collected, and thus contribute efficiently to the
subsequent selection and implementation of the most suitable data fusion model. One
of the most widely used frameworks is the JDL (Joint Directors of Laboratories) model,
which identifies three levels of fusion:

• Level 1: objective refinement
• Level 2: situation assessment
• Level 3: threat assessment

Although this model is currently used in many applications, it has often been criti‐
cized for its levels of development in a strict order, and also for its lack of adequate
representation of a human’s expert knowledge within the process. With this in mind, the
present proposal is based on the evolution of JDL, which has refined the development
of new models such as DFIG (Data Fusion Information Group) [35]. It focuses primarily
on the implications of situational awareness, user refinement and mission management.
This model consists of six levels:

• Level 0: pre-processing of sources and topic assessment
• Level 1: objective assessment
• Level 2: situation assessment
• Level 3: impact assessment or threat refinement
• Level 4: process refinement
• Level 5: user refinement or cognitive refinement

4.3 Detection Mechanism

This component is closely related to Big Data Analysis component, which data analysis
is around traditional methods and Big Data methods, such as data mining and machine
learning. In this component different algorithms or techniques of machine learning are
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applied for both the data preprocessing and the detection process. Specifically, the
detection is to determine which new crops could be planted and produced in a geograph‐
ical area. The aim of this component is to find non-obvious correlations with traditional
techniques for modelling data and learning their patterns.

4.4 Decision Makers GUI

This GUI shows the user all the information that has been analyzed from the different
datasets. This tool allows the farmer, technician, researcher, or decision maker to consult
the best options for planting different crops in their area, as well as other information
that involves the management of their crops so that they can be produced properly and
obtain acceptable yields.

4.5 Support Components

These components provide additional information about the datasets, characteristics of
the dimensions, characterization of the agricultural area, among others. Similarly, infor‐
mation about the calibration of the algorithms is also obtained in this component.

5 Conclusions and Future Work

This paper has presented an approach in automatic detection of favorable conditions for
planting and crop production in the upper basin of Cauca River. This research aims to
establish a reference around the field of Smart Farming and the sustainability of crops
in Colombia. These outcomes will allow farmers, technicians, farmers federations, and
decisions makers in general, to optimize their courses of action when handling their
sowing and crop production. Furthermore, prescriptive analysis represents a significa‐
tive method for establish new options of crops which can be appropriately adapted to
the conditions of a territory.

Meanwhile in the current state of knowledge, most of the studies reviewed in data
fusion perform the integration of data at the multi-sensor level, i.e. only taking into
account environmental data. In addition, an analysis of the data is not performed taking
into account the variety of the same from different dimensions (economic, political,
social, among others). Furthermore, in machine learning field, agricultural production
estimation models only are applied to a specific dataset pertaining to a crop and a partic‐
ular area. Therefore, production estimations are based only on the historical climate data.
Similarly, estimations of the crop adaptive capacity are based on future scenarios of
climate change. As a consequence, the period of time in these scenarios is too wide to
obtain an adequate model validation. Finally, in Big Data Analytics paradigm, none of
the reviewed studies addressed the issue of sowing and crop production from a formal
data analysis perspective in Big Data and Smart Farming. Most are approximations that
try to provide solutions from different paradigms that conceptually could be grouped in
Big Data.
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The selection of variety, value, and viability characteristics lies in the intrinsic needs
of the agricultural domain; i.e. in addition to volume, there is a wide variety of data
sources that require a thorough analysis to determine the interrelationships of those
variables that generate relevant knowledge for the decision maker.

As future work, we propose the implementation of this research work and evaluate them
in a case study. For this purpose, the collection of data from different sources is important
taking into account that each one represents a particular dimension. The merging of data
of different dimensions will allow the refinement and enrichment of each dataset,
improving the accuracy of the model.
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Abstract. In view of the advantages of Wireless Sensor Networks (WSNs),
acquisition devices, environmental user-interfaces and low-cost monitoring
systems in the agricultural and farming domain, an innovative use of automatic
learning decision support is proposed to manage the irrigation process. The aim
of this work is to develop a low computational cost technique for a smart irrigation
support system, which can be implemented into a simple microcontroller. The
classical methods in automatic irrigation use basic on-off controller or complex
models with a large number of variables and focus to replace the farmer in the
control scheme. Conversely, this proposal uses the farmer experience as the center
of the closed loop interpreting its irrigation rules and adapting to the crop changes
depending on growth cycle, weather and soil sensors’ signals without involving
any model. The three weeks dataset for the testing was constructed from a one-
week experimental setup with soil-water potential, soil temperature and sunlight
sensors by using approximation functions. Moreover, an online algorithm
(AdaDelta) based on gradient descent was tested in an adaptive binary classifi‐
cation with a single layer neuron via MATLAB simulation. Preliminary results
of this application have shown its potential with an accuracy of 97% and 6.5%
mean square error over the reference method, which poses new possibilities to
work in this approach and generate precision agriculture applications for low cost
and common irrigation plants by using the new age technologies.

Keywords: Precision agriculture · Water management · Automated irrigation ·
Adaptive learning

1 Introduction

In recent years, the global food demand has increased. Some research estimates that
food production must increase about 70% for 2050, given the population growth and the
constant limitations in crop area [1], which implies a necessary increase of agricultural
production per square meter. In other words, the methods of cultivation should improve
every day, even though sowing surfaces and water resources are growing increasingly
scarce. Moreover, the climate changes have a negative impact on agriculture practices.
In some countries, the climate trends from 1980 to 2008 had a large impact on average
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yields, and other agricultural factors [2]. For example, the increase in temperatures
recorded in the last 25 years, has led to a decrease in rice production ranging from 10%
to 20% in various parts of the world, and while daytime minimum temperatures rise, and
nights are warmer, production will continue to fall [3]. In this way, modern day farming
requires new techniques in agriculture to improve planting planning, efficient water
management and mitigation of the climate changes on crops’ yields. Irrigation is an
essential component of water management and according to recent reports, agriculture
irrigation accounts for 50–60% of freshwater usage from sources in the natural envi‐
ronment and up to more than 90% in some developing countries [4]. In Colombia, recent
studies have shown that agriculture uses the majority of water demand: 46.6% of the
hydric demand with 16,760.3 millions of cubic meters and this percentage will continue
to dominate in water consumption due to population growth and increased food demand
[5]. From this principle, there is a notable need to develop effective actions, science and
technology-based strategies for sustainable water use, including technical, agronomic,
administrative and public policy improvements [6].

With the current drought conditions in our country due to climate changes, the need
for irrigation systems in some regions is evident. When soils do not have the amount of
water needed to supply a crop and rain is not available, it is vital to supply water using
irrigation processes to ensure crop health. Weather is the one of the first key factors to
estimate the water requirements of the crops [7]. Weather measurement stations are a
useful tool to obtain reference evapotranspiration, (ETo) which is an important factor
in determining water consumption and water requirement models [8, 9]. Based on mete‐
orological variables, these methods can determine the current and future water condi‐
tions to make decisions regarding the irrigation of crops [10]. However, not all farmers
have access to a network of weather stations or advanced irrigation systems. In other
cases, the number of stations is lower than what is necessary given their cost and because
of insufficient information, the predictions may fail; besides, the executions of the
systems are accurate but complex with the need for specialized personnel to manage the
system [11]. On the other hand, although many innovative techniques have been
employed towards automated irrigation, in real implementation, the vast majority of
techniques used are based on the basic on-off controller given that most irrigators on
farms are bi-state, consisting of switching the controller output between maximum and
minimum output according to the sign of the error [12]. Some works present the
combining of weather data and crop variables as a potential method to irrigate efficiently.
However, the presence of an agronomist expert (a human) is an important agent in the
closed loop decisions, due to the complexity of factors such as: Soil types, plants vari‐
eties, water requirements according to growth cycle and presence of biologic agents like
plagues.

Currently, the constant search for the decision irrigation systems, is the development
of techniques and technologies to improve the agricultural water management and to
provide the precise tools for irrigation in crops, with an easily understanding for the
farmers by using techniques from the automatic control and Artificial Intelligence that
may provide solutions in an efficient way. The use of online learning techniques about
automatic making decisions could be a potential solution to improve agriculture irriga‐
tion in any variety of crops and reducing water systems’ extreme costs without displacing
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farmer labor. The study of online learning algorithms is an important domain in machine
learning, and it has both interesting theoretical properties and practical applications. The
goal of online learning is to make a sequence of accurate predictions given knowledge
of the correct answer to previous prediction tasks and possibly additional available
information [13]. Applied to our study problem context the online learning algorithms
can tune the irrigation decision constants based on environmental data and the feedback
information given by the farmer. Meanwhile, the adaptive learning features would
ensure the correct parameter tuning whatever the crop may be in any of its phenological
stages.

The motivation of this article is to develop a simple algorithm with a recursive update
parameter, which can be implemented on a low-cost microcontroller, based on the
agronomist experience and a few of environmental variables to support the decisions-
making about irrigation. The paper continues as follows, Sect. 2 will introduce to their
related works, then the problem statement and methodology are presented, to be
followed by the results, their discussion and the conclusions.

2 Literature Review and Related Work

Over the last few years, different intelligent irrigation techniques have emerged, along
with advances in monitoring networks, systems composed of a set of sensors, responsible
for measuring variables such as soil moisture and temperature, and communicate its
levels real-time to a central computer where it is analyzed by farmers and agronomists
experts [14]. Among recent work are applications such as: Efficient energy control of
irrigation in agriculture through the use of Wireless Sensor Networks (WSN), which are
capable of capturing the irrigation processes quickly and transmit the data in real time
and sensors that can be used by experts or be processed by automated systems for deci‐
sion-making [15]. Generally, these irrigation models calculate the timing and amounts
of water to be scattered, that is, it selects historical data, evaluates climatic changes and
calculates the amount of water needed for irrigation [16, 17]. They are also capable of
continuous measurement of the state of the water from the plant as well as the soil for
the programming of the irrigation of plum. The measurement is made with sensors and
supported by linear transformers of variable displacement [18].

Most automatic irrigation systems are based on evapotranspiration (ETo) calcula‐
tions, historical climate data (ED) and their relationship to the type of crop involved in
[19]. The efficiency of several standard “intelligent irrigation” controllers, with an addi‐
tional soil moisture sensor (SMS) system is analyzed by keeping in mind two important
characteristics: the amount of water applied and the quality of the earth/ground. These
characteristics were analyzed in residential environments. These controllers examine
weekly the use of water and perform their readings by irrigation meters. On the other
hand, great research efforts have been made to improve the efficiency of water consump‐
tion, trying to establish the irrigation bounds in situations of limited water supply. These
methods of theoretical analysis determine the lower boundary of dynamic irrigation
managing to innovate against agricultural irrigation. For its development, an integration
of the following models is carried out: dynamic simulation of soil moisture and nitrogen,
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crop growth and the optimization of the irrigation program. The first two models reflect
the influence of fertirrigation, the meteorological factors and the physiological charac‐
teristics of the crops in the lower limit of dynamic irrigation. The latter model reveals
the effect of the social economy and the level of management of water conservation in
the lower limit of dynamic irrigation. However, these methods require a precise esti‐
mation of ETo indexes and the validation of complex models involving a large number
of variables [20]. There are also systems to support decisions for the management of
irrigation in agriculture. For instance, SIDSS is a system based on soil and climate
measurements, being counted by several automatic nodes extended in the field, esti‐
mating the irrigation needs of a plantation, being carried out on a weekly basis. A control
is made against local disturbances and errors that are presented in front of the estimates,
which paves the way for two techniques of automatic learning tested with decisions
made by a human expert [21]. Besides, there are also works with low cost microcon‐
trollers but simple decision making based on a system to monitor the temperature and
state of the water in a crop. Its function is to store and retrieve data using analog soil
moisture sensors, and digital temperature sensors. A maize crop is constructed and tested
to evaluate performance and suitability in local conditions [22, 23].

In Colombia, the development and implementation of irrigation systems has an
equitable progress in hardware and software, which is not focused on irrigation decision
systems, but on designing of network of wireless sensors (WSN) that has been realized
with different types of nodes. Therefore, some communication devices and virtual tools
that work together to form an environment offer to the user a greater control of crop
irrigation based on evapotranspiration. Finally, the decision for the actuators states is
done from the user through a web application, this allows to turn on and off the different
elements that are in the system authorizing the irrigation of the crop by using sprinklers
[24]. The work carried out recently concludes that irrigation systems that use biophysical
properties are systems for the automatic acquisition of knowledge that focus on expert
systems in charge of irrigation and fertilization, which seek to optimize decision making.
There must be an expert system for the configuration of irrigation programming based
on operations research and qualified tools in the construction of the irrigation expert
system. In recent years, no work has been reported on a method that adapts to crop
phenology (growth station), that is, intelligent methods that adapt to the phenological
changes and its requirements. Besides, it should be noted that all the methods used so
far require precise and efficient but complex models involving many variables, which
make the possibility to work with the low-cost equipment or easy access elements for
most farmers difficult. Numerous automatic control reports have been focused on effi‐
ciency by using linear actuators with variable flow devices. However, although this
configurations present better performances, few farms have flow control elements for
irrigation on crops. This does not mean that the efficiency of the basic on-off controllers
cannot be improved by the use of intelligent irrigation systems.
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3 Problem Statement

We consider a scenario of a farm or greenhouse as a place where environmental sensors
are located in a crop, an active element (actuator) defines the irrigation process and both
sensors’ data (inputs) and the state of the active element (output) are registered. The
core of this closed-loop scheme is a farmer or an agronomist expert, who define when
and for how long to irrigate the crops through activation of the active element (pump or
gate) with a constant water flow. A two-state actuator was defined given its simplicity,
low cost and popularity among predominantly real implementations [20]. Figure 1
illustrates the raised scenario where input/output data is managed by agro-meteorolog‐
ical stations which have a strong background in this kind of monitoring applications.
The collected information could be saved on a computer, or sent to an online server via
internet and a user interface could be the bridge between the agriculture and the crop.

Fig. 1. A Cloud Sensor Network (CSN) diagram deployed for agricultural applications.

Moreover, usually on farms, people observe environmental features as the color and
texture of soil and leaves, sun light, time of day, weather conditions, crop information,
ranges of moisture type of soil or phenology [25] and based on those experiences, deter‐
mine some irrigation rules. These rules are static for a period of time, but given that the
sensitivity to water requirements change with cycle of the crop [26], the irrigation rules
must change from one cycle to another, i.e. the irrigations rules are dynamic conditions
throughout the crop, e.g., in corn crops the hydric stress has a bigger negative impact
on production during the flowering stage, than in the other growth cycles [27, 28].
Currently, the automatic irrigation devices do not have flexible decision elements,
whereas the development of online techniques learn from the human, that adapt recur‐
sively with the conditional changes and with a low computational cost are a potential
solution on automatic systems for irrigation in crops and greenhouses taking into account
the proliferation of agricultural projects powered by low-cost microcontrollers. In
further expert observations, sensors can quantify the variables information variables and
to ease the decision making. In agriculture, temperature sensors and light sensors are
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frequently used on telemetry applications. However, Soil Matric Potential SMP sensors
are one of the most relevant variables in water applications and are widely used by the
agronomists to determine the availability of soil water and the ability of plants to extract
it [29]. Figure 2 shows the flow diagram for irrigation process starting from classical
decision-making (continuous line) and add the proposed advice system (dashed line).
In this diagram, the smart support decision system is always working in series or parallel
topology, in regards to the normal loop, learning from expert actions through the sensors
data. Once the learning is complete, the system must generate a control state advice for
the actuator or assume the control if the user approves the automatic mode. When the
user change the irrigation rules, the system must to learn again to continue with the
support. Therefore, we propose a recursive binary classification tasks in two classes as
“1” (positive class) and “0” (negative class) for simplicity. The inputs X are defined as:
soil temperature ST, visible sunlight indicator SIV and Soil Matric Potential SMP.
Finally, an activation function 𝜙(z) generates advice state for the actuator based on inputs
data X.

Fig. 2. Scheme of the proposed system. Continuous line represents the typical irrigation scheme
and dashed line represents the proposed learning system.

In this schema, the expert determines the amount of water from technical data
(weather reports, technical schedules), soil and characteristics (plant variety, size, age,
color, texture, cycle, etc.) and define the actuator state (On-Off). Based on this idea, it
is possible to establish irrigation rules to define the actuator state, which depends on
multiples factors. In some cases, these factors are measurable (inputs), however in other
cases it could be difficult e.g. plagues or specific characteristics in color or shape of
plants. The directly related-variable with the irrigation is the water potential which
normally reaches its maximum value at about −10 kPa when the soil is totally wet and
presents values from −23 kPa to −200 kPa according to the soil type, how wet or dry
the soil should be depending on soil type, the plants cycle and cultural practices for
managing the field [30]. Taking into account the above, for our hypothetical case study,
we are considering a crop with three cycles with different sensibility to irrigation and
humidity reference. Moreover, we assume that for the second cycle the farmer irrigates
the crop only during mornings or nights, and during the last cycle the farmer irrigates
the crop only when the sun is out as a strategy to compensate for the temperature, so
sunlight is a determinant factor of decision (see Table 1).
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Table 1. Irrigation reference values based on the irrigation rules for a case study with hypothetical
conditions. SIV numbers represent an indicator and SMP represents the soil suction in Kpa.

Crop
cycle

Cycle
time

Max. SIV Min. SIV SIV
reference

Max.
SMP

Min. SMP SMP
reference

1 8 weeks None None None −18 −22 −20
2 8 weeks 10 0 None −12 −16 −14
3 8 weeks 1000 300 None −14 −18 −16

4 Methodology

To solve the problem defined in Sect. 3, we proposed to decompose the methodology
in three stages (see Fig. 3), and then to solve them successively:

Fig. 3. General diagram of the methodology.

1. Experimental Setup: The first stage consists of the design and implementation of an
experimental setup with real conditions to construct the dataset for soil temperature,
soil moisture, and sunlight with the sensors pt100, watermark 200ss (Installed at a
depth of 20 cm) and grove si1145 respectively. A maize plant was planted in a sandy
loam soil into a 20 × 20 × 40 cm pot. The actuator was emulated with a small pump
controlled from an Arduino Mega which has programed the irrigation rules and send
the data to a computer each minute via ZigBee communication.

2. Approximation Functions: One week of data was saved with 10080 samples per
signal and sample rate of one minute; the measurement noise was removed with a
low-pass Butterworth and first order filter at 10 Hz in a digital implementation. Once
the database was created, simple mathematical models were obtained from acquired
signals to create the simulation scenarios.
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3. Simulation: Finally, the algorithm was tested according to the irrigation rules of
Table 1 using an embedded function in MATLAB Simulink with a sample time of
sixty minutes. The environmental signals were created from mathematical approx‐
imation functions and random factors, the farmer was simulated with a set of condi‐
tional functions depending of the inputs (Soil Moisture, sunlight and soil tempera‐
ture) and the support system is connected in series between the expert and the
actuator.

5 An Algorithm to Decision Support Based on Gradient Descent

In this section, we introduce our adaptation learning algorithm for irrigation activation
based on farmer experience. Its methodology is based on extracting the knowledge of
the experts (farmers) and being able to process it by a system. An event based diagram
of the system is depicted in Fig. 4, as can be observed, there are three states: Initial state
for acquiring and normalizing of the data which jump to learning state once the window
data are complete, learning state where the coefficients are adapting and auto state, when
the learning is complete and the user decided to switch across the user selector μ. The
selection of the operational mode is designated by ß that change from false to true in
convergence cases and zero when the average error between the support advice and the
desired value is higher than a comparison value γ e.g.: changes of crop cycles.

Fig. 4. General diagram state of the proposed system.

Given the computer resources of low cost microcontrollers, a single layer neural
network is an appropriate configuration that can be trained recursively with the sensors
data as inputs and the farmer actions as the target in learning state. As seen in Fig. 5, the
artificial neurons have inputs (X), connection weights (W), a prediction according to the
activation function which is used in training to calculate the weight coefficients and
finally a quantizer that determines the output state according to the problem context.
The main difference between the presented neural network and the simplest classical
perceptron is that the weights are updated based on a nonlinear activation function
(Sigmoid for this case) rather than a unit step function like in the simplest perceptron
configuration, which have a hard threshold with an output either a 0 or a 1. Sigmoid has
the advantage of being differentiable, with derivatives that are easy to calculate and
convert into output values between 0 and 1 (soft threshold), which is helpful for calcu‐
lating the weight updates in certain training algorithms [14].
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Fig. 5. General diagram state of the proposed system.

Gradient descent is an iterative algorithm and the most common method to optimize
neural networks from an objective function J(w) which can be implemented in the batch
mode, online mode or using mini-batches with adaptive variants. Besides, its robustness
makes it highly applicable in online optimization applications. If the analyzed function
is differentiable with respect to its parameters, the gradient descent is an efficient opti‐
mization option respect to other methods, since the computation of first-order partial
derivatives respect to all the parameters is of the same computational complexity as just
evaluating the function [31]. During the learning process, the goal is to minimize the
objective function which is parameterized by a model’s parameters w ∈ Rd by updating
the parameters in the opposite direction of the gradient of the objective function ∇_w
J(w) with respect to the parameters. In typical algorithms, a constant factor called
learning rate η determinates the size of the adjustments made to the weights at each
iteration of the algorithm, the learning rate value and the initial conditions of the weights
have a significant impact on how the gradient descent converges to the optimal point.
Bellow the respectively pseudocode for the stochastic gradient descent:

There are some variants of gradient descent, which differ in how much data we use
to compute the gradient of the objective function and the time it takes to perform an
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update. Some of these adaptive algorithms are AdaM, AdaGrad and AdaDelta, which
can adapt the learning rate to the parameters, performing larger updates for infrequent
and smaller updates for frequent parameters [32]. Dean et al. [33] have found that
AdaGrad greatly improved the robustness of SGD. However, AdaDelta is an extension
of AdaGrad that seeks to reduce its aggressive, monotonically decreasing learning rate,
instead of accumulating all past squared gradients, Adadelta restricts the window of
accumulated past gradients. We use an AdaDelta solver for the optimization process
because it is a type of gradient descent solver that is very robust and automatically
updates not only the parameters of the function but also adapts its own learning rate [34,
35]. We have found this solver to perform better than a simple stochastic gradient descent
which requires tuning of the learning rate to converge. Compared with the classical
gradient descent, the sum of gradients is recursively defined as a decaying average of
all past squared gradients in AdaDelta. Assume at time t this running average is E

[
g2
]
t

then we compute:

E
[
g2]t = 𝜌E

[
g2]t − 1 + (1−𝜌)gt2 (1)

where ρ is a decay constant. Since we require the square root of this quantity in the
parameter updates, this effectively becomes the Root Means Square RMS of previous
squared gradients up to time t:

RMS
[
g
]
t = E

[
g2]t + 𝜀 (2)

where a constant ε is added to better condition the denominator, the resulting parameter
update is then:

Δxt =
−𝜂

RMS
[
g
]
t
gt (3)

Bellow the respectively pseudocode for the AdaDelta method:
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6 Results

The first results of the present work are the input’s modelling and the simple mathe‐
matical models using for simulation. Then the simulation results using the proposed
algorithm are presented.

6.1 Approximation Functions

The acquired dataset was not enough to perform a long-time simulation, for this reason
it becomes necessary to generate the corresponding signals by simulation from mathe‐
matical approximations in function of the time. The purpose of the approximation signals
is not modelling the weather or crop environmental conditions, but to generate an
average scenario for the simulations. Figure 6 shows the adjustment of the approximated
functions on the real data obtained from experimental setup for the sunlight SIV in
visible channel (400 nm–750 nm), soil temperature soilT in °c and soil matric potential
SMP in kilo-Pascal Kpa. The sunlight and temperature were modelling based on sinus‐
oidal functions multiplied with a synchronized pulse signal Rt, which has one-day period
and changes the amplitude each day with an aleatory gain. The gain of Rt is saturated
according to the minimum and maximum obtained for each experimental signal, then
there is a positive pulse signal with a limited and aleatory gain which changes its value
for each day, e.g. Rt is the factor that influences what would be a sunny day or a gray
day in an aleatory manner. On the other hand, the soil matric potential was modeled as
a two states function, for simulation ease, a first order function with a fast constant of
time when irrigation is “on” and a first order function with a slow constant of time when
irrigator is “off”. The oscillation in SMP signal is a normal effect of temperature changes
and is minor when the sensor is installed at greater depth. The obtained functions are
given as:

SIV = Rt

(
A sin(2 pi f t + 𝛼)

6)

soilT = Rt(B sin(2 pi f t + 𝛽) + b)

SMPon = K1t + a1

SMPoff = −K2t + a2

(4)

where

A = 30, f = 3.4722e − 4, B = 5, b = 25 ◦c, K1 = −0.0008, a = −21.0056, K2 = −0.034, a2 = −1.6e2.
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Fig. 6. Modelling results for the approximation functions.

6.2 Simulation Results

Given the fact that we are presenting a classification problem for an irrigation stated,
we define a simulation scenario based on Table 1 with three crop cycles and considering
as inputs the sunlight and soil matric potential signals. In this scenario, we aim to learn
recursively the farmer irrigation rules for each cycle and to predict the irrigation actuator
state in an automatic mode based on sensor inputs and the human experience. The
behavior of the controlled variable (SMP) and restrictive variable (sunlight) during three

Fig. 7. Prediction of the actuator irrigation using sunlight, soil matric potential and agronomist
actions information (cycle 1: week 1–8, cycle 2: week 9–16 and cycle 3: week 17–24). Left
column: total simulation time, right column: week 19–23 in presence of a disturbance like a rainy
day.
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cycles of a crop are depicted by the two diagrams presented in Figs. 7 and 8, in order to
test the dynamic performance, the Fig. 7 presents the simulation results during 24 weeks
(8 week per cycle), the input signals soil moisture (top), sunlight (middle), the ideal state
“Target” determined by the farmer and the advice prediction (middle) and the state
indicator (bottom) of the algorithm according to Fig. 4 where “−1” represents the initial
state, “+1” represents the learning state and “0” represents the automatic state.

Fig. 8. Simulation results: discriminant analysis for irrigation actuator according to sensors data
(sunlight and SMP). Left: cycle 1, middle: cycle 2 and right: cycle 3.

The results show the reference value for each cycle and both controlled SMP
responses by using the learning control and the manual control, which represents the
farmer and follow rigorously the irrigation rules (see Table 1). A disturbance rejection
was tested by adding a pulse disturbance on the input of the soil model (simulation of a
rainy day) at week 20, the SMP increases reached −12 kPa, then both controllers
machine and “human” response turning off the irrigator until the soil water potential fell
to the reference value. The middle figures show the sunlight signal and its restriction
effects in terms of control law of advice and target, for cycle 2 the crop is irrigated at
night and during the cycle 3 is irrigated in sunny hours of the day. Mean Squared Error
MSE was calculated for automatic and manual controllers respect to the reference signal
on the simulation conditions for a period of 168 days, the total error for the proposed
system was 9.155 kPa2/day (including training, learning and working time) and the
compared ideal method was 8.599 kPa2/day.

During the first few days, the system is recording data (system state = −1) to deter‐
mine the normalization values (mean and variance), after first stage the algorithm jumps
to the learning state (system state = +1) where AdaDelta is executed online until it
converges to a solution, then, while the error doesn’t overcome a fixed umbral nor does
the user decide to change the cycle. The automatic mode (system state = 0) is working
with the obtained coefficients. In the eighth week of cultivation, the irrigation rules
change and the system responds changing the state from automatic to an initial state
again by the user order on the system, recording new data to jump to the learning state
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by adapting its coefficients to the new conditions. Once learn again, return to the auto‐
matic state until the end of the second cycle and continues with the same sequence for
the others crop cycles until the las cycle.

Figure 8 shows a discrimination cloud for all the simulation data between the target
and the prediction, target is the ideal state for the actuator according to the SMP reference
and the restrictions of sunlight, the prediction is the advice from the system for the
actuator state according to the input signals and the trained coefficients. The true posi‐
tives (characterized with “+”) represent the activation of the actuator “on” when the
actuator must be in activation, the true negatives (characterized with a triangle) represent
the deactivation of the actuator “off” when the actuator must be deactivated, the predic‐
tion for the true positives (characterized with “o”) represent an activation advice for the
actuator and the prediction for the true negatives (characterized with “.”) represent a
deactivation advice for the actuator. The obtained cloud presents an obvious relation
with the Table 1 as it was expected given the close loop effect; for the cycle 1 there is
an evident activation SMP umbral in −20 kPa and the “on-off” data are not restricted
by the light conditions, since it points is distributed in all the axis of ordinates. On the
other hand, for the cycle 2 and 3, the region “on” is defined in both axes with limits in
−14 kPa for cycle 2 with restriction of 10 for SIV and −16 kPa for cycle 3 with restriction
of 300 for SIV. From this figure, it can be noted that although the learning data and the
prediction data are not the same. The signal data is not far from the control reference
for SMP and the output control signal obeys sunlight restriction, taking into account
that it is an adaptive control and learning system.

Table 2 summarizes the results of Fig. 8 in four indicators, which show 97% accuracy
in right decisions in a simulation of 4033 samples for 168 days. The directly participation
from the user was of 22.37% of the total time and a 77.63% for the support decision
system, compared to a traditional manual control which involucres the user at 100% for
the making decisions about irrigation or the literature review where the simple systems
are tuned by experts with a minor participation of the final user.

Table 2. Sensitivity and classification results from simulation test.

Cycle True positive True negative False positive False negative Samples
1 13 1293 39 0 1345
2 21 1284 39 0 1344
3 8 1297 39 0 1344
Total 42 3874 117 0 4033

7 Conclusions

An automatic irrigation support system based on online learning for two inputs has been
proposed. The system shows advantages such as simplicity, for low computational
resources and adaptive conditions during changes of irrigation rules due to the growth
cycles of crops. The dataset was emulated and extended from an experimental setup for
sunlight sensor in channel of visible spectrum, soil temperature and water potential using
a watermark soil matric potential sensor. Currently, a MATLAB simulation scenario
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test is applied to validate its functionality with change of target conditions for three crop
cycles according to the assumed irrigation rules. The learning algorithm tested AdaDelta
was simulated with an embedded function to be as accurate as possible, of implemen‐
tation conditions for a microcontroller. The simulation results were compared with an
ideal human controller over the reference method value and presented good static
performance with 6.5% of MSE over the compared method, 97% accuracy in decision
making, with 22.37% of direct participation from the farmer and good dynamic adap‐
tation with short learning periods less than a minute; confirming that the proposed
implementation is a possible approach for low-cost irrigation controllers and simple
actuator irrigation systems with qualities to develop an experimental version which
completely validate the method. For near future research, we aim to extend and evaluate
the system in different scenarios with various irrigation rules and input variables.
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Abstract. Network Analysis, as a technique for understanding social phe-
nomena, brings valuable methodological and instrumental elements, and can be
used in a wide range of applications. This research approach analyzes the usage
of Interinstitutional social networks to support climate change adaptation and
food security in the Department of Cauca, Colombia. The unit of analysis is the
Interinstitutional Climate Change and Food Security Network of Colombia -
RICCLISA, which comprises 60 institutional actors who have expressed their
interest in working collaboratively. They have the necessary intellectual capital
to generate positive effects in this area. Methodologically, data was gathered
from a survey to calculate indexes of network analysis to understand the
dynamics and reticular characteristics of these relationships. To carry out the
reticular analysis, data were taken from surveys done by [1] with these sixty
stakeholders in Cauca. It is observed that organizations with the ability to
articulate stakeholders with local policymaker’s interests become real catalysts
of the region’s relational capital that favorably impact collaborative work on
climate change and food security challenges. These interface organizations are
synergistic and operate across a range of scales, purposes, and intensities of
information which flow between stakeholders and audiences.

Keywords: Networking � Relational capital � Climate change � Food security

1 Introduction

Networks promote social capital by regulating coexistence through norms that guar-
antee a culture of trust [2]. However, a social network is not an isolated entity, but a
variety of entities that have characteristics in common. They coincide in certain aspect
of the social structure and facilitate individuals to realize certain actions [3]. Under this
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premise, the public and private stakeholders of Science, Technology and Innovation,
related to Climate and Agriculture, created in 2013 the Interinstitutional Network of
Climate Change and Food Security of Colombia, known by its acronym in Spanish –

RICCLISA, to articulate and integrate agents to analyze and design strategies, proce-
dures, and actions to develop and implement innovative alerting processes in the
Colombian agricultural sector. This will adapt, conserve, and mitigate the effects of
climate change in ecosystems, its biodiversity, and the productive capacity to sustain
the competitiveness and food security of the Colombian population. For its operation,
the RICLISSA Network has set up a structure that balances the different national and
regional stakeholders. In that sense, the entity is led by a Core Group, composed of
experts and supported by a technical committee and an articulating organization. The
Institutional Group is formed by experts who belong to public and private organiza-
tions interested in participating in the process. It also has the participation of Inter-
national Allies acting in Colombia and deployed in local areas. Five Regional Nodes
conformed by institutions from each territorial entity jointly implement permanent
actions to ensure the achievement of RICCLISA’s mission in agreement with the
initiatives posed by the Core Group (Table 1).

Table 1. Structure of RICLISSA Network. Source: Own elaboration
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2 Literature Review

2.1 Relational Capital as a Key Element of Intellectual Capital
in Organizations

There are common elements in the different conceptions of relational capital. In the first
place, it stands out the identification of knowledge as a key factor that is incorporated in
the management of relationships [4] with a practical application in organizations.
According to this perspective, relational capital is emphasized as a component of
intellectual capital that must be demonstrated through the organization’s goals. In this
sense, the management of social networks tends to be a planned, organized, accom-
plished, and monitored process that lead the actors’ efforts toward the achievement of
these goals.

Another repetitive element when defining relational capital are networks, under-
stood as internal and external, formal and informal interactions that facilitate the
allocation and progressive distribution of resources to achieve a higher level of per-
formance [5].

Relational capital is a useful resource; because it improves the organization’s
internal trust by connecting actors and external networks that provide resources [6, 7].
A fundamental element here lies in trust, often as a result of obligations, hierarchical
authority, and interaction [8, 9]. This trust forms a kind of bond that holds the orga-
nizations together. Another aspect that makes up relational capital are ties that provide
resources such as information [7]. The bonds that result from this relationship can occur
at both, in the individual and organizational level, although they are often attributed
mainly to individual agents. These links can be direct or indirect, their intensity can
vary, and the results (in terms of linkage or connections of relational capital) depend on
the type of network analyzed.

Granovetter [10] stresses on the importance of maintaining an extensive network of
“weak ties” in obtaining resources (information on potential job opportunities). Weak
ties are not very strong relationships between individuals, as opposed to the close ties
as they would be found in a family. Weak ties are useful for obtaining information that
would otherwise not be available or would be expensive to obtain. They extend their
network by uniting individuals or organizations and providing an interface for
exchanges.

The influence of the environment is another factor that characterizes the different
conceptions of relational capital. In accordance to Ordóñez de Pablos [11], organiza-
tions cannot be considered as isolated systems, while Roos [12] emphasizes that
relational capital is largely composed of the value generated by external interest groups.
At least from the theoretical perspective there is a consensus that the sphere of action of
relational capital is external and involves actors that can invigorate organizations as a
result of interaction and joint work.

Stakeholders are agents whose interaction builds relational capital [13], in accor-
dance to Larson and Starr [14], the greater the number of ties and their quality, the
better the results for the organization. Relational capital bases its theoretical concep-
tion, according to the authors, in the interlinkages among stakeholders.
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Relational capital often materializes through the identification of network rela-
tionships, sometimes defined by the strength of these ties, regular group activities, or
the frequency of meetings and other formal interactions, as well as informal meetings
and other social and family activities. From the organizational point of view, relational
capital provides contacts that facilitate the discovery of opportunities, as well as the
identification, collection, and allocation of scarce resources [15, 16]. Relational capital
can also help with the collective growth process by providing and disseminating critical
information and other essential resources.

Finally, we highlight the generation of positive externalities. Yang and Lin [17]
consider the relational capital as the resulting value of actor’s relationships. Corre-
spondingly, Petrash [18] concluded that it is the society’s perception of value when
doing business, solving a problem, or diminishing a negative situation. In sum, the
long-term purpose of the relational capital management should lead to the generation of
favorable effects in society, which implies a complex exercise in appraising the
intangible, also exhorts the academic community and society to think on this type of
tools not only from the theoretical approach but also from its implications.

The Intellectus model, developed by the Foro del Conocimiento INTELLECTUS,
has been chosen among the most widespread models. This model is based on the
review and analysis of the different approaches to intellectual capital, especially the
Intellect model in 1998. It is characterized by its open and flexible nature in relating
intellectual capital to the organization’s strategy; its structure is composed of blocks,
elements and indicators. The blocks of intellectual capital are: human capital, structural
capital (which in turn is formed by organizational capital and technological capital) and
relational capital (constituted by business capital and social capital). The elements in
turn represent the resources or intangible assets that integrate each component. The
indicators show how to evaluate each of the previous elements [3].

3 Methodology

The analysis of the interinstitutional relational capital to support climate change mit-
igation and food security in Cauca originated from a mixed methodological design, in
which the RICLISSA Network was the unit of analysis. This approach uses both
quantitative and qualitative data collection and analysis tools that combined “provide a
better understanding of the research problem” [18]. As a method it is widely used in
social sciences [19] and very useful for research, since it enables a deep understanding
of the phenomena under observation [20].

In this sense, the reticular analysis was carried out with the information collected
from the sixty (60) members of the RICCLISA network in Cauca. These actors have
built a collaborative work dynamics using information and communications tech-
nologies that support works on climate change mitigation and food security. Although
these types of networks are perceived by the institutional fabric of the region and of the
country, there are no previous exercises for measuring and quantifying this impact.
Therefore, the techniques described in the methodology section were used to measure
the influence of relational capital created among these actors that identifies strategic
nodes for the management and possible replication of this dynamic.
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In addition, a focus group was developed with 10 local experts and members of
regional institutions. The purpose of these tools was to consult and discuss local
dynamics, competencies, and key factors to mitigate climate change and contribute to
food security.

With the information collected, the multidisciplinary research team processed the
information to determine the most important metrics to measure the capacity of the
Network [21]. The Centrality, Degree, Betweenness, and Closeness among the Nodal
Network of Cauca stakeholders, who serve as a referent to define strategies for
strengthening the relational capital of the actors involved in Cauca.

To analyze the dynamics of the activities, several instruments were applied: field
diary to record the dynamics of the relationship; In-depth interviews to capture the
impressions and experiences of the stakeholders, group sessions to share opinions and
an individual form to qualify the proposed reticular variables.

The data were processed by the UCINET software v6.0 - quantitative data - and
TextStat - qualitative data - and then synthesized in a comparative matrix, synoptic
tables and conceptual maps according to the categories of analysis. The results were
incorporated into the strategy design process in each of its stages: exploration, struc-
turing, and evaluation-improvement.

In this research, social networks consisted of two elements: organizations (nodes)
and the relationships (ties) between them. Once all the nodes and ties are known, it is
possible to draw pictures of the network and discern every organization’s position
within it. Within a network, the “distance” between two organizations (also known as
the “geodesic distance” or “degree of separation”), shows the shortest path in the
network from one organization to another. The basic idea in social network analysis is
that organizations are influenced by their location in a social network and by the
happenings among organizations that are “nearby” them in the social network.

Once a full set of organizations and ties is observed, there is only one “network”
per se. This network, however, can be analyzed or drawn according to the following
metrics (Table 2).

Table 2. Indicators used for reticular analysis in RICLISSA. Source: [22].
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4 Findings

The last years have witnessed the development of a new way of studying social
structure: the so-called network analysis, which has reached high levels of method-
ological and technical sophistication, showing its high value in a wide range of
applications. In this case, it analyzes networks of relations and their effects on the
institutional framework that may influence the mitigation of climate change and the
variation of food security.

From the above, an important set of statistical indicators summarize both the
characteristics of the network and the stakeholders, as these indicators refer to Cen-
trality, as to Closeness, Betweenness, and Degree in order to identify the network’s
central stakeholders by identifying positions of relevance and power [22]. The sixty
(60) institutional stakeholders of the RICLISSA Network and the label with which each
was nominated for the purposes of processing and analysis are listed below (Table 3).

4.1 Relational Capital Strengthening

Degree
The analysis of the degree (Table 4 and Fig. 1) shows the preponderance of the
Regional Center for Productivity and Innovation of Cauca - CREPIC – that has a direct
relationship to 33 stakeholders (56% of total), followed by the Río Piedras Foundation
with 29 links, the Secretary of Planning of the Government of Cauca – GCAUSPLD -
with 26 links, SUPRACAFÉ COLOMBIA SA with 22 links. The centrality of the
Network is 47.63%, which suggests a high level of dispersion, but also shows three
strong relationship nodes around CREPIC, Río Piedras Foundation and Secretary of
Planning of the Government of Cauca – GCAUSPLD.
For the purposes of the Network, these three organizations have the capacity to connect
other stakeholders and coordinate efforts around climate change and food security. In
the case of CREPIC and Rio Piedras Foundation, these organizations have an extensive
experience on rural development projects. They have the recognition of institutions and
rural/urban communities, which is a key element that generates confidence when
developing collaborative work.

The Regional Center for Productivity and Innovation of Cauca (CREPIC) was
created in 2000 by private/public institutions to improve the competitiveness of
regional organizations in Colombia through the articulation and development of the
innovative and productivity capacities of its stakeholders. According to its mission
statement and the perception of its stakeholders, the organization articulates regional
capacities to increase quality of life. On the same issue, the Rio Piedras Foundation is
responsible for ensuring the sustainability of water supply and conservation of the main
water supply basins in the city of Popayan (Cauca). It was created by 11 public/private
organizations, including: The Mayor of Popayán, Fish Farm El Diviso, University of
Cauca, The Governor of Cauca, Smurfit Cardboard of Colombia, Special Adminis-
trative Unit of Natural Parks of Colombia, Departmental Coffee Growers Committee of
Cauca, FUP University, Cedelca Power Plants, CRC, Water and Sewerage Company of
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Table 3. List of stakeholders of the RICLISSA network. Source. Own elaboration based on data
from [1]

ACTOR´S 
NAME

LABEL

Ministry of Environment and Sustainable Development MADS

Ministry of Agriculture and Rural Development MADR

Colombian Corporation of Agricultural Research CORPOICA

International Center for Tropical Agriculture CIAT

National University of Colombia UNINAL

University of Cauca UNICAUCA

German Society for International Cooperation - GIZ GIZ

Colombian Agricultural Institute ICA

University of Valle UNIVALLE

Geographic Institute Agustín Codazzi IGAC

Institute of Hydrology, Meteorology and Environmental Studies IDEAM

Military University of New Granada UMNG

Secretary of Planning of the Government of Cauca GCAUSPLD

Secretary of Agricultural Development and Economic Develop-
ment

GCAUSAFE

Autonomous Regional Corporation of Cauca CRC

Horticultural Association of Colombia - Cauca ASOHOFRUCOLCAUC
A

Chamber of Commerce of Cauca CCCAUCA
Research group in environmental studies of the University of
Cauca

GEAUNICAUCA

Aqueduct of Popayán NUEVOACUEDUCTOP
PN

National Department of Planning DNP

Administrative Department of Science, Technology and Innova-
tion

COLCIENCIAS

National Federation of Departments FEDNALDEPTOS

Río Piedras Foundation FRIOPIEDRAS

Climate Change, Agriculture and Food Security CCAFS

National Learning Service SENA

United Nations Development Program PNUD

Eco-Habitat Foundation ECOHABITAT

Representative of educational institutions of Cauca INSTITUEDUCATIVAS

Mayor of Popayán. Cauca ALCPOPAYAN

Mayor of Puracé. Cauca ALCPURACE

Incubator of agribusinesses AGROINNOVA

Nasa Kiwe Corporation NASAKIWE

Institution for education Enrique Vallejo de Belacazar NORMALNALBELAC
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Popayán S.A. As can be appreciated, articulation is in the DNA of CREPIC and Rio
Piedras Foundation.

The Secretary of Planning of the Government of Cauca – GCAUSPLD, has the
capacity of managing and financing initiatives allowing a greater level of effectiveness
in achieving interinstitutional approaches. So, according to these results and the
characteristics of these stakeholders, the recognition for their community work, the ties
of trust established through collaborative work, and the possibility of financing are, in
short, the key factors that explain the high number of links that these three organiza-
tions have with other stakeholders in the analysis of this reticular variable.

United States Agency for International Development, USAID

Mayor of Totoró. Cauca ALCALDTOTORO

Corporation for the development of Cauca CORPOCAUCA

Higher Education Institution UNICOMFACAUCA UNICOMFACAUCA

Regional Center for Productivity and Innovation of Cauca CREPIC

Representative Regional Productivity Centers CRP’s

Higher Education Institution, FUP FUP

Higher Education Institution, Uniautonoma CUAC

Technological Institute of Putumayo INSTTECPUTUMAYO

University of Los Andes UNIANDES

Mariana University UNIMARIANA PASTO

Cooperative of beneficiaries of the Cauca agrarian reform COOBRA

Corporation for research, agricultural and environmental develop-
ment

SINDAP

Foundation of the Pacific energy company S.A. FUNDACION EPSA

Mayor of Suarez. Cauca ALCALDÍA SUAREZ

Mayor of Silvia. Cauca ALCALDÍA SILVIA

Mayor of Morales. Cauca ALCALDÍA MORALES

Mayor of Rosas. Cauca ALCALDÍA ROSAS

Ministry of Information and Communication Technologies. MINTIC

Center for Economic, Social and Technological Research of

Agribusiness and World Agriculture. University of Chapingo

CIESTAAM

Supracafe Colombia SUPRACAFE 
COLOMBIA

Polytechnic University of Madrid UNIPOLITECTICA 
MADRID

Elecnor Group Technology Area ELECNOR DEIMOS

MULTISCAN Technologies MULTI SCAN

Association for the production and commercialization of

aquaculture and agricultural products of Silvia, Cauca

APROPESCA
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Information and communication technologies – ICT - are the channel that has
facilitated the establishment of links and communication between these actors. Once
trust is created between organizations, the use of ICT allows to monitor and to maintain
permanent communication links.

Table 4. Variable analysis range of the RICLISSA network. Source. Own elaboration based on
data from [1]
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Betweenness
The information in Table 5 shows that CREPIC is the most active stakeholder between
those involved in the process, followed by the Río Piedras Foundation, and Secretary of
Planning of the Government of Cauca and SUPRACAFÉ COLOMBIA SA.

It is worth noting that this index measures the possibilities that stakeholders have in
connecting with those who they do not know or have not work together. Both CREPIC
and the Rio Piedras Foundation consider articulation as a key element in their strategic
platform which allows them to effectively achieve their objectives, hence its ability to
interact and connect with different stakeholders. On the other hand, the Secretary of
Planning of the Government of Cauca, for its role as coordinator of the implementation
of the Development Plan of the region and Adviser in the investment of regional,
national, and international cooperation agencies, it has a holistic view of the regional
dynamics and therefore of the different institutional stakeholders who can cooperate in
the implementation of different initiatives.

Their role as articulating organizations and the knowledge of the different territorial
dynamics related to climate change and food security are essentially the characteristics
that explain the high levels of intermediation that these three organizations have.

Closeness
The degree of closeness indicates the access capacity that a stakeholder has with
respect to other actors in the network. The indicator of access between intervening
actors favors the Secretary of Planning of the Government of Cauca, followed by the
Río Piedras Foundation, the Ministry of the Environment and Rural Development, the
Local Agency for the Management of Resources for Environment, known by its

Fig. 1. Relational capital of the RICLISSA Network. Source: Own elaboration based on data
from [1]
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acronym in Spanish as – CRC - and the Environmental Studies Research Group of the
University of Cauca – GEAUNICAUCA (Table 6).

The Ministry of the Environment is the public entity in charge of defining the
national environmental policy and ensuring sustainable development, and the Secretary
of Planning of the Government of Cauca. It sets the policies at a regional level, both
institutions influence directly over all the Network, orienting the actions of actors to the
fulfillment of the public policy on environmental issues posed by the National and
Regional government.

Statistical analysis reflects the capacity of these organizations to reach all the
network nodes. In the case of the Ministry of the Environment and Sustainable
Development – MADS - and the Secretary of Planning of the Government of Cauca,
they act as a policymaker with a strong influence over other actors. On the other hand,
Río Piedras Foundation, and its public/private composition, holds a strong relational
capital that is useful at different levels.

Table 5. Variable analysis of betweenness of RICLISSA. Source. Own elaboration based on
data from [1].
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A Qualitative Analysis of the Contributions of the RICLISSA Network
The two (2) focus groups with ten institutions addressed the following topics: (i) the
characteristics of the networks formed in RICCLISA, (ii) the Network’s contributions
to climate change and food security, and (iii) the network’s challenges.

Among the common denominators were: the critical mass of actors constituted in
Cauca by the 60 participants, and the necessity to give continuity to the advanced
activities, an element that in the institutional sphere is difficult to manage due to
changes in the administration. As isolated factors were presented: the management of
resources, the training of human talent, and the publicity and dissemination of results,
elements that although important, are not shared by all attendees.

The analysis carried out from the focus groups show the potential of Cauca node
due to the sixty (60) stakeholders that make it up offering possibilities to collaborative
and interdisciplinary work.

The actors opinion emphasize in the necessity of strengthening these institutional
capacities in two ways. In the first place, it is necessary to improve the monitoring and

Table 6. Variable analysis degree of closeness of the RICLISSA Network. Source. Own
elaboration based on data from [1]
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alerting of the climate behavior and the externalities generated in terms of food
security. In this way, the research work and efforts made by the Colombian state to plan
and control these effects are important to avoid disasters either on society or on the
productive sector of the region.

Furthermore, it is fundamental to develop appropriation exercises that include
awareness, training, and management so communities and productive sectors increase
their commitment and have the necessary preparation. In this way, the collaborative
work and technology transfer promote jointly efforts to mitigate climatic change.

5 Conclusions

The analysis of the variables Centrality, Degree, Closeness, and Betweenness, shows
high dispersion among actors that generates difficulties in the management of the
Network. Although from the reticular perspective, this condition expands the relational
capital and allows the structuring of ambitious action plans that use the contacts of a
network and each organization capacities. It is necessary to establish flexible and
practical mechanisms that allow the Network to fulfill its objectives without falling into
the inefficiencies of large networks. Undoubtedly, the challenges of mitigating climate
change effects and ensuring food security are high-level purposes for the State and
Society, which will demand the usage of appropriate management technologies to keep
the actors of the Network integrated and avoid the natural desertions in this type of
processes.

After analyzing the reticular variables of the RICLISSA Network in Cauca, one of
the strengths is the ability of certain actors to articulate the work of different agents of
climate change and food security. It is evident that the binomial Government/Entities
interface enhances the efforts of the actors. Specifically, the joint work between a
government actor - the Secretary of Planning of Cauca with interface organizations -
CREPIC and the Río Piedras Foundation - allows the effects of the triple propeller -
University, Enterprise, State - proposed by Etzkowitz and Leydesdorff [23] to deploy
their potential in the region.

Both, the analyzed statistical data and the interviews demonstrated that academic
research, linked to the efficiency of the productive sector and accompanied with public
policy formulation capacity of the State, can generate positive long-term impacts on
society in environmental terms. The achievements and advances of this network in the
future open new lines for further research.

The collected quantitative and qualitative data coincide with the wide capacity that
Cauca has on facing RICLISSA challenges. In order to catalyze this dynamics, there
are organizations called to lead the process due to its attractive reticular properties, such
is the case of the Regional Center for Productivity and Innovation of Cauca, the Río
Piedras Foundation, and the Secretary of Planning of Cauca. From the society’s per-
spective, it has been detected the importance of developing exercises of appropriation
that permit the intensive usage of these mechanisms on citizens daily life. The meeting
point of these aspects will certainly result in higher possibilities for public policies in
climate change mitigation and food security to benefit the population and productive
sector.
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